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Abstract. Information security decisions typically involve a trade-off
between security and productivity. In practical settings, it is often the
human user who is best positioned to make this trade-off decision, or in
fact has a right to make its own decision (such as in the case of ‘bring your
own device’), although it may be responsibility of a company security
manager to influence employees choices. One of the practical ways to
model human decision making is with multi-criteria decision analysis,
which we use here for modeling security choices. The proposed decision
making model facilitates quantitative analysis of influencing information
security behavior by capturing the criteria affecting the choice and their
importance to the decision maker. Within this model, we will characterize
the optimal modification of the criteria values, taking into account that
not all criteria can be changed. We show how subtle defaults influence
the choice of the decision maker and calculate their impact. We apply
our model to derive optimal policies for the case study of a public Wi-Fi
network selection, in which the graphical user interface aims to influence
the user to a particular security behavior.

1 Introduction

People continuously make information security decisions: should I use this wire-
less, should I put this person’s USB stick in my laptop, how do I choose and
memorize passwords? Almost always, the decision involves a trade-off between
security and other concerns, such as being able to complete an important task
or being able to easily do something that otherwise could be cumbersome. The
decisions are often complex, with several objectives to be considered simultane-
ously, and the optimal decision may very much depend on the specific situation:
while using a stranger’s USB stick is not advisable, the importance of the job to
be completed and/or knowledge about the owner of the USB stick may make it
advisable to put the USB stick in one’s laptop, despite the associated information
security risks.

In situations such as above, a simple compliance policy (such as, not to al-
low USB sticks at all) would be suboptimal. Instead, one would want to allow
some freedom for the owner of the laptop to decide the best course of action.

A. Horváth and K. Wolter (Eds.): EPEW 2014, LNCS 8721, pp. 194–208, 2014.
c© Springer International Publishing Switzerland 2014



A Decision Making Model of Nudging in Information Security 195

In general terms, unless one can specify a compliance policy that is optimal un-
der all possible circumstances (which is a rare real-world case), there is room
for improvement by allowing the user to make the final decision. There exist
other situations, in which the user should play a role in the security decision
making. For instance, in case of BYOD (bring your own device) [7], where the
device owner uses their own device for work-related activities, the fact that the
user owns the device puts certain restrictions on what the employer can decide
without the owner’s input. However, an employer might still want to influence
the decisions of its employees, since the employer is impacted by these decisions.

In all these situations the end user is involved in the information security
decision making, and is in fact responsible for the final choice. Then, and this is
key for this paper, it may be advisable that service providers (telecoms, online
banks), device vendors, employers, or other parties are able to influence the
decision making, without restricting the end user. In the literature, this is often
referred to as nudging [22] implemented widely in healthcare and social policies,
see e.g. [21]. Nudging leaves the choice with the user, but aims to influence
the decision so that the user is more likely to make a beneficial decision, e.g., by
presenting choices in a particular manner that aims to impact the choice a person
ends up making. There are many aspects to nudging that deserve discussion, but,
in this paper, we do not debate the specific approach, but aim to derive results
for influencing in general.

In [17] a first formalization of the concept of influencing was provided assuring
it is as general as possible, but at the same time is intuitive and useful. Ear-
lier, Heilmann [11] presented schematically the nudge success conditions from
perspective of influencing autonomous system, also called System 1 (and not re-
flective, also called System 2) [13], and showed the difference of these conditions
for different types of nudges with respect to taxonomy of Bovens [4].

In this paper, we provide a model for influencing human decision making
in security contexts. A model aim to analyze users’ decisions and behavior in
order to be able to define better security policies and procedures from both an
employer and its employees points of view. In particular, it gives an opportunity
to an employer to influence decisions of its employees; however, leaving the final
choice and responsibility for the decision to the employee who made it.

We believe such a model is necessary to enable a solid quantitative evaluation
of influence. In particular, we want to be able to apply mathematical optimiza-
tion to decision making as well as to the decision on how to influence, and for
that we need a rigorous underpinning and understanding of the problem at hand.

Finally, we want to be able to evaluate the level of success of influencing
behaviors, be it experimentally or theoretically–again, a formal model allows us
to define the experimental or theoretical setting under which we carry out the
evaluation. This paper will not reach all these goals, but provide the underlying
quantitative model for human decision making evaluation for security decisions.

Our model is based on a well-known practical approach to modeling human
decision making, multicriteria decision analysis, see e.g. [2], in particular, on
multiattribute utility theory [15] presented in Section 2. We assume that such a
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model can be used both for the decision maker (e.g., the employee of a company),
and for the stakeholder (e.g., the company). Given a set of alternatives evaluated
on a set of criteria, we can define a policy that represents the choice of optimal
decisions by the decision maker, and we can calculate the optimal modification
of these criteria with respect to the stakeholder. A particular contribution of this
work is to model the freedom of choice left by the stakeholder to the decision
maker by considering that only a subset of all criteria are modifiable. We illus-
trate in Section 4 the case, where a stakeholder is effectively unable to influence
the decision maker.

We illustrate each stage of our model and its merits using a public Wi-Fi se-
lection scenario taken from [23] in each section. In the Wi-Fi example, a device
user decides between networks and the device presents choices so as to influence
the decision of the device user. In this case, the decision maker represents the de-
vice user and the stakeholder represents the company of the user. We show how
changing presentation of some Wi-Fi’s may alter the choice of decision maker.
However, the approach is designed generally enough to be applied to other case
studies, e.g. for choosing among access control policies [18]. Finally, Section 5
discusses possible extensions of the framework, in particular, considering influ-
encing populations.

2 Decision Making

In order to model human decision making and to evaluate the different alterna-
tives for a decision maker, we consider Multi-Criteria Decision Analysis (MCDA).
MCDA is particularly useful in situations, where alternatives are evaluated on
multiple, often conflicting, criteria, and in search of solutions that represent the
best trade-off(s) between these criteria. In information security, this trade-off
is usually between security and productivity/usability, for instance, a decision
maker has to select between a more secure network and a faster one.

When compared to other approaches to model security decision making, e.g.
through Markov Decision Process and reward models [3] or using the experience,
e.g. by reinforcement learning [20], MCDA provides transparency to the process
of making decisions and illustrates explicitly how trading-off between criteria is
obtained. Transparency of the decision making process is desirable by both deci-
sion makers and stakeholders, who are interested in seeing how their preferences
with respect to criteria are considered within a model. Moreover, MCDA allows
for possible behavioral biases to be taken into account within a model, e.g. in a
similar way as in [14].

For selecting a set of criteria that influence security decisions, it may be ad-
visable to look at attributes related to technology, to management, to economy,
to culture and to personal preferences. However, the general MCDA recommen-
dation is to consider a set of criteria most relevant to a particular problem to be
solved [10] from [15].

Here, by making a decision, we assume choice of an alternative among available
ones. A decision maker is responsible for selecting an alternative a. We write A
for the set of alternatives available to the decision maker.
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In MCDA, alternatives are evaluated and compared using a set of criteria G,
such that each criterion should be either minimized or maximized (the direction
of optimization). Each criterion comes with a scale, in which alternatives can
be compared. Typical scales include real numbers, intervals, ratios, binary or
verbal values (qualitative descriptions), which are ordered with respect to the
optimization direction. Each criterion g ∈ G is, therefore, associated with a scale
Kg, and we write gmin ∈ Kg and gmax ∈ Kg for the minimal and maximal
values of g, respectively. We write K =

⋃
g∈G Kg for the set of all possible scales,

and without any loss of generality, we assume that all criteria are maximized
(minimized criteria can simply be multiplied by −1).

Each alternative is evaluated on each criterion g ∈ G by means of an eval-
uation function σg : A → Kg. We write Σg for all possible σg functions, and
ΣG =

∏
g∈G Σg for the cartesian product of all criteria evaluation functions.

When no confusion can arise, we write σ = (σg1 , . . . , σgn) for a vector of evalu-
ation functions, and σ[g] for the evaluation function of σ corresponding to the
criterion g.

We now present the basics of MCDA and Multi-Attribute Utility Theory, in
particular. We then detail how to define the policy of a decision maker, and we
illustrate this approach for selection of a public Wi-Fi case study.

2.1 Multi-Attribute Utility Theory

Multi-Attribute Utility Theory (MAUT) [15] is an MCDA approach, which as-
sumes that decision makers aim to maximize their implicit utility function.
MAUT is a compensatory technique, since it allows smaller values on a sub-
set of criteria to be compensated by a large value on a single criterion, and is
based on expected utility theory with some strong technical assumptions related
to comparability, transitivity, continuity, and independence of outcomes (that
assumes independence of criteria). MAUT is attractive because of its sound the-
oretical foundations (based on expected utility theory), its non-monetary nature
and its applicability to be used as a basis for comparison of new, not yet consid-
ered alternatives with the same utility function constructed for the same decision
maker. In addition, its natural approach to modeling risk behavior is particularly
attractive for designing security decisions, where risk attitude of decision makers
plays crucial role in their decision patterns.

The global utility of an alternative is obtained by aggregating individual crite-
ria values amplified by criteria weights for all criteria. However, before aggrega-
tion, these criteria values must be normalized, in order to provide a fair basis for
comparison. A normalization function, which in MAUT corresponds to marginal
utility function, is a function ng : Kg → [0, 1]. This function can change from one
decision maker to another, thus, encoding some notion of preference/meaning
interpretation.

In addition, preferences can be encoded using criteria weights, which in MAUT
represent trade-offs between criteria. Here, a weight shows the relative impor-
tance of the criterion, when compared to other criteria. In particular, it defines
how many units of one criterion can be traded-off for a unit of another criterion.



198 I. Yevseyeva et al.

Here, we assume deterministic criteria weights defined by the decision maker
with a criteria function w : G → [0, 1] such that

∑
w(g)∈W w(g) = 1.

Determining weights explicitly may be difficult for decision makers. It may
be cognitively hard to quantify weights also due to the meaning of weights may
not be straightforward and even differ in different MCDA methods [2].

We can now define the notion of MAUT model.

Definition 1. A MAUT model is a tuple M = (A,G, ΣG , n, w), where A is
a set of alternatives, G is a set of criteria, ΣG is a set of criteria evaluation
functions, n is a set of normalization functions with ng : Kg → [0, 1] for each g,
and w : G → [0, 1] is a weights function, such that

∑
w(g)∈W w(g) = 1.

After mapping all criteria utilities to their scales, normalizing them and defin-
ing weights, the alternatives can be evaluated. For aggregating marginal criteria
utilities for each alternative some form of aggregation function should be used,
e.g. multiplicative, additive or some combination of both is usually applied.
When compared to additive aggregation function, which allows some criteria
for alternatives to be of zero value, multiplicative aggregation function requires
presence of non-zero values for all criteria to make alternative useful.

For now, we introduce one of simplest forms of aggregating evaluations on all
criteria values for each alternative, weighted sum, which we will also use for the
Wi-Fi case study:

Definition 2 (Utility function). Given a model M = (A,G, ΣG , n, w), the
utility of an alternative a ∈ A, is defined as:

v(a, w, σ) =
∑

g∈G
w(g) · ng(σg(a)).

Note that for the sake of simplicity, we consider that the normalization function
is unique for all criteria, and therefore we do not pass it as an argument of v.

We now assume that decision makers base their decision making process using
a MAUTmodel1. Given a vector of evaluation functions σ, and a weights function
w, the policy of a decision maker is defined as:

π(w, σ) = argmax
a∈A

v(a, w, σ).

Note that in order for a decision maker to be deterministic, we assume the ex-
istence of an arbitrary ordering over alternatives, so that if there are several
alternatives maximizing the utility function, the decision maker selects the high-
est one according to that ordering.

1 We are aware of strong assumptions of MAUT and biases from rational behavior
of the decision makers studied, e.g. by Kahneman and Tversky [13], [14], and here
establish a basic model for influencing human decision making in security context
also to initiate investigation of these biases.
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2.2 Case Study: Selection of a Wi-Fi Network

As a case study, let us consider an example of influencing a choice of a publicly
available wireless network (Wi-Fi). The dangers of choosing non-secureWi-Fi are
well documented: it exposes device and transmitted data to increased chances
of spoofing and man-in-the-middle attacks [1], [5], and new attacks appear reg-
ularly.

For instance, recently, it was reported that the penetration testing tool BDF-
Proxy (BackdoorFactory Proxy), which acts as a proxy for network commu-
nication, has the capability to infect any binary executable download the user
makes with a Metasploit malware [16]. Thus, it can compromise the user’s device
with malicious software and gain control over the device. This attack is particu-
larly problematic for untrusted Wi-Fi’s as the Wi-Fi router can engage in ARP
(Address Resolution Protocol) spoofing (i.e., by manipulating the lowest-level
address resolution to make the user’s client go through the proxy without the
user’s knowledge: The Wi-Fi can make the client fall for the trap without the
user noticing anything.

Ability to influence choice of trusted Wi-Fi is of special interest in the context
of recent consumerization of IT trend [24] and BYOD, in particular, since em-
ployees work on their own devices and define security protection of their devices
by themselves, thus, potentially, exposing sensitive information [19]. In general,
over one billion workers will work remotely by 2015, over a third of the total
worldwide workforce [12]. A company that allows BYOD may want to influence
the employee so that the trade-off decision between security and productivity is
done in the company’s interest. Alternatively, users may want to have influencing
software on their phone to assist in making the information security decisions
for work as well as home use.

Influencing was earlier introduced in the security context of Wi-Fi selection
in [23]. There, the focus is on introducing the user interface design nudges, and
on evaluating them with a user group. Here, we want to model human behavior
further when modifying context of decision making by introducing an affect in-
fluencing factor, color, and by computing impact of such or another modification
of the context on the decision to be made. In particular, a traffic light effect [8] is
used with red-green colors (and associated emotions and meanings), which was
also applied for framing choices to nudge individuals away from privacy-invasive
applications in [6].

Let us consider a user in a coffee-shop having to choose between two different
public wireless networks A = {s, f}: s is a secure Wi-Fi with weak signal; f
is a Wi-Fi of the coffee shop, with strong signal, but not necessarily safe. We
want to illustrate with this example the trade-off between security and produc-
tivity/usability, and therefore consider the set of criteria G = {t, r, l}, indicating
the trust of the network, its strength and color in which its name is drawn,
respectively. For the sake of simplicity, we assume that the scales for the trust
and strength criteria are defined as Kt = Kr = {0, 1, 2} (the higher the bet-
ter). For the color criterion, a scale is defined as Kl = {R,N,G}, corresponding
to red, neutral and green colors of paint used for drawing names of networks,
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Table 1. Decision matrix for σ = [s �→ (1, 1, N), f �→ (0, 2, N)]

criteria

trust strength color
{0, 1, 2} {0, 1, 2} {R,N,G} (scale)
t → max r → max l → max (direction)

0.5 0.3 0.2 (weights)

alternative
s 1 1 N
f 0 2 N

π(w, σ) f

respectively. This categorical scale can be mapped into a scale of quantitative
values Kl = {0, 0.5, 1}, taking into account traffic light similar effect, with red
color associated with danger, green color – with no danger, and neutral color,
e.g. white, with no special affect on users (when compared to a standard amber
color with attention bringing effect).

Note that here, we consider a simple and abstract notion of trust, and, in prac-
tice, this notion can be defined using the presence of Wi-Fi network providers in
a white list predefined by security officer or system administrator of the company
or by the employee him-/herself. More sophisticated evaluation of ‘trust’ crite-
rion may take into account other aspects, e.g. current location of an employee
[9].

Finally, the decision maker has to define the criteria weights w = (0.5; 0.3; 0.2),
meaning that connecting to a trusted Wi-Fi is more important for the decision
maker than choosing a Wi-Fi with strong signal. The color of the presented name
of a Wi-Fi is less significant for the decision maker than the two other criteria.

In the following, for the sake of compactness,we write σ = [s �→ (v1, v2, v3), f �→
(v4, v5, v6)], associating sWi-Fi with a trust of v1, a strength of v2 and a color of
v3 values, respectively; and f Wi-Fi with a trust of v4, a strength of v5 and a color
of v6 values, respectively. Table 1 represents the traditional decision matrix [2] for
a decision maker, evaluation of a set of alternatives on a set of criteria. Assuming
that a decision maker uses a linear normalization function of the following form:

ng(σ) =
g − gmin

gmax − gmin
, (1)

we can calculate the utility for each alternative as follows:

v(s, w, σ) = 0.5 ∗ 0.5 + 0.3 ∗ 0.5 + 0.2 ∗ 0.5 = 0.5

v(f, w, σ) = 0.5 ∗ 0 + 0.3 ∗ 1 + 0.2 ∗ 0.5 = 0.4.

From these calculations it follows that the decision maker selects π(w, σ) = s.
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3 Decision Evaluation

3.1 Impact

To be able to measure the efficiency of an alternative, we introduce an impact
function such that, given an alternative a, a weight function w and evaluation
functions σ, ρ(a, w, σ) represents the impact of criteria weights and criteria eval-
uations of alternative on selection of that alternative as the final choice of the
decision maker. In the rest of the paper, we consider that the impact function
intuitively represents a benefit for the system, and as such, the aim of a stake-
holder is to maximize the impact, i.e., a higher impact is ‘better’. Note, the
impact function should be seen as an ideal valuation of the possible alternatives,
and as a way to evaluate the behavior of the decision makers, rather than as a
way to define the behavior of the decision makers.

In general, this function can be defined in many different ways (for instance,
through an access control policy stating which alternatives are secure [18]). We
propose here to define it using a MAUT model, which is however slightly different
from the one defined above. The impact function can be defined directly as the
utility function v of M . However, in the context of information security, we
want to clearly distinguish the alternatives, so that there are ‘good’ and ‘bad’
alternatives. Hence, given an alternative a, a weight function w and a set of
criteria evaluation functions σ, we define the impact function as:

ρ(a, w, σ) =

{
1 if v(a, w, σ) ≥ v(a′, wi, σ) for any a

′,
0 otherwise.

In other words, an alternative has an impact if, and only if, it is maximal ac-
cording to the utility function. Note that more complex impact functions can be
considered, for instance, when different levels of security can be defined.

3.2 Utility Function Parameters

To evaluate the efficiency of a decision made by a decision maker, a stakeholder
may compare it to his own choice or a choice of an ‘ideal’ decision maker from a
company perspective in the same situation. Four cases are possible here: In ideal
case, the stakeholder would wish the decision maker behaving in an optimal way
from the stakeholder’s point of view. This would mean the decision maker (user
/ employee) having the same with stakeholder (or company) preferences, or the
same weight function wc = wu, where wc is a stakeholder’s weight function and
wu is a user’s weight function, and at the same time having the same set of
criteria evaluation functions: σc = σu, where σc is a stakeholder’s set of criteria
functions and σu is a set of user’s criteria evaluation functions.

However, the reality might be different with the most general case with both
sets of evaluation functions σc �= σu and weighting functions wc �= wu being
different for a stakeholder and a decision maker. The two special cases with ei-
ther different weights or different criteria evaluation functions will be considered
below.
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3.3 Evaluation in Case Study: Selection of a Wi-Fi Network

To illustrate decision evaluation scenarios for the case of public Wi-Fi selec-
tion, let us consider the stakeholder and the decision maker having the same
weight functions wc = wu = (0.5; 0.3; 0.2). However, they have different evalua-
tion functions: σc = [s �→ (1, 1, N), f �→ (0, 2, N)] for stakeholder and σu = [s �→
(1, 1, N), f �→ (1, 2, N)] for the decision maker. Indeed, the decision maker con-
siders the alternative f as being more trusted, with σu[t](f) = 1, when compared
to the company, which assigns to it a smaller trust value with σc[t](f) = 0. This
small difference results in the different utilities of the alternatives v(s, wu, σu) =
0.5 and v(f, wu, σu) = 0.65, and leads to the decision maker choosing f =
π(wu, σu), while ρ(f, wc, σc) = 0, meaning that the decision maker selects an
alternative that is suboptimal for the stakeholder.

We may also consider another case of the company and the user having the
same set of criteria evaluation functions σc = σu, but different preferences with
respect to criteria weights. For instance, the stakeholder considers trust being
more important wc(t) = 0.5, when compared to the decision maker wu(t) = 0.3.
They may also have different opinions about importance of the strength of the
Wi-Fi signal: the stakeholder assumes it is as less important wc(r) = 0.4, when
compared to the decision maker wu(r) = 0.6. But they agree on color being
not very important wc(l) = wu(l) = 0.1. Here, again π(wu, σu) = f , while
ρ(f, wc, σc) = 0.

4 Influencing Decisions

As said in the introduction section, in the BYOD context, companies allow their
employees to use personal devices for work (or company devices for personal pur-
poses), and the border between personal and company data becomes blurred.
In such situations, companies may try to take some control over personal de-
vices for better protection of their data. Applying strong security policies for
such personal devices may meet opposition reaction from their employees, since
employees ownership perception of devices will be disturbed, which may push
employees towards overriding such security policies. Therefore, companies must
search for ‘softer’ ways of influencing their employees behavior.

In this work, we suggest a ‘soft’ strategy for stakeholders to assist in secu-
rity decisions by their employees with limited changes to the information taken
into account by the decision maker, based on the idea that even small changes
can influence final choices of decision makers [13], [14]. Such an approach was
considered widely for health and social solutions, see e.g. [21], [22], and recently
studied in the context of security and privacy decision making [6].

Next, we examine an example of a company adopted BYOD strategy or stake-
holder, which wants to protect its employees, users of devices, from non secure
behavior and emphasize safer choices for them. Note, that we assume here a
‘good’ stakeholder, who wants to help and protect a user in a paternalistic way,
and exclude a ‘bad’ influencer, for instance, aiming to attack users and manip-
ulate their choices motivated by ‘bad’ incentives, leaving this special case as a
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future work. As our working case study for demonstrating influencing effect, we
keep selection of a Wi-Fi to connect to in a public place among several available
ones. We consider when influencing may be beneficial to both a stakeholder and
a user, and how it may be performed, assuming MAUT model as a basis for
human decision making.

4.1 Influence

Given a MAUT model M = (A,G, ΣG , n, w), we can consider ways, in which
a stakeholder may influence choices of a decision maker. By definition of the
model, there are two ways to affect the result of the model evaluation: either by
affecting a weighting function, and corresponding set of weights, or by affecting
a set of criteria evaluation functions, and corresponding set of criteria values for
alternatives.

Influencing weighting of criteria means influencing implicit trade-off prefer-
ences of decision makers with respect to different criteria. In principle, this ap-
proach may be efficient, but, in practice, it is time-consuming, since it requires
training and education of users and their subsequent conscious reflection on the
issues they were taught. For instance, for security decisions, it would require
training sessions on the security policy of the company to increase employees
awareness of risks; their education on the security issues related to the policy
of their company and on possible consequences of such decisions for them and
their company; and promoting a security culture, e.g., with rewards for secure
behavior. These are efficient, but long-term approaches, which require time and
involve user awareness and conscious decision making. Moreover, while users may
be aware and intend to behave securely, these intentions do not always translate
into actual behavior.

Therefore, an alternative and/or complementary approach would be to try to
influence the behavior of decision makers directly at the moment of the decision
making. This approach would involve changing values for some criteria. Having
possibility to change all criteria would be ideal for a stakeholder. However, there
are different reasons why it may not be possible in most cases; to name a few:
it may not be legal or ethical to change values for some criteria or too costly
for the company to do it. However, a stakeholder may still be able to change
values for some ‘modifiable’ criteria via a set of evaluation functions, assuming
the values for the rest of criteria are non-changeable.

Given a set of criteria G, we consider a subset of ‘modifiable’ criteria M ⊆ G,
for which stakeholder can change criteria values. The exact definition of this
subset depends of course on the context, but intuitively, it corresponds to the
aspects taken into account by the decision maker that are controlled by the
stakeholder. Given a vector of evaluation functions σ, we define the set of possible
modified functions as:

PM(σ) = {σ′ | ∀g ∈ (G \M) σ′[g] = σ[g]}.
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Table 2. Impact of all modifications to the color criterion for initial alternatives
evaluations σu = [s �→ (1, 1, N), f �→ (1, 2, N)] and criteria weights wu = (0.3; 0.5; 0.2)
of the decision maker with ρ(f,wc, σc) = 1 and ρ(s,wc, σc) = 0

σxy v(s, wu, σxy) v(f, wu, σxy) a = π(wu, σxy) ρ(a,wc, σc)

σNN 0.5 0.6 f 0
σNR 0.5 0.5 f 0
σNG 0.5 0.7 f 0
σGN 0.6 0.6 f 0
σRN 0.4 0.6 f 0
σGR 0.6 0.5 s 1
σRG 0.4 0.7 f 0
σRR 0.4 0.5 f 0
σGG 0.6 0.7 f 0

In general, more complex restrictions on PM can be defined, for instance, reflect-
ing an incremental change in the values of criteria (e.g., the value of a criterion
can only be incremented or decremented by a given factor).

Hence, we assume that there is an influence, if and only if, the decision maker
would behave differently without being influenced. The raw impact of an influ-
ence can be measured in a differential way: given a vector of evaluation functions
σ and a weight function w, we say that the decision maker was influenced when-
ever π(w, σ) �= π(w, σ′). Note that the set of alternatives A does not change with
the application of criteria evaluation modifications. In other words, influencing
a decision maker does not change the set of alternatives available to the decision
maker.

We are now in position to define the optimal modification possible by a stake-
holder over a decision maker.

Definition 3. Given a stakeholder with a weights function wc and a vector of
evaluation functions σc, and a decision maker with a weights function wu and
a vector of evaluation functions σu, the optimal vector of modified evaluation
functions for the decision maker is given by:

opt(wu, wc, σu, σc) = arg max
σ′
u∈PM(σu)

ρ(π(wu, σ
′
u), wc, σc).

4.2 Influence in Case Study: Selection of a Wi-Fi Network

Let us consider a subset of modifiable criteria M = {l}, i.e., only the color, in
which a network is displayed, can be modified. We now illustrate the optimal
modification of the criteria evaluations opt for the influencing strategy applied
by the stakeholder. Having a set of criteria weights wc = (0.5; 0.4; 0.1) and
criteria evaluations of alternatives σc = [s �→ (1, 1, N), f �→ (0, 2, N)], we have
ρ(s, wc, σc) = 1 and ρ(f, wc, σc) = 0. In other words, the stakeholder wants to
influence the decision maker towards selecting a more secure Wi-Fi s.
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Let us consider now that the decision maker has different criteria weights wu =
(0.3; 0.5; 0.2) and different criteria evaluations σu = [s �→ (1, 1, N), f �→ (1, 2, N)],
which leads to the decision maker choosing a faster network π(wu, σu) = f . Since
M = {l}, only the color criterion value can be modified. Table 2 details all the
possible cases, where, for the sake of compactness, we write σxy for the evaluation
function σxy = [s �→ (1, 1, x), f �→ (1, 2, y)]. We also consider that when s and f
have the same value, the decision maker selects f by default.

In other words, opt(wu, σu, wc, σc) = [s �→ (1, 1, G), f �→ (1, 2, R)], i.e., chang-
ing the color of s to green, and that of f to red, results in the influencing effect
making the decision maker to swap his/her choice and to select an alternative
preferred by the stakeholder.

However, note the impact of this modification depends on the set of non-
modifiable criteria {t, r}. For instance, if the utility of f is null and of s is
maximal, there is no effect that will make a decision maker with a weight on
l �= 1 and additive aggregation function to change its decision from s to f .
Similarly, if the decision maker has a weight equal to 0 on the criterion t, then
all effects have no impact. See details of the last case in Table 3 for the same set
of criteria evaluations σu = [s �→ (1, 1, N), f �→ (1, 2, N)] of the decision maker
as in the previous example, but different set of weights wu = (0; 0.8; 0.2). This
case demonstrates that if decision makers do not care about the trust of the
network, there is no chance to make them to select a more secure alternative
whatever modifications are applied to the modifiable criteria.

Table 3. Impact of all modifications to the color criterion for initial alternatives eval-
uations σu = [s �→ (1, 1, N), f �→ (1, 2, N)] and criteria weights wu = (0; 0.8; 0.2) of the
decision maker with ρ(f, wc, σc) = 1 and ρ(s, wc, σc) = 0

σxy v(s, wu, σxy) v(f, wu, σxy) a = π(wu, σxy) ρ(a,wc, σc)

σNN 0.5 0.9 f 0
σNR 0.5 0.8 f 0
σNG 0.5 1 f 0
σGN 0.6 0.9 f 0
σRN 0.4 0.9 f 0
σGR 0.6 0.8 f 0
σRG 0.4 1 f 0
σRR 0.4 0.8 f 0
σGG 0.6 1 f 0

5 Influencing Population

In all previous sections, we have considered a deterministic decision maker by
default. To allow modeling groups of users rather than single users, we may
consider a probabilistic decision maker. We model this aspect by considering a
probability distribution over weights, such that given a weight function w, ψ(w)
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represents the probability of w. From a statistical point of view, ψ(w) represents
the percentage of the population with the weight distribution w.

The policy of the entire population can therefore be defined as given a MAUT
model M = (A,G, ΣG , n, ψ(w)):

π(ψ, σ, a) =
∑

w∈W

{ψ(w) | π(w, σ, ) = a}. (2)

For influencing a population of users, a stakeholder needs to look for an alter-
native (or subset of alternatives) with highest impact and a subset of modifiable
criteria that makes this alternative (preferred by the stakeholder) to be selected
by the majority of population.

opt(wc, σc, ψu, σu) = arg max
σ′∈PM(σu)

∑

a∈A
ρ(a, wc, σc)π(ψu, σ

′
u, a).

5.1 Population in Case Study: Selection of a Wi-Fi Network

As an example of population modeling, we can consider examples of three types
of decision makers with the same criteria evaluation functions σu = [s �→
(1, 1, N), f �→ (1, 2, N)], but different criteria weights w1 = (0.3; 0.5; 0.2), w2 =
(0; 0.8; 0.2), and w3 = (0.8; 0; 0.2). Let us also consider a probability distri-
bution ψ such that ψ(w1) = ψ(w2) = ψ(w3) = 1/3. We can calculate that
π(w1, σu) = f , π(w2, σu) = f , π(w3, σu) = s, and therefore, following Equa-
tion 2, we have π(f, σ, ψ) = 2/3 and π(s, σ, ψ) = 1/3.

If a stakeholder wants to shift choices of a population of users, he/she may
consider similar strategy as one proposed for influencing choice of individual
decision makers, but taking into account weights of different groups of users.

6 Conclusion

In this work, we have proposed a model for influencing human decision making
in security context. We have illustrated the approach with a case study of a
public Wi-Fi selection, and have shown how optimal influence may be selected.
Even though the resented multi-criteria model is simplified, when compared to
possible real-life scenario, however, it establishes a basis for developing a more
complex framework, which we consider as our future work.

The first step will be to consider more than two alternatives to select from.
Moreover, it will be interesting to investigate more complex impact functions
(e.g. non-monotonic), which may lead to a backfire of influencing, with decision
maker selecting a worse alternative when compared to his/her initial intention.
Another interesting aspect is related to studying different normalization func-
tions and their interpretation by different decision makers. For instance, it was
observed in [23] that a padlock sign, usually assigned to trusted Wi-Fi’s, may
be perceived as blocking of access by some users, who misinterpret, and, conse-
quently, normalize differently evaluation of Wi-Fi’s. Interesting aspects to study
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are dependence between different security decisions and applying a sequence or
combinations of influencing effects. For instance, in [23], it was shown that the
color effect has a higher impact when applied in combination with ordering effect
of different networks presented to the decision maker by default.

Taking into account complexity of different criteria, such as ‘trust’ criterion,
MAUT contribution may be further investigated by modeling more complex
shapes of marginal utility functions, such as convex or concave utility functions
corresponding to risk (risk-prone or risk-averse) attitude of decision maker, when
compared to the linear marginal utility functions modeled here. Moreover, the
quantities obtained through MAUT can be used to characterize the strength of
the effect applied, following, for instance, the recent approach in the context of
quantitative access control policies [18].

Finally, the Wi-Fi scenario provides an interesting basis for future work. The
importance of name when choosing a Wi-Fi was studied in the context of trust
in [9]. The ‘trust’ criterion is interesting as it may take into account various
information, e.g. about decision maker’s location, to avoid situations, where the
most trusted network for a researcher located in a coffee shop far away from
universities appears to be the ‘eduroam’ Wi-Fi, an international network for all
university staff of universities provided within campuses of universities only.
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