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Abstract. Hidden Markov Model (HMM)-based synthesis (HTS) has recently
been confirmed to be the most effective method in generating natural speech.
However, it lacks adequate context generalization when the training data is
limited. As a solution, current study provides a new context-dependent speech
modeling framework based on the Gaussian Conditional Random Field (GCRF)
theory. By applying this model, an innovative speech synthesis system has been
developed which can be viewed as an extension of Context-Dependent Hidden
Semi Markov Model (CD-HSMM). A novel Viterbi decoder along with a sto-
chastic gradient ascent algorithm was applied to train model parameters. Also, a
fast and efficient parameter generation algorithm was derived for the synthesis
part. Experimental results using objective and subjective criteria have shown
that the proposed system outperforms HSMM substantially in limited speech
databases. Moreover, Mel-cepstral distance of the spectral parameters has been
reduced considerably for any size of training database.

Keywords: Gaussian conditional random field � Statistical parametric speech
synthesis � HSMM extension

1 Introduction

Statistical Parametric Speech Synthesis (SPSS) has reportedly been a dominant
research area due to its peculiarities since the last decade [1, 2]. Modeling in the
domain of SPSS is of prime importance and it is naïve to assume unnecessary sim-
plifying assumptions in modeling as it may reduce the quality of synthetic speech. This
work extends Hidden Semi Markov Model (HSMM) synthesis [3] by eliminating some
of its simplifying assumptions. In the next subsection we will briefly discuss related
works.

1.1 Related Work

Many research activities have already been performed to improve the quality of basic
HTS. The progresses such as Hidden Semi Markov Model (HSMM) [3], Trajectory
HMM [4] and Multi-Space Distribution HMM [5] have made HTS the most powerful
statistical approach. However, these systems do not lead to an acceptable quality with
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limited databases (less than 30 min). This deficiency is a direct result of applying
decision-tree-based context clustering which cannot exploit contextual information
efficiently, because each training sample is associated in modeling only one context
cluster. This study is an attempt to improve SPSS quality even for limited training data.

The rest of the paper is organized as follows. In Sect. 2, GCRF is introduced.
Sections 3 and 4 propose a context-dependent model for speech using GCRF and its
application in speech synthesis. Experimental results are presented in Sect. 5 and final
remarks are given in Sect. 6.

2 Gaussian Conditional Random Field

To define GCRF, first a brief description of Markov Random Field (MRF) and Con-
ditional Random Field (CRF) is given.

Definition 1. Let G ¼ ðV;EÞ be an undirected graph, X ¼ Xvð Þv2V be a set of random
variables indexed by nodes of G, X is modeled by MRF iff 8A;B � V; P XAjXBð Þ
¼ P XAjXSð Þ, where S is a border subset of A such that every path from a node in A to a
node in B passes through S [6].

Definition 2. X;Cð Þ is a CRF iff for any given set of random variables C, X forms an
MRF [6].

In the speech synthesis framework, given an utterance contextual information C, suf-
ficient statistics of speech (acoustic features) can be considered as an MRF.

Hammersley-Cliffort’s Theorem. Suppose x; cð Þ is an arbitrary realization of a CRF
X;Cð Þ defined based on a graph G with positive probability, then P xjcð Þ can be
factorized by the following Gibbs distribution [7].

P xjcð Þ ¼ 1
Z cð Þ

Y
A Wa x; cð Þ; ð1Þ

where A denotes a set of all maximal cliques of G. Z cð Þ is called partition function
which ensures that the distribution sums to one. In other words,

Z cð Þ ¼
ZZ
x

Y
A Waðx; cÞ: ð2Þ

The theorem also states that for any choice of positive local functions Wa xð Þf g
(potential functions) a valid CRF is generated. One of the simplest choices of a
potential function is Gaussian function. CRF with Gaussian potential function is named
GCRF which is introduced in the next section.
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3 Context-Dependent Speech Modeling Using GCRF

For modeling speech, the proposed system primarily splits each segment into a fixed
number of states. Then, acoustic and binary contextual features (sufficient statistics) are
extracted for each state. The goal is to model and generate acoustic features provided
that contextual features are present. The following notations are taken into account
henceforth.

L,I: Total number of acoustic and linguistic features.
J : Total number of states for the current utterance.
V: All acoustic parameters. (Extracted from frame samples)
xlj : l-th acoustic feature of state j. (Extracted from V)
xl : l-th acoustic feature vector, xl ¼

def xl1; . . .; xlJ½ �T :
X: All acoustic features, X ¼def x1; . . .; xL½ �:
cji : i-th binary linguistic feature of state j.
cj : Linguistic feature vector of state j, cj ¼def cj1; . . .; cjI

� �T
:

C: All linguistic features, C ¼def c1; . . .; cJ½ �:

3.1 GCRF Graphical Structure

Factor graph [8] of the proposed GCRF (with order one) is depicted in Fig. 1. As it is
obvious in the figure, GCRF is a set of L linear chain CRF [8] (with order one) which
are independent when C is given. Each rectangular node Wlj represents a potential
function describing the effect of a maximal clique ðxlj; xlðj�1Þ; cjÞ in the random field
distribution. This figure can be extended to higher order linear chain CRFs. As a result,
if GCRF extends with order o, Wlj. becomes a function of ðxlj; . . .; xlðj�oÞ; cjÞ.

3.2 GCRF Distribution

Having described the graphical model, this subsection investigates the probability
distribution provided by GCRF. Markov property of MRFs implies the following
equality.

Fig. 1. Factor graph of the first order GCRF.
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P XjC; hð Þ ¼
YL

l¼1
P xljC; hð Þ; ð3Þ

where h is the set of all model parameters. This paper assumes that the partition
function, Wlj, is formulated by Eq. 4 which is a Gaussian function with parameters Hlji

and ulji.

Wlj ¼def exp � 1
2

XI

i¼1
xTl Hljixl þ uTljixl

� �
cji

h i� �
: ð4Þ

In this equation, Hlji has to be a symmetric and positive definite matrix. If Hlji is not
restricted to a positive definite matrix, the distribution may be realized by a number
greater than one. Thus, considering positive definite condition seems to be necessary.
Moreover, in GCRF with order o, Hlij and ulij contain only oþ 1ð Þ � oþ 1ð Þ and
oþ 1ð Þ nonzero elements respectively. The overall form of model parameters is shown
as follows.

Hlij ¼

0 0 � � � 0 0 � � �
0 hlijðj�oÞðj�oÞ � � � hlijðj�oÞj 0 � � �
..
. ..

. . .
. ..

. ..
. . .

.

0 hlij
jðj�oÞ � � � hlijjj 0 � � �

0 0 . . . 0 0 � � �
..
. ..

. . .
. ..

. ..
. . .

.

2
666666664

3
777777775
; ulij ¼

0
ulijj�o

..

.

ulijj
0
..
.

2
666666664

3
777777775
: ð5Þ

By considering defined potential function and according to the fundamental theorem of
Hammersley and Cliffort the final expression for P xljC; hlð Þ is given by

P xljC; hlð Þ ¼ 1
ZlðC; hlÞ

exp � 1
2

xTl Hlxl þ uTl xl
� 	� �

; ð6Þ

where Hl ¼
PJ

j¼1

PI
i¼1 cjiHlji and ul ¼

PJ
j¼1

PI
i¼1 cjiulji.

Zl is the partition function and is computed by Eq. 2. Fortunately, for Gaussian
distribution of Eq. 4 there is a closed formula for the partition function as:

Zl C; hlð Þ ¼ 2pð Þ
J
2 det H�1

l

� 	� 	1
2exp

1
8
uTl H

�1
l ul


 �
: ð7Þ

A marvelous point is that conventional CD-HSMM can be considered as a type of
GCRF with order zero and mutually exclusive contextual features.
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4 Speech Synthesis Based on GCRF

Figure 2 shows an overview of the proposed GCRF-based speech synthesis system. All
blocks in the figure are identical to classical SPSS [1], except the three further blocks
added with a different color. In the training part, acoustic sufficient statistics or features
(X) are extracted according to both speech parameters (V) and state boundaries ðT Þ.
State boundaries are latent and the added Viterbi block is employed to train them in an
unsupervised manner. It should be noted that only sufficient statistics are modeled in
the training phase; therefore synthesis phase has to generate them first. After generating
features, speech parameters and speech signal are successively synthesized.

4.1 Estimation of Model Parameters

In this section, we discuss how to train model parameters h. We are given a set of T iid

training data Xt;Ctf gTt¼1, the goal is to find the best set of parameters, bh, which max-
imizes the conditional log likelihood:

bh ¼ argmaxh L(hÞ; ð8Þ

L(hÞ ¼def 1
T

XT

t¼1
log P XtjCt; hð Þ: ð9Þ

Fig. 2. An overview of the proposed architecture.
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The problem is that, acoustic feature Matrix Xt; wholly depends on the state
boundaries which are latent. Hence, it is impossible to compute L(hÞ. A correct solution
for this problem that converges to the Maximum Likelihood (ML)-estimate is given by
the Expectation Maximization (EM) algorithm; however, EM is computationally
expensive. Another commonly used method which is computationally efficient and
works well in practice is to compute first Xt and then L(hÞ on the Viterbi path. Appling
this approach and substituting P XtjCt; hð Þ with Eq. 6 gives

L hð Þ ¼ � 1
2T

XT

t¼1

XL

l¼1
Lt
l hlð Þ

� 
; ð10Þ

Lt
l hlð Þ ¼def xtTl Ht

lx
t
l þ utTl x

t
l þ J log 2p� log det Ht

l þ
1
4
utTl H

t�1
l utl: ð11Þ

In general, this function cannot be maximized in closed form, therefore numerical
optimization is used. The partial derivatives of L(hÞ are calculated as follows.

oL(hÞ
oulij

¼ � 1
2T

XT

t¼1

oLt
lðhlÞ
oulij

; ð12Þ

ð13Þ

oL(hÞ
oHlij

¼ � 1
2T

XT

t¼1

oLt
l hlð Þ

oHlij
; ð14Þ

oLt
l hlð Þ

oHlij
¼ xtlx

tT
l � Ht�1

l � 1
4
Ht�1

l utlu
tT
l H

t�1
l


 �
ctji

� �
FB J ; j; oð Þ: ð15Þ

where o denotes the order of model, F denotes element-by-element product operator
and is a J -by-J (J ) Boolean matrix (vector) defined by an indicator function I
as:

ð16Þ

B J ; j; oð Þ ¼def Bmn J ; j; oð Þ½ �J�1; ð17Þ

Bmn J ; j; oð Þ ¼def I j� o�m� jð Þ& j� o� n� jð Þð Þ:

A common solution of this optimization problem is to take entire training samples
into account and update model parameters using an optimization algorithm such as
BFGS. Unfortunately, this in turn leads to large computational complexity. This paper
proposes the application of stochastic gradient ascent [9] method which is faster than

188 S. Khorram et al.



above-mentioned algorithm by orders of magnitude. This method has proven to be
effective [9]. Following equations express its updating rule:

utlij ¼ ut�1
lij � at

oLk
l hlð Þ
oulij

����
utlij;H

t
lij

; ð18Þ

Ht
lij ¼ Ht�1

lij � at
oLt

l hlð Þ
oHlij

����
utlij;H

t
lij

: ð19Þ

A variable step size algorithm described by [10] is utilized in our experiments.

4.2 Viterbi Algorithm for GCRF

Given a sequence of acoustic parameters (V), sentence contextual features (C) and a
trained GCRF parameters (θ), this section presents an algorithm to find the most likely
state boundaries ðT̂ Þ. Thus the aim is to estimate T̂ such that

T̂ ¼def argmaxT P T jV;C; hð Þ ¼ argmaxT P X T ;Vð ÞjV;C; hð Þ: ð20Þ

From Eq. 6 we have

T̂ ¼ argminT
XJ

j¼1
/j T ;V;C; hð Þ; ð21Þ

where /j T ;V;C; hð Þ ¼def
PL

l¼1

PI
i¼1 xTljHlijxlj þ bTlijxlj

� �
cji:

Let be the j-th state boundary (j-th element of T ), then for a GCRF with order o,
/j becomes a function of instead of entire elements of T . This fact gives
us an ability to exploit dynamic programming for performing a complete search on T .
Inspired by the other Viterbi algorithms, we need to define an auxiliary variable dj.

ð22Þ

dj can be calculated from dj�1 by following recursion.

ð23Þ

Using this recursion, it is straightforward to obtain Viterbi algorithm.

4.3 Parameter Generation Algorithm

This section, for a given GCRF, derives an algorithm to estimate the best synthesized
speech parameters ðV̂Þ by maximizing the likelihood criteria, i.e.
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V̂ ¼def argmaxVP Vjhð Þ ¼ argmaxV
X
T

P X V; Tð Þjhð Þ: ð24Þ

The synthesis part needs to respond quickly, however, solving this problem directly is
challenging. Hence, the algorithm derived from Eq. 24 is not practical.

A two-step algorithm is proposed here which approximates V̂ fast.

Step 1. For a given h, compute the ML-estimate of X:

X̂ ¼def argmaxXP Xjhð Þ: ð25Þ

Step 2. For a given X, compute the ML-estimate of V:

V̂ ¼def argmaxVP VjXð Þ: ð26Þ

The first step is simply obtained by considering the distribution discussed in Sect. 3.
Since different acoustic features are statistically independent (given in Eq. 3), the
algorithm can generate features independently, i.e.

x̂l ¼ argmaxxlP xljC; hlð Þ: ð27Þ

Optimizing the Gaussian distribution P xljC; hlð Þ, expressed by Eq. 6, results in the set
of linear equations below:

Hlx̂l ¼ � 1
2
bl: ð28Þ

Hl is symmetric and positive definite, so Eq. 28 can be efficiently solved using the
Cholesky decomposition.

Second step depends heavily on the selected acoustic features. For the set of
acoustic features extracted in our system, Tokoda et al. [11] algorithm was used in this
step.

5 Experiments

5.1 Experimental Conditions

To evaluate the proposed system, a Persian speech database [12] consisting of 1000
utterances with an average length of 8 s was employed. Experiments were conducted
on a fixed test set of 200 utterances and 5 different training sets with remaining 50, 100,
200, 400 and 800 utterances. It should be noted that the average length of each
utterance is about 8 s. Speech parameters including mel-cepstral coefficients, bandpass
aperiodicity and fundamental frequency were extracted by STRAIGHT [13]. Sample
mean and variance of each static and dynamic parameter, in addition to the voicing
probability and duration are computed as the acoustic state features. For contextual
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state features a set of 150 well designed binary questions are employed. Following
subsections evaluate the proposed method in contrast to the HSMM-based technique.

5.2 Objective Evaluation

As Fig. 3 shows, three objective measures were calculated to evaluate the proposed and
HSMM-based systems, namely the average mel-cepstral distortion (expressed in dB)
[14], the Root-Mean-Square (RMS) error of fundamental frequency logarithm
(expressed in cent) and the RMS error of phoneme durations (expressed in terms of
number of frames). Computing the first and second measures needs an assumption
about state boundaries that was estimated here using the Viterbi algorithm. Since F0
value is not observed in unvoiced regions, only voiced frames of speech were taken
into account for the second measure.

From Fig. 3, it is noticeable that GCRF always outperforms HSMM in generating
mel-cepstral and duration parameters, but HSMM is superior in synthesizing funda-
mental frequency when the number of training data is larger than 200 utterances. This
drawback is a result of weak estimation of F0 parameters during the training process.
Table 1 compares the accuracy of voiced/unvoiced detection in proposed system with
its counterpart in HSMM-based synthesis.

5.3 Subjective Evaluation

We conducted preference score measure to compare the proposed and HSMM-based
systems subjectively. 20 subjects were presented with 10 randomly chosen pairs of
synthesized speech from the two models and then asked for their preference.

Figure 4 shows the average preference score. The result confirms that the synthetic
speech generated by proposed system has been favorable when training data are
limited.
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Fig. 3. Objective evaluation of HSMM-based and proposed speech synthesis systems. (Left)
Mel-cepstral distance [dB]; (Middle) RMSE of log F0 [cent]; (Right) RMSE of phoneme
duration [frame].
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6 Conclusion

This paper improves HSMM-based synthesis in the following ways:

1. The independence assumption of states distribution in HTS is removed.
2. In contrast to HMM, the proposed model does not limit its potential functions to be

a probability distribution.
3. CD-HMM uses decision-tree-based context clustering that does not provide efficient

generalization in limited training data, because each speech parameter vector is
associated in modeling of only one context cluster. In contrast, our method con-
tributes each training vector in many clusters to offer an efficient generalization.

Despite the advantages, which made our system to outperform in small training data,
a drawback such as difficult training procedure is noticed in large databases.
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