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Preface

The IDEAL conference attracts international experts, researchers, leading
academics, practitioners, and industrialists from communities of machine learn-
ing, computational intelligence, data mining, knowledge management, biology,
neuroscience, bio-inspired systems and agents, and distributed systems. It has
enjoyed a vibrant and successful history in the last 16 years, having been held
in over 13 locations in seven different countries.

It continues to evolve to embrace emerging topics and exciting trends. This
year IDEAL was held in the historical city of Salamanca (Spain), declared a
UNESCO World Heritage Site in 1988 and European Capital of Culture in 2002.

This conference received about 120 submissions, which were rigorously peer-
reviewed by the Program Committee members. Only the papers judged to be of
highest quality were accepted and included in these proceedings.

This volume contains 60 papers accepted and presented at the 15th Inter-
national Conference on Intelligent Data Engineering and Automated Learning
(IDEAL 2014), held during September 10–12, 2014, in Salamanca, Spain. These
papers provided a valuable collection of recent research outcomes in data en-
gineering and automated learning, from methodologies, frameworks, and tech-
niques to applications and case studies. The techniques include computational
intelligence, big data analytics, social media techniques, multi-objective opti-
mization, regression, classification, clustering, biological data processing, text
processing, and image/video analysis.

The process of reviewing and selecting papers is extremely important to main-
taining the high quality of the conference and therefore we would like to thank
the Program Committee for their hard work in the rigorous reviewing process.
The IDEAL conference would not exist without their help and professionalism.

IDEAL 2014 enjoyed outstanding keynote speeches by distinguished guest
speakers: Prof. Francisco Herrera of University of Granada (Spain), Prof. Cesare
Alippi of Politecnico di Milano (Italy), Prof. Juan Manuel Corchado of University
of Salamanca (Spain), and Prof. Jun Wang of the Chinese University of Hong
Kong (Hong Kong).

Our particular thanks also go to the conference main sponsors, the IEEE
Spain Section, the IEEE Systems, Man and Cybernetics Society Spanish Chap-
ter, AEPIA, Salamanca City Hall, Ciudad Rodrigo City Hall, University of Sala-
manca, and RACE project (USAL-USP), who jointly contributed in an active
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and constructive manner to the success of this conference. Finally, we would
like to thank Alfred Hofmann and Anna Kramer of Springer for their continued
collaboration on this publication.

September 2014 Emilio Corchado
José A. Lozano
Héctor Quintián

Hujun Yin
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Alfonso Fernández Mañueco Mayor of Salamanca, Spain
Daniel Hernández Ruipérez Rector of University of Salamanca, Spain
Marios Polycarpou University of Cyprus, Cyprus

General Chair

Hujun Yin University of Manchester, UK

Program Chair

Emilio Corchado University of Salamanca, Spain

Program Co-chair

Jose A. Lozano University of the Basque Country, Spain

Publicity Co-chairs

Jose A. Costa Universidade Federal do Rio Grande do Norte,
Brazil

Yang Gao Nanjing University, China
Minho Lee Kyungpook National University, Korea
Bin Li University of Science and Technology of China,

China

International Advisory Committee

Lei Xu Chinese University of Hong Kong, Hong Kong,
SAR China

Yaser Abu-Mostafa CALTECH, USA
Shun-ichi Amari RIKEN, Japan
Michael Dempster University of Cambridge, UK
Nick Jennings University of Southampton, UK
Soo-Young Lee KAIST, South Korea
Erkki Oja Helsinki University of Technology, Finland



VIII Organization

Latit M. Patnaik Indian Institute of Science, India
Burkhard Rost Columbia University, USA
Xin Yao University of Birmingham, UK

Steering Committee

Hujun Yin (Chair) University of Manchester, UK
Emilio Corchado (Co-chair) University of Salamanca, Spain
Laiwan Chan Chinese University of Hong Kong, Hong Kong,

SAR China
Guilherme Barreto University of Brazil
Yiu-ming Cheung Hong Kong Baptist University, Hong Kong,

SAR China
Jose A. Costa Federal University Natal, Brazil
Colin Fyfe University of The West of Scotland, UK
Marc van Hulle K.U. Leuven, Belgium
Samuel Kaski Helsinki University of Technology, Finland
John Keane University of Manchester, UK
Jimmy Lee Chinese University of Hong Kong, Hong Kong,

SAR China
Malik Magdon-Ismail Rensselaer Polytechnic Institute, USA
Vic Rayward-Smith University of East Anglia, UK
Peter Tino University of Birmingham, UK
Zheng Rong Yang University of Exeter, UK
Ning Zhong Maebashi Institute of Technology, Japan

Program Committee

Aboul Ella Hassanien Cairo University, Egypt
Adrião Duarte Federal University, UFRN, Brazil
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Héctor D. Menéndez, Carlos Delgado-Calle, and David Camacho

Use of Empirical Mode Decomposition for Classification of MRCP
Based Task Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Ali Hassan, Hassan Akhtar, Muhammad Junaid Khan, Farhan Riaz,
Faiza Hassan, Imran Niazi, Mads Jochumsen, and Kim Dremstrup



XVI Table of Contents

Diversified Random Forests Using Random Subspaces . . . . . . . . . . . . . . . . 85
Khaled Fawagreh, Mohamed Medhat Gaber, and Eyad Elyan

Fast Frequent Pattern Detection Using Prime Numbers . . . . . . . . . . . . . . . 93
Konstantinos F. Xylogiannopoulos, Omar Addam,
Panagiotis Karampelas, and Reda Alhajj

Multi-step Forecast Based on Modified Neural Gas Mixture
Autoregressive Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Yicun Ouyang and Hujun Yin

LBP and Machine Learning for Diabetic Retinopathy Detection . . . . . . . . 110
Jorge de la Calleja, Lourdes Tecuapetla, Ma. Auxilio Medina,
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Abstract. Learning from imbalanced multilabel data is a challenging
task that has attracted considerable attention lately. Some resampling
algorithms used in traditional classification, such as random undersam-
pling and random oversampling, have been already adapted in order to
work with multilabel datasets.

In this paper MLeNN (MultiLabel edited Nearest Neighbor), a heuris-
tic multilabel undersampling algorithm based on the well-known Wil-
son’s Edited Nearest Neighbor Rule, is proposed. The samples to be re-
moved are heuristically selected, instead of randomly picked. The ability
of MLeNN to improve classification results is experimentally tested, and
its performance against multilabel random undersampling is analyzed.
As will be shown, MLeNN is a competitive multilabel undersampling
alternative, able to enhance significantly classification results.

Keywords: MultilabelClassification, ImbalancedLearning,Resampling,
ENN.

1 Introduction

Multilabel classification (MLC) [1] has many real-world applications, being a
subject which has drawn significant research attention. That most multilabel
datasets (MLDs) are imbalanced is something taken for granted. Many existent
methods deal with this problem through MLC algorithms adaptations [2], aiming
to perform some kind of adjustment in the training phase to take into account
the imbalanced nature of MLDs. There are also some proposals relying on data
resampling [3], generating new instances in which minority labels appear or
deleting instances associated to the majority ones.

Until now, most of the published multilabel resampling algorithms are ran-
dom based, including random undersampling (RUS). The aim of this paper is
to propose a multilabel undersampling method which heuristically, rather than
randomly, selects the instances for removing. The heuristic is founded on the
Edited Nearest Neighbor (ENN) rule [4] and relies on two measures to assess

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 1–9, 2014.
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the imbalance level in MLDs, as well as on a distance metric between the sets
of labels (labelsets) appearing in each pair of instances.

The behavior of the proposed algorithm, called MLeNN, will be experimen-
tally proved by applying it to six MLDs, and analyzing the results produced
by three MLC methods. The significance of these results will be statistically
evaluated, and the benefits produced by MLeNN will be demonstrated.

This paper is structured as follows. In Section 2 a brief introduction to multi-
label classification and imbalanced learning is provided. Section 3 describes the
proposed method, while all the experimentation details can be found in Section
4. Finally, Section 5 offers the final conclusions.

2 Preliminaries

The main characteristic of multilabeled data, when compared with data used
in traditional classification, consists of associating a group of relevant labels to
each instance, instead of only one class. This group is a subset of the whole set
of labels present in the MLD. Therefore, the goal on any MLC algorithm is to
predict the subset of labels which should be associated to the instances in an
MLD. A general introduction to MLC can be found in [5]. Additionally, a recent
review of MLC methods is offered in [1].

Imbalanced learning is a problem thoroughly studied in traditional classifica-
tion, and many solutions, based on different approaches, have been proposed to
face it. This problem emerges when there are many instances belonging to some
classes (majority), but only a few representing others (minority). Usually, classi-
fiers tend to be biased to the majority classes, in detriment of the minority ones.
A comprehensive review of traditional imbalanced learning solutions is provided
in [6].

Most studies assume that all MLDs are imbalanced. A triad of measures
directed to assess the imbalance level in MLDs are proposed in [3], along with two
random resampling algorithms, one for oversampling (LP-ROS) and anoher for
undersampling (LP-RUS). Two of the measures will be detailed in the following
section, since the heuristic used by MLeNN rely on them. Several methods aimed
to face the learning frommultilabel imbalanced data, based on ensembles of MLC
classifiers [7] and non-parametric probabilistic models [2], are also available.

In general, the imbalance level in MLDs is noticeably higher than in traditional
datasets. Moreover, algorithms aiming to cope with this problem have to take
into account that each sample belongs to multiple labels. Thus, procedures such
as the creation of new instances or deletion of existing ones will influence several
labels, rather than only one class.

3 Heuristic Multilabel Undersampling with MLeNN

Undersampling algorithms usually perform worse than oversampling ones [8],
since they cause a loss of information by removing instances. The information
loss is even greater when undersampling is applied to MLDs, as each removed
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sample is representing not only one class but several labels. As a result, choosing
the right instances to delete is of critical importance. Adapting ENN to work
with MLDs needs to resolve two key points, how the candidates are selected
and how the class differences among them and their neighbors are considered.
MLeNN settles these points by firstly limiting the samples which can act as
candidates to those in which none minority label appears, and secondly defining
a metric distance to know what is the difference between any pair of labelsets.

Unlike LP-RUS [3], which has a random behavior, the MLeNN algorithm takes
the samples to remove using a heuristic based on the two following bases:

– None of the minority labels can appear in the instance taken as reference to
candidate for deletion.

– The labelset of the reference instance has to be different to that of its neigh-
bors.

The second condition is based on the ENN rule [4], and adapted to the mul-
tilabel scenario as explained below. Algorithm 1 shows the MLeNN algorithm
pseudo-code. The measures used and implementation details are discussed in the
following subsections.

3.1 Candidate Selection

In order to choose which samples will act as candidates for removing, a method
to know what labels are in minority is needed. Those instances in which any
minority label appears will never be candidates, avoiding that some of the few
samples representing a minority label are lost.

To complete this task, MLeNN relies on the measures proposed in [3]. Let D
be an MLD, Y the full set of labels in it, and Yi the labelset of the i-th instance.
IRLbl (Equation 1) is a measure calculated individually to assess the imbalance
level for each label. The higher is the IRLbl the larger would be the imbalance,
allowing to know what labels are in minority or majority. MeanIR (Equation 2)
is the average IRLbl for an MLD, useful to estimate the global imbalance level.

IRLbl(y) =

Y|Y |

argmax

y′=Y1

(

|D|∑
i=1

h(y′, Yi))

|D|∑
i=1

h(y, Yi)

, h(y, Yi) =

{
1 y ∈ Yi

0 y /∈ Yi

. (1)

MeanIR =
1

|Y |
Y|Y |∑
y=Y1

(IRLbl(y)). (2)

MLeNN will iterate through all the MLD samples, taking as candidates those
whose labelset does not contain any label with IRLbl > MeanIR. This way, all
the instances containing a minority label will be preserved.
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Algorithm 1. MLeNN algorithm pseudo-code.

Inputs: <Dataset> D, <Threshold> HT, <NumNeighbors> NN
Outputs: Preprocessed dataset

1: for each sample in D do
2: for each label in getLabelset(D) do
3: if IRLbl(label) > MeanIR then
4: Jump to next sample � Preserve instance with minority labels
5: end if
6: end for
7: numDifferences ← 0
8: for each neighbor in nearestNeighbors(sample, NN ) do
9: if adjustedHammingDist(sample, neighbor) > HT then
10: numDifferences ← numDifferences+1
11: end if
12: end for
13: if numDifferences≥NN /2 then
14: markForRemoving(sample)
15: end if
16: end for

17: deleteAllMarkedSamples(D)

3.2 Labelset difference Evaluation

Wilson’s ENN rule has been extensively used in traditional classification. The
basic idea behind it is the following:

– Select a sample C as candidate.
– Look for C′s NN nearest neighbors. Usually NN= 3.
– If C class differs from the class of at least half of their neighbors (that is 2

when NN= 3), mark C for removing.

Since there is exclusively one class to compare with, the difference between
the candidate class and that of any of its neighbors is either 0% (same class) or
100% (different classes). Therefore, the candidate will be removed when there is
a 100% difference between its class and the class of half or more of its neighbors.

Table 1. Difference between the labelsets of two instances

label index 1 2 3 4 5 6 ... 375 376

labelset1 0 1 1 0 0 1 0 0 0

labelset2 1 0 1 0 0 1 0 1 0

Dif. count 1 1 0 0 0 0 0 1 0

Multilabel instances have multiple labels associated, thus the difference be-
tween two samples labelsets could be 100%, but also any value below that and
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above 0%. Let us consider the two labelsets shown in Table 1 and how their dif-
ferences could be evaluated. They belong to an MLD with 376 different labels,
but each instance is associated only to 3 or 4 of them. This is the case of the
corel5k dataset.

Using the Hamming distance, it could be concluded that a difference of 3
exists between the two labelsets. As the total length (number of labels) is 376,
this would give a 0.798% difference. However, if only the active labels (those
which are relevant) in either labelset are considered the result would be totally
different, since there are only 7 active labels in total. The percentage of difference
would be 42.857%, far higher than the previous one. There are many MLDs with
hundreds of distinct labels, but a low number of active labels in each sample.
Calculating differences using the usual Hamming distance will always produce
extremely low values. Thus, considering only active labels makes sense when it
comes to evaluate differences among labelsets.

MLeNN calculates an adjusted Hamming distance between the candidate and
their neighbors labelsets, counting the number of differences and dividing it
by the number of active labels. As a result, a value in the range of [0,1] is
obtained. Applying a configurable threshold (HT in Algorithm 1), the algorithm
determines which of its neighbors will be considered as distinct.

4 Experimentation and Analysis

This section describes the experimental framework used to test the performance
of the proposed algorithm. Afterwards, obtained results and their analysis are
provided.

4.1 Experimental Framework

The paper experimentation has been structured in two phases. The first goal is
to determine if MLeNN is able to improve classification results. It compares the
output of classifiers before and after preprocessing the same set of datasets. The
second phase aims to compare MLeNN performance against that of multilabel
random undersampling, preprocessing the original datasets with LP-RUS [3].

The six datasets whose characteristics are shown in Table 2 were used to
experimentally assess MLeNN1. All of them are from the MULAN repository
[9], and have been repeatedly used in the literature. They have been partitioned
following a 2x5 strategy. As can be inferred from the MeanIR values, five of these
datasets are truly imbalanced, with values ranging from 7.20 to 256.40. On the
contrary, the emotions dataset could not be actually considered as imbalanced.
It has been included in the experimentation to test the behavior of MLeNN
when used with non-imbalanced MLDs. MLeNN was applied to all of them with
NN= 3 (3 neighbors) and HT= 0.75 (75% labelset difference threshold).

1 This paper has an associated website at http://simidat.ujaen.es/mlenn. Both
dataset partitions and the MLeNN program can be downloaded from it. This website
also offers full tables of results.

http://simidat.ujaen.es/mlenn
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Regarding the MLC algorithms used, a basic Binary Relevance (BR [10])
transformation method and two more advanced classifiers, Calibrated Label
Ranking (CLR [11]) and Random k-labelsets (RAkEL [12]), were selected. The
well-known C4.5 tree-based classification algorithm was used as underlying clas-
sifier where needed.

Table 2. Characteristics of the datasets used in experimentation

Dataset Instances Attributes Labels MaxIR MeanIR

1 corel5k 5000 499 374 1120.00 189.57
2 corel16k 13766 500 161 126.80 34.16
3 emotions 593 72 6 1.78 1.48
4 enron 1702 753 53 913.00 73.95
5 mediamill 43907 120 101 1092.55 256.40
6 yeast 2417 198 14 53.41 7.20

4.2 Results and Analysis

The outputs produced by the MLC algorithms, learning from the base MLDs and
those obtained after preprocessing with MLeNN and ML-RUS, have been eval-
uated with three measures: Accuracy, Macro-FMeasure and Micro-FMeasure.
The former is a sample-based evaluation measure, thus all labels are given equal
weight, whereas the other two are label-based. Macro-averaging measures tend
to emphasize the results of rare labels, while micro-averaging does the oppo-
site. How these measures assess prediction performance can be found in [5]. An
intuitive visual representation of those results is offered in Figure 1.

First, it can be seen that the undersampling performed by MLeNN has im-
proved base results in many cases. However, there are some exceptions. The
most remarkable is that of the emotions dataset, whose results tend to be worse
after MLeNN has been applied. This led to the conclusion that undersampling,
whether random or heuristic, should not be applied to MLDs which are not truly
imbalanced. Another fact that can be visually confirmed in Fig. 1 is that the
performance of MLeNN is almost always better than that of ML-RUS.

Aiming to formally endorse these results, a Wilcoxon non-parametric sta-
tistical test was used to compare MLeNN with base results, firstly, and with
ML-RUS, secondly. The results of these tests are shown in Table 3 and Table
4. A star at the right of a value denotes that it is the best ranking for a given
measure. The symbol � indicates that there is no statistical difference between
this ranking and the best one, whereas the symbol � states that a significant
difference exists.

From the analysis of these results, that MLeNN is a competitive multilabel
undersampling algorithm can be concluded, since it always achieves better per-
formance than ML-RUS from an statistical point of view. Moreover, the un-
dersampling conducted by MLeNN is able to improve classification results when
compared with those obtained without preprocessing. MLeNN produced a statis-
tically significant improvement in two of the three measures, despite the inclusion
of an MLD such as emotions, which is not imbalanced, into the statistical study.
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Fig. 1. Each plot shows classification results corresponding to a measure/algorithm
combination

Table 3. First phase - Average Rankings

Algorithm Accuracy Macro-FM Micro-FM

Base 1.778 � 1.5556 � 1.778 �
MLeNN 1.222 � 1.4444 � 1.222 �

Table 4. Second phase - Average Rankings

Algorithm Accuracy Macro-FM Micro-FM

LP-RUS 2.000 � 1.6667 � 2.000 �
MLeNN 1.000 � 1.3333 � 1.000 �
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5 Conclusions

The learning from imbalanced MLDs presents some serious difficulties. Several
approaches have been proposed to overcome them, including random undersam-
pling algorithms. This kind of methods does not usually work well, since they
cause a significant loss of information potentially useful in the training process.

In this paper MLeNN, a novel multilabel heuristic undersampling algorithm,
has been presented. The deleted instances are thoughtfully selected, instead of be-
ing randomly chosen. As the obtained results show, it is a technique able to im-
prove classification results when applied to truly imbalanced MLDs. Moreover,
it performs significant better than the random undersampling implemented by
LP-RUS.
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partially supported by the Spanish Ministry of Science and Technology under
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de Carvalho, A.C.P.L.F., Quintián, H., Corchado, E. (eds.) HAIS 2013. LNCS,
vol. 8073, pp. 150–160. Springer, Heidelberg (2013)

4. Wilson, D.L.: Asymptotic properties of nearest neighbor rules using edited data.
IEEE Trans. on SMC-2(3), 408–421 (1972)

5. Tsoumakas, G., Katakis, I., Vlahavas, I.: Mining Multi-label Data. In: Maimon,
O., Rokach, L. (eds.) Data Mining and Knowledge Discovery Handbook, ch. 34,
pp. 667–685. Springer US, Boston (2010)

6. Haibo, H., Yunqian, M.: Imbalanced Learning: Foundations, Algorithms, and Ap-
plications. Wiley-IEEE Press (2013)

7. Tahir, M.A., Kittler, J., Bouridane, A.: Multilabel classification using heteroge-
neous ensemble of multi-label classifiers. Pattern Recognit. Lett. 33(5), 513–523
(2012)
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Abstract. In this paper, we describe a new application operated with eye-blink 
for physically handicapped children who cannot speak to communicate with 
others. Process of detecting blinks is performed in the following steps. 1) To 
detect an eye area 2) To distinguish opening and closing of eyes 3) To add the 
method using saturation to detect blink 4) To decide by a conscious blink 5) To 
improve the accuracy of detection of a blink We reduce the error to detect a 
blink and pursue the high precision of the eye chasing program. The degree of 
disablement is varied in children. So we develop the system to be able to be 
customizes depends on the situation of users. And also, we develop the method 
into a communication application that has the accurate and high-precision blink 
determination system to detect letters and put them into sound. 

Keywords: VOCA (Voice Output Communication Aid), Phsically handicapped 
children, OpenCv, Haar-like eye detection. 

1 Introduction 

Special support schools in Japan need some communication assistant tools especially 
for physically handicapped children. In this study, physically handicapped children 
are defined as children with permanent disablements of their trunks and limbs because 
of cerebral palsy, muscular dystrophy, spina bifida and so on. Their body movements 
are very limited and many of them also have mental disorders, so they cannot com-
municate with their families or caregivers. It prevents helpers from understanding 
what they really need or think. 

Taking the situation into consideration, we develop a communication support tool 
operated by eye-blink for physically handicapped children. We use front cameras on 
tablets (iPad, iPad mini of Apple Inc. iOS5.0). After several verifications and exami-
nation, we have developed a contactless communication assistant application “Eye 
Talk”. The application does not malfunction by surroundings, such as brightness or 
differences of eye shapes.  

                                                           
* Corresponding author. 
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2 Purpose of the Study 

The most common way to communicate with physically handicapped children is us-
ing “Yes=○” or “No=×” cards. (Figure 1) For example, if a caregiver wants to ask a 
child whether he/she wants to drink water, the caregiver will ask him/her “Do you 
want to drink water?” and show him/her cards with ○ and × by turns. If the child takes 
a look at ○ card or put his/her eye on it longer than the other one, the caregiver will 
know he/she may want to drink water.   

 

Fig. 1. Using “Yes=○” or “No=×” cards to communicate with a physically handicapped child  

    But caregivers have to predict what patients need or want to say by their expe-
riences or circumstances in this method. So the questions made by caregivers can be 
totally different from what patients really want to say. And also, it is difficult to figure 
out the movement of eyes of patients. Sometimes caregivers have to just guess the 
answer.     

Some communication support tools using movements of eyes for these physically 
handicapped people have been released already, such as TalkEye[1] or Let’s Chat[2] . 
Most of them are relatively expensive because they require some special equipment. 
For example, TalkEye requires the executive head set to measure the movement of 
eyes.  

3 Structure of the System 

Process of detecting blinks is performed in the following steps, 

1.  To detect an eye area（By using Opencv Haar-like eye-detection） 
2. To distinguish opening and closing of eyes（By using the complexity of binarized image） 
3. To add the method using saturation to detect blink（Aiming more accurate detection） 
4. To decide by a conscious blink（To define what is a “conscious blink”） 
5. To improve the accuracy of detection of a blink 

3.1 Detection of an Eye Area 

There are many methods to detect an object. We choose OpenCv that is a library of 
programming functions for real time computer vision for image processing in this 
study. OpenCV's face detector uses a method that Viola, P. [3] developed first and 
Lienhart, R. [4] improved.  
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We use differences of brightness to figure out a face area and to remove other areas. 
Next, we detect an eye-area. Since an eye-area is inside a face area, we use data of a 
face area obtained by the method to obtain the average brightness of upper and lower 
part of eyes to define an eye-area. 

3.2 Detection of Eye Opening and Closing 

There are two methods to detect a blink of eyes. First one is calculating the size of the 
black area of eyes by using spiral labeling [5] and considering it as a blink when the 
size becomes smaller than the threshold. The second one is using the difference of the 
value of brightness of images to determine a blink. Figure 2 shows the image of spiral 
labeling. In spiral labeling, we search pixels from the starting pixel (1 in a square in 
Figure 5), calculate the medial level of the difference, and count the pixels within the 
threshold. In this method, we can reduce the time of processing if we can get the start-
ing pixel because the area of processing is limited. 

 

Fig. 2. Image of spiral labeling  

But many physically handicapped children tend not to be able to open their eyes 
wide enough and their iris of the eye is relatively small, so it is difficult to detect the 
center of iris of the eye. So we use Value in HSV (Hue, Saturation, Value) in color 
space [6] to determine a blink. In this method, we cut an eye area based on the coor-
dinate data obtained by Haar-like classifier and size it to reduce the load to a devise.  

Then we obtain the average of brightness of the eye area. When someone closes 
his/her eyes, the average rises. We determine it as eye closing. Figure 3 shows the 
image of eye opening and closing.  

 

Fig. 3. Image of eye opening and closing  

Usually, the classrooms of the most of special support schools are relatively dark to 
avoid giving extra impetuses to children, so we cannot get enough amount of light. So 
it is difficult to determine a blink, because there is no difference of darkness around 
the eye area and the average of brightness of white and black part of eyes that is close 
to the brightness of skin. 
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3.3 Detecting Method by Saturation in Color Space 

Here we develop the method using saturation in color space. In this method, we calcu-
late the average of saturation (0 to 255 in saturation of HSV) of area C (the center of 
the iris) and W (white part of the eye) in Figure 4. If the measured value is lower than 
the average of saturation, we determine it as eye closing. We collect many numbers of 
eye area data to calculate the average of saturation for eye opening. 

 

Fig. 3. To Obtain the average of saturation  

When a user starts the system, it calibrates the picture of eye opening. Based on 
this picture, the system determines it as eye closing when the saturation of eye area is 
lower than the threshold. We use the threshold (the average of saturation) between 5 
flames to 14 flames before of the present flame. But on the other hand, it detects a 
small movement such as an unconscious blink or moving of the face. So we add com-
plexity of image of the eye in last 3 flames including the present flame to exclude the 
error to determine a blink. 

3.4 Detection of Eye Opening and Closing 

We use the difference of the outlines between eye opening and closing. We determine 
it as eye closing when the pixel of the difference of amount of edge in the picture 
becomes flat. The threshold is based on the average value of the amount of edges of 
10 flames (5 to 14 flames before of the present flame). We determine a blink with the 
difference between the threshold and the present flame. Figure5 shows the utilization 
to each frame of the process complexity and saturation of blink detection.   

 

Fig. 5. Complexity of the image of the eye  

The purpose of adding this method is to stop to detect an unconscious blink or a 
movement of the face.  First, we try to find the most optimum value of combination 
of the saturation and complexity to determine eye closing. The setting that has less 
error is LP=0.75, DP=0.86. We set this number as the threshold.  

Figure 6 shows the image when the application starts. ABC shows the correlation 
values of complexity and DEF shows the correlation value of saturation. A is the val-
ue of complexity of the present flame. B is the average value of complexity of 5 to 14 
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flames before of the present flame. C is the value of complexity multiplying the thre-
shold LP (0.75) to the value of the present flame. D is the value of saturation of  
the present flame. E is the average value of saturation of 5 to 14 flames before of the 
present flame. F is the value of saturation multiplying the threshold DP (0.86) to the 
value of the present flame. When B is larger than A, and E is larger than D, we deter-
mine it as eye closing. 

 

 

 

 

 

Fig. 6. Image and value of eye area 

3.5 Developing Afterimage Method 

After we developed the basic model of the system, we carried on a clinical experiment 
in the school for handicapped children. A subject suffering from spinal muscular atro-
phy has very weak muscle strength and cannot blink longer enough. So we need to 
improve the system to determine blinks even situations of users are different.  

For users who can blink strongly enough, the method to determine blinks by the 
complexity and saturation is appropriate, but another detection method is required for 
users who do not have enough muscle strength. So we need to increase the sensitivity 
to detect blinks. Therefore, it is necessary to increase the processing power for detec-
tion of blinks. Since the tablet is fixed to the bed, we detect the position of eyes using 
OpenCV only when we start the system. It reduces the processing load and we can 
use 4 to 25 frames per second to determine blinks.  

We use afterimages to determine weak and fast blinks instead of complexity and 
saturation.  

By the method of using the afterimage, the number of the past frames to compare 
increases and we can capture changes with high accuracy. As a result, we can quanti-
fy the changes of series of movements "eye-opening → eye-closing → eye-opening". 
And it is possible to determine the situation of eyes as short blink, long blink, closing 
eyes continuously, except the malfunction due to fine movement of eyes. If a user 
opens and closes eyes within 50 flames, it is considered a blink. Figure 7 shows the 
determination of blinks by afterimage. The black area represents the current frame 
and the shaded area shows the afterimage. In the afterimage method, we determine the 
conscious blink and the unconscious blink using two thresholds. When we increase 
the sensitivity of the blink detector, the first threshold is defused to 1 frame maxi-
mum. The second threshold is set to 50 frames (approximately 2 seconds). 
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Fig. 7. Detection of unconscious blink by afterimages 

In order to handle with face color and brightness of light, calibration is automatically acti-
vated when the black part in the image is doubled. Calibration means to detect the position of 
eyes and to set a threshold for binarizing. If the value of binarization threshold is too high or 
too low, it cannot detect blinks. We perform calibration to obtain the correct value for blink 
determination and set the threshold. As a result, it is possible to automatically capture the 
position of eyes in both a dark and a bright place or even if a user moves his/her face. It is 
possible to detect blinks using the value of the current frame, but if a user has long eyelashes, 
the outline becomes complicated because it acquires the contour of eyelashes. Therefore, we 
designed the method of using the afterimage to correspond to blinks of any user. 

Table 1. List of errata of blinks 

Acquisition of blinks from 30 healthy subjects 
 

Determination of eye-
opening to eye-closing 

by complexity and 
intensity 

Correct judgment 
44.3% 

Determination of 
eye-opening → 

eye-closing → eye-
opening by afteri-

mage 
sensitivity 80 

Correct judgment 
93% 

  
Acquisition of blinks from 4 physically handicapped children 
（1 spina bifida, 1 cerebral palsy, 2 muscular dystrophy） 

 
 A B C D  A B C D  A B C D 

Determina-
tion of eye-
opening to 
eye-closing 
by complexi-
ty and 
intensity 

○    

Determination 
of eye-opening 
→ eye-closing 
→ eye-opening 
by afterimage 
Sensitivity 80 

○ ○ ○ × 

Determination 
of eye-opening 
→ eye-closing 
→ eye-opening 
by afterimage  
sensitivity 93 

○ ○  ○ 

   ○  ○ ○ ○ ○  ○ ○ 

    ○   ○ ○ ○ ○  

    ○ ○ ○ × ○ ○ ○ ○ 

    ○   ○ ○ ○ ○ ○ 

    ○ ○ ○ × ○ ○ ○  

    ○  ○ × ○ ○ ○ ○ 

    ○ ○ ○ ○ ○  ○ ○ 

    ○ ○  ○ ○ ○ ○ ○ 

     ○  ○ ○ ○ ○ ○  
Correct judgment 5% Correct judgment 72.5% Correct judgment 87% 



16 I. Torii et al. 

We describe the comparison of the detection accuracy of two determination me-
thods; by saturation and complexity and by the rate of change of characteristics with 
afterimage. For 30 healthy subjects, errata rate by saturation and complexity was 
around 40%, but error-free amount was more than 90% by afterimage.  When we 
carried out clinical study with 4 physically handicapped children (1 spina bifida, 1 
cerebral palsy, 2 muscular dystrophy), their blinks were too weak to react. It is consi-
dered that their blinks were determined as unconscious blinks that we had excluded. 
When we used the determination method by afterimage, the rate of accurate judg-
ments was 70% with the initial value and it increased nearly 90% by raising the sensi-
tivity (Table 1). 

4 Developing Communication Applications 

We developed the blink determination system into new communication applications 
“Eye Talk” and “Eye Tell” for physically handicapped children.  

4.1 Eye Talk, Eye Tell 

In Eye Talk, a user can select a character in the least number of times. Figure 8 shows 
the image of the application. A user chooses a consonant in "column" first and a vo-
wel in "row" next from the character table of Japanese of this application. 

 

 

 

 

 

Fig. 8. Character table of Japanese of Eye Talk and Eye Tell 

After choosing a letter, the frame cursor is moving along “Command” items (Fig. 
8), which includes Voiced/Semivoiced sound symbols, Delite a letter, Select, Sound 
and Delite All, on the top of the screen.  If a user blinks when the frame cursor is on 
Select, the letter is chosen. By continuing this operation, a user can create a sentence 
as long as he/she needs. Then the voice sound comes out when a user choose Sound 
button.  Eye Tell is a modified communication application to indicate needs simply 
by “Yes = ○” and “No = ×” by blinks (Fig. 8). A user can make original symbols 
suitable for the level of handicap.  First, a helper makes 2 symbols that are suitable 
for the situation of a user. (Up to 21 sets.) Then the symbols on right and left sides of 
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the screen turn on and off reciprocally. A user chooses the symbol when it turns on by 
a blink. The application judges the blink and put the sentence into voice sound.  

Even a user who has weak muscle strength, the conscious blink is slower than the 
unconscious blink and speed of blink is different among individuals. In Eye Talk and 
Eye Tell, a user can adjust the sensitivity of determining blinks from 0 to 100.  

A user can customize the following settings of the applications. 

1) To show the picture of eyes (On or Off)  
2) Sensitivity of detecting blinks (low 0 to high 100)  
3) Speed of moving the frame cursor on the character table of Japanese (slow 0 to fast 100)  
4) Speed of moving the frame cursor on Command items (slow 0 to fast 100)  

The cursor moves 0 = 100 frames and 100 = 10 frames. About 24 frames of pic-
tures are processed per a second, so the speed of movement of the cursor is 0 = about 
4.16 seconds and 100 = about 0.41 seconds. 

5 Conclusion 

We are on the process of filing a patent for the high quality blink detection system 
and distributing it free of charge in Japan. For further development of this system, we 
research and develop the method of determination of gazing directions by analyzing 
the eye movement. If we can detect the gazing direction accurately on the tablet, bur-
den on a user is reduced. It is applicable to any application by limiting the processing 
range to achieve higher speed and simplifying the process and high detection accura-
cy. To determine gazing directions, we use the afterimage method we have developed 
in this study. To determine gazing directions, we measure the rate of increase or de-
crease of the area of the white part of eyes by the afterimage method for processing an 
image of the eyes. In this way, we can determine gazing directions with high accuracy 
and less error. By combined the method to determine gazing directions with the blink 
detection system, a user will be able to get more unfettered communication.  

The support applications are living necessities for handicapped people. They 
should be practical and easy to use. Those applications encourage physically handi-
capped people to communicate with others and lead the society to support each other 
regardless of handicap. 
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Abstract. Dimension reduction of data is an important theme  in the data 
processing and on the web to represent and manipulate higher dimensional data. 
Rough set is fundamental and useful to process higher dimensional data. Reduct 
in the rough set  is a minimal subset of features, which has the same discernible 
power as the entire features in the higher dimensional scheme. A nearest neigh-
bor relation with minimal distance proposed here has a basic information for 
classification. In this paper, a new reduct generation method based on the near-
est neighbor relation with minimal distance is proposed. To characterize the 
classification ability of reducts, we develop a graph mapping method of the 
nearest neighbor relation, which derives a higher classification accuracy.  

Keywords: classification, reduct generation, nearest neighbor relation with  
minimal distance, mapping of nearest neighbor relation. 

1 Introduction 

Rough sets theory firstly introduced by Pawlak[1,2] provides us a new approach to per-
form data analysis, practically. Up to now, rough set has been applied successfully and 
widely in machine learning and data mining. The need to manipulate higher dimensional 
data in the web and to support or process them gives rise to the question of how to 
represent the data in a lower-dimensional space to allow more space and time efficient 
computation. Thus, dimension reduction of data still remains as an important problem. 
An important task in rough set based data analysis is computation of the attributes or 
feature reducts for the classification. By Pawlak[1,2]s rough set theory, a reduct is a mi-
nimal subset of features, which has the discernibility power as using the entire features. 
For the classification, nearest neighbor method[6] is simple and effective one.  We have 
problems for the application of the nearest neighbor method to reducts classification. 
Nearest neighbor relation with minimal distance between different classes is proposed 
here as a basic information for classification. We propose here a new reduct generation 
based on the nearest neighbor relation with minimal distance. Further, a graphical map-
ping of the nearest neighbor relation with minimal distance is developed for the weighted 
distance measure. Then, we propose the modified reducts , which are extended from 
reducts with redundant attributes It is shown that the modified reducts show a higher 
classification accuracy by mapping of the nearest neighbor relation. 
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2 Nearest Neighbor Relation 

In this paper, we propose a concept of a nearest neighbor relation with minimal dis-
tance. By the distance measure, nearest neighbors with minimal distance is discussed  
in the rough set classification. Then, the decision table [3,4] and the nearest neighbor 
relation are defined as follows. 
 

Def.2.1 Let { , , , }T U A C D=  be a decision table, with 1 2{ , ,.... }nU x x x= ,which 

is a set of instances. By a discernibility matrix of T  , denoted by ( )M T , which is 

n n×  matrix 
 

         
{( : ( ) ( ))

( , ( ) ( ))} , 1, 2,...
ij i j

i j

m a C a x a x

d D d x d x i j n

= ∈ ≠

∧ ∈ ≠ =
               (1) 

 
,where U is the universe of discourse, C is a set of features, A is a subset of C  
called condition, and D is a set of decision class features.  

We can  define a new concept, a nearest neighbor relation with minimal distance,. 

δ . 

Def. 2.2 A nearest  neighbor relation with minimal distance  is a set of pair in-
stances  
 

     {( , ) : ( ) ( ) ( tan ) }i j i j i jx x d x d x dis ce between x and x δ≠ ∧ ≤
 
  (2) 

,where  δ   is the given positive value for the nearest neighbor distance. 

In Table 2, for the instance 1x , the value of the attribute a, is a( 1x )=1. Similarly, 

that of the attribute b, is b( 1x )=0. Since a( 1x )=1 and a( 5x )=2, a( 1x ) ≠ a( 5x ) holds. 

Table 1. Data example of decision table 

Inst. & Attri.  a   b  c d  class
   1x   1 0 2 1  1

   2x   1 0 2 0  1

   3x   2 2 0 0  2

   4x   1 2 2 1  2

   5x   2 1 0 1  2

   6x   2 1 1 0  1

   7x   2 1 2 1  2



20 N. Ishii et al. 

Table 2. Dicernibility matrix of the decision table in Table 1 

    1x  2x  3x   4x  5x   6x  

       

2x    － －     

3x  b,c,d  b,c a,b,c,d    

4x    b  b,d  －    

5x  a,b,c,d a,b,c  －  －   

6x   －  － b,c a,b,c,d c,d  

7x   a,b a,b,d  －  －  －  c,d 

 
In Table 1, to find the nearest neighbor relation with minimal distance δ , a lexico-

graphical ordering for the instances  is developed here as shown in Fig. 1. In Fig.1, the 
Euclidian distance between 

6 (2110)x  in class 1 and 
7 (2121)x =  in class 2, becomes

2 , where the first & second components are shown in (  ) and the third & fourth com-
ponents in box  . Similarly, the distance between 5 (2101)x and 

6 (2110)x becomes 2 , 

while the distance between 
1(0021)x  and  

7 (2121)x  becomes 2 . 

                                   7
2,1 x  

       1 4 6

2 5 3

2,1 2,1 1,0

2,0 0,1 0,0
(1,0) (1, 2) (2,1) (2,2)x x x

x x x→ → →                (3) 

Fig. 1. Lexicographical ordering  for  nearest neighbor relation 

In Fig.1, 6 7( , )x x becomes an element of the nearest neighbor relation with a dis-

tance 2 . Similarly, 5 6( , )x x and 1 7( , )x x are elements of the relation with a dis-

tance 2 . 
Thus, a nearest neighbor relation with minimal distance 2   becomes  

 

                  1 7 5 6 6 7{( , ), ( , ), ( , )}x x x x x x                    (4) 

3 Nearest Neighbor Relation for Reduct Generation 

3.1 Generation of Reducts Based on Nearest Neighbor Relation with Minimal  
Distance 

First, elements of nearest neighbor relation are picked up from the discernibility ma-

trix. Assume that the set of elements of the nearest neighbor relation are { }ijnn . 

Then , the following  characteristics are shown. 

1x
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Respective element of the set { }ijnn  corresponds to the term of logical sum. As 

an example, the element {a,b,c}of discernibility matrix  in the set { }ijnn   corres-

ponds to a logical sum (a+b+c). The following propositions hold in the relation. 

Prop. 3.1. Respective Boolean term consisting of the set { }ijnn becomes a necessary 

condition to be reducts in the Boolean expression. This is trivial, since  the logical 
product of respective Boolean term  becomes reducts in the Boolean expression. 

Prop. 3.2. Logical product of respective terms corresponding to the set { }ijnn  be-

comes a necessary condition to be reducts in the Boolean expression. This is also 
trivial by the reason of Prop.3.1. Thus, the relation between Prop.3.1 and Prop.3.2 is 
described as follows. 

Prop. 3.3.  Reducts in the Boolean expression are included in the Boolean term in 
Prop.3.1and the logical product in Prop.3.2. 

Fig. 2 shows that nearest neighbor relation with classification is a necessary condi-
tion for  reducts, but not sufficient condition. 
 
 
 
 
 
               
                       
 
  
                            

Fig. 2. Condition of nearest neighbor relation and reducts 

Some reduction formula is classified to two classes (A) and (B) on the discernibili-
ty matrix.   

(A) Attributes(variables) of the element in the discernibility matrix includes  those 

of any respective element in the set { }ijnn . 

(B) Attributes(variables) of the element in the discernibility matrix are different  

from  those of any respective element in the set { }ijnn . 

Then, the Boolean expression in the class (A) and (B) shows characteristic properties. 
 

Prop. 3.4. The elements in the class (A) is absorbed in the  corresponding elements 

of the set { }ijnn in the Boolean expression.  When the element of the class (A) is 

expressed in Boolean expression, it is shown in disjunction of attributes(variables). 
The logical sum of attributes is absorbed in the logical sum element with the same 

fewer  attributes in the set { }ijnn .  

 
Reducts 

Nearest neighbor
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Prop. 3.5.  Within (B) class, the element with fewer attributes( variables)  plays a 
role of the absorption of the element with  larger attributes(variables). Then, the 
similar operation of  Prop.2.4  is carried out within (B) class.  

Prop. 3.6.  After the absorption of  within (B) class, the remained  elements with 

fewer attributes(variables) in the (B) class product to the elements of the set { }ijnn in 

the Boolean expression. By the transformation of the Boolean expression  to logical 
sum of the product variables, reducts are obtained in the prime implicants. 

Prop. 3.7. Nearest neighbor relation with minimum distance is a necessary condition 
for reducts in Boolean expression.  To solve the necessary and sufficient condition 
for reducts in Boolen expression, attributes(variables) in elements in the (B) class are 

applied as the  logical product of the nearest neighbor relation{ }ijnn  with minimal 

distance.  
Let one attribute(variable) in the element  of the Class(B) be εand the element 

of the { }ijnn be represented in the Boolean expression as  

         1 2( ... )mγ γ γ+ + +                          (5) 

Then,   the logical  product 1ε γ⋅  is carried out. If ε   is absorbed in 1γ , 

1ε γ⋅  = 1γ . But, if 1 1ε γ γ⋅ ≠ , then a new candidate of reduct *
1 1γ ε γ= ⋅  is made.  

[Example 1] An example of reducts generated by the nearest neighbor relations is 
shown in the following. First, in Table 2, nearest neighbor relations with minimum 

distance are detected and shown in the shading cells 1 7 5 6 6 7{( , ), ( , ), ( , )}x x x x x x . 

The Boolean function of the nearest neighbor relation, ( )NNf E of the logical  product 

of these three terms of (2) becomes    

     ( ) ( ) ( ) ( )a b c d a c d b c d+ ⋅ + = ⋅ + + ⋅ +                 (6) 

These terms are  candidates of reducts.  These terms are simply expressed as 

             a c a d b c b d⋅ + ⋅ + ⋅ + ⋅                        (7) 

Second,  attributes of the class (B) is searched in the discernible matrix, Table 2. Thus, 
elements, { b } and { , }b c  and { , }b d  are found as in the class(B). Next, the logi-

cal product ( )b  and nearest relations (7) becomes 

            a b c a b d b c b d⋅ ⋅ + ⋅ ⋅ + ⋅ + ⋅  

  The first two two terms are absorbed to the third and the forth terms.  Thus, the  
final reducts obtained is  

             b c b d⋅ + ⋅                              (8) 

The{ }b becomes the core of reducts. 
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[Example 2]. Let the attribute b  of  the instance 3x be changed to 1 and the 

attribute c  of the instance 4x be changed to 1 in the values in Table 1.  

The nearest neighbor relation with minimal distance  is represented as   

      ( ) ( )a bc d bc bc ad+ ⋅ + = +  

In the Boolean expression. The element of the class (B) is only  { , }b c in the relation  

3 2( , )x x . Then, the following equations are derived. 

( )b bc ad bc abd⋅ + = +  and    ( )c bc ad bc acd⋅ + = +         (9) 

Thus,  the derived reducts become { , , }bc abd acd . 

4 Mapping of Nearest Neighbor Relation on Modified Reducts 

To improve the classification accuracy using reducts followed by nearest neighbor, 
the modified reducts and weighting of the distance measure are proposed based on the 
mapping graph of the nearest neighbor. The weighted distance measure is introduced 
as shown in equation (10). The equation (10) shows a weighted Euclidean distance. 
To isolate neighbor points between different classes, the weight of the respective 
coordinate is introduced for the classification..   
 

2

1

( )
n

i i i
i

Weighted Distance x yω
=

= −                (10) 

 
Here, we have problems whether the nearest neighbor relation is applicable to the 

characterization of reducts using the weighted distance[8]. 
Based on the reducts {b,c} and {b,d} based on the nearest neighbor relation, the 

following three extended reducts, called modified reducts here are derived on the 
discernibility matrixc,{b,c, a},{b,c,d} and {b,d,a} as shown in Fig. 3. 

 

 

Fig. 3. Relation between reducts and modified reducts 
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{b,d,a}      {b,c,a}     {b,c,d}

   {b,c}       {b,d}
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4.1 Characterization of Reducts by Using Nearest Neighbor Relation 

By using the nearest neighbor relation in Table 2., the weights of the modified reducts 
are computed by using  the variational method as follows. There exist three nearest 

neighbor relations, 1 7 5 6( , ), ( , )x x x x and. 6 7( , )x x . We consider their summation of 

the weighted distance in the equation (10) becomes  

   
2 2 2 2

12 72 13 73 52 62 53 63

2 2
62 72 63 73

( ) ( ) ( ) ( )

( ) ( )

b c b c

b c

D x x x x x x x x

x x x x

ω ω ω ω

ω ω

= − + − + − + −

+ − + −
(11) 

under  the condition  of weights 

       2 2 1b cω ω+ =                            (12) 

To obtain the optimum weights, the Lagrangian multiplier λ  is introduced, 

               2 2( 1)b cH D λ ω ω= + + −                      (13) 

Then, by the operations 

           0, 0
b c

H H

ω ω
∂ ∂= =
∂ ∂

    and  0
H

λ
∂ =
∂

               (14) 

the weights relation b cω ω<  is obtained.     

By this optimization process, it is sufficient to consider only different components 
between two inferences in the distance.  

Prop. 4.1. Let the weights be 1 2 3, , ,... mω ω ω ω  and  the summation of difference of 

the distance in the respective component be 1 2 3, , ,... mK K K K . If the components 

relation 1 2 3,... mK K K K≤ ≤ ≤  holds,  the weight relation becomes 

1 2 3... mω ω ω ω≥ ≥ ≥ . 

By the above Prop.4.1,    c bω ω> > 0    is derived for the  reduct {b,d}. 

The instances are graphically mapped in the order of the nearest neighbor relation 
with Euclidean distance 1.   It is expected  to isolate the (0,1) in the class 1 from 

the (1,1) in the class 2, also the (1,0) from the (2,0).  Thus,  0b dω ω> >    is 

derived. 
Reducts based on the nearest neighbor classification  is developed. Based on the 

reducts {b, c} and {b, d}, the following three modified reducts are derived on the 
discernibility matrix, {b,c,a} , {b,c,d}  and   {b,d,a} [ 8 ]. 
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Abstract. MOOCs offer free access to educational materials, leading to
large numbers of students registered in MOOCs courses. The MOOCs
forums allow students to post comments and ask questions; due to the
number of students, however, the course facilitators are not able to pro-
vide feedback in a timely manner. To address this problem, we identify
content-knowledge related posts using a course domain ontology and
provide students with timely informative automatic feedback. Moreover,
we provide facilitators with feedback of students posts, such as frequent
topics students ask about. Experimental results from one of the courses
offered by Coursera1 show the potential of our approach in creating a
responsive learning environment.

Keywords: automatic feedback, topic detection, ontologies, clustering,
MOOCs.

1 Introduction

Recently, Massive Open Online Courses (MOOCs) have become a hot topic
in higher education [20]. MOOCs are free and open, i.e., no prerequisites are
required to register. This led to the enrolment of a large number of students in
MOOCs.

MOOCs forums allow collaborative discussions, which are a fertile environment
for gaining insight into the cognitive process of the learners. The analysis of forums
information enables us to obtain information about participants level of content
knowledge, learning strategies, or social communications skills. A variety of partic-
ipants exchanges exist inMOOCs forums, such as getting other participants’ help,
scaffolding others’ understanding, or constructing knowledge between learners.Ef-
fective exchanges require communications and content knowledge utilisation and
integration, leading to successful knowledge-building [11].

Current MOOCs settings do not provide participants (educators and learners)
with any kind of timely analysis of forums contents. Consequently, the educators

1 https://www.coursera.org/

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 27–35, 2014.
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cannot reply to hundreds of thousands students sending questions or comments
on the course materials in a timely manner. This, in turn, leads to delay in
getting feedback to students, which could result in drop-out.

Feedback plays vital role in learning. Many studies researched the effects of
feedback on students learning in both traditional and online settings. Online
learning systems provide students with feedback related to close-ended ques-
tions, tests, or assignments. Types of feedback in online learning systems are
either automatically generated or human generated feedback. However, provide
students with content related feedback in online settings has not been researched.
Content related feedback aims to build students content knowledge and to reduce
the burden of obtaining information from multiple resources. Course facilitators
in MOOCs settings can not provide timely informative content related feedback
due to the massiveness feature of these courses.

In this research, we developed hybrid technique to provide students with
timely content related feedback in MOOCs setting. Albeit we examined our
technique on MOOCs, the proposed technique can be generalised to any knowl-
edge acquisition settings. The system identifies a content-knowledge related posts
using a course domain ontology. Then, it provides students with timely, infor-
mative content related feedback. Moreover, our system provides facilitators with
feedback on students posts (e.g., frequently asked about topics) which results
in clustering posts according to its topics in hierarchical clusters. The proposed
system integrates domain ontology, machine learning, and natural language pro-
cessing.

The paper is organised as follows: section 2 for related work, section 3 de-
scribes our proposed system, in section 4 we introduce the experimental work
and results. Finally, in section 5, we summarise our work and the future of this
research.

2 Related Work

In education, feedback is connected to the assessment process. Feedback is con-
ceptualised information about student’s performance or understanding. It aims
to fill the gap between what is understood and what should be learnt [3]. In con-
trast, content feedback aims to improve learning by providing information for
students to scaffold them toward the learning objectives [9]. A form of content
feedback is providing students with hints and references to students questions,
which is known as indirect feedback.

In online courses, peer feedback is adopted to promote learning. In MOOCs,
this is introduced as a solution for the lack of facilitator feedback due to the
massiveness feature of MOOC [16]. However, peer interactions only do not guar-
antee an optimum level of learning [8]. To facilitate learning, feedback should
be provided to students timely and continuously [6]. Feedback systems provide
students with feedback to structured or semi structured topics such as computer
programming, spreadsheets, or mathematics [12,13,14,5]. The work presented
in [12,13,14] guide the students to achieve the course objective based on preset
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Table 1. Ontology Learning from Text

System Process Domain Technique Objective

Asium semi -automated Information extraction linguistics and statistics learn semantic knowledge from text

Text-To-Onto semi -automated Ontology management linguistics and statistics Ontology creation

TextStorm/Clouds semi -automated music and drawing logic based and linguistics build and refine domain ontology
for musical pecies and drawings

Sndikate fully automated general ontology learning linguistics based build general domain ontology

OntoLearn semi -automated tourism linguistics and statistics develop interoperable infrastruc-
ture for tourism domain

CRCTOL semi -automated domain specific linguistics and statistics construct ontology from domain
specific documents

Onto Gain fully automated general ontology learning linguistics and statistics build ontologies using unstructured
text

scenarios. However, the work proposed by [5] analyses students work and provide
students with dynamic feedback based on others solutions.

An ontology is an explicit formal specification of a shared conceptualisation
of a domain of interest [18]. An ontology defines the intentional part of the un-
derlying domain, while the extensional parts of the domain (knowledge itself
or instances) are called the ontology population. Ontologies have been used in
educational field to represent course content [4,22,1,2]. It can scaffold students
learning due to its role in instructional design and curriculum content sequencing
[3]. Also, ontologies have been used in intelligent tutoring systems [4], students
assessments [10], and feedback [15]. An ontology-based feedback to support stu-
dents in programming tasks was introduced by [15]. They suggested a framework
for adaptive feedback to assist students overcoming syntax programming errors
in program codes. In spite of describing their work as ontology based feedback,
they did not describe the structure of their ontology nor the process of creating
that ontology (manual/automated). Ontology building is a complex and time
consuming task. It requires domain experts and knowledge engineers handcraft-
ing knowledge sources and training data which is one of the major obstacles in
ontology development. There are many attempts to automate or semi-automate
the process of ontology building [21]. Table 1 summarises some of the tools devel-
oped to build domain ontologies from text. In our approach, we use the ontology
to identify topics discussed by students in forums. Content analysis aims to de-
scribe the attribute of the message or post. The obtained attributes (clusters)
should reflect the purpose of the research, be comprehensive, and be mutually
exclusive [19]. An initial step in analysing forums content is to identify the topic
and the role of the participants. An advantage of domain ontology based clus-
tering is getting subjective clusters. One can get different clusters according
to the desired perspective. In MOOCs setting, this will enable the system to
acknowledge courses facilitators about topics students frequently ask about.

3 MOOC’s Domain Ontology and Feedback

In this section we introduce formal definitions and specifications of course con-
tents ontology. An ontology is formally defined as [7]:
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Course Ontology 1. A core ontology is a set of sign system Θ := (T, P, C∗,
H,Root),
T: set of natural language terms of the Ontology
P: set of properties
C∗: function that connects terms t ∈ T to set of p ⊂ P
H: hierarchy organisation connects term t ∈ T in a cyclic, transitive, directed
relationships.
Root: is the top level root where all concepts ∈ C∗ are mapped to it.

3.1 Phase I: Building Domain Ontology

In this research, we represent course contents using domain ontology notations.
The proposed system uses a course domain ontology to detect topics in students
posts and topics’ properties. As a result, automatic feedback is sent back to the
student.

Building a domain ontology is an ontology engineering task and a time con-
suming process. We aim to allow domain experts (course facilitators) to build
course domain ontologies in MOOCs setting. We started by identifying terms
(concepts) related to the course knowledge. We use multiple knowledge sources
to obtain the most frequent terms used in the knowledge sources. Next, we
designed simple graphical user interface to build the terms (concepts map) hi-
erarchy. For each term we add a set of properties (attributes). Some of these
attributes connect two terms together (binary attributes) while others are unary
attributes. For each property, we store a feedback that will be sent back to
the student after processing his/her post. The aforementioned steps are called
ontology population in ontology jargon. We used relational database to store
all information about terms, properties and feedback. We also expanded terms
and properties by storing its synonyms. Course facilitators can easily create the
ontology.

Algorithm 1 builds course domain ontology. While Algorithm 2 converts the
domain ontology into deterministic finite automata (DFAs) which will be used
to process students posts in phase II.

3.2 Phase II: Processing Students Posts

In this process, we aim to discover all topics that appear in students’ posts.
Also, we discover topics’ properties. In this phase, we rely on course domain
ontology which was built earlier in Phase I as aforementioned. We generate a
state table for all terms in the course domain ontology that represents terms
deterministic finite automata. In an analogous manner we generate a state table
for all properties.

Students posts are parsed and processed word by word (see Algorithm 3).
We used a similar approach used in programming languages compilers to detect
programming constructs. Instead, we are looking for terms and properties con-
structs. In case of multiple terms detection, we label the post to terms closest
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Algorithm 1. Building Domain Ontology

C ← Read Course’s knowledge corpus.
TDM ← Build terms document matrix.
T ← Find most frequently terms.
Root← Ontology root node.
Parent(Root)← −1
for all t ∈ T do

parent← parent(t)
end for
P ← Set of All properties.
for all t ∈ T do

for all p∈ P and p ⊂ t do
Add(t,p)

end for
end for

Algorithm 2. Concepts and Properties DFAs Generator

C ← set of all concepts

DT ← set of all distinct terms ∈ C
for all c ∈ C do

Parse c into set of individual words W

current state← 0
states← 0
for int i = 0to W.length() do

if state table[current state][W [i]] = 0 then
state table[current state][W[i]] ← current state

else
states← states+ 1
state table[current state][W [i]] = states

end if
end for
for int j = 0 , j < DT.length() do

if state table[current state][j] �= 0 then
state table[current state][j] = 999 {999 means final state}

end if
state table[current state][j] = identifier(c)

end for
end for

parent according to the domain ontology hierarchy. Later on, we cluster students
posts according to its labels in hierarchical clusters. We use the same methodol-
ogy to detect terms’ properties. As a result, we have a set of terms and another
set of properties. Both sets are used to send appropriate feedback to students.
The following section envisages detailed description of feedback module.
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3.3 Phase III: Feedback Generating

In this phase, we generate the feedback to be sent back to the student. We take
all terms and properties detected by phase II, and perform a simple search to
our domain ontology database. When we get a match, we send the feedback for
the user. Figure 1 shows the processes to generate the feedback.

Fig. 1. Students posts Labelling and Feedback system

4 Experimental Setting and Results

in our experimental work, we used the 2013 version of “Introduction to Database
Management” course, offered by Coursera. We collected resources about this
topic using a text book, Wikipedia, and other Internet resources. Next, we ex-
tracted a list of topics (terms) appeared in these resources. After that, we play
the role of domain expert to create a concept hierarchy (Concept Map) using a
simple tree view user interface which allows us to re-organise these terms in tree
view structure. Then for every term we assigned a set of properties. Each prop-
erty has associated feedback which will be sent to the students. The following
is an example that clarifies the course domain ontology that we created to test
our approach.

Algorithm 3. Process Students posts

Read (Post)
post words ← parse(post)
identify(terms)
identify(properties)
Feedback ← Search ontology (terms, properties)
Generate feedback(Feedback)
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Course Ontology Example 1. Θ := (T, P, C∗, H,Root)
T : “key”,“primary key”,“data”, “information”,“database management system”,
“foreign key”,“relationship”, “conceptual model”,....
P: “definition”,“type”, “syntax”, “use”, “advantage”,....
C∗: “relationship is a conceptual model” , “schema consists of attributes” , “for-
eign key is part of relationship”,...
H: Concept map hierarchy parent(DBMS,RDBMS), Parent(RDBMS,Table),...
Root: Database.

We populate the course ontology using the aforementioned content resources. As
a result, every concept has many properties. Our proposed technique separates
knowledge (Domain ontology) from implementation (driver function) which was
described through Algorithms 1, 2, and 3. As a result, domain ontology can learn
new knowledge and expand without any changes to the driver function.

We the prepared collection of questions which we use to test our system.
Test collection was collected from database management textbooks and from
database forums (learners questions). We used 438 posts from Coursera. We
manually identified the post which is related to the course contents. For every
post, we store its label and feedback. Then we run our system to assign a label
and provide feedback for every post. We used precision, recall, and F-measure to
validate our system. For posts labels, we used the binary classification method
based on word to word similarity. On the other hand, we used semantic text
similarity based on latent semantic analysis using SIMILAR [17] to evaluate the
relevance of retrieved feedback to the stored feedback. The following are the
equations used to validate the system.

Precision =
A

A+B
(1)

Recall =
A

A+ C
(2)

F-measure = 2× Recall× Precision

Recall+ Precision
(3)

Where A is the number of correct labels obtained, B is the number of not
retrieved labels and C is the number of incorrect labels retrieved. Table 2 shows
the experimental results of the system. The results show the potential of the
system in providing the students with timely feedback. The system achieved
promising results in term of precision, recall, and F-measure as shown in Table
2. However, for some posts the system failed to label the post, consequently it
failed to retrieve any feedback. A reason behind that is lack of domain knowledge
where the posts were about technical issues related to the database system or
about contents not related to the database management system. In some other
cases, however, the system was able to successfully label the post, on the other
hand, it failed in retrieving a relevant feedback. Some posts have multiple topics
and properties; as a result the system retrieved extra feedback which is not
relevant to the post. A possible solution for that is using part of speech tagging
and divide the post into multiple statement.



34 S. Shatnawi, M.M. Gaber, and M. Cocea

Table 2. Experimental results

Labelling (%) Feedback (%)

Recall 82 72

Precision 91 84

F-measure 86 78

5 Summary and Future Work

Domain ontology andNLP can scaffold teaching and learning processes inMOOCs
settings. Domain ontology is an effective representation of course content knowl-
edge. We proposed a feedback system for MOOCs setting. Our system represents
a MOOC’s contents using domain ontology notations. We separated the knowl-
edge part from the processing part. As a result, the system learns new knowl-
edge without changing the processing part. We, also, generated deterministic fi-
nite automata using natural language expressions derived from domain ontology
instances. We create simple tools to automate and mange domain ontology pop-
ulation. However, domain ontology creation still depends on domain experts to
some extent. In the future, we will automate the process of creating a domain on-
tology. We will also explore the roles of MOOCs’ participants in the forums.
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Abstract. Insights into the behavior and preference of mobile device
users from their web browsing/application activities are critical compo-
nents of any successful dynamic content recommendation system, mobile
advertisement platform, or web personalization initiative. In this paper
we use an unsupervised topic model to understand the interests of the
cellular users based upon their browsing profile. We posit that the length
of time a user remains on a given website is positively correlated with the
user’s interest in the website’s content. We propose an extended model to
integrate this duration information efficiently by oversampling the URLs.

1 Introduction

In the competitive rush to provide better, more personalized web browsing ex-
periences on mobile devices, cellular service providers have turned increasingly
to user profiling to understand their subscribers better. User behavior modeling
problem has been an interesting research topic in recent times [15] [4] [11] [3].
The simplest way to model the user behavior is using a keyword mining ap-
proach [7] [13]. In the keyword mining, the system looks for specific keywords in
the URL and classifies it into a specific category. Though simplicity is its virtue,
this technique has several shortcomings and disadvantages.

Recently researchers approached with a clustering technique [9] where the
main objective was to group users who has similar interests. Keralapura et. al.
[6] addressed the user profiling problem as a two-way clustering problem with an
objective to cluster both users and browsing profiles simultaneously. In this work,
an hour-glass model was used to cluster the similar type of websites beforehand
manually. The hour-glass model, however, is not a feasible solution when dealing
with a large dataset because of its manual clustering approach.

These issues gave us the motivation to look at this problem from a different
perspective: Topic modeling, which was originally proposed for text modeling
in large document collections. Several advanced generative models were devel-
oped for this task such as probabilistic Latent Semantic Analysis [2] and Latent
Dirichlet Allocation (LDA) [1]. In this work, we use this topic modeling approach
to analyze the browsing behavior of the users.

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 36–44, 2014.
c© Springer International Publishing Switzerland 2014
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Summarizing our contributions and advantages of our proposed model over
the previous works,

* The similarity between a document classification problem and a user brows-
ing behavior modeling problem has been identified, which has enabled to
view our problem in hand, from a completely new perspective: Topic Mod-
eling. After the inference procedure of our model, the extracted topics and
also the inferred interests of users show that, this task has been performed
efficiently.

* The amount of time a user is spending in a specific website has very im-
portant information about the interests of the user encoded in it. In [8] a
deterministic approach has been followed to incorporate this information,
whereas in our work we propose an oversampling based method, suited to
our statistical model. Also, note that our work only involves the cellular
users and their browsing behaviors.

* Using only few hours of data, i.e, browsing profile of the user for only few
hours can only reveal the temporal interests of the user. To determine a
more generic interest of a user we need to assess their browsing profiles over
a significant amount of time. In this work we have used data over twelve
days, which shows that scalability issue has been solved for our model to a
great extent.

The rest of the paper is organized in the following way. Section 2 presents the
user behavior modeling problem and introduces the Latent Dirichlet Allocation
(LDA) model. In Section 3, we describe the dataset and details of the imple-
mentation. In Section 4, we present the novel extensions of LDA, required to
incorporate the session duration, as well as to deal with the challenging problem
of users interest modeling. In Section 5, we demonstrate the detailed experi-
mental findings. Finally, Section 6 concludes the paper and talks about future
directions of this work.

2 User Behavior Modeling

In this section, we study the nature of users’ behavior profiling, along with the
proposed model. We formulate the user behavior modeling problem as a topic
modeling problem from a document classification perspective.

2.1 Analogy between Topic Modeling and User Behavior Modeling

We have the data consisting of a set of users and URLs of their visited web
sites. For example, Figure 1 shows a history of a user’s visited web sites. At first
glance, though it looks like a set of random web sites, after taking a closer look,
we could discover that the browsing history of a user is actually a mixture of
multiple hidden topics such as ecommerce, online video streaming, etc.

In the user behavior modeling problem we need to identify the hidden inter-
ests of the users from their browsing profiles. Whereas, in the problem of topic
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Fig. 1. Sample Browsing profile vs sample document

modeling in a document classification task, main aim is to identify the hidden
topics of the corpus of documents using an intelligent unsupervised model. The
similarity of these two problems is evident from their respective definitions. User
browsing profile (URLs visited by the user) can be considered as a document
whereas each URL can be perceived as a unique word. So we will represent each
user’s browsing profile as a random mixture of latent user interests which is anal-
ogous to the hidden topics. This problem formulation motivates us to use Latent
Dirichlet Allocation (LDA), an unsupervised modeling technique, to extract the
hidden user interests.

2.2 Overview of Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) is a generative probabilistic model of a corpus
[14] [1]. A corpus is a set of all users browsing profiles. Each topic in the corpus
is characterized by a probabilistic distribution over URLs. It is assumed that the
browsing profile of each user is a mixure of interests (topics) and each URL in
the browsing profile is associated with one of those topics. LDA analyzes these
set of URLs to discover the hidden topics in the corpus and hidden interests
(topics) of users.

LDA assumes the following generative process to create a corpus of D user
browsing profiles with Nd URLs in user browsing profile d using K topics.

1 For each topic index k ∈ 1, ...K, draw topic distribution βk ∼ Dirichlet(ηk)
2 For each user profile d ∈ 1, ......D :

(a) Draw the topic distribution of user profile θd ∼ Dirichlet(α)
(b) For each URL n ∈ 1, ....., Nd:

i. Choose topic assignment Zd,n ∼ Multinomial(θd)
ii. Choose URL wd,n ∼ Multinomial(βZd,n

)
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Fig. 2. Graphical Representation of LDA model

This generative process has also been shown in pictorial representation in
Figure 2. In this work for the inference procedure we have used variational
inference [5] [10] technique. It uses optimization to find a distribution over the
latent variables that is close to the concerned posterior.

3 Overview of the Dataset and Implementation

In this section we describe our dataset used for our experiments and also discuss
the implementation details to deal with the big dataset in a feasible manner.

3.1 Data Trace

An anonymized data set from a tier-1 cellular network provider in U.S has been
collected from one switch in Texas. The data set includes the history of data
usage for 12 days in April, 2012. It contains the aggregated information about
subscriber and server IP addresses, anonymized identifier, URLs, session start
time, session end time, user-agent, etc.

We used the identifier, session start time, session end time, and URL fields
to analyze the users interests. Our dataset has around 280K (287728) users and
320K (323289) unique URLs and 126M(126154365) records.

3.2 Implementation: Mr.LDA

As discussed before, the one of the major shortcomings of the previous works
for user behavior modeling problem is the scalability of those proposed models.
Efficiency of the inference about the interest of the users is always proportional
to the amount of data. Browsing profiles of the users over a longer period of time
may help us to get a more general and clearer picture of the interests of the users
instead of their temporal interests (For the case with only few hours of data).
This motivation leads us to use the MapReduce Implementation of LDA (Mr.
LDA) [16], which solves the issue of scalability to a great extent and enables us
to use the data over twelve days, which includes more than 126 million records.
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4 Discovering Hidden Interests of the Mobile Users

Here we present the extensions of the LDA model and how to extract the hid-
den/latent interests of the users based on their browsing history. At first, the
browsing profiles along with the duration of each session are aggregated for each
user from the original table of 126M records. Each user’s browsing profile is now
represented as a bag of URLs and the session duration information is encoded
by oversampling the URLs. These bag of URLs have been used as input to train
the Mr. LDA block.

4.1 Objectives

We are interested in the following two outputs of our Mr.LDA block:

1. γd,k: How much interest dth user has in the kth topic.
2. βv,k: How much URL v is associated with topic k

Thus from the first output we get the topic distribution of each user, i.e., how
much interest each user has in different topics. The second output helps us to
understand what the topics actually are, by checking the top most URLs of that
topic.

4.2 Stop URLs: What Are They ?

During our first stage of the experimentation after sorting the output URL
distribution for each topic we generate the top most URLs associated with each
topic. But something is amiss as most of the topics are giving us a similar type
mixed bag of URLs. After carefully assessing the browsing profiles of the users,
we realize that most of the users are accessing a specific set of URLs which
are appearing as the top most URLs of all the topics. The main reason for
this shortcoming is the high frequency of these URLs, i.e., most of the users
have accessed these URLs. This prevents our unsupervised model to extract the
hidden user interests.

Similar problem has also been experienced in document modeling because of
the prepositions, articles and other frequent common words. These words are
known as stop words [12]. Similarly we refer to the high frequency URLs as
Stop URLs. For our task we have separated 100 top most Stop URLs, that
have been accessed by most number of unique users.

4.3 Encoding of Duration: Oversampling of URLs

We believe only considering the number of visits of URLs does not give a clear
picture of the user’s interests. The amount of time one user is spending in a
specific website contributes significantly towards the interest of that user. Thus
we also want to use this information efficiently to improve our model, which
leads us to a key extension of our LDA model and we call it the Oversampling
of URLs. Browsing profile of each user is represented by the bag of URLs. Bag
of URLs representation means that the order of the URLs does not matter, we
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only consider that how many times a specific URL has been visited by the user.
We propose to incorporate the session duration by oversampling the URLs at
the time of constructing the bag of URLs, using the time that a user has spent
in that website. We do not want to overemphasize on the duration information
and choose to use 5 seconds (empirically chosen) as a single unit of sample. For
example, suppose one user has visited a URL u and has spent 20 secs in that
website. Then we will sample u 20

5 = 4 times in that bag of URLs. Hence we have
encoded the duration information efficiently by this Oversampling of URLs.

4.4 Informed Prior

Despite all the similarities between a document and a user profile, there is a
significant difference, which makes our problem of user browsing behavior mod-
eling problem more challenging than a document classification task. While for a
document it is easier to figure out the dominant topic, the interest of a user is
more varied over several hidden interests. Hence to distinguish different topics,
we need to provide the model some prior information before the inference pro-
cedure. This leads us to include an extension in the Mr.LDA block: Informed
Prior.

The standard practice in topic modeling is to use a same symmetric prior.
But for our task in hand we give few apriori information to our model, i.e, we
start with a better initialization which will force the model to group some of the
similar type of URLs in the same topic.

For example, suppose we want to specify frequently visited topmost weather
related URLs to be grouped together in the same topic k. We define a list be-
forehand, Listk = [gima.weather.com, imwx.com, ...m.weather.com]. Now the
prior is built as follows,

ηv,k =

{
10, if v ∈ Listk.

0.01, otherwise.
(1)

Where, ηv,k is the informed prior for URL v of topic k. Note that this is just a
better initialization technique. We are still learning from the available data at
the time of training of our model, which is the key difference between our model
and keyword mining approach.

5 Experimental Analysis

Extracted Topics: Now we use clean dataset, i.e., the one after removing the
Stop URLs and also we have used the informed prior file. We need to choose
the hyperparameter k, i.e, the number of topics carefully. For this task we have
chosen k = 9 empirically after checking the loglikelihood for several other values
of k. The extracted topics and 5 topmost URLs of each topic are shown in the
Figure 3,

From the topmost URLs for each topic we have intuitively inferred about
the topics and given the appropriate label. From the similarity of the nature
of the URLs, we can see how well the user interests have been extracted. The
only mixed bag topic is the eighth one, which gives us mostly URLs associated
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Fig. 3. Extracted Topics/User interests

with several advertisements. We also have the topic distribution of each user,
i.e, how much interest he or she has in each of these 9 topics. For visualization
purpose we have randomly chosen 500 users from the whole set and we try to
group them based on their top most interest. Figure 4(a) shows the plot of the

(a) (b)

Fig. 4. User-Topic/interest distribution

topic/interest distribution of randomly chosen 500 users, and it can be seen some
of the users have more than one interests. This is more clear after grouping the
users based on their topmost interest, which is shown in Figure 4(b). As Figure
4 shows,the proposed topic modeling technique also groups users with similar
interests. Besides, our topic model identifies more than one interest for a user,
as well as we identify the intensity of users interest in each topic.

A sample browsing profile of a user is shown in the Figure 5(a), and the
inferred user-topic distribution along with the topic names are shown in the
Figure 5(b). We have omitted the Topic 8, as it is about advertisements and other
junk, which we believe does not give us any important information regarding the
interests of the user. In Figure 5(a) different URLs are shown in different colors
depending on the topic they belong to, and in the plot of topic distribution of
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(a) (b)

Fig. 5. (a) Sample browsing profile and (b) Inferred User-Topic/interest distribution

that user, the probability bars are also shown using the corresponding colors.
After minutely looking at the browsing profile of the user, we can see that he
has visited mostly: youtube, walmart site, amazon and instagram. The topic
distribution extracted by our model is also consistent as it assigns significant
probabilities to three topics: Media, E commerce and Photos/Picture sharing.

6 Conclusions and Future Works

In this article we propose a novel way of modeling browsing behavior of cellular
users and extracting their hidden interests, which can be very useful for mo-
bile advertisements, recommendation systems, etc. We model the mobile user’s
browsing profile using an unsupervised topic model, and propose a clever exten-
sion to incorporate an important feature, session duration. The scalability issue
has also been dealt with which permits us to use a large dataset, to extract more
generic interests of the users.
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Abstract. We consider an open issue in the design of pattern classifiers,
i.e., choosing between the best classifier among a given ensemble, and
combining all the available ones using a trainable fusion rule. While
the latter choice can in principle outperform the former, their actual
effectiveness is affected by small sample size problems. This raises the
need of investigating under which conditions one choice is better than
the other one. We provide a first contribution, by deriving an analytical
expressions of the expected error probability of best classifier selection,
and by comparing it with the one of a well known linear fusion rule,
implemented with the Fisher linear discriminant.

Keywords: data dimensionality, sample size, complexity, collective de-
cision, expert fusion, accuracy, classification.

1 Introduction

Classifier ensembles have become a state-of-the-art approach for designing pat-
tern classifiers (or “experts”), as an alternative to the traditional approach of
using a single classification algorithm. One of the reasons is that identifying the
best expert for a given task is often difficult, due to small sample size effects that
arise when the data available for expert design are scarce. In this case, expert’s
performance cannot be reliably estimated, whereas combining all the available
experts (e.g., by averaging their outputs, or by majority voting) can prevent
the choice of the worst one. In principle, trainable fusion rules (e.g., weighted
averaging or voting) can even outperform the best expert; in practice, since
their parameters have to be estimated from a data set, also their performance
is affected by small sample size. Sample size problems have been studied both
theoretically (e.g., [10,5]), including the choice among fixed and trained fusion
rules [1,6,7], and in applications like investment portfolio design [8]. Instead,
the problem of choosing between best expert selection, and experts combination
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with trainable fusion rules, has been addressed so far only for regression tasks
[3]. In this paper we address this problem in the context of classification tasks,
and provide a first contribution toward the investigation of the conditions under
which one choice is better than the other, in terms of the sample size, and of fac-
tors like the ensemble size, the performance of the individual experts, and their
correlations. Our main contribution is the derivation of an analytical expression
of the expected error probability resulting from the selection of the best expert
of a given ensemble (Sect. 2). This allows us to compare it, in Sect. 4, with
the error probability of a well known trainable fusion rule, the linear combina-
tion of experts’ outputs by Fisher Linear Discriminant (summarized in Sect. 3),
obtaining some preliminary insights and suggestions for future work.

2 Accuracy of Best Expert Selection

Problem formulation. We consider a common setting in classifier design, when
m different experts C1, . . . , Cm are available for a given classification task (ob-
tained, e.g., using different classification algorithms), and the designer has to
choose among using only the best (most accurate) individual expert, and com-
bining all the available ones with a given trainable fusion rule. Each expert
implements a decision function Ci : X �→ Y, where X is a given feature space
and Y denotes the set of class labels. We assume that the experts have already
been trained, and that a validation set V made up of nV i.i.d. samples drawn
from the (unknown) distribution P (x, y), x ∈ X , y ∈ Y, is available for esti-
mating their performance and for training the fusion rule. We assume that V
is different from the training set, to avoid optimistically biased estimates. We
denote as eGi = P (Ci(x) �= y), i = 1, . . . ,m, the true (“genuine”), but unknown
error probability of Ci, and with eVi the corresponding estimate computed as
the error rate on V (i.e., the fraction of misclassified validation samples), which
is a random variable (r.v.). The goal of this section is to derive an analytical
expression of the expected error probability incurred by selecting the expert ex-
hibiting the lowest error rate mini eVi (i.e., the apparent best expert), assuming
that ties are randomly broken. This is very difficult when the r.v. eVi are statis-
tically dependent, as happens if they are computed on the same validation set.
Therefore, we start by considering the simplest, albeit less realistic case in which
a distinct and independent validation set of size nV is used for each expert, which
implies that also the eVi’s are independent. Then we will refine our results by
developing a tractable model of their correlation.

Independent estimates of the error rate. Under this assumption, the joint prob-
ability of the eVi’s conditioned to the eGi’s is given by:

P (eV1, . . . , eVm|eG1, . . . , eGm) =
∏m

i=1 P (eVi|eGi) . (1)

Let ri ∈ {0, . . . , nV} be a r.v. denoting the number of validation samples mis-
classified by Ci. Since each eVi is estimated on nv i.i.d. samples as ri/nv, each
of them follows a Binomial distribution:
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P (ri = s) = P

(
eVi =

s

nV
|eGi

)
=

nV!

(nV − s)!s!
(eGi)

s(1− eGi)
nV−s . (2)

To compute the error probability of the apparent best expert, we have to
consider m disjoint events, denoted as S1, . . . , Sm, where Sk is the event that k
different experts attain the same, smallest error rate, and thus, for k > 1, one of
them is randomly selected as the best expert. Consider first the event S1, and
denote as Ci the expert that exhibits the smallest error rate. This means that
Ci misclassifies s ∈ {0, . . . , nV − 1} validation samples (with probability given
by Eq. 2), and all the other experts Cj , j �= i, misclassify more than s samples.

The probability of the latter event, denoted as P S1

i (s), is given by:

P S1

i (s) =
∏m

j=1,j �=i P (rj > s) , (3)

where P (rj > s) can be computed as:

P (rj > s) = P

(
eVj >

s

nV
|eGj

)
=

nV∑
s′=s+1

P (rj = s′) . (4)

The probability that Ci exhibits the smallest error rate is thus given by:

P S1
i =

∑nV−1
s=0 P S1

i (s)P (ri = s) . (5)

Consider now the event S2, and denote as Ci1 and Ci2 the experts that exhibit
the smallest error rate. Similarly to Eq. (3), the probability that all the other
experts misclassify more than s samples is:

P S2

i1,i2
(s) =

∏m
j=1,j �=i1,i2

P (rj > s) , (6)

and thus the probability that Ci1 and Ci2 exhibit the smallest error rate is:

P S2

i1,i2
=
∑nV−1

s=0 P S2

i1,i2
(s)P (ri1 = s)P (ri2 = s) . (7)

One can similarly derive the probabilities of events S3, . . . , Sm. Eventually,
the expected error probability of best expert selection, denoted as P ind

SEL (“ind”
denotes the underlying independence assumption), is given by:

P ind
SEL =

∑m
i=1 P

S1

i eGi +
∑m

i1=1

∑m
i2=1,i2 �=i1

P S2

i1,i2

eGi1+eGi2

2 +∑m
i1=1

∑m
i2=1,i2 �=i1

∑m
i3=1,i3 �=i1,i2

P S3

i1,i2,i3

eGi1+eGi2+eGi3

3 + . . .
(8)

When the eGi’s are assumed to be known for the purpose of a theoretical
analysis, for moderate m values Eq. 8 can be computed exactly. Nevertheless,
a good approximation can be obtained by considering only the first few terms
of Eq. 8, depending on the sample size nV, and on the values of eG1, . . . , eGm.
As an example, we evaluated the accuracy of the approximation obtained us-
ing only the three terms explicitly shown in Eq. 8. To this aim we consid-
ered a two-class problem, an ensemble of m = 7 experts with [eG1, . . . , eG7] =
[0.015, 0.02, 0.04, 0.07, 0.09, 0.11, 0.13], and different values of nV, assuming that
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Fig. 1. Left: empirical error rate of best expert selection (squares), and theoretical
value (circles) approximated with Eq. 8, as functions of nV, for independent validation
sets. Right: the same comparison for the case of dependent validation sets, for nV = 200
and nV = 400, as a function of nVB ; theoretical values are comuputed using Eq. 9.

nV/2 samples of each class are present in the validation sets. For each Ci we
generated the number ri of misclassified samples from a Binomial distribution
with parameters eGi and nV (see Eq. 2), and selected the appartent best expert.
We then computed the average true error of the selected expert, over 100, 000
runs of the above procedure. We finally compared this value with the theoretical
one of Eq. 8, considering only the first three terms. Fig. 1 (left) shows the empir-
ical values of PSEL and the approximated theoretical values, as functions of nV.
It can be seen that the approximation is very good, despite the approximation
error tends to increase when the sample size nV decreases.

Dependent estimates of the error rate. If the validation sets used for the m ex-
perts are not independent, the r.v. eVi are not independent either. In practice,
the same validation set is typically used for all experts, but the analytical deriva-
tion of PSEL in this case is infeasible, since all m(m− 1)/2 pairwise correlations
between the eVi’s must be taken into account. We therefore resort in this pa-
per to a simplifying assumption which allows us to model the correlations in
a tractable way, such that an analytical appoximation of PSEL can be derived.
The investigation of other correlation models that can lead to a better approxi-
mation is left as a future work. Let us denote as I[Ci(x) = y] the classification
outcome (either a correct classification or a misclassification) of Ci on a given
sample (x, y), where I[A] denotes the identity function (I[A] = 1 if A = True,
and I[A] = 0 otherwise). We assume that the validation set of each expert is
made up of two parts, VA of size nVA and VB of size nVB = nV − nVA , such
that the correlation ρC between the classification outcome of any pair of experts,
I[Ci(x) = y] and I[Cj(x) = y], equals 1 for any (x, y) ∈ VA, and equals 0 for any
(x, y) ∈ VB. In other words, any sample in VA is either correctly classified or
misclassified by all the experts, whereas the classification outcomes are indepen-
dent on any sample in VB (similarly to the case discussed above). Accordingly,
the error rates of the experts on VA are identical, and their ranking depends
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only on the samples in VB. Let eGmin = mini eGi, and P ind
SEL denotes the error

probability of the best expert selected on VB (which can be computed as in
Eq. 8, using nVB instead of nV). The expected error probability of best expert
selection under the above correlation model is:

P corr
SEL =

nVA

nV
eGmin +

nVB

nV
P ind
SEL . (9)

To give an example of how accurately Eq. 9 approximates the error probability
of best expert selection in a realistic scenario in which the same validation set is
used for all experts, we consider again a two-class problem, an ensemble of m = 7
experts, and the same eGi values as in the example above. We first generated
nV artificial soft outputs for each expert, with identical m(m − 1)/2 pairwise
correlations, computed the corresponding true error rates by thresholding the
outputs at zero, and selected the best expert. The average, true error of the best
expert selected was computed over 50, 000 runs of the above procedure, and was
compared with the theoretical approximation of Eq. 9. Fig. 1 (right) shows this
comparison for two validation set sizes, nV = 200 and nV = 400, as a function
of nVB . In the considered case when the m(m − 1)/2 pairwise correlations are
identical, the approximation turns out to be very good.

3 Accuracy of Linear Expert Fusion

To pursue our original goal, analytical expressions of the expected error proba-
bility of trainable fusion rules are needed, beside that of best expert selection.
In the following we focus on the well known and widely used linear combination
of soft outputs, whose expected error probability has already been analytically
approximated in previous works, for the case when it is implemented with the
Fisher Linear Discriminant (FLD) for two-class classification problems. Denoting
as y ∈ {−1,+1} the class label, and as yi(x) ∈ R the soft output of Ci, this fusion
rule is defined as f(x) =

∑m
i=1 wiyi(x) + w0, where wi ∈ R, i = 0, . . . ,m, and

the decision function is sign (f(x)). Let w = (w1, . . . , wm)�, the column vectors
μ̂1 and μ̂2 denote the m-dimensional mean of the experts’ soft outputs on class
1 and 2 estimated on validation samples, and Σ̂1 and Σ̂2 denote the estimates

of the corresponding covariance matrices; moreover, let Σ̂ = 1
2

(
Σ̂1 + Σ̂2

)
, and

let Σ̂F = (1 − λ)Σ̂ + λD denote the estimate of the regularized pooled sample
covariance matrix, where D is a diagonal matrix obtained by the diagonal of
Σ̂, and 0 ≤ λ ≤ 1 is a regularization parameter. Using the FLD, w and w0 are
computed as w = (μ̂1 − μ̂2)

�
Σ̂−1

F , and w0 = − 1
2 (μ̂1 + μ̂2)

�
w. The expected

error probability is then [4]:

PFLD = Φ

(
− δ

2
√
TμTΣ

)
, (10)

where δ denotes the Mahalanobis distance of the two classes in the space of
expert’s outputs, and the scalars Tμ = 1+ 2m

nVδ2 and TΣ = nV

nV−m account for the
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Table 1. Numerical comparison between PFLD (Eq. 10) and P corr
SEL (Eq. 9), for different

classifier ensembles (see text for the details)

eG1 eGi , i > 1 m nV ρS ρC PFLD P corr
SEL

0.1 0.15 9 100 0.50 0.26 0.086 0.120
0.1 0.15 9 100 0.70 0.42 0.111 0.117
0.1 0.15 9 100 0.90 0.66 0.108 0.111
0.1 0.15 9 100 0.95 0.75 0.080 0.108
0.1 0.15 9 100 0.99 0.87 0.008 0.103
0.1 0.15 20 100 0.50 0.26 0.101 0.124
0.1 0.15 20 200 0.50 0.26 0.084 0.119
0.1 0.15 20 500 0.50 0.26 0.075 0.107
0.1 0.15 100 200 0.50 0.28 0.168 0.125
0.1 0.15 100 500 0.50 0.28 0.099 0.114
0.1 0.20 100 200 0.50 0.30 0.201 0.117
0.1 0.20 100 500 0.50 0.30 0.127 0.101

inexact, sample-based estimates of the mean vectors μ1 and μ2, and covariance
matrix Σ, respectively. Expression 10 turns out to be the best approximation
known so far of the expected error probability of the FLD combiner [11,9].

4 Analytical and Empirical Comparison: An Example

In the following we show an example of how, exploiting the above results, one
can compare the performance attained by the two considered design choices
(selecting the bext expert, and combining the available ones with the LDF fusion
rule), aimed at understanding the conditions under which one is preferable than
the other. We remind the reader that the eventual, practical outcome of such an
investigation is the derivation of guidelines for the design of pattern classifiers,
analogous, e.g., to the guidelines derived in [2] for the choice between simple and
weighted average fusion rules in ensemble design. We first carry out a numerical
comparison of the analytical expressions of P corr

SEL and PFLD (respectively Eqs. 9
and 10). We then carry out an empirical comparison using artificial data, that
allows one to assess the validity of the conclusions that can be drawn from an
analytical comparison, also when the underlying assumptions are not satisfied.

Numerical comparison. In this example we consider different ensembles made up
ofm = 9, 20, and 100 experts, in which the true best expert (say, C1) has an error
probability eG1 = 0.1, and the remaining ones have identical error probabilities
eG2 = . . . = eGm = 0.15, and 0.20. We also consider validation set sizes nV =
200, 400, 1000, different pairwise correlations ρS between experts’ classification
outputs, and different pairwise correlations ρS between the corresponding soft
outputs, as shown in the left-most columns of Table 1. The right-most columns
show the values of PFLD (Eq. 10), and of P corr

SEL (Eq. 9).
The most evident fact from the example in Table 1 is that the FLD trainable

combiner tends to outperform the best expert selection for smaller ensemble
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Fig. 2. Expected error probability of best expert selection (1: empirical, 2: theoretical
approximation with Eq. 9), and of the FLD combiner (3: empirical), as functions of
validation set size nV

sizes m, while the opposite happens for larger m. As one can expect, increasing
the validation set size nV is beneficial for both solutions; instead, for a fixed
nV, increasing the ensemble size is detrimental, especially for the FLD train-
able combiner. Instead, no clear pattern related to the effect of the correlations
emerges from this simple example: a wider investigation is required to this aim.

Experiments on artificial data. In this example, we consider an ensemble of m =
9 experts for a two-class problem. We artificially generated their soft outputs
from a Gaussian distribution with identical covariance matrices Σ1 = Σ2, such
that [eG1 , . . . , eG9 ] = [0.139, 0.083, 0.021, 0.019, 0.021, 0.025, 0.026, 0.027, 0.038],
and ρC = 0.3. We therefore set nVA = 0.3nV. For the FLD combiner, the regu-
larization parameter was set to λ = 0.2. In Fig. 2 we show the error probability
of best expert selection and of the FLD combiner, as a function of validation set
size, assuming that the number of validation samples of both classes is the same.
The empirical values were computed as averages over 1,000 independent runs
of the above procedure. The theoretical values were approximated using Eqs. 9
and 10. In this example the FLD combiner outperforms the best expert selec-
tion notably (note that in this case nV 	 m). The theoretical values of PFLD

(Eq. 10), not reported here, turned out to be an almost exact approximation of
the empirical values (curve 3 in Fig. 2). It can also be seen that the approxima-
tion of P corr

SEL by Eq. 9 exhibits a slightly lower, but still good accuracy, than in
the example of Fig. 1 (right).

5 Concluding Remarks

In this paper we started the investigation of a relevant open issue related to
pattern classifier design, and to multiple classifier systems in particular. It con-
sists of investigating the conditions under which the selection of the apparent
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best expert, out of a given ensemble, is a better solution than combining all the
available experts using a trainable fusion rule. The main contribution of this
paper is the derivation of the first analytical expression known so far of the
expected classification probability of the best expert selection strategy, capable
of taking into account small sample size effects due to the use of a finite set of
hold-out samples for performance estimation. We also developed a simple model
that accounts for the pairwise correlations between experts’ misclassifications,
that in practical settings are unlikely to be statistically independent. Our results
can be exploited in future works for a thorough analytical comparison with the
expected error probability of trained combiners. In this paper we made an exam-
ple of such a comparison, involving the well known and widely used FLD linear
combiner. Our example pointed out the role of validation set size, ensemble size,
and correlations between the experts, in determining which of the considered
design choices is most effective in finite sample size situations. The development
of more accurate models of the error probability of best expert selection, taking
into account experts’ correlations, as well as the analytical derivation of the ex-
pected error probability of other trained combiners, are relevant issues for future
work.
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Abstract. Interlinking different data sources has become a crucial task
due to the explosion of diverse, heterogeneous information repositories
in the so-called Web of Data. In this paper an approach to extract re-
lationships between entities existing in huge Linked Data sources is pre-
sented. Our approach hinges on the Map-Reduce processing framework
and context-based ontology matching techniques so as to discover the
maximum number of possible relationships between entities within dif-
ferent data sources in an computationally efficient fashion. To this end
the processing flow is composed by three Map-Reduce jobs in charge for
1) the collection of linksets between datasets; 2) context generation; and
3) construction of entity pairs and similarity computation. In order to
assess the performance of the proposed scheme an exemplifying proto-
type is implemented between DBpedia and LinkedMDB datasets. The
obtained results are promising and pave the way towards benchmark-
ing the proposed interlinking procedure with other ontology matching
systems.

Keywords: Semantic Web, Linked Data Sources, Web of Data, ontology
matching, data interlinking.

1 Introduction

The Semantic Web in general and, in particular, renowned initiatives such as
Linked Open Data (LOD) are responsible for motivating and encouraging data
publication, interlinking and sharing on the Web. Nowadays the amount and size
of published RDF datasets are steadily growing in the benefit of organizations,
companies and the academia [1]. These increased data scales yields the global
conception of the Web as a huge information repository consisting of data from
different domains and their interconnections: in other words, the so-called Web
of Data. In this context, a crucial task to ensure interoperability and coherence
between different datasets is to interlink their constituent entities considering
semantically enriched relationship models and similarity measures.
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Notwithstanding the noted relevance for dataset interlinking in the Web of
Data, in practice the large amount of published data makes it of utmost ne-
cessity to derive and develop new mechanisms capable of discovering interlinks
in a non-supervised and computationally efficient manner. At this point two
problems arise [2]: on the one hand, the heterogeneous datasets are described
under different ontologies, which require to be reconciled and aligned (ontology
matching and alignment). On the other hand, the interlinking procedure should
identify and connect different instances that refer to the same concept in real
life (also referred to as data interlinking).

More concisely, there exist nowadays a large number of links (643,753,224)
between different datasets (2,122) of the LOD cloud, according to statistics col-
lected within the LOD2 project (http://stats.lod2.eu). Taking these num-
bers into account, this paper proposes to capitalize on these linksets and existing
ontology matching techniques towards improving the heterogeneous datasets in-
tegration process. However, such datasets and ontologies are currently very large,
thus ontology matching techniques applied to such datasets undergo severe per-
formance problems. Bearing this rationale in mind, this paper delves into an
approach implemented onto the Map-Reduce framework to integrate heteroge-
neous datasets based on existing linksets and using ontology matching techniques
based on context-based tools for LOD and semantic similarity between entities.

Both ontology matching and data interlinking are research paradigms that
have so far grasped the attention of the research community as evinced by the
related literature: for instance, Scarlet [3] is a context-based ontology matcher,
whereas Silk [4] is a link discovery framework. However, to the knowledge of the
authors very few attention has been paid to the derivation of systems jointly
implementing both processes. This is indeed the research gap covered in this
manuscript: ontology matching and interlinking operate collaboratively so as
to produce a more cohesive integration between datasets, as well as to take
advantage of interlinking tasks previously performed in the LOD cloud.

The rest of this paper is structured as follows: first the main concepts related
to the proposed approach – LOD, ontology matching, data interlinking and the
Map-Reduce framework – are reviewed in Section 2 and supported by a literature
survey of the closest contributions to this research. Next, Section 3 describes the
proposed scheme and its principal features. Section 4 discusses a study use case
to evaluate the performance of the scheme and finally, Section 5 ends the paper
by drawing some concluding remarks and outlining future research lines.

2 Background and Related Work

This section elaborates on the fundamentals of LOD and existing techniques and
processes aimed at relating formal entities, such as data interlinking and ontol-
ogy matching. Next the Map-Reduce framework is introduced as the selected
programming and parallel processing model to accommodate the computational
complexity required for matching and interlinking datasets of huge dimension-
ality. Finally, the state of the art on discovering relationships among datasets is
surveyed and put in context of the present contribution.

http://stats.lod2.eu
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2.1 Linked Data: Interlinking and Ontology Matching

Quoting Heath and Bizer in [5], the term Linked Data refers to “a set of best
practices for publishing and interlinking structured data on the Web [...]”. By
this general definition they defined the Linked Data paradigm and provided a
mechanism for building the Web of Data, which is based on semantic web tech-
nologies and may be considered as a simplified version of the so-called Semantic
Web. The data model for representing interlinked data is RDF [2], where data
is represented as node-and-edge-labeled directed graphs. Each node-edge-node
relationship is called a triple and its components are referred to as subject, pred-
icate and object, respectively. Subjects, predicates and objects are resources and
every resource is labeled with a URI. Due to the heterogeneity of datasets, the
processes devoted to relating entities from different data sources and establish-
ing links between them lay at the functional core of the Web of Data. Two main
processes can be unfolded from the former task, as presented in [6]:

– Ontology matching: the Web of Data covers a wide range of domains and
their datasets are defined by different ontologies associated to these domains,
which in general may overlap with each other. These ontologies are composed
by different classes, properties and instances, denoted as entities. Therefore,
when operating with several different datasets, ontology matching techniques
identify which entities defined in different ontologies refer to the same object.

– Data interlinking: this process stands for the identification of the same entity
across different datasets and the publication of a link between them.

As mentioned in the introduction, the scheme proposed in this paper leverages
the existing linksets in the LOD datasets as a guidance for the ontology matching
and data interlinking processes.

2.2 Map-Reduce Framework

Nowadays there is a trend in different communities of Computer Science towards
the development of new technologies that allow analyzing efficiently very large
amounts of data. In this context, new models of parallelization are emerging, as
the case of the Map-Reduce framework implemented in tools such as Hadoop.
Specifically, Map-Reduce [7] is a programming model and an associated im-
plementation for parallel data processing with the objective of analyzing large
volumes of data. Map-Reduce programs are executed in parallel over computing
cluster: a Map-Reduce program is denoted as job, and is composed of map and
reduce tasks. Summarizing, a job takes as an input a set of key/value pairs and
produces a set of key/value pairs as output. As denoted by its denomination, a
Map-Reduce program implements the computation as two sequential processes:

1. Map performs filtering and sorting (such as ordering triples by entities that
appear in these into queues, one queue for each entity). In this task the input
from the sources is mapped to key/value pairs.

2. Reduce executes a summary operation, e.g. counting the number of triples in
each queue. The input key/value pairs are sorted and clustered by the key.
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Map-Reduce is a powerful parallelization framework with great potential in
improving the computation performance of many different problems and research
fields centered in processing large amounts of raw data, such as crawled docu-
ments, web request logs and open datasets. In our case, the ontology matching is
a computationally intensive process, since iterative tasks like crawling and entity
matching for each possible pair of entities are complex specially when dealing
with large sets of data. For instance, a similarity based matcher on an n-sized
set of entities requires repeating the process n(n− 1)/2 times [8], which unveils
the complexity level of a simple similarity evaluation task and the imperative
necessity of massively parallel computational frameworks like Map-Reduce.

2.3 Related Work

This section analyzes relevant literature in the field of ontology matching and
data interlinking, and those in which both disciplines collaborate together. To
begin with, in regard to ontology matching two different flavors can be distin-
guished: content based and context based matching. In content based matchers
the ontology entities are compared by its external content (i.e. annotations,
structure and semantics, among others). In context based, however, the con-
textual information of the ontologies is used to implement the matching (i.e.
annotated resources, dictionaries like Wordnet, external datasets and other fea-
tures alike). Our approach falls within the second family of ontology matchers,
since the dataset contexts are used to discover relational paths between enti-
ties. This group we can find alternatives such as the aforementioned Scarlet [3]
or Blooms [9]. As for data interlinking, the most popular tool to discover and
specify links among datasets is Silk [4]. When processing large ontologies as as-
sumed in this manuscript, the work by Zhang et al in [8] can be regarded as the
closest to our technical approach due to the use of Map-Reduce and a similarity
measure. However, a major drawback of their approach is that they ignore in-
stances. Furthermore in our case the selection of entities for comparison is driven
by those links previously collected from the datasets, which improves the time
performance by limiting the number of pairs of entities to match.

3 Proposed Interlinking Approach

As anticipated in the introduction of this paper, the proposed interlinking scheme
builds upon a parallel matching approach based on the Map-Reduce framework
and exploiting existing linksets between datasets to improve the ontology match-
ing and data interlinking processes. Figure 1 depicts the architecture of our ap-
proach, which consists of three interrelated components that permit to discover
relationships between entities or alignments. Before this three-fold process is
started, a pre-processing stage is first implemented so as to translate the two
datasets – labeled with source and target – in files formatted with N-triples.

Such formatted files are first processed through a linkset collection stage
where linksets are found by using a Map-Reduce job that explores both datasets
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Fig. 1. Architecture overview of the proposed system

(source/target) and collects triples with owl:sameAs predicates. Once we have
the links for each dataset, another Map-Reduce job filters triples related to each
link, i.e. those in which one of the linked entities appears as a subject, predicate
or object of the triple. Then a second Map-Reduce job is executed to gather re-
lated triples from the source dataset and related triples from the target dataset,
grouped by the link by which they are related to each other. Once this is done,
a similarity computation procedure operates on the list of related triples for
each link, based on which a set of entities pairs and their relative similarity
is produced. In what follows a more detailed description of each compounding
processing stage is given.

3.1 Ontology Matching through Datasets Linksets

The extraction and collection of linksets and the context generation over which
pairs of entities are inferred is exemplified in Figure 2. On the one hand, the
input to the collection of linksets is the whole set of datasets triples (source and
target), and is implemented in the form of a Map-Reduce job. In the Map task,
each record corresponds to a triple statement, and the function is in charge of
determining 1) whether the predicate is of the type owl:sameAs; and 2) if the
statement links one entity of the source dataset with one of the target dataset.
As an output the Map task emits a key/value pair where the subject and object
concatenation is the key and the statement is the value. During the subsequent
Reduce stage links are grouped by key and assigned a unique identifier.

In the second process (context generation) two Map-Reduce jobs are responsi-
ble for obtaining the list of related triples for each link. The first job is executed
once for each dataset having this as input. The output of this job is a set of
key/value pairs where the key is the link identifier with the linked entity of the
corresponding dataset, and the list of triples related to this entity. The second
is a join Map-Reduce job, where the two output files of the previous jobs are
combined in an output by the first part of the key (link identifier).
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Fig. 2. Example of a construction data flow of related triples list grouped by link

3.2 Matching Entities by Similarity Measure

This section delves into the third process where similarity metrics are computed
and alignments are subsequently produced. As shown in Figure 3, the input to
this process is the list of related triples by link. For each of these records, all
entity-pairs possibilities between source and target triples are combined in the
Map task, achieving as an output an ID consisting of the concatenation of the
entities/concepts to be compared (subjects [s10 s29], predicates [p10 p29] or
objects [O10 O21]) and as VALUE, the triples from which entities have been
extracted. Next, the Reduce task computes its similarity metric ϑ(es, et) and
outputs a list of alignments defined by their entity pairs and their associated
similarity metric (e.g. s10, s29, ϑ(s10, s29)). The similarity function is formulated
as

ϑ(es, et) = αλsin(es, et) + (1 − α)λont(es, et); (1)

where λsin(·, ·) denotes the syntactic similarity defined by the so-called Leven-
shtein string measure; λont(·, ·) stands for the ontological similarity calculated
based on the ontologies followed by the datasets; and α is an arbitrary parameter
to balance between both composite similarities, by default set to α = 0.5. The
TF/IDF technique is used [10] for the computation of the ontological similar-
ity, being TF the frequency of a word in the descriptor of the entity and IDF
the frequency of the word in the set of source ontology and target ontology. To
obtain the set of TF/IDF values, the RDF schema triples are extracted in the
pre-processing phase, from which a file is created and used in the Reduce task
by virtue of the Map-Reduce distributed cache feature. Based on this file the
descriptor is created for each entity with the words extracted from the value of
the RDFS properties (e.g. label, comment, subclassOf) associated to the entity.
The cosine distance is selected to quantify the similarity ϑ(·, ·) between related
entities. Based on a threshold ϑth final alignments are filtered out in the form
(algn, [e1, e2, ϑ(e1, e2)]), being algn the unique identifier of the alignment.

4 Experiments

To assess the performance of the proposed interlinking approach a prototype has
been implemented using Java 1.6 and the 2.1.2 version of MapR. Map-Reduce
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jobs are run over a 4-node MapR cluster, each featuring 2 processing cores run-
ning at 2 GHz with 8 GB RAM. The considered prototype deals with the inte-
gration of datasets belonging to DBpedia, a large multi-domain ontology derived
from Wikipedia with approximately 232 million English RDF triples that relate
more than 3.5 million entities. The objective of the experiment to be next dis-
cussed is to find alignments between this dataset and the so-called Linked Movie
Database (LinkedMDB), an open semantic web data source dedicated to movie-
related information with more than 6 million triples. The number of already
defined links between both datasets is 13800 (DBpedia �→ LinkedMDB) and
30354 (LinkedMDB �→ DBpedia), which can be regarded as a baseline indicator
to which to benchmark the performance of the proposed interlinking scheme.

Fig. 3. Example data flow of the semantic similarity computation

Having said this, Table 1 shows the number of related entity pairs and align-
ments discovered as a function of different threshold values ϑth for the similarity
metric. The execution time in seconds for this test has been 1928 seconds. The
discussion starts by noting that for low values of ϑth the number of produced
alignments results to be significantly higher than for high values of the same
variable; however, it is important to stress on the fact that those alignments fea-
turing a low similarity metric may correspond to loosely related entities. Based
on this rationale, a practical approach to extending interlinks via our proposed
scheme should balance between the quality of the alignments (high value of ϑth)
and the coverage of the produced interlinks, which stands for the number of
entities effectively reflected in the new alignment set.

Table 1. Performance results

ϑth 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Aligments 405879 157361 186303 59128 2326 435 179 113 21

Finally, the alignment set obtained by the proposed approach when calculating
alignments can be exemplified by the meaningful relationship found between an
specific DBpedia entity and its LinkedMDB counterpart at a similarity metric
equal to ϑth = 0.9. This relationship is established from the following triples:

(linkedmdb:9736, owl:sameAs, dbpedia:Orson_Welles)
(dbpedia:The_Other_Side_of_the_Wind, dbpedia:producer, dbpedia:Orson_Welles)
(linkedmdb:46921, linkedmdb:producer, linkedmdb:9736)
(alig_15,(dbpedia:producer, linkedmdb:producer, 0.95))
(alig_16,(dbpedia:The_Other_Side_of_the_Wind, linkedmdb:46921, 0.98))
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which, as of version 3.6, is not contained in the DBpedia linkset and hence,
buttresses the utility of the proposed tool with respect to existing procedures
for interlink discovery (e.g. Silk).

5 Conclusions and Future Research Lines

This paper has elaborated on a novel context-based matching and data inter-
linking approach, implemented on the Map-Reduce framework. The aim of this
approach is to discover relationships between entities belonging to different se-
mantic data sources based on matching their respective ontologies and comput-
ing similarity metrics in a computationally efficient manner. The preliminary
results presented in this manuscript are promising and unveil the potentiality of
the proposed scheme to ease and improve currently used ontology matching and
data interlinking processes in forthcoming evolutions of the Web of Data.

Future work will be devoted to arranging further tests over datasets of in-
creased size with respect to those used in this manuscript. Furthermore, a per-
formance comparison of the proposed scheme will be done with state-of-the-art
ontology matching (Scarlet, Blooms) and interlinking (Silk) techniques imple-
mented as serial processing stages isolated from each other, which will shed light
on the benefits of the semantic definition of alignments utilized in our scheme.
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Abstract. Imbalance data constitutes a great difficulty for most algo-
rithms learning classifiers. However, as recent works claim, class imbalance
is not a problem in itself and performance degradation is also associated
with other factors related to the distribution of the data as the presence of
noisy and borderline examples in the areas surrounding class boundaries.

This contribution proposes to extend SMOTE with a noise filter called
Iterative-Partitioning Filter (IPF), which can overcome these problems.
The properties of this proposal are discussed in a controlled experimen-
tal study against SMOTE and its most well-known generalizations. The
results show that the new proposal performs better than exiting SMOTE
generalizations for all these different scenarios.

Keywords: Classification, imbalanced data, SMOTE, class noise, noise
filters.

1 Introduction

Real-world classification problems from many fields present a highly imbalanced
distribution of examples among the classes. In imbalance data one class is rep-
resented by a much smaller number of examples than the other classes. The
minority class is usually the most interesting one [2] and thus class imbalance
becomes a source of difficulty for most learning algorithms which assume an
approximately balanced class distribution. As a result, minority class examples
usually tend to be misclassified. Re-sampling methods modify the balance be-
tween classes by taking into account local properties of examples. Among these
methods, the Synthetic Minority Over-sampling Technique (SMOTE) [5] is one
of the most well-known.
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Even though SMOTE achieves a better distribution of the number of examples
in each class it presents several drawbacks related to its blind oversampling.
These drawbacks may aggravate even more the difficulties produced for noisy
and borderline examples as some researchers have shown that the class imbalance
ratio (IR) is not a problem itself. For instance in [14] the influence of noisy
and borderline examples on classification performance in imbalanced datasets is
experimentally studied. Borderline examples are those located either very close
to the decision boundary between minority and majority classes or located in the
area surrounding class boundaries where classes overlap. In [14] noisy examples
are referred as those located deep inside the region of the other class.

The main aim of this contribution is to examine a new extension of SMOTE,
where the IPF noise filter is combined with it resulting in SMOTE-IPF, com-
pared to other re-sampling methods also based on generalizations of SMOTE.
Its suitability for handling noisy and borderline examples in imbalanced data
will be particularly evaluated as they are one of the main sources of difficulties
for learning algorithms. In order to control the noise scenario, the experimen-
tal study will be carried out with special synthetic datasets containing different
shapes of the minority class example boundaries and levels of borderline exam-
ples as considered in related studies [14]. After preprocessing these datasets, the
performances of the classifiers built with C4.5 will be evaluated and they will be
also contrasted using the proper statistical tests.

The rest of this contribution is organized as follows. Section 2 presents the
imbalanced dataset problem and the motivations of our extension of SMOTE.
Section 3 describes the experimental framework and includes the analysis of the
experimental results. Finally Section 4 presents some concluding remarks.

2 Borderline and Noisy Examples in Imbalanced Datasets

In this section, first the problem of imbalanced datasets related to borderline
and noisy examples is described in Section 2.1. Next the details of the proposed
extension of SMOTE to solve these issues are given in Section 2.2.

2.1 Imbalanced Classification with Borderline and Noisy Examples

The main difficulty of imbalanced datasets is that standard classifiers tend to
misclassify examples belonging to the minority class. This is because accuracy
does not distinguish between the number of correct labels of different classes,
and thus measures without these drawbacks have been proposed in the literature
[10]. This paper considers the usage of the Area Under the ROC Curve (AUC)
measure, which provides a single-number summary for the performance of learn-
ing algorithms and it is recommended in many other works on imbalanced data.

Imbalance ratio is not the only source of difficulty for classifiers. Recent works
have indicated other relevant issues related to the degradation of performance.
Closely related to the overlapping between classes, in [14] another interesting
problem in imbalanced domains is pointed out: the higher or lower presence
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of examples located in the area surrounding class boundaries, which are called
borderline examples. Researchers have found that misclassification often occurs
near class boundaries where overlapping usually occurs as well and it is hard to
find a feasible solution for it [9].

The authors in [14] showed that classifier performance degradation was
strongly affected by the quantity of borderline examples and that the presence of
other noisy examples located farther outside the overlapping region was also very
difficult for re-sampling methods. To clarify terminology, one must distinguish
(inspired by [14,13]) between safe, borderline and noisy examples:

– Safe examples are placed in relatively homogeneous areas with respect to
the class label.

– Borderline examples are located in the area surrounding class boundaries,
where either the minority and majority classes overlap or these examples are
very close to the difficult shape of the boundary - in this case, these examples
are also difficult as a small amount of the attribute noise can move them to
the wrong side of the decision boundary [13].

– Noisy examples are individuals from one class occurring in the safe areas of
the other class. According to [13] they could be treated as examples affected
by class label noise.

This contribution focuses on studying the influence of noisy and borderline
examples on generalizations of SMOTE considering the synthetic datasets used
in [14] where safe, borderline and noisy examples are distinguished. The ex-
amples belonging to the two last groups often do not contribute to correct class
prediction [11]. Therefore removing them partially or completely should improve
classification performance and we propose to use noise filters to achieve this goal.
We are particularly interested in ensemble filters as they are the most careful
while deciding whether an example should be viewed as noise and removed.

2.2 Combining SMOTE and IPF

SMOTE is one of the most well-known and used re-sampling techniques. It gen-
erates new synthetic examples of the minority class by along the linear space
between every minority example and some of its randomly selected k-nearest
neighbors. One of the main shortcomings of SMOTE is overgeneralization as
SMOTE blindly generalizes regions of the minority class without checking posi-
tions of the nearest examples from the majority classes. These problems may be
aggravated with some distributions of data when imbalanced datasets are suffer-
ing from noisy and borderline examples. As result SMOTE is usually combined
with an additional cleaning to remove noisy and borderline examples [11].

Combining SMOTE with an additional step of under-sampling aims to remove
mislabeled data from the training data after the usage of SMOTE. However, they
do not perform this task as well as they should in all cases. Specific and more
powerful methods designed to eliminate mislabeled examples are thus required
to successfully deal with noise data in imbalanced domains. Noise filters are
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preprocessing mechanisms designed to detect and eliminate noisy examples in
the training set [3,12,15]. The result of noise elimination in preprocessing is
a reduced training set which is then used as an input to a machine learning
algorithm.

In addition, there are many other noise filters based on the usage of ensembles
[7]. Similar techniques have been widely developed considering the building of
several classifiers with the same learning algorithm [8,17]. Instead of using mul-
tiple classifiers learned from the same training set, in [8] a Classification Filter
approach is suggested, in which the training set is partitioned into n subsets,
then a set of classifiers is trained from the union of any n−1 subsets; those clas-
sifiers are used to classify the examples in the excluded subset, eliminating the
examples that are incorrectly classified. This paper proposes to extend SMOTE
with one of this ensemble filters that has proven to work specially well: the IPF
filter [12].

IPF removes noisy examples in multiple iterations until a stopping criterion is
reached. The iterative process stops when, for a number of consecutive iterations
k, the number of identified noisy examples in each of these iterations is less than
a percentage p of the size of the original training dataset. Initially, the method
starts with a set of noisy examples A = ∅. The basic steps of each iteration are
the following:

1. Split the current training dataset E into n equal sized subsets.
2. Build a classifier with the C4.5 algorithm over each of these n subsets and

use them to evaluate the whole current training dataset E.
3. Add to A the noisy examples identified in E using a voting scheme (consensus

or majority).
4. Remove the noisy examples: E ← E \A.

Two voting schemes can be used to identify noisy examples: consensus and
majority. The former removes an example if it is misclassified by all the classifiers,
whereas the latter removes an example if it is misclassified by more than half of
the classifiers.

The parameter setup for the implementation of IPF used in this work has
been determined experimentally in order to better fit it to the characteristics of
imbalanced datasets with noisy and borderline examples once they have been
preprocessed with SMOTE. More precisely, the majority scheme is used to iden-
tify the noisy examples, n = 9 partitions with random examples in each one are
created and k = 3 iterations for the stop criterion and p = 1% for the percentage
of removed examples are considered.

In short, the SMOTE algorithm balances the class distribution and it helps
to fill in the interior of sub-parts of the minority class whereas IPF removes
the noisy examples originally present in the dataset and also those created by
SMOTE cleaning up the boundaries of the classes making them more regular.
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(a) Sub-cluster (b) Clover (c) Paw

Fig. 1. Shapes of the minority class

3 Experimental Analysis

In this section we present the details of the experimental study developed. Sec-
tion 3.1 shows how the synthetic imbalanced datasets with borderline examples
were built. Then Section 3.2 presents the results and their analysis.

3.1 Datasets and Re-sampling Techniques for Comparison

This paper uses the family of synthetic datasets earlier used in research on the
role of borderline examples [14] and generated by special software and evaluated
[16] on the role of borderline examples for different basic classifiers, such as C4.5,
and re-sampling methods.

The synthetic datasets consist of two classes (the minority versus the majority
class) with examples randomly and uniformly distributed in the two-dimensional
real-value space. Datasets with 600 examples and IR = 5 and datasets with 800
examples and IR = 7 are considered.

Three different shapes of the minority class examples are used. Sub-cluster
(Figure 1a) where the examples from the minority class are located inside rect-
angles following related works on small disjuncts. Clover (Figure 1b) represents
a more difficult, non-linear setting, where the minority class resembles a flower
with elliptic petals. In Paw (Figure 1c) the minority class is decomposed into
3 elliptic subregions of varying cardinalities, where two subregions are located
close to each other, and the smaller sub-region is separated.

By increasing the ratio of borderline examples, i.e., the disturbance ratio, from
the minority class subregions we consider 5 levels of DR: 0%, 30%, 50%, 60%
and 70%. The width of the borderline overlapping areas is comparable to the
width of the safe parts of sub-regions.

The proposal SMOTE-IPF is compared using these datasets against well-
known re-sampling techniques to adjust the class distribution: SMOTE-ENN [1]
is filtering-based approach based on extending SMOTE with an additional fil-
tering, whereas SL-SMOTE [4] is based on directing the creation of the positive
examples (change-direction methods). The aforementioned preprocessing tech-
niques will be analyzed comparing the AUC results obtained by C4.5 for our
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Table 1. AUC results obtained by C4.5 on synthetic datasets

Dataset SMOTE SMOTE-ENN SL-SMOTE SMOTE-IPF
sub-cluster IR=5, DR=0 93.00 90.00 91.50 92.70
sub-cluster IR=5, DR=30 81.90 81.80 82.20 83.40
sub-cluster IR=5, DR=50 80.80 77.80 80.40 77.80
sub-cluster IR=5, DR=60 78.60 77.00 78.10 79.70
sub-cluster IR=5, DR=70 77.50 77.00 82.30 80.10
sub-cluster IR=7, DR=0 94.79 93.07 90.79 95.21
sub-cluster IR=7, DR=30 81.57 79.64 81.71 83.00
sub-cluster IR=7, DR=50 78.29 75.29 81.29 78.57
sub-cluster IR=7, DR=60 80.21 75.71 81.36 79.79
sub-cluster IR=7, DR=70 82.50 78.21 81.21 80.93
clover IR=5, DR=0 83.50 86.80 85.70 85.50
clover IR=5, DR=30 83.80 83.40 81.10 85.30
clover IR=5, DR=50 83.40 81.00 83.00 82.40
clover IR=5, DR=60 80.80 80.50 78.70 82.20
clover IR=5, DR=70 77.20 76.10 77.10 79.00
clover IR=7, DR=0 87.93 87.79 88.21 91.64
clover IR=7, DR=30 83.64 83.14 84.36 85.71
clover IR=7, DR=50 81.21 82.86 78.71 81.93
clover IR=7, DR=60 78.79 77.71 77.21 82.14
clover IR=7, DR=70 78.29 76.07 78.29 80.21
paw IR=5, DR=0 96.30 94.90 92.80 94.50
paw IR=5, DR=30 84.40 86.40 84.50 84.90
paw IR=5, DR=50 84.60 83.30 85.00 84.90
paw IR=5, DR=60 81.00 81.30 82.30 83.30
paw IR=5, DR=70 82.80 83.50 82.70 83.40
paw IR=7, DR=0 93.43 93.93 92.93 94.29
paw IR=7, DR=30 84.29 84.93 83.50 85.29
paw IR=7, DR=50 85.00 84.79 84.29 85.79
paw IR=7, DR=60 83.36 80.71 83.00 82.14
paw IR=7, DR=70 82.57 80.57 84.14 85.71

approach against applying SMOTE alone, SMOTE-ENN and SL-SMOTE. Ad-
ditionally, statistical comparisons in each of these cases will be also performed
using Wilcoxon’s signed ranks statistical test [6].

3.2 Results on Synthetic Datasets

Table 1 presents the AUC results obtained by C4.5 on each synthetic dataset
when preprocessing with each re-sampling approach considered in this paper.
The best case for each dataset is remarked in bold. From these results, we can
observe that increasing DR, fixing a shape of the minority class and an IR,
strongly deteriorates the performance of C4.5 in all cases. SMOTE-IPF obtains
better results than the rest of the re-sampling methods in 16 of the 30 datasets
considered and obtains results close to the best performances in the rest of the
cases. Highest improvements of SMOTE-IPF are obtained in non-linear datasets,
since 12 of the 16 overall best performance results are obtained in them.

Table 2 collects the results of applying Wilcoxon’s signed ranks statistical
test between SMOTE-IPF versus the re-sampling techniques. As the p-values
and the sums of ranks show, SMOTE-IPF produces a statistically significant
improvement in the results obtained. From these results we can conclude that
SMOTE-IPF performs better than other SMOTE versions when dealing with
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Table 2. Wilcoxon’s test results for the comparison of SMOTE-IPF (R+) versus
SMOTE variants (R−) from AUC results obtained by C4.5

Methods R+ R− pWilcoxon

SMOTE-IPF vs. SMOTE 366.0 99.0 0.0050
SMOTE-IPF vs. SMOTE-ENN 408.0 27.0 < 0.0001
SMOTE-IPF vs. SL-SMOTE 362.5 102.5 0.0070

the synthetic imbalanced datasets built with borderline examples, particularly
in those with non-linear shapes of the minority class.

4 Concluding Remarks

This work proposes to extend SMOTE by a new element, the IPF noise filter, to
control the presence of noisy and borderline examples and the noise introduced
by the balancing between classes produced by SMOTE and to make the class
boundaries more regular. Synthetic imbalanced datasets with different shapes of
the minority class, imbalance ratios and levels of borderline examples have been
used to analyze the suitability of this approach. All these datasets have been
preprocessed with SMOTE-IPF and several well-known re-sampling techniques.

AUC values using C4.5 over the preprocessed datasets and the supporting
statistical test have shown that our proposal has a notably better performance
when dealing with imbalanced datasets with noisy and borderline examples,
especially in the non-linear synthetic datasets. This work opens future efforts on
analyzing the proposal on real datasets with class and attribute noise, as well
as using more and different classifiers to check the suitability of the proposed
method.
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Abstract. The information contained in Social Networks has become
increasingly important over the last few years. Inside this field, Twit-
ter is one of the main current information sources, produced by the
comments and contents that their users interchange. This information
is usually noisy, however, there are some hidden patterns that can be
extracted such as trends, opinions, sentiments, etc. These patterns are
useful to generate users communities, which can be focused, for exam-
ple, on marketing campaigns. Nevertheless, the identification process is
usually blind, difficulting this information extaction. Based on this idea,
this work pretends to extract relevant data from Twitter. In order to
achieve this goal, we have desgined a system, called TweetSemMiner, to
classify user comments (or tweets) using general topics (or meta-topics).
There are several works devoted to analize social networks, however, only
Topic Detection techniques have been applied in this context. This paper
provides a new approach to the problem of classification using semantic
analysis. The system has been developed focused on the detection of a
single meta-topic and uses techniques such as Latent Semantic Analysis
(LSA) combined with semantic queries in DBpedia, in order to obtain
some results which can be used to analyze the effectiveness of the model.
We have tested the model using real users, whose comments were subse-
quently evaluated to check the effectiveness of this approach.

Keywords: Twitter, tweets, meta-topic, Topic Detection, DBpedia,
LSA, semantic analysis.

1 Introduction

Twitter is a microblogging service, i.e., a service that enables its users to send and
publish short messages, sharing information freely. This type of service allows
expressing short reviews and comments or share a higher content using URLs,
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tion under project TIN2010-19872 and Savier an Airbus Defense & Space project
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which makes it a source of information on countless topics, as is used by a variety
of users of different ages, gender and social status. Currently, there are a large
number of Social Networks available (many come and go every day), but Twitter
remains since its inception and launch in 2006 (by Jack Dorsey, Evan Williams,
Biz Stone and Noah Glass) as one of the most popular. For this reason, it has
been chosen as a source of information for the development of this work.

Owing to each user usually has many interests (such as sports, video games,
movies and music, among others) and users often follow different social roles
(classmates/work, professional athletes and record companies, amongst others),
the extraction of useful specific information about user preferences becomes very
complex [3]. This work seeks to obtain publications from the tweets of the users
followed by other user, organize them according to a general topic covering sev-
eral themes (or meta-topic) -as could be sports, video games, movies, etc.

Thus, this work proposes a system, called TweetSemMiner, to perform a se-
mantic analysis of the publications (or tweets) drawn from these users, for further
analysis, and it will be focused on finding relationships between the tweets and
the meta-topic selected (preset for this model). TweetSemMiner will be used to
generate a ranking of tweets by proximity to the meta-topic.

This information is useful for grouping users which share common interests
and investigate trends prevailing in each moment, apart from the communities
that are formed from these trends, etc. TweetSemMiner can be applied to carry
out more effective marketing campaigns, better organization at the enterprise
level, better products targeted to their recipients, etc.

To address these issues, text mining techniques (or Data Mining) [1,9] are
often used, as well as TDT (Topic Detection and Tracking) [1]. This allows infor-
mation extraction from texts. Some tools such as Relfinder [5] and Wikipedia
Miner [8] are based on semantic analysis. The former is a system that shows vi-
sually (using graphs) relations obtained through a dataset (often obtained from
DBpedia) between different terms. The latter is formed by a set of tools devel-
oped around Wikipedia, to extract relevant information from it (search terms,
semantic matching between them, disambiguation of topics, etc.).

The main goal of this work is to apply semantic techniques in order to find
relationships using dictionaries -such as Wordnet [7] or DBpedia [4] combined
with Latent Semantic Analysis (LSA) [2]. The system is composed by an ar-
chitecture which extracts the desired Twitter tweets and semantically analyzes
them to return a tweet ranking with respect to the meta-topic preselected by
these techniques.

The problems that arise are many and varied. On the one hand, semantic
analysis application has never been simple and the results are far from being
completely successful (as may occur in other branches of Artificial Intelligence).
On the other hand, dealing with semi-structured information imposes a prelimi-
nary meta-analysis of each topic to be treated, which, added to the above has led
to the selection of a single meta-topic when developing the first model. Previous
problems make extremely difficult to define a general model to represent any
possible meta-topic in Twitter, hence it was decided to perform an initial model
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that uses a unique meta-topic, so that specific data that can be analyzed are
obtained for later, to develop a more general model. Note that the architecture
of the project is flexible so that it is only need to modify one module to suit
other meta-topics.

The rest of the paper is structured as follows: Section 2 introduces the system
architecture, Section 3 describes the experimental results, and, finally, the last
section presents the conclusions, as well as the future work.

2 TweetSemMiner: The Twitter Meta-topic Analysis
Architecture

This section describes the model developed. The main goal is to design a se-
mantic analyzer that allows automatically to identify series of texts that could
be included in a given context (meta-topic). Given a user name, with a public
profile, Twitter extracts some tweets of each of the users which the selected user
follows. After, the model will perform some operations using SPARQL queries
and using LSA [2], obtaining a ranking of tweets ordered by their similarity to
the meta-topic desired.

The designed model has been applied to a particular meta-topic: video games,
leaving for future work extending the list of possible meta-topics.

2.1 TweetSemMiner Architecture

The system architecture is divided into six different modules (see Fig. 1 left).
The modules of the architecture are:

Fig. 1. System architecture (left) and Semantic tree for video-games (right) based on
DBpedia categories hierarchy

– Tweets Extraction (1): Extract the user tweets. To perform this operation,
the Twitter official REST API [6] has been used.

– Text Preprocessing (2) Take the tweets extracted and preprocess them
by eliminating non-ASCII characters, stopwords, etc.
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– LSA analysis (3): LSA [2] is applied to the preprocessed data, obtaining
the keywords and term - term matrix, which provides information about the
similarity between terms. This will provide semantic relationships between
those terms that will not be found in DBpedia.

– DBpedia Queries (4): Collects the keywords obtained from the LSA mod-
ule and uses them to establish relations with the meta-topic by querying
DBpedia using SPARQL queries. These queries have been designed using a
semi-structured tree for the chosen meta-topic (see Fig. 1 right). It allows
to find the similarity level between the concept and the meta-topic. Fig. 1
(right) shows the structure associated to the “video-games” meta-topic.

– Final Keywords Rating (5): This module is related to Algorithm 1. It
complements the values obtained from DBpedia with the terms that have
been semantically connected according to LSA. Thus, every keyword has a
value which is taken from DBpedia or their connection with other concepts.

– Ranking Application (6): Taking the evaluation obtained from the pre-
vious module, a value for each tweet is generated, obtaining a ranking which
depends on the adequacy of the tweet to meta-topic.

Algorithm 1 Merge Stats Algorithm

1. Let key value table = sparql key value and set i = ∅
2. for row ∈ matrix do
3. key = keys[i]
4. j = ∅
5. for col ∈ row do
6. sub key = keys[j]
7. aux = eval(col) ∗ sparql key value[key]
8. if aux > key value table[key] then
9. key value table[key] = aux

10. j ++
11. i++

All modules developed in this architecture are generic and could be used
for any topic except the DBpedia Queries module, which requires special
treatment according to the meta-topic semi-structure (i.e., for a new meta-topic,
a new semi-structure tree needs to be designed).

2.2 TweetSemMiner Execution

The system works as follows (see Fig. 1 left): First, the user name is introduced
through the client (1). This sends the information to the server, which sends the
requests to Twitter to extract the timeline of users that are followed by this user.
The Twitter server returns the tweets related to such timelines (2). The server
obtains the keywords from the tweets (3) and sends search queries to DBpedia
Prefix Searcher. DBpedia returns an URL to the server to find matches between
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the terms and the DB. With these URLs the server sends SPARQL queries to
DBpedia (4), which returns the results to the server. With this information,
TweetSemMiner makes an assessment on the relationships of each term to the
meta-topic (5). This information is supplemented by the term - term matrix
obtained applying LSA, which evaluates those terms that are not in DBpedia.
Once the rating is completed, a ranking is generated and the tweets are ordered
by its relevance or connection with the meta-topic (6). Finally, the client displays
this ranking to the user.

3 Experimental Results

The experiments have been applied to 24 public Twitter profiles. All tests were
conducted using “video-games” as meta-topic. From the final tweets ranking, 100
tweets were selected per user to perform a hand made assessment (2400 tweets).
The criteria used to evaluate the tweets takes values from 0 (the tweet is not
related to the meta-topic) to 2 (the tweet is clearly related to the meta-topic).

Ranking values have been truncated to be compared against the hand made
assessment as follows: Less than 0.5 (the tweet in no related to the meta-
topic), Between 0.5 and 0.7 (It is not clear if the tweet is related or not to
the meta-topic) and Greater than 0.7 (the tweet is related to the meta-topic).

To evaluate the behaviour of our approach, four different metrics have been
used: Accuracy, Precision, Recall and F-measure metrics. Accuracy measures the
total number of coincidences between the expected classification and the system
classification, Precision measures when any instance is wrongly classified into a
class (false positive), Recall measures when any instance is properly classified
according to its class (true positive) and F-measure serves as a trade-off metric
between Precision and Recall.

Values of Precision, Recall and F-measure corresponding to the evaluation of
’1’ class will not be deeply analyzed, since these are fuzzy values and represent
uncertainty. The user name of our test subjects has been removed and replaced
by the ‘userXX’ tag.

Table 1, shows both tweets tagged in each evaluation class (0, 1 and 2), and
the accuracy value (Acc) for each user. This evaluation emphasizes the Accuracy
in order to discover when the system obtains the best results and its potencial
problems.

Users with accuracy greater than 0.9 (user04, user07, user11, user12,
user13, user19 and user20) do not speak of “video-games” either have a few tweets
dealing with them (less than 5, see Table 1). Precision, Recall and F-measure
values (Tables 2 and 3) show that F-measure values are very high (greater than
0.95, see Table 2). This means that for users who are not concerned with the
meta-topic chosen (in this case “Video games”), our model makes very few false
positives mistakes.

For users with an Accuracy between 0.66 and 0.9 there are two relevant
cases. On the one hand, for users who just talk about video games (user09 and
user10) also have a high F-measure value for the ‘0’ class (0.94 and 0.82,
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Table 1. This table shows the three different evaluation classes and the Accuracy
(Acc) for each user

Name 0 1 2 Acc Name 0 1 2 Acc

user01 17 16 67 0.66 user13 94 3 3 0.919192
user02 26 3 71 0.7326733 user14 39 9 52 0.55
user03 16 14 70 0.7227723 user15 46 12 42 0.4554455
user04 96 1 3 0.98 user16 34 6 60 0.6336634
user05 77 6 17 0.6262626 user17 66 12 22 0.7373737
user06 97 1 2 0.8383838 user18 32 26 42 0.4141414
user07 97 1 2 0.989899 user19 97 1 2 0.919192
user08 11 11 78 0.8019802 user20 92 5 3 0.939394
user09 96 2 2 0.8888889 user21 78 8 14 0.7979798
user10 91 2 7 0.71 user22 31 6 63 0.6633663
user11 100 0 0 1 user23 24 10 66 0.6930693
user12 100 0 0 1 user24 64 3 33 0.5353535

Table 2. This table shows Precision(P), Recall(R) and F-measure(F) values for ’0’class
and user

Name P0 R0 F0 Name P0 R0 F0

user01 0.05882353 1 0.1111111 user13 0.9462366 1 0.9723757
user02 0.03846154 1 0.07407407 user14 0.02702703 1 0.05263158
user03 0.0625 1 0.1176471 user15 0.02222222 1 0.04347826
user04 0.9895833 0.9895833 0.9895833 user16 0.03030303 1 0.05882353
user05 0.6363636 0.9607843 0.765625 user17 0.7230769 1 0.8392857
user06 0.8645833 0.9764706 0.917127 user18 0.09375 0.75 0.1666667
user07 1 0.9896907 0.9948187 user19 0.9270833 0.9888889 0.9569892
user08 0.0909091 1 0.1666667 user20 0.989011 0.9782609 0.9836066
user09 0.9157895 0.9666667 0.9405405 user21 0.8181818 0.9545455 0.8811189
user10 0.7362637 0.9305556 0.8220859 user22 0.03333333 1 0.06451613
user11 1 1 1 user23 0.04347826 1 0.08333333
user12 1 1 1 user24 0.4285714 0.8181818 0.5625

respectively). However, it has some false positive for class ‘2’ (see Table 3). This is
because the systemhas not obtained enough relevant information from these tweets
through DBpedia and, therefore, semantic relationships found by LSA are poor.
Thismakes sense, due towhen the data set is very small, it is very difficult to obtain
semantic relations that are useful. On the other hand, for users that often speak of
videogames (class ‘2’ greater than 65) (user01, user02, user03, user08 and user23)
several conclusions have been extracted: the first is that the F-measure value is
quite high (greater than 0.8, see Table 3), so is shown that the model is properly
managing the true positives. Moreover, deeply research (analyzing the profiles of
those users) shows that all of them represent a company blog or video game or
one of its employees. From these data we can deduce that for a user to obtain such
high values on a meta-topic, it is normal to have a professional involvement in this
issue. If we analyze the value of F-measure for the tweets evaluated as ‘0’, it has
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Table 3. This table shows Precision(P), Recall(R) and F-measure(F) values for ’2’class
and user

Name P2 R2 F2 Name P2 R2 F2

user01 0.9253731 0.7126437 0.8051948 user13 1 0.3333333 0.5
user02 1 0.7272727 0.8421053 user14 0.9074074 0.5697674 0.7
user03 1 0.7171717 0.8352941 user15 1 0.4444444 0.6153846
user04 0.6666667 0.6666667 0.6666667 user16 1 0.6262626 0.7701863
user05 0.8125 0.5416667 0.65 user17 0.9090909 0.5405405 0.6779661
user06 0 0 0 user18 0.725 0.3972603 0.5132743
user07 0.5 1 0.6666667 user19 1 0.3333333 0.5
user08 1 0.7979798 0.8876404 user20 0.6666667 0.3333333 0.4444444
user09 0.5 0.25 0.3333333 user21 0.7142857 0.4347826 0.5405405
user10 0.4285714 0.1111111 0.1764706 user22 1 0.6565657 0.792683
user11 - - - user23 1 0.6868687 0.8143713
user12 - - - user24 0.7272727 0.6 0.6575342

problems to correctly detect the true negatives (less than 0.17, see Table 2). This
is the same problem that was presented to detect the F-measure value of class ‘2’,
in the first case. The problem is similar, but, in this case, the excess of information
obtained from DBpedia (which causes them to properly assess the tweet speaking
of video games) can cause others incorrectly evaluation, by creating strong seman-
tic relationships between terms which not always necessarily have to refer to video
games.

The users having a more balanced assessments obtain the worst Accuracy
values (less than 0.66) (user14, user15, user16, user18, user22 and user24)
present values of F-measure more varied. The range extends from reasonable
values for detecting both positive and negative (as in the case of user24 with ’0’
class value equal to 0.56 and ’2’ class value equal to 0.65), through high detection
values of positive and low detection of negatives (user14, user15, user16 and
user22, see Tables 2 and 3) until very fuzzy values in the case of user22. After
analyzing the profiles of those users looking for a logical explanation for such a
variety of values, it has come to the following conclusion: the greater the variety
of topics that address users followed by the user, the more complex meta-topic
discriminating, due to, when the amount of data is small for each topic the
results of DBpedia are poor to draw reasonable semantic relations.

From this analysis it can extract several conclusions: first, connections ob-
tained through DBpedia are favored by the amount of relevant information found
within the data; in addition, LSA is also influenced by the quality and quantity
of data. Finally, when the user messages are clearer (i.e., they are clearly talking
about the meta-topic, or not), it will be easy to classify the tweets and the results
generated by the model will be better.

4 Conclusions and Future Work

This work has introduced a semantic-based system for automatic meta-topic
identification, named TweetSemMiner, that allows to analyze data previously
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extracted from the Twitter social network and related to a specific meta-topic.
To carry out the analysis, the extracted data are processed and relevant terms
obtained are sent to DBpedia queries obtaining relations between the terms and
the meta-topic, for those terms not found by DBpedia, LSA is applied. It obtains
a term-term matrix, which represents the semantic relationships between terms.
With the information extracted from these techniques, the tweets are ranked
respect to their relevance to the meta-topic selected (“video-games”).

Even if the model shows some limilations about the amount of data which
can be extrated an processed from Twitter, the system shows that the approach
is able to detect those conversations which are not delaing with the meta-topic,
and those ones that are totally connected, having some troubles with the noisy
cases.

There are also some issues that could be studied in the future; the SPARQL
semi-structured tree might be improved, more meta-topics should be added to
the system, and different clustering techniques migth be applied instead of LSA
to obtain different results.
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Abstract. Accurate detection and classification of force and speed intention in 
Movement Related Cortical Potentials (MRCPs) over a single trial offer a great 
potential for brain computer interface (BCI) based rehabilitation protocols. The 
MRCP is a non-stationary and dynamic signal comprising a mixture of frequen-
cies with high noise susceptibility. The aim of this study was to develop effi-
cient preprocessing methods for denoising and classification of MRCPs for  
variable speed and force. A proprietary dataset was cleaned using a novel appli-
cation of Empirical Mode Decomposition (EMD). A combination of temporal, 
frequency and time-frequency techniques was applied on data for feature ex-
traction and classification. Feature set was analyzed for dimensionality reduc-
tion using Principal Component Analysis (PCA). Classification was performed 
using simple logistic regression. A best overall classification accuracy of 77.2% 
was achieved using this approach. Results provide evidence that BCI can be po-
tentially used in tandem with bionics for neuro-rehabilitation. 

Keywords: Empirical mode decomposition, principal component analysis, 
movement related cortical potential, brain computer interface. 

1 Introduction 

With the advent of powerful signal processing techniques, usage of Electroencephalo-
graphy (EEG) offers a powerful tool for Brain Computer Interface (BCI). MRCP 
signals are essentially EEG signals acquired from the surface of the skull via invasive 
or non-invasive electrodes. The correlation of electrode positioning on the skull sur-
face with corresponding limb movement has been established experimentally [1].  

The MRCP is a negative shift signal having low frequency contents of up to 10 Hz 
[2]. It occurs approximately 1 s before the onset of executed and imagined movement 
[2] and has great potential in computer assisted motor skill learning [1,2]. The nega-
tive shift is typically followed by a rapidly rising potential. The initial negative phase 
of MRCP is influenced by a multitude of factors [3,4] with significant contribution of 
intended force and speed of the movement. This behavior can be processed for  
determination of a forthcoming movement intention using a BCI system [5,6]. The 
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classification of MRCP signals for decoding of intended force and speed has been 
performed previously [7,8,9]. These studies have utilized various frequency, time and 
time-frequency techniques. In the time domain, the employment of higher order statis-
tics has been demonstrated for feature extraction, achieving better classification in 
non-stationary signals [10]. Also, various frequency techniques such as wavelets [11] 
have been used for feature extraction. Time-frequency methods have been studied for 
enhanced classification accuracies in [12].  

Our work focuses on use of Empirical Mode Decomposition (EMD) for prepro-
cessing of non-stationary EEG for denoising; powerful features extraction in time, 
frequency and time-frequency domains, and subsequent application of PCA to feature 
set before feeding it to a linear regression classifier.  

The outline of this paper is as follows: a description of dataset is provided in Sec-
tion 2. Feature extraction and classification is performed as per [9] in Section 3, which 
also depicts steps for employment of our novel method of denoising and feature ex-
traction for classification improvement. Classification results are presented in Section 
4 and Section 5 provides a discussion of the achieved results. 

2 Dataset 

2.1 Subjects 

The dataset comprises 12 healthy subjects (8 males and 4 females, 27±6 years old), 
with each subject performing 50 trials of 4 different types of movements resulting in 
12x50x4=2400 total samples. All subjects had given their informed consent and the 
data acquisition was duly approved by Denmark ethical committee (N-20100067).  

2.2 Signal Acquisition Details 

Electrodes were attached to scalp of subjects as per international 10-20 system at the 
standardized locations i.e. FP1, F3, F4, Fz, C3, C4, Cz, P3, P4 and Pz. The channels 
were sampled at 500 Hz and converted to digital format using 32 bits accuracy. Sig-
nals were band-pass filtered from 0.05 to 10 Hz through a Butterworth filter and sub-
sequently a large Laplacian filter was applied to form a surrogate channel. All further 
processing was performed on surrogate channel. For further details regarding signal 
acquisition, readers are referred to [9]. 

2.3 Dataset Detail 

Signals are acquired using 10 electrodes whose response was processed for movement 
intention detection. All subjects provided in dataset were seated in an electromagnetic 
interference shielded setting and had a force transducer pedal attached to right foot. 
Subjects were directed to undertake isometric dorsiflexions of right ankle. Maximum 
Voluntary Contraction (MVC) was performed in beginning of the experimental  
session for later use. Each subject performed 50 repetitions of cued movement for 
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following four categories: (i) 0.5 seconds to achieve 20% MVC (referred to as Fast20 
or F20) (ii) 0.5 seconds to achieve 60% MVC (referred to as Fast60 or F60) (ii) 3 
seconds to achieve 20% MVC (referred to as Slow20 or S20) (iii) 3 seconds to 
achieve 60% MVC (referred to as Slow60 or S60). Dataset captured both force and 
speed of movement of all 12 subjects in 4. Moreover, all subjects were instructed to 
concentrate on a point on a screen located 2 meters from the seating chair in order to 
minimize unwanted eye movement artifacts. The recorded samples corrupted by the 
eye movement were rejected to make the total data samples to be equal to 2145. 

3 Methodology 

3.1 Initial Feature Extraction and Results 

For starting reference, 6 features listed in [9] were extracted from dataset (i) point of 
maximum negativity, (ii) mean amplitude, (iii) and (iv) slope and intersection of a 
linear regression from −2 s to the point of detection or −0.1 s, (v) and (vi) slope and 
intersection of a linear regression from −0.5 s to point of detection or −0.1 s. Classifi-
cation was performed using SVMs with Gaussian kernels.  

Implementation results following the similar methodology mentioned in [9] are 
presented in Table 1. The results are not matched to those presented by Jochumsen et 
al [9], because of different methods for preprocessing and classification in Jochumsen 
et al [9] study, optimization was done for both feature space and Gaussian SVM ker-
nel for classification. However, the main emphasis of current work was to explore the 
effect of proposed preprocessing techniques (denoising, dimension reduction and 
novel combination of features) on classifier performance. 

Table 1. Comparison of 2-class six combinations of our implementaition versus Jochumsen et 
al. [9]. Our results also show sensitivity (Sen) and specifity (Spec).  

 Jochumsen et al [9] Our Implementation 
Method Accuracy Accuracy Sensitivity Specificity 

F20 vs F60 0.79 0.58 0.47 0.70 
F20 vs S20 0.85 0.66 0.67 0.65 
F20 vs S60 0.85 0.66 0.64 0.69 
F60 vs S20 0.89 0.66 0.50 0.83 
F60 vs S60 0.74 0.64 0.46 0.82 
S20 vs S60 0.73 0.55 0.42 0.66 

3.2 Pre-processing Requirement 

As per characteristics of MRCP discussed in [2], its typical waveform rapidly dips by 
an order of -8 to -12 µ volts and then rapidly rises to its steady state. It is a challeng-
ing task to separate this signal at single trial level from background noise. Data of 12 
subjects was grouped class wise as per four classes described earlier. A mean of the 
data was plotted to discern the extent of average noise and shape of waveform (see 
figure 1). It is clear from figure that single trial MRCP signals are noisy. Moreover, 
Slow20 and Slow60 signals are very similar over their averages. Hence their pre-
processing was required for efficient feature extraction and classification.   
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Fig. 1. Comparison of single trial MRCP signal verses average over all subjects of each task. 
Total number of trials added across all 12 subjects are shown as ‘n’ against each class. 

3.3 Empirical Mode Decomposition (EMD) 

EMD is an adaptive filter which requires low processing resources and separates a 
signal in frequency bands. The main advantage of EMD is that it performs well for 
both stationary and non-stationary data which makes it ideal for non-stationary MRCP 
signals. It is essentially a transform which decomposes a signal iteratively into its sub-
bands in order of decreasing frequency contents, named as Intrinsic Mode Functions 
(IMF). The pseudo code for extracting IMFs from a signal is given in Algorithm 2.1. 
 

 

3.4 Tailored Preprocessing Method Employed 

As described in data acquisition details i.e. Section 2.2; all samples of surrogate chan-
nel were bandpass filtered from 0.05 till 10 Hz. However, as shown in Figure-1, the 
waveform of each sample is still very noisy. In order to improve signal to noise ratio 
we perform denoising through employment of EMD on each sample.  

As explained in Section 3.3, EMD application results in a number of IMFs whose 
number depends upon the frequency content present in the signal, with the last IMF 
containing a monotonic function. Hence IMFs are essentially adaptive filters with 
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progressively decreasing frequencies. In order to improve the signal, a number of 
combinations were tried which yield the best classification accuracies with different 
classifiers. It was empirically determined that optimal values were achieved after first 
three IMFs were subtracted from the original signal. Frequency analysis of the signals 
revealed that average frequency content of the signals after subtraction of first three 
IMFs is 0.5 Hz, which is a very low frequency signal. 

The resultant signal after subtraction of first three IMFs is shown in Figure-2. 
 

 

Fig. 2. An original sample of data, its first three IMFs and cleaned signal through subtraction of 
first three IMFs from original signal 

Mean of the four class data after subtraction of first three IMFs was again plotted 
to determine the extent of noise reduction in data (shown in figure 3). A comparison 
amongst figures 1 and 3 reveals that the data is smoothened and denoised.  

 

Fig. 3. Mean of four classes after denoising through subtraction of first three IMFs from origi-
nal data. These waveforms contain identical number of samples ‘n’. 
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3.5 Enhanced Feature Extraction 

A feature set comprising 280 features was extracted. In the time domain, three fea-
tures of skewness, kurtosis, variance and six features listed in [9] were extracted. Sev-
en levels of wavelet decomposition were performed using code available at [14] to 
extract 255 frequency domain features. For time-frequency features, 16 power spec-
tral density features were extracted as per [11], utilizing Reduced Interference (RI) 
distribution where the utilized kernel is ( )  . Classification was per-

formed using SVM in Weka data mining toolkit [14] since same classifier was used 
by [9] in their work. In order to reduce data dimensionality, principal component 
analysis (PCA) was applied with 95% variance retention.  

4 Results 

4.1 Results Using Data Cleaned through IMF Subtraction 

Two-class classification for six combinations of four available classes was performed 
using cleaned data (through first three IMF subtraction). However it is apparent that 
classification accuracy increased nominally. 

Table 2. Classification accuracies utilizing 280 feature set with and without PCA, using SVM. 
Classification accuracies versus six combinations of 2-class problem along with their respective 
specifity (Spec) and sensitivity (Sen) figures are listed below. Last column shows percentage 
change between baseline and our results using clean data with PCA. 

 Without PCA for cleaned data With PCA for cleaned data 
% change  

Method Accuracy Sen Spec Accuracy Sen Spec 
F20 vs F60 0.56 0.35 0.78 0.56 0.50 0.62 -3.9 
F20 vs S20 0.64 0.76 0.51 0.64 0.64 0.59 -1.9 
F20 vs S60 0.64 0.59 0.65 0.66 0.71 0.59 -1.4 
F60 vs S20 0.67 0.76 0.58 0.68 0.71 0.63 2.6 
F60 vs S60 0.65 0.60 0.70 0.65 0.64 0.66 1.7 
S20 vs S60 0.50 0.40 0.60 0.55 0.40 0.60 0.9 

4.2 Further Analysis of Dataset 

Dataset was further analyzed through visual plotting of all samples and it was found 
out that more than 30% of samples were out of conformance with a typical waveform 
associated with MRCP signals. These samples were attributed towards either incorrect 
detection of the start of MRCP signal during data recording or problematic electrodes. 
The entire dataset was visually inspected and almost 30% samples in total non-
conformance with a typical MRCP signal were rejected. Feature extraction was again 
performed to formulate a 280 feature vector and various classifiers were applied on 
data. It was found out that simple logistic regression (SLR) provided best classifica-
tion accuracy when coupled with PCA, whose results are shown in Table 3. 
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Table 3. Classification accuracies utilizing 280 feature set with and without PCA for cleaned 
data. Classification accuracies versus six combinations of 2-class problem along with their 
respective specifity (Spec) and sensitivity (Sen) figures. Last column shows percentage change 
between baseline [9] and our results using clean data with PCA and SLR. 

 Without PCA using SLR With PCA using SLR % change wrt 
Jochumsen et al 

[9] Method Accuracy Sen Spec Accuracy Sen Spec 

F20 vs F60 0.61 0.62 0.60 0.61 0.67 0.54 3.8 
F20 vs S20 0.75 0.74 0.76 0.77 0.76 0.78 16.4 
F20 vs S60 0.72 0.75 0.68 0.70 0.79 0.57 5.3 
F60 vs S20 0.71 0.80 0.62 0.74 0.81 0.66 10.8 
F60 vs S60 0.74 0.81 0.63 0.76 0.83 0.66 19.2 
S20 vs S60 0.59 0.89 0.17 0.59 0.99 0.01 9.0 

 
As per figure 3, Slow20 and Slow60 signals average out to be almost similar, 

therefore this corroborates the results shown in table 3 that their classification accura-
cy versus each other is poorest. However, Fast20 and Fast60 classes can be clearly 
discerned from both Slow20 and Slow60. Therefore, we propose that Fast20 and 
Fast60 be classified against combined slow movement with results in table 4. 

Table 4. Percent Classification accuracies utilizing 280 feature set with and without PCA for 
dataset with 30% dropped samples. Classification accuracies versus combinations of 2-class 
problem annotating utilized classifier are listed along with their respective specifity (Spec) and 
sensitivity (Sen) figures. 

 Without PCA for SLR With PCA for SLR 
Method Accuracy Sen Spec Accuracy Sen Spec 

F20 vs Slow 0.74 0.61 0.82 0.74 0.60 0.83 
F60 vs Slow 0.76 0.58 0.88 0.77 0.61 0.88 
Fast vs Slow 0.73 0.83 0.60 0.73 0.84 0.59 

5 Discussion 

Results of table 3 and 4 directly corroborate the visual evidence regarding four 
classes. Slow20 and Slow 60 give worst classification accuracy of 60.5% whereas 
greatest difference exists between Fast60 and Slow 60, giving a classification accura-
cy of 76.2%. However, overall best classification accuracy of 77.2% achieved through 
Fast60 versus Slow exists because combined total number of training samples for 
Slow20 and Slow60 train the classifier better. 

6 Future Work 

Same methodology can be applied for denoising of dataset with larger number of 
samples which will improve efficacy of feature set for better classification. Moreover, 
entire scheme can also be improved and implemented in hardware for providing clas-
sification in a single trial for stroke patients’ rehabilitation with help of bionics.  
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Abstract. Random Forest is an ensemble learning method used for clas-
sification and regression. In such an ensemble, multiple classifiers are used
where each classifier casts one vote for its predicted class label. Majority
voting is then used to determine the class label for unlabelled instances.
Since it has been proven empirically that ensembles tend to yield better
results when there is a significant diversity among the constituent mod-
els, many extensions were developed during the past decade that aim at
inducing some diversity in the constituent models in order to improve
the performance of Random Forests in terms of both speed and accuracy.
In this paper, we propose a method to promote Random Forest diversity
by using randomly selected subspaces, giving a weight to each subspace
according to its predictive power, and using this weight in majority vot-
ing. Experimental study on 15 real datasets showed favourable results,
demonstrating the potential of the proposed method.

1 Introduction

Random Forest (RF) is an ensemble learning technique used for classification
and regression. Ensemble learning is a supervised machine learning paradigm
where multiple models are used to solve the same problem [22]. Since single
classifier systems have limited predictive performance [27] [22] [18] [24], ensemble
classification was developed to overcome this limitation [22] [18] [24], and thus
boosting the accuracy of classification. In such an ensemble, multiple classifiers
are used. In its basic mechanism, majority voting is then used to determine
the class label for unlabelled instances where each classifier in the ensemble is
asked to predict the class label of the instance being considered. Once all the
classifiers have been queried, the class that receives the greatest number of votes
is returned as the final decision of the ensemble.

Three widely used ensemble approaches could be identified, namely, boosting,
bagging, and stacking. Boosting is an incremental process of building a sequence
of classifiers, where each classifier works on the incorrectly classified instances
of the previous one in the sequence. AdaBoost [12] is the representative of this
class of techniques. However, AdaBoost is prone to overfitting. The other class
of ensemble approaches is the bootstrap aggregating (bagging) [7]. Bagging in-
volves building each classifier in the ensemble using a randomly drawn sample
of the data, having each classifier giving an equal vote when labelling unlabelled
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instances. Bagging is known to be more robust than boosting against model over-
fitting. Random Forest (RF) is the main representative of bagging [8]. Stacking
(sometimes called stacked generalisation) extends the cross-validation technique
that partitions the dataset into a held-in data set and a held-out data set; train-
ing the models on the held-in data; and then choosing whichever of those trained
models performs best on the held-out data. Instead of choosing among the mod-
els, stacking combines them, thereby typically getting performance better than
any single one of the trained models [26].

The ensemble method that is relevant to our work in this paper is RF. RF has
been proved to be the state-of-the-art ensemble classification technique. Since
it has been proven empirically that ensembles tend to yield better results when
there is a significant diversity among the models [16] [9] [1] [25], this paper
investigates how to inject more diversity by using random subspaces to construct
an RF that is divided into a number of sub-forests, where each of which is based
on a random subspace.

This paper is organised as follows. First, an overview of RFs is presented in
Section 2. This is followed by Section 3 where our method is presented. Experi-
mental results demonstrating the superiority of the proposed extension over the
standard RF is detailed in Section 4. In Section 5, we describe related work. The
paper is then concluded with a summary and pointers to future directions in
Section 6.

2 Random Forests: An Overview

Random Forest is an ensemble learning method used for classification and re-
gression. Developed by Breiman [8], the method combines Breiman’s bagging
approach [7], and the random selection of features, introduced independently
by Ho [14] [15] and Amit and Geman [2], in order to construct a collection
of decision trees with controlled variation. Using bagging, each decision tree in
the ensemble is constructed using a sample with replacement from the training
data. Statistically, the sample is likely to have about 64% of instances appearing
at least once in the sample. Instances in the sample are referred to as in-bag-
instances, and the remaining instances (about 36%), are referred to as out-of-bag
instances. Each tree in the ensemble acts as a base classifier to determine the
class label of an unlabeled instance. During the construction of the individual
trees in the RF, randomisation is also applied when selecting the best node to
split on. Typically, this is equal to

√
F where F is the number of features in the

dataset.
Breiman [8] introduced additional randomness during the construction of de-

cision trees using the classification and regression trees (CART) technique. Using
this technique, the subset of features selected in each interior node is evaluated
with the Gini index heuristics. The feature with the highest Gini index is chosen
as the split feature in that node. Gini index has been introduced by Breiman et
al. [19]. However, it has been first introduced by the Italian statistician Corrado
Gini in 1912. The index is a function that is used to measure the impurity of
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data, i.e., how uncertain we are if an event will occur. In classification, this event
would be the determination of the class label [4].

In the basic RF technique [8], it was shown that the RF error rate depends
on correlation and strength. Increasing the correlation between any two trees in
the RF increases the forest error rate. A tree with a low error rate is a strong
classifier. Increasing the strength of the individual trees decreases the RF error
rate. Such findings seem to be consistent with a study made by Bernard et al.
[5] which showed that the error rate statistically decreases by jointly maximising
the strength and minimising the correlation.

Key advantages of RF over its AdaBoost counterpart are robustness to noise
and overfitting [8] [17] [23] [6]. In the original paper about RF, [8] outlined
four other advantages of an RF. First, its accuracy is as good as Adaboost and
sometimes better. Second, it is faster than bagging or boosting. Third, it gives
useful internal estimates of error, strength, correlation and variable importance.
Last, it is simple and easily parallelised.

3 Diversified Random Forests

To some extent, the standard RF already applies some diversity to the classifiers
being built during the construction of the RF. In a nutshell, there are two levels
of diversity being applied. The first level is when each decision tree is constructed
using sampling with replacement from the training data. The samples are likely
to have some diversity among each other as they were drawn at random. The
second level is achieved by randomisation which is applied when selecting the
best node to split on.

The ultimate objective of this paper is to inject more diversity in an RF. From
the training set, we create a number of subspaces. The number of subspaces is
determined as follows.

Subspaces = α× Z (1)

where α denotes the subspace factor such that 0 < α ≤ 1, and Z is the size of
the diversified RF to be created. Each subspace will contain a fixed randomised
subset of the total number of features and will correspond to a sub-forest. A
projected training dataset will be created for each subspace and will be used to
create the trees in the corresponding sub-forest. The number of trees in each
sub-forest is given by the equation

Trees =
Z

Subspaces
(2)

We will refer to the resulting forest as the Diversified Random Forest (DRF) as
shown in Figure 1.

A weight is then assigned to each projected training dataset using the Absolute
Predictive Power (APP) given by Cuzzocrea et al. [11]. Given a dataset S, the
APP is defined by the following equation
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Fig. 1. Diversified Random Forest

APP (S) =
1

|Att(S)| ×
∑

A∈Att(S)

I(S,A)

E(S)
(3)

where E(S) is the entropy of a given dataset S having K instances and I(S,A)
is the information gain of a given attribute A in a dataset S. E(S) is a measure
of the uncertainty in a random variable and is given by the following equation

E(S) =

K∑
i=1

−pi(xi) log2 pi(xi) (4)

where xi refers to a generic instance of S and pxi denotes the probability that
the instance xi occurs in S. I(S,A) is given by

I(S,A) = E(S)−
∑

v∈V al(A)

( |Sv|
|S|

)
E(Sv) (5)

where E(S) denotes the entropy of S, V al(A) denotes the set of possible values
for A, Sv refers to the subset of S for which A has the value v, and E(Sv) denotes
the entropy of Sv.

This weight will be inherited by the corresponding sub-forest and will be used
in the voting process. This means that the standard voting technique currently
used in the standard RF is going to be replaced by a weighted voting technique.
Algorithm 1 summarises the main steps involved in the construction of an DRF.

To measure diversity, we can use the entropy in equation 4 to find the average
entropy over a validation set V having K instances as given in the following
equation:

Diversity(V ) =
E(V )

K
(6)
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Algorithm 1. Diversified Random Forest Algorithm

{User Settings}
input Z: the desired size of the DRF to be created
input S: the number of features in the sub-forest
input α: the subspace factor
{Process}
Create an empty vector

−−−→
DRF

Create an empty vector
−−−−−−→
Weights

Using Equation 1, create N subspaces each containing 70% of the features chosen at
random from all features F
For each subspace i in the previous step, create a projected training set TRi

Repeat the previous step to create a projected testing set TSi for each subspace (this
is required for the testing phase)
Using Equation 3, assign a weight to each projected training set and add this weight
to
−−−−−−→
Weights

Using Equation 2, determine the number of trees in each subspace:
treesPerSubspace ⇐ Z/N

for i = 1→ N do
for j = 1→ treesPerSubspace do

Create an empty tree Tj

repeat
Sample S out of all features in the corresponding projected training set TRi

using Bootstrap sampling
Create a vector of the S features

−→
FS

Find Best Split Feature B(
−→
FS)

Create a New Node using B(
−→
FS) in Tj

until No More Instances To Split On
Add Tj to the

−−−→
DRF

end for
end for
{Output}
A vector of trees

−−−→
DRF

A vector of weights
−−−−−−→
Weights (to replace standard voting by weighted voting during

the testing phase)

Two examples will be given to clarify this equation. Assume we have n validation
instances and an DRF of 500 trees where each tree predicts the class label. In
the first example, assume we have instance x. Since we have 500 trees, we will
have (c1, c2, .., c500) class labels for this instance. Assuming that all trees agree
on one class, the entropy in equation 4 yields -1 log 1 = 0. If we use equation
6 to find the average for the n testing instances, we can measure the diversity.
In the second example, let us consider another instance y, where half of the
trees chose one class label and the other half chose another one. For such an
instance, the entropy in equation 4 yields -0.5 log 0.5 + -0.5 log 0.5 = 1. We can
see that when the trees diversified, the entropy increased. To summarize what
was demonstrated in the previous examples, the entropy increases if the trees
disagree, therefore, the higher the disagreement, the higher the entropy.
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4 Experimental Study

RF and DRF were tested on 15 real datasets from the UCI repository [3] and
both had a size of 500 trees. For our DRF, we used a subsapce factor of 2%,
by equation 1, this produced 10 subspaces and hence 10 sub-forests. We used a
random 70% of the features for each subspace. By equation 2, each sub-forest
contained 50 trees. Results of the experiment, based on the average of 10 runs,
are depicted in Table 1 below (we have highlighted in boldface all the datasets
where DRF outperformed RF).

Table 1 shows that DRF has outperformed RF on the majority of the datasets.
It is worth noting that our technique has shown exceptionally better performance
on the medical datasets, namely, diabetes and breast-cancer, both with 9 and 10
features respectively. It is worth further investigating this interesting outcome.

As shown in Table 1, in the few cases that RF outperformed DRF, the dif-
ference was by a very small fraction ranging from 0.01% to 2.22%. On the other
hand, DRF has performed better with a difference that ranged from 0.18% to
5.63%. Applying the paired t-test on the 8 cases that DRF outperformed RF
has shown statistical significance of the results with p-value = 0.01772.

Table 1. Performance Comparison of RF & DRF

Dataset Number of Features RF DRF

soybean 36 77.543106% 75.43103%

eucalyptus 20 20.0% 22.76%

car 7 62.108845% 59.93197%

credit 21 75.97059% 76.147064%

sonar 61 0.7042253% 0.9859154%

white-clover 32 63.333332% 63.809525%

diabetes 9 73.71648% 79.34865%

glass 10 12.328766% 17.123287%

vehicle 19 73.81944% 73.40277%

vote 17 97.97298% 97.36487%

audit 13 96.30882% 96.29411%

breast-cancer 10 71.855675% 75.46391%

pasture 23 41.666668% 40.833336%

squash-stored 25 55.555553% 53.333344%

squash-unstored 24 60.000004% 61.11111%

5 Related Work

The random subspace method was initially introduced by Ho [15]. However, and
unlike the approach proposed in this paper, the subspaces were not weighted
according to their predictive power. The method became so popular that many
researchers adopted it to enhance ensemble techniques. Breiman [8], for exam-
ple, combined his bagging approach [7], and the random subspace method, in
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order to construct an RF containing a collection of decision trees with controlled
variation. Cai et al. [10] proposed a weighted subspace approach to improve
performance but their approach was tailored for bagging ensembles [7]. Garćıa-
Pedrajas and Ortiz-Boyer [13] presented a novel approach to improve boosting
ensembles that combined the methods of random subspace and AdaBoost [12].

Opitz [20] developed an ensemble feature selection approach that is based on
genetic algorithms. The approach not only finds features relevant to the learning
task and learning algorithm, but also finds a set of feature subsets that will
promote disagreement among the ensemble’s classifiers. The proposed approach
demonstrated improved performance over the popular and powerful ensemble
approaches of AdaBoost and bagging.

Panov and Džeroski [21] presented a new method for constructing ensembles
of classifiers that combines both bagging and the random subspace method with
the added advantage of being applicable to any base-level algorithm without the
need to randomise the latter.

6 Conclusion and Future Work

In this paper, we have proposed an extension to Random Forest called Diversi-
fied Random Forest. The new proposed forest was constructed using sub-forests
where each of which was built from a randomly selected subspace whose cor-
responding projected training dataset was later assigned a weight. We have
used the Absolute Predictive Power (APP) to weigh each projected dataset.
As demonstrated in Section 4, the extended RF outperformed the standard RF
on the majority of the datasets.

In our experiments, we have used a subspace factor of 2%, a size of 500 trees for
the forest to be created, and 70% of the features in each subspace. In the future,
we will attempt different values for these parameters. Generally, we expect our
extended forest to work well with higher dimensional datasets since the more
features there are, the more likely the subspaces are going to be diverse.
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21. Panov, P., Džeroski, S.: Combining bagging and random subspaces to create better

ensembles. Springer (2007)
22. Polikar, R.: Ensemble based systems in decision making. IEEE Circuits and Sys-

tems Magazine 6(3), 21–45 (2006)
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Abstract. Finding all frequent itemsets (patterns) in a given database is a chal-
lenging process that in general consumes time and space. Time is measured in 
terms of the number of database scans required to produce all frequent itemsets. 
Space is consumed by the number of potential frequent itemsets which will end 
up classified as not frequent. To overcome both limitations, namely space and 
time, we propose a novel approach for generating all possible frequent itemsets 
by introducing a new representation of items into groups of four items and with-
in each group, items are assigned one of four prime numbers, namely 2, 3, 5, 
and 7. The reported results demonstrate the applicability and effectiveness of 
the proposed approach. Our approach satisfies scalability in terms of number of 
transactions and number of items. 

Keywords: frequent pattern mining, association rules, data mining, prime re-
presentation.  

1 Introduction 

Data mining is the process of discovering and predicting hidden and unknown know-
ledge by analyzing known databases. It is different from querying in the sense that 
querying is a retrieval process, while mining is a discovery process. Data mining has 
received considerable attention over the past decades and a number of effective mining 
techniques already exist. They are well investigated and documented in the literature. 
However, existing and emerging applications of data mining motivated the develop-
ment of new techniques and the extension of existing ones to adapt to the change. Data 
mining has several applications, including market analysis, pattern recognition, gene 
expression data analysis, spatial data analysis, among others. 

Despite the availability of a large number of algorithms described in the literature, we 
argue there is still room for improvement in the process employed to determine frequent 
itemsets in a database of transactions. Consequently, in this paper we propose a new 
approach for producing frequent itemsets by using a different representation of the input 
data. We mainly divide items into groups of four items each; then we employ the prime 
numbers 2, 3, 5, and 7 to represent items in each group. This allows us to represent and 
store each four items as a product of prime numbers. The single value is used to produce 
back the items by finding its prime factors which are the primes that correspond to the 
items coded in the single value. We compared the time and space requirements of the 
proposed approach with Apriori and FP-Growth as implemented in WEKA; we will 
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consider other methods as future work. The reported results demonstrate the applicability 
and effectiveness of the proposed approach as an attractive technique. 

The rest of this paper is organized as follows. Section 2 is related work. Section 3 
covers the problem definition. Section 4 presents the proposed method. Section 5 de-
scribes the experiments and reports the results. Section 6 is conclusions. 

2 Related Work 

The problem of finding associations among itemsets was first introduced by Agrawal 
et al. [2] in 1993; other algorithms include Tree Projection [1], Trie-based approach by 
Amir et al. [3], FP-Growth [6], and Viper [11].  

Parallelism was expected to remove the bottleneck of the sequential Pattern mining 
techniques leading to better and faster processing of massive datasets. The literature 
contains many methods where parallelism is incorporated. Hadoop [4] and MapReduce 
distributed framework are used to handle large, complex and unstructured datasets in 
scalable manner. The work in [5] uses a distributed Apriori algorithm where the data is 
preprocessed then replicated on different nodes. Zaki [12] discusses the problems fac-
ing the parallel and distributed associate rule and frequent pattern mining. Recently, 
Leung and Hayduk [8] realized the increasing interest in big data analysis and pro-
posed a tree-based algorithm that uses MapReduce to mine frequent patterns from big 
uncertain data. Boyd and Crawford [5] highlight critical questions for big data han-
dling. They argue that it is necessary to critically interrogate the assumptions and bi-
ases related to big data. Kang et al. [7] discuss the need for mining big graphs. Lin and 
Ryaboy [9] discuss the case of twitter for scaling big data mining infrastructure. Marz 
and Warren [10] cover principles and best practices of scalable real-time data systems. 

3 Problem Definition 

In the current paper, we try to address two problems related with the first phase of the 
association rules mining which is the frequent itemsets detection. The first problem 
concerns the reduction of the required space needed for the database to store all item-
sets produced by transactions. This is very important because smaller database size 
implies also faster data analysis since DBMS can optimize the loading of the database 
in memory. The second problem we try to address is to perform faster frequent item-
sets detection. Similarly, this problem is connected with the database size and how 
many times we need to scan the database to detect all frequent itemsets. The main 
drawback of very well-known algorithms for association rules mining, such as Apriori 
and FP-Growth, is the need to load the database in memory 1 times (where  is 
the length of the largest frequent itemset) in Apriori, and at least 2 times in FP-Growth. 

4 The Proposed Approach 

Our method named Prime Numbers Itemsets Detection (PriNID) is divided into three 
phases: (a) the creation of a dictionary with items organized in groups of four items 
assigned with a specific prime number, (b) the creation of the products of prime  
numbers of each group and subsequently the detection of all repeated products (and 
eventually all frequent products), and (c) the conversion of the products of the prime 
numbers back to the original itemsets. The most important phase with respect to time 
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and size is the second step because we need to load the database from the disk and 
perform the analysis to detect all repeated itemsets. The first and third phases are sig-
nificantly lesser in terms of size and time, as we will see below because they can be 
directly executed in memory. The first phase is actually common for every algorithm 
(such as Apriori and FP-Growth) since the items need somehow to be coded before 
processing. The same stands for the third phase since after the analysis the coded item-
sets should be converted back to the original items from which they were composed. 
We have named our method “itemsets detection” and not “frequent itemsets detection” 
because, as we will see later in the paper, our method detects all repeated itemesets 
with just one scan without the need to predefine any kind of parameters. This is very 
useful because there is no need to repeat the analysis for different initial parameters 
and, therefore, reload the database file from the disk, which saves time, and further-
more even with this type of execution is faster than other algorithms like Apriori and 
FP-Growth by returning all repeated itemsets and not just the frequenter. Having the 
full set of itemsets at the end of the analysis helps us to better determine problem solv-
ing situations and even discover patterns in itemsets which otherwise, with limited 
results, it could be difficult if not impossible. 

In the first phase we have to create the dictionary by creating groups of 4 items and 
then we assign to each item one of the first four prime numbers 2, 3, 5 and 7, respec-
tively, and always in the specific order for all groups (i.e., the first item is prime num-
ber 2, the second 3, the third 5 and the fourth 7). We categorize the full list of items 
into groups of four for two reasons. First, the product of the first four prime numbers 2, 
3, 5 and 7 is 210. This means that we need only 1 byte to store the largest product we 
can get which is 210. Instead of needing 4 bytes to store in the database a quartet of 1s 
and 0s, which represent if the item exist or not in the itemset, we need only 1 byte to 
store a number between 0 and 210. This is enough because, as we will see later in the 
paper, the number of the product hides the specific information inside it and it is very 
easy to extract it. Therefore, we can reduce the total size of the database that we need 
to hold all transactions for all items up to four times. This allows the DBMS to perform 
faster analysis since it has a smaller table to load in memory. The second reason is that 
if we use more than four items in a group we can store less information since the prod-
uct of the prime numbers rapidly grows very large and, therefore, we need more bytes 
per column in the database. For example, if we use groups of eight items then the 
product of the first eight prime numbers (2, 3, 5, 7, 11, 13, 17, 19) is 9,699,690 which 
requires three bytes per group or actually four bytes for a 32 bit integer. Doing this we 
can use one more prime (number 23) and have actually 9 items per group using the 
maximum capacity of a 32bit integer. In case we want to use up to 64bit integers then 
we can store in eight bytes the first 15 primes. While in such cases we need four bytes 
per nine items or eight bytes per 15 items, with our method we need three bytes (one 
per group of four items) to accommodate 12 items (three more than the first of the 
previous examples) or 4 bytes to accommodate 16 items (one more then the second  of 
the previous example). As we can observe the optimal case is the use of only the first 
four primes in any scenario.  

Creating the product of the four first primes and storing it to the database is the key 
characteristic of our method. The reason is that every combination of products that can 

be created out of the four primes (∑ 4 41 42 43 44 4 6 41 15) can be created in a unique way and, therefore, it is a one-to-one assignment to 
each itemset that can be created from the four different items of the specific group. 
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This way we have only to analyze the product back to prime numbers and find the 
corresponding itemset. For example, in the case of an itemset with product 42 the 
number can be analyzed as a product of primes 2, 3 and 7 only. Other approaches sug-
gested in the literature, like [51], which use products of prime numbers for large item-
sets or use products based on more occurrences of same primes for weighted analysis, 
are impossible. A very simple example can be illustrated as follows. If we want to use 
larger itemsets, e.g., more than 15 items then the product of the first 16 primes up to 
the prime number 53 will be almost two times larger than 2  which is impossible to 
be stored in any computer system using 64bit technology. Furthermore, if we want to 
use weighted method and therefore represent the products as powers of primes then 
even for very small itemsets without significant weight per item we will receive again 
products that no 64bit system can store in memory or database. For example, if we 
have 8 items and each item has been used in the itemset 3 times then based on [13] we 
have to calculate the following product 2 3 5 7 11 13 17 19 , 
this is 50 times larger than 2 . 

The total number of groups we can create is  if the result of the operation (   4) equals to 0 (the total number of items is an exact product of 4) or 1 

(floor of the division plus 1) if the result of the operation (   4) is different than 0. 
After creating the groups we assign each item to a specific group and a prime number in 
each item of the group. For example, for the 26 letters of the English alphabet we need 1 6 1 7 groups. We fill the first group with the first four letters of the 

alphabet and assign the prime numbers as A=2, B=3, C=5 and D=7. For the second 
group we will have the next four letters and the same prime numbers are assigned to 
them as E=2, F=3, G=5 and H=7. We can continue the process of creating groups and 
assign prime numbers to them until we assign all items into groups of four items each. 
We can do the same process for every kind of items by creating a dictionary to hold as 
information the item, the group that the item belongs to, and the prime number assigned 
to the specific item. The dictionary can be dynamic and grows as more items are added in 
the process. 

When an itemset is added to the database we have first to transform it into the appro-
priate product before it is saved. We use the predefined dictionary to detect to which 
group each item in the itemset belongs, and in case we have more than one item per 
group we have to calculate the product. For example, if an itemset consists of items A, B 
and G then in the first group we will store the value 6, which is the product of the two 
prime numbers 2 and 3 assigned to A and B, respectively, and in the second group the 
value 5. The process’ time of creating the products, before saving the itemsets in the 
database, is a very easy to performed multiplication of small integers and, therefore, does 
not affect the whole storing process time. Furthermore, the detection of each product in 
the dictionary, in order to create the product, is also a very easy and fast operation to be 
performed by using binary search with (log ) time complexity, given the fact also 
that the dictionary is a very small list of items (therefore  is similarly very small). 

In the second phase, we need to query the database in order to return all products. We 
can perform the specific action in several steps by executing the appropriate query or 
with just one query, which means that we need only one database scan. In the first case, 
we have to query the database for each group and count all occurrences of each number 
in the specific group. By performing a single query in the second case, we can have as 
results all the frequent products without the need to repeat the process. The specific  
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method does not need any previous information and it does not produce the results in-
crementally as the Apriori algorithm. The query we have to execute on the first group 
will give us all the products that have modulus 0 with all the four prime numbers. So, in 
the pre-discussed example of the alphabet letters instead of searching directly, e.g., for 
string AB or itemset 11000000000000000000000000, which are represented by the 
product 6, we just query the first group of the itemset (1100) for (2) 0  or (3) 0. With (2) 0 we will take all products that can be divided by 2 and 
with the second all products that can be divided by 3. In both cases, we will get the prod-
uct 6 which is the product of the first two prime numbers 2 and 3 (Algorithm 1).  

The last phase of the method is to analyze the results and extract the actual itemsets 
based on the alphabet (Algorithm 2). This phase is very important since in the case of AB 
for instance, we need to factorize 6 and get the primes 2 and 3, with which we can direct-
ly find in the dictionary the corresponding items A and B. Further, the specific method 
can return overlapping results which have to be further analyzed to extract the accurate 
number of occurrences of each itemset. The fact that our method returns not just the 
itemsets but also detects and reports overlapping itemsets can be possibly used for differ-
ent kind of analysis to extract further characteristics of the itemsets or any kind of other 
useful information. However, if we want we can pally filters in this phase and get back 
results of specific frequency. The filtering process is extremely fat and can be redone 
many times without time consumption and of course without having the need to reana-
lyze the data as other algorithms do when initial parameters have to be changed. 

The proposed method’s advantage is that it has to read the database only once and 
can analyze million or even billion of itemsets. There is no need to read each group 
individually since it is represented in the database as a single field. Moreover, the spe-
cific method is not depended on initial values as, e.g., the frequency of the itemsets we 
want discover. Then it is much easier to detect itemsets based on a variable frequency 
until we discover the desired frequency value. This can be done without the need for 
any more analysis. However, in cases where the number of items is large there is a 
drawback in the calculations since we have to calculate each combination of groups. 
However, as we will see from the experiments, the method can perform an analysis 10 
or more times faster than any known method without been affected by the calculations 
even when the number of items is large. These calculations have to be performed on 
memory which is a much faster process than re-reading a large database file from disk 
like other algorithms require. The problem of large number of calculations can be easi-
ly addressed can be easily addressed if the grouping will be performed in a way that 
the most frequent products are together or when products of the same kind are very 
difficult to occur in the same itemset. For example, different brands of beers are very 
rare to be bought together in a supermarket since consumers prefer one of the many 
different brands. Doing this many fields in the database will have no products and the 
value will be 0, something that will accelerate the arithmetic calculations. 

 

Algorithm 1. Find All Frequent Products (FAFP)Input: table of transactions Output: an array of all frequent products and their number of occurrences 
1  FAFP (table Transactions) 
2.1  for each group and combination of groups 
2.2   find all products which satisfy mod(2)==0 OR  
    mod(3)==0 OR mod(5)==0 OR mod(7)==0 
2.3  end for 
3 end FAFP 
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Example 1. Assume we have 4 items A, B, C and D. Since we have exactly 4 items, 
we can form only one group and assign the prime numbers as A=2, B=3, C=5 and 
D=7. If we assume that the itemset ACD is added to the database and has to be stored 
for future frequent itemset detection, then we have to calculate the product of the three 
items which will be 2*5*7=70. In this case we will save in the database the number 70. 
In the frequent itemset detection phase we will get back the number 70 with just one 
occurrence. Then we have to analyze the number 70 and we get back the product 
2*5*7, which represents the itemset ACD. The advantage of the specific method is that 
while we store an itemset as product it can be analyzed back with one way since the 
factors are all prime numbers. 

Example 2. Assume that after the frequent itemset detection phase we get the result 
reported in Table 1. Based on the results we analyze the numbers and create an array as 
reported in Table 2. In Table 2 we have to create a column for each one of the four 
prime numbers and we have to assign in each row 1 if it exists in the product and 0 if 
not. We have also added at the beginning a column that shows the actual itemset to 
help us with the description of the method. 

 

 

Table 1. Products Results 

   Itemset Product Occurrences 

A 2 12 

C 5 9 

D 7 17 

AC 10 3 

AD 14 3 

BC 15 2 

BD 21 4 

CD 35 2 

ACD 70 4 

BCD 105 4 
 

Table 2. Products Analysis Array 

Itemset 2=A 3=B 5=C 7=D Occurrences 

A 1 0 0 0 12 

C 0 0 1 0 9 

D 0 0 0 1 17 

A
C

1 0 1 0 3 

A
D

1 0 0 1 3 

B
C

0 1 1 0 2 

B
D

0 1 0 1 4 

C
D

0 0 1 1 2 

A
CD

1 0 1 1 4 

B
CD

0 1 1 1 4 

 
Starting from the first row we have the number 2 which occurs 12 times. However, 

we can observe that number 2 exists in two more rows which represent the itemsets 
AC and AD. Therefore, the total number of occurrences of item A is 12+3+3=18. We 
continue the process with the number in the second row, which is 5 and exists also in 
five more rows. Therefore, the total occurrences of item C are 9+3+2+2+4+4=24. We 
can repeat the same process for the third row of the array and number 7 which 
represent the letter D. In this case, we have 17+3+4+2+4+4=34 total occurrences. For 
the fourth record, we have the number 10 which is the itemset AC and occurs in one 
more row. The total number of occurrences is 3+4=7. Next we have 14 which 

Algorithm 2. Products Factorization (PF)Input: array of all frequent products and their number of occurrencesOutput: an array of all frequent itemsets and their number of occurrences 
1  PF (string X, LERP) 
2.1  for each row in array 
2.2   find all occurrences of products in row 
2.3   add all occurrences 
2.4    end for 
3  end PF 
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As we can see in “Fig.1” although we run our method on a less powerful computer 
than the one we used to run WEKA the results were produced much faster. Further-
more, even for larger datasets our method managed to perform very fast in linear time 
complexity and return results, while WEKA didn’t manage to scale up and return re-
sults in feasible time for the specific hardware. More specifically, for the one million 
transactions we needed less than one second while with WEKA we needed 4 seconds 
for both Apriori and FP-Growth algorithms. For the two million transactions we 
needed again one second for our method while WEKA needed 10 and 8 seconds for 
Apriori and FP-Growth, respectively. For the three million transactions we needed less 
than 2 seconds while with WEKA we needed 14 and 12 seconds for Apriori and FP-
Growth, respectively. For the two last experiments of four and eight million itemsets 
we didn’t manage to have actual time measurement for Apriori and FP-Growth. How-
ever, our method performed the analysis in approximately three and six seconds re-
spectively 

All experiments have been run 5 times for each different size of datasets and we 
have taken the average time. We have to mention that WEKA first loads the whole 
dataset in memory and then performs all the calculations, something that it couldn’t be 
time-measured and, therefore, the times of the experiments represent the actual analy-
sis process. For our method we execute the queries and the total time encapsulates the 
time the DBMS needs to read the data from the disk. Furthermore, in order to avoid 
caching from the database, after each execution of the experiment we restarted the 
database engine service in order to clear memory form previously loaded data. 

6 Conclusion and Future Work 

This paper introduced a method for the fast detection of repeated itemsets in a database 
of transactions with the use of prime numbers. The detection of the repeated patterns can 
help us to perform frequent itemset detection like many other very well-known algo-
rithms. The results compared to other commonly used algorithms such as Apriori and 
FP-Growth have proved that the proposed method is significantly faster and scale up 
much better. Furthermore, by using prime numbers and storing their products instead of 
the classical representation of transactions with 1 and 0 we can reduce the size of the 
database needed. This allows less space on disk but also smaller size of data to be loaded 
in memory to perform the analysis. Moreover, we have shown that our method can be 
performed with only one database scan, something which can significantly reduce the 
overall time of the analysis since the database loading in memory is the most time con-
suming part of all frequent itemsets detection algorithms. Currently, we are trying to 
further expand the proposed method by using more properties of the prime numbers.  
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Abstract. Neural networks have been increasingly applied to finan-
cial time series forecasting. For the challenging multi-step forecasting
there are usually two strategies: iterative and independent. The iterative
method repeatedly performs single step predictions and thus accumulates
the prediction errors. The independent method considers each forecast
horizon as an independent task and thus excludes the relationship be-
tween various future points. This paper deals with these problems by
using a modified neural gas mixture autoregressive (NGMAR) trained
with input vectors segments of different forecast horizons. Some neurons
will become specialised for some specific-step-ahead prediction. Addi-
tional parameters are used to monitor each neuron’s updating patterns
and its suitability for various step-ahead predictions. Experimental re-
sults on several financial time series and benchmark data demonstrate
the effectiveness of proposed method and markedly improvement perfor-
mances over many existing neural networks.

Keywords: financial time series, multi-step forecast, neural gas mixture
autoregressive.

1 Introduction

As it is known, the long-term or multi-step forecast of time series is still an
open problem for researchers in the field of time series analysis [1]. In general,
there are two kinds of method, iterative and independent. The iterative method
(e.g.[2]) is to repeat calculating predicted outputs by the same model,

x̂t+1 = f(xt−l+1, · · · , xt−1, xt) (1)

x̂t+2 = f(xt−l+2, · · · , xt−1, xt, x̂t+1) (2)

· · · · · ·
x̂t+h = f(xt−l+h, · · · , xt, x̂t+1, · · · , x̂t+h−1) (3)

where l is the size of time window and h is the prediction horizon. This method
is intuitive and natural, but it is not widely used for long-term time series predic-
tion because the estimation errors produced in each step are accumulated along

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 102–109, 2014.
c© Springer International Publishing Switzerland 2014
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with time. That is, the past errors generated in the earlier periods still have
effects in later periods, thus degenerating potential of the method for long-term
time series forecast.

The other method, independent method (e.g.[3]) builds individual models for
each step forecast instead of using the same prediction model iteratively. That
means, for each specific prediction horizon, one unique model is to be found,

x̂t+1 = f1(xt−l+1, · · · , xt−1, xt) (4)

x̂t+2 = f2(xt−l+1, · · · , xt−1, xt) (5)

· · · · · ·
x̂t+h = fh(xt−l+1, · · · , xt−1, xt) (6)

Since each prediction is calculated based on actual values xt−l+1, · · · , xt−1, xt,
estimated errors are not accumulated along with time. Therefore, this method
has the potential to outperform the iterative method as the forecast horizon in-
creases. However, it has significantly increased number of models thus making the
computation much more intensive. Moreover, the complex dependencies between
neighbour points x̂t+j−1 and x̂t+j are excluded because they are independently
predicted by using different models with the past values xt−l+1, · · · , xt−1, xt.
This may reduce prediction accuracy.

Besides the above methods, there are other methods being developed, such as
the joint method [4], multiple-output method [1] as well as parametric function
method [5]. Neural networks have attracted a great deal of attention for time
series modelling, such as vector SOM (VSOM) [6], multilayer perceptron (MLP)
[7], support vector regression (SVR) [8], neural gas (NG) [9], self-organizing mix-
ture autoregressive (SOMAR) [6] and neural gas mixture autoregressive (NG-
MAR) [10]. Most of them were proposed for one-step prediction. However, they
can be framed into the iterative or independent method for multi-steps, though
this may give poor performance because of the drawbacks mentioned before. In
this paper, we propose a new method based on modified neural gas mixture au-
toregressive(NGMAR) for multi-step forecast tasks, solving the problems such
as accumulated errors and lack of dependencies between points.

2 Methodology

2.1 Training Vectors

To perform one-step-ahead prediction by standard neural networks, the training
time series is divided into segments of the same length l, which is also called
embedding dimension,

x(t) = [xt−l+1, · · · , xt−1, xt], t = 1, 2, · · · , T (7)

The last point xt is used as the desired output and the first l − 1 points
xt−l+1, · · · , xt−1 are used as the input vector. For multi-step forecast, the it-
erative method accumulates errors along with time. To overcome this drawback,
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we directly build the relationship between past values and future values as the
independent way to discover the patterns inside. The newly constructed input
vectors for training can be described as

x1(t) = [xt−l+1, · · · , xt−1, xt] (8)

x2(t) = [xt−l+1, · · · , xt−1, xt+1] (9)

· · · · · ·
xh(t) = [xt−l+1, · · · , xt−1, xt+h−1] (10)

The input vectors [x1(t),x2(t), · · · ,xh(t)]Tt=1 are used for training the model.

2.2 Structure of Neurons

Each neuron of NGMAR has a reference vector of length l, with the last com-
ponent of the vector used as the prediction output in the predicting stage,

wi(t) = [wi,1, · · · , wi,l−1, wi,l] (11)

In our model, we add a new vector gi(t) into neuron i to judge whether this
neuron should be used for predicton tasks. The new vector, termed status vector,
is constructed as

gi(t) = [gi,1, gi,2, · · · , gi,h] (12)

where gi,j is the percentage of neuron i has been updated by input vectors xj(t).

gi,j =
Ti,xj

T
(13)

where Ti,xj is the times of neuron i updated by xj(t). For h-step-ahead pre-
diction, given a threshold thdh, if gi,h ≥ thdh, it means this neuron has been
trained by input vector xh(t) sufficiently and should be used for h-step-ahead
prediction.

2.3 Training Procedure

In the training stage, the sum of autocorrelation of coefficients (SAC) between an
input and the reference vectors of all neurons are calculated and the neuron with
the minimum distance is chosen as the best matching unit (BMU). The reference
vectors of the BMU and its neighbours are updated following the updating rule,

wik(t+ 1) = wik(t) + γ(t)exp(−k/λ(t))eik(t)x(t) (14)

where γ(t) is the learning rate, λ(t) is the neighbourhood range, k is the ranking
of neuron ik and eik(t) is the modelling error at node ik.

In our model, the updating rule is similar as that of the NGMAR. As men-
tioned previously, there is another vector gi(t), associated with the percentage of
updating times. Since only some neurons in the network are updated, we adopt
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a parameter α to represent the percentage of these neurons. Assuming α = 10%,
only the nearest M ′ = αM = 0.1M neurons are updated with each input vector.
In the meantime, these neurons need to update their status vectors as

gi,j(t) =
gi,j(t− 1)T + 1

T
(15)

2.4 Predicting Procedure

In the predicting stage, the input vectors are constructed by dividing the test
series into segments similar to the training stage but with the last value left out.
The threshold is introduced to evaluate whether the neuron has been trained
sufficiently for multi-step forecast. For one-step-ahead forecast, the threshold
thd1 means the lowest percentage being updated by x1(t) any neuron should
exceed if it can be used for this prediction task. Only the neurons satisfying the
condition g1 ≥ thd1, should be used to select the BMU. These neurons make
up a set named the candidate set. Similarly, the j-step-ahead forecast can be
calculated with the threshold set {thd1, thd2, · · · , thdh} in the same way

Cj = {wi|gi,j ≥ thdj}, j = 1, 2, · · · , h (16)

For the h-step-ahead forecast, the candidate neurons set is Ch = {wi|gi,h ≥
thdh}. Among these neurons, the BMU i∗ is selected and its last, l-th component
is used as the predicted value

x̂t+h−1 = wi∗,l (17)

3 Experimental Results

We used several financial time series and benchmark data to evaluate the per-
formance of the new model. For each time series, the experiment was run for 10
times over the test set and average results were obtained for comparison.

3.1 Foreign Exchange Rates

The financial time sequences used in experiments are foreign exchange (FX) rates
downloaded from PACIFIC exchange rate service. They were used to evaluate
and compare the performances of different models. They consist of the daily
closing prices of British Pound against US Dollar, Euro and JP Yen over 12
years from 2002 to 2013. Each sequence contains 3000 points, of which 2700
points were used for training and the rest for testing. The neuron number was
100 and the size of sliding window was selected as 10 according to BIC.

As reviewed in the literature [11,12], there are several methods to measure
the prediction accuracy. Compared to mean absolute error (MAE), normalized
root mean squared error (NRMSE) gives more weights rather than same ones
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Fig. 1. CPP(%) results for different horizons on GBP/USD

to large errors as well as measuring values on a unified scale. Therefore, in the
experiments, the prediction performance was measured by NRMSE

NRMSE =

√√√√ (1/Ntest)
∑Ntest

t=1 (x(t)− x̂(t))2

(1/Ntest)
∑Ntest

t=1 (x(t) − x̄)2
(18)

where x̂t and xt denote the prediction output and actual value, x̄ is the sample
mean, and Ntest is the number of test examples.

Besides NRMSE, another method correct prediction percentage (CPP) is also
used for measuring prediction accuracy, esp for trend prediction

CPP =
Number of Correct Direction Predictions

Total Number of Predictions
(19)

Fig. 1 plots the CPP results for different horizons on GBP/USD. The pre-
diction results are presented in Tables 1-3. All the neural networks except the
M-versions were based on their independent models for multi-step forecast, since
the testing errors are much lower than that of the iterative method. M-version is
the proposed method applied to different neural networks either SOMAR or NG-
MAR. The proposed methods are better than all other competitors in terms of
NRMSE and CPP. The results have been demonstrated statistically significant
with corresponding p-values of t-test.

The improved performance of the new method can be briefly explained by the
direct relationship built between the past values and the future value for each
forecast horizon, as well as dependencies among sequenced time series points.
As described in the previous sections, the input vectors were used for training
the model over all forecast horizons instead of some specific forecast horizon.
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Table 1. Multi-step Forecast Performance Comparison of Neural Networks Based on
Independent Method and Modified SOMAR/NGMAR on GBP/USD (h=10)

Multi-step method CPP(%) p-value NRMSE p-value

VSOM 50.23 2.95e-4 0.2403 1.77e-6

MLP 50.41 2.21e-4 0.2380 8.38e-5

SVR 50.46 1.77e-4 0.2252 7.71e-5

NG 50.68 1.37e-4 0.1866 5.33e-5

SOMAR 52.07 0.0064 0.1537 4.52e-4

NGMAR 53.22 0.0119 0.1369 1.13e-4

M-SOMAR 53.83 0.0175 0.1435 0.0167

M-NGMAR 54.38 N/A 0.1197 N/A

Table 2. Multi-step Forecast Performance Comparison of Neural Networks Based on
Independent Method and Modified SOMAR/NGMAR on GBP/EUR (h=10)

Multi-step method CPP(%) p-value NRMSE p-value

VSOM 50.12 3.31e-5 0.1387 5.57e-6

MLP 50.17 1.07e-5 0.1372 5.34e-6

SVR 50.40 7.11e-4 0.1295 1.74e-6

NG 50.64 5.25e-4 0.1073 7.20e-5

SOMAR 51.41 0.0062 0.0801 3.31e-5

NGMAR 52.42 0.0154 0.0739 4.93e-5

M-SOMAR 52.35 0.0134 0.0683 4.02e-4

M-NGMAR 53.10 N/A 0.0577 N/A

Table 3. Multi-step Forecast Performance Comparison of Neural Networks Based on
Independent Method and Modified SOMAR/NGMAR on GBP/JPY (h=10)

Multi-step method CPP(%) p-value NRMSE p-value

VSOM 50.10 3.66e-5 0.1531 5.62e-5

MLP 50.11 7.87e-4 0.1515 7.87e-4

SVR 50.39 1.07e-5 0.1364 3.69e-4

NG 50.44 4.41e-4 0.1305 4.81e-4

SOMAR 51.25 1.29e-4 0.1028 0.0024

NGMAR 51.80 3.67e-4 0.0924 0.0035

M-SOMAR 51.98 0.0018 0.0835 0.0191

M-NGMAR 52.47 N/A 0.0674 N/A

3.2 Benchmark Data

The prediction performance of the proposed method was also evaluated and
compared to other methods on the two benchmark data sets, Mackey-Glass and
Lorenz. A sample Mackey-Glass sequence consisting of 2000 points was generated
from the following equation with parameter α = 0.2, β = −0.1 and δ = 17

dx(t)

dt
= βx(t) +

αx(t− δ)

1 + x(t− δ)10
(20)
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Table 4. Multi-step Forecast Performance Comparison of Neural Networks Based on
Independent Method and Modified SOMAR/NGMAR on Mackey-Glass (h=10)

Multi-step method CPP(%) p-value NRMSE p-value

VSOM 50.26 4.77e-5 0.1089 8.86e-5

MLP 50.37 2.42e-5 0.0936 6.61e-5

SVR 50.43 3.73e-5 0.0835 4.60e-5

NG 50.41 2.29e-5 0.0787 5.43e-4

SOMAR 51.73 6.33e-4 0.0718 0.0071

NGMAR 52.61 5.27e-4 0.0679 0.0095

M-SOMAR 52.85 3.04e-4 0.0645 0.0136

M-NGMAR 54.27 N/A 0.0581 N/A

Table 5. Multi-step Forecast Performance Comparison of Neural Networks Based on
Independent Method and Modified SOMAR/NGMAR on Lorenz (h=10)

Multi-step method CPP(%) p-value NRMSE p-value

VSOM 50.29 1.76e-7 0.0951 2.74e-7

MLP 50.35 2.55e-6 0.0892 3.12e-7

SVR 50.44 1.77e-6 0.0803 5.60e-6

NG 50.48 5.53e-5 0.0787 5.73e-5

SOMAR 51.53 4.14e-4 0.0715 8.77e-4

NGMAR 52.51 3.82e-4 0.0644 9.74e-4

M-SOMAR 52.74 0.0071 0.0627 0.0049

M-NGMAR 54.07 N/A 0.0540 N/A

where x(t) is the sample time series at time t. The length of training sequence
is 1800 (validation set is 180), and remaining 200 points were used as the test
set. The parameters of the new model were chosen by 10-fold cross-validation.

Another benchmark data used in the experiment is Lorenz time series. A
sample sequence was generated with parameters chosen as σ = 10, ρ = 28 and
β = 8/3 from the following system

dx(t)

dt
= σ(y(t) − x(t)) (21)

dy(t)

dt
= x(t)(ρ − z(t))− y(t) (22)

dz(t)

dt
= x(t)y(t) − βz(t) (23)

where x(t), y(t) and z(t) are the values of time series at time t.
The size of sliding window was set as 12 according to BIC. The results are

shown in Tables 4-5. The proposed method outperforms other multi-step fore-
cast methods significantly with the lowest NRMSE and highest CPP. The new
methods were compared with each other, and the results in Tables 4 and 5
demonstrate that M-NGMAR is slightly better than M-SOMAR.
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4 Conclusion and Future Work

Multi-step forecasting is a challenging task. This paper presents a new model
based on NGMAR to improve their performance in multi-step forecast by in-
troducing new training and predicting strategies. The good performance of the
new models on FX rates demonstrat the effectiveness of these strategies. The
following are the main conclusions drawn. However, computationally, the new
method consumes much more time because of its way of validating parameters
and training model.

Recently, the echo state network (ESN) [13] has gained much interests from
researchers. It performs better prediction than other neural networks over various
time series. Therefore, our future work is to apply the new strategies to ESN.
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Abstract. Diabetic retinopathy is a chronic progressive eye disease as-
sociated to a group of eye problems as a complication of diabetes. This
disease may cause severe vision loss or even blindness. Specialists ana-
lyze fundus images in order to diagnostic it and to give specific treat-
ments. Fundus images are photographs taken of the retina using a retinal
camera, this is a noninvasive medical procedure that provides a way to
analyze the retina in patients with diabetes. The correct classification of
these images depends on the ability and experience of specialists, and
also the quality of the images. In this paper we present a method for
diabetic retinopathy detection. This method is divided into two stages:
in the first one, we have used local binary patterns (LBP) to extract
local features, while in the second stage, we have applied artificial neural
networks, random forest and support vector machines for the detection
task. Preliminary results show that random forest was the best classifier
with 97.46% of accuracy, using a data set of 71 images.

Keywords: machine learning, local binary patterns, medical image
analysis.

1 Introduction

Currently there are approximately 382 million people worldwide with diabetes
mellitus or simply diabetes. It is expected within 11 to 25 years, that this disease
will increase to 592 million people according to the World Health Organization
(WHO) and the International Diabetes Federation (IDF). Also, diabetes is the
leading cause of blindness in people of working age between 40 and 60 years old,
generating a health care spending of about $548 billion [7], [15].

The main complications of a person diagnosed with diabetes is that glu-
cose levels are high, affecting several organs including kidney, nerves, brain and
eyes. Particularly, diabetes can cause damage to the retina, known as diabetic
retinopathy. At least the 80% of diabetic persons with 10-20 years of being di-
agnosed present any symptoms related to diabetic retinopathy [15].

Several works using machine learning and image processing methods have
been proposed in order to classify some types of eye diseases, including diabetic
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retinopathy. In 2000 Ege B.M. et al [4] introduced a tool to provide automatic
analysis of digital images of diabetic retinopathy. They tested several statisti-
cal classifiers, such as Bayesian, Mahalanobis and k-nn. Their best results were
obtained with the Mahalanobis classifier. Osareh A. et al [13] proposed an auto-
matic method to detect exudate regions. They introduced comprising image color
normalization, enhancing the contrast between the objects and background, seg-
menting the color retinal images into homogenous regions using fuzzy c-means
clustering, and classifying the regions into exudates and non exudates patches
using artificial neural networks. They reported 92% of sensitivity and 82% of
specificity. Niemeijer M. et al [10] proposed an automated system able to de-
tect exudates and cotton-wool spots in color images. In their work they used
k-nearest neighbors, reporting a operating characteristic curve (ROC) of 0.95
and sensitivity/specificity pairs of 0.95/0.88 for the detection of bright lesions
of any type; 0.95/0.86, 0.70/0.93 and 0.77/0.88 for the detection of exudates,
cotton-wool spots and drusen, respectively. In 2010, Silberman N. et al [14] pro-
posed an automated system to detect diabetic retinopathy from retinal images.
This approach used support vector machines to recognize exudates obtaining
98.4% of accuracy. In 2011, Gowda A. et al [5] attempted to detect exudates
using backpropagation neural networks. The significant features were identified
from preprocessed images by using two methods: decision trees and genetic al-
gorithms. Their approach showed a classification accuracy of 98.45%. Kavitha S.
and Duraiswamy K. [8] focused on automatic detection of diabetic retinopathy
exudates in color fundus retinal images. Experiments on classification of hard
and soft exudates were performed using image processing techniques. Exudates
were detected with the aid of thresholding color histogram. The overall sensitiv-
ity, specificity and accuracy were 89.78%, 99.12% and 99.07%, respectively.

In contrast to previous approaches, we present a method to detect only di-
abetic retinopathy based on fundus images. Also, with the purpose of knowing
how well local binary patterns performs on this domain, we have applied it to
obtain local features from the images. The well-known machine learning meth-
ods of artificial neural networks, random forest and support vector machines
were applied for the detection task. The paper is organized as follows: Section 2
describes a brief introduction of diabetic retinopathy. In Section 3 we describe
the methods. In Section 4 we show preliminary experimental results and finally
in Section 5 conclusions and future work are presented.

2 Diabetic Retinopathy

Diabetes mellitus is a metabolic disorder which results from a defect in insulin
synthesis and secretion or from a resistance of the receptors on target tissues for
this hormone. The most significant complication of diabetes mellitus involving the
eye and which develops in 85% of all diabetics eventually is the retinopathy [6].

Diabetic retinopathy is an abnormality involving the small blood vessels that
targets the central region, for example the macula. In fact, the diabetic retinopa-
thy is a progressive disease and this is the main factor that causes blindness.



112 J. de la Calleja et al.

Classification of diabetic retinopathy according to the Early Treatment Diabetic
Retinopathy Study (ETDRS) [1] is divided as: Diabetic Retinopathy Non Pro-
liferative (DRNP), which is subdivided into mild, moderate, severe and very
severe; and Diabetic Retinopathy Proliferative (DRP), which is subdivided into
early, high-risk and advanced.

3 The Method

In order to classify fundus images as healthy or sick, we propose an automated
method that is divided into two stages: 1) Extraction of features and 2) Clas-
sification of the images (Figure 1). In the first stage the characterization of the
images is performed using local binary patterns considering uniform patterns,
rotation invariant and rotation invariant uniform patterns. Then, a set of fea-
tures is provided to machine learning algorithms to perform the classification
task. In next subsections we explain the algorithms.

Fig. 1. Stages of the proposed method

3.1 Feature Extraction

The general idea for image classification is to extract relevant information (fea-
tures) in a image, encode it as efficiently as possible, and compare one image
encoding with a data base of similarly encoded images. Traditional approaches
such as principal component analysis or linear discriminant analysis, look at the
whole image as a high-dimensional vector in order to extract features. High di-
mensionality is not good, thus a lower-dimensional subspace is identified where
useful information is preserved. Other alternative is extracting local features
from images, i.e. instead of process the whole image as a high-dimensional vector,
the idea is to describe only local features of an object. A method for performing
this local feature extraction is local binary patterns explained below.

Local Binary Patterns. LBP was introduced as a texture description opera-
tor by Ojala et al. in 1996 [11]. This technique labels the pixels of an image by
thresholding a 3 × 3 neighborhood of each pixel with the center value to yield
a binary number (Figure 2). These binary numbers, called local binary patters
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(LBP), codify local primitives including several types of curved edges and flat ar-
eas. The basic LBP operator only consider a small neighborhood, therefore it can
not capture dominant features with large scale structures. Hence this operator
was extended by using circular neighborhoods and interpolating the pixel values
in order to allow any radius and number of pixels in the neighborhood [12].

Fig. 2. The basic LBP Operator. The binary pattern 11001010 is equivalent to decimal
202.

The LBP operator produces 2P different binary patterns for the P neighbors
pixels, some of them contain more information than others, thus it is possible to
use only a subset of fundamental patterns called uniform patterns to describe the
texture of images. A LBP is uniform if it contains at most two bitwise transitions
from 0 to 1 or vice versa when the binary string is considered circular. For exam-
ple, 00000000, 01111110 and 11100111 are uniform patterns [12]. Accumulating
the patterns which have more than 2 transitions into a single bin yields an LBP
operator, with less than 2P bins. For example, the number of labels for a neigh-
borhood of 8 pixels is 256 for the standard LBP. After labeling a image with the
LBP operator, a histogram of the labeled image fl(x, y) can be defined as

Hi =
∑
x,y

I(fl(x, y) = i), i = 0, ..., n− 1. (1)

where n is the number of different labels produced by the LBP operator and

I(F ) =

{
1 F is true
0 F is false

(2)

This LBP histogram contains information about the distribution of the local
micro-patterns, thus they can be used to describe image characteristics.

Fundus images can be seen as a composition of micro-patterns which can be
described by the LBP histograms. Therefore, we have used LBP features to rep-
resent fundus images, which were equally divided into small regions R0, R1, ...Rm

to extract LBP histograms. The LBP features extracted from each sub-region
are concatenated into a single histogram (Figure 3),

Hi,j =
∑
x,y

I(fl(x, y) = i)I(x, y) ∈ Rj , i = 0, ..., n− 1; j = 0, ...,m− 1. (3)
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Fig. 3. A fundus image is divided into small regions. The LBP histograms are extracted
and concatenated into a single one.

3.2 Machine Learning Algorithms

For the classification task we have used supervised learning, i.e. we have used a
set of labeled images classified as healthy or sick. In next subsections we briefly
describe artificial neural networks, random forest and support vector machines;
we recommend the reader to review the references for details of these algorithms.

Artificial Neural Networks (ANN). This method has been one of the most
used for learning tasks. ANN are based on the observation of biological neural
systems which are formed by sets of units called neurons or nodes that are inter-
connected. Generally the architecture of an artificial neural network is divided
into three parts called layers. These layers are the input layer, hidden layers,
and the output layer. The way in which an artificial neural network works is as
follows: each node (except for the input nodes) receives the output of all nodes
in the previous layer and produces its own output, which then feeds the nodes
in the next layer [9].

Random Forest (RF). This algorithm is an ensemble of unpruned classifica-
tion trees, induced from bootstrap samples of the training data, using random
feature selection in the tree induction process [2]. Prediction is made by aggre-
gating the predictions of the ensemble. Random forest generally yields better
performance than single tree classifiers such as C4.5.

Support Vector Machines (SVM). This method is based on the structural
risk minimization principle from computational learning theory [3]. This princi-
ple provides a formal mechanism to select a hypothesis from a hypothesis space
for learning from finite training data sets. The aim of SVMs is to compute the
hyperplane that best separates a set of training examples. Two cases are ana-
lyzed: the linear separable case and the non-linear separable case. In the first
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case we are looking for the optimal hyperplane in the set of hyper-planes separat-
ing the given training examples. The optimal hyperplane maximizes the sum of
the distances to the closest positive and negative training examples (considering
only two classes). The second case is solved by mapping training examples to a
high-dimensional feature space using kernel functions. In this space the decision
boundary is linear and we can apply the first case. There are several kernels
such as polynomial, radial basis functions, neural networks, Fourier series, and
splines, among others; that are chosen depending on the application.

4 Experimental Results

We tested our method using images from the Messidor database1. These images
were taken using a color video 3CCD camera on a Topcon TRC NW6 non-
mydriatic retinograph with a 45 degree field of view. From the original data
set of 1200 images, we selected a subset of 100 images at random. However, as
we commented previously, specialists classify the images based on their ability
and experience, but also considering the quality of them. Thus, we had to se-
lected only 71 images due to their quality and visual information. Therefore we
experimented with two data sets: 100 and 71 images.

In order to experiment with different binary patterns we used uniform patterns
(59 bins), rotation invariant patterns (36 bins) and rotation invariant uniform
patterns (9 bins) [12] considering 8 pixels in a 3× 3 neighborhood.

We used artificial neural networks, random forest and support vector machines
that are implemented in Weka2 using default parameters and uniquely modifying
the seeds in each iteration.

The metrics used to evaluate the performance of machine learning algorithms
were accuracy and f-measure defined as accuracy = (TP+TN)/(TP+FP+TN+
FN), f −measure = 2× (recall× precision)/(recall+ precision), precision =
TP/(TP+FP ), recall = TP/(FN+TP ); whereTP (TruePositive) is the number
of correct predictions of a positive example, FP (False Positive) is the number of
incorrect predictions of a positive example, TN (True Negative) is the number of
correct predictions of a negative instance and FN (False Negative) is the number
of correct predictions of a positive instance.

Tables 1 and 2 show the results for each machine learning algorithm and local
binary approach. These results were obtained by averaging ten runs of 10-fold
cross-validation for each algorithm; that is, we randomly divided the original
data set into ten equally sized subsets and performed 10 experiments, using in
each experiment one of the subsets for testing and the other nine for training.
The columns UP, RIP and RIUP denote uniform patterns, rotation invariant
patterns and rotation invariant uniform patterns, respectively.

1 MESSIDOR is a project within the scope of diabetic retinopathy.
http://messidor.crihan.fr/download-en.php

2 Weka is a collection of machine learning algorithms for data mining tasks.
http://www.cs.waikato.ac.nz/ml/weka/
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Table 1. Accuracy and F-measure for the algorithms using a data set of 100 images

UP RIP RIUP

Acc.(%) F −m Acc.(%) F −m Acc.(%) F −m

ANN 74.2 0.7408 77.6 0.7806 76.6 0.7668
RF 73.2 0.7274 74.2 0.7374 73.2 0.7306
SVM 77.2 0.7786 77.6 0.7822 78.8 0.7917

As we can see in Table 1, when using a data set of 100 images, the best
classifier was support vector machines with 78.8% of accuracy and 0.7917 for
f −measure using rotation invariant uniform patterns. However, analyzing the
results of the Table 2, we can observe that random forest obtained the best
results with 97.4% of accuracy using uniform patterns and rotation invariant
uniform patterns; and 0.974 for f −measure. We want to highlight that for this
data set, all algorithms significantly improve their performance with over 93%
for accuracy and 0.93 for f −measure. We can also comment that using a set
of images with better quality for training, helps to obtain better results, i.e. the
improvement of correct classification increases almost 18%.

Table 2. Accuracy and F-measure for the algorithms using a data set of 71 images

UP RIP RIUP

Acc.(%) F −m Acc.(%) F −m Acc.(%) F −m

ANN 93.2 0.9328 94.6 0.9468 94.9 0.9496
RF 97.4 0.9740 96.6 0.9660 97.4 0.9740
SVM 95.7 0.9580 95.7 0.9580 95.7 0.9580

5 Conclusions

We have presented a method for diabetic retinopathy detection using fundus im-
ages. Our preliminary experimental results show that the best machine learning
algorithm was random forest with above 97% of accuracy. In addition, local bi-
nary patterns was useful in reducing data, in fact 9 bins using rotation invariant
uniform pattern produced the best classification results. Future work includes:
repeating the experiments with a larger data set, classifying several types of
diabetic retinopathy, comparing other machine learning algorithms and feature
extraction techniques, and finally to develop a software tool for specialists.
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Abstract. In this paper, a methodology for data validation and reconstruction of 
flow meter sensor data in water networks is presented. The raw data validation 
is inspired on the Spanish norm (AENOR-UNE norm 500540). The methodolo-
gy consists in assigning a quality level to data. These quality levels are assigned 
according to the number of tests that data have passed. The methodology takes 
into account not only spatial models but also temporal models relating the dif-
ferent sensors. The methodology is applied to real-data acquired from the 
ATLLc Water Network. The results demonstrate the performance of the pro-
posed methodology in detecting errors in measurements and in reconstructing 
them. 

1 Introduction 

In any water network, a telecontrol system must acquire, store and validate data ob-
tained in real time from sensors periodically (e.g. every few minutes) to achieve an 
accurate monitoring of the whole network. 

The sensor measures a physical quantity and converts it into a signal that can be 
read by an instrument. The measuring system then converts the sensor signals to val-
ues aiming to represent certain “real” physical quantities. These values, known as 
“raw data”, need to be validated before they can be used in a reliable way for several 
network water management tasks, namely: planning, investment plans, operations, 
maintenance and billing/consumer services and operational control (Quevedo et al., 
2010a). 

Frequent operation problems in the communication system between the set of the 
sensors and the data loggers, or in the telecontrol itself, generate missing data during 
some periods of time. Therefore, missing data should be replaced by a set of esti-
mated data obtained from other spatially related sensors. 
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A second common problem is the lack of reliability of the water system meters 
(e.g. due to offset, drift and breakdowns) producing false flow data readings. These 
false data must also be detected and replaced by estimated data.  

According to the nature of the available knowledge, different types of data valida-
tion can be implemented, with varying degrees of sophistication. In general, one may 
distinguish between elementary signal-based (“low-level”) methods and model-based 
(“higher level”) methods (see, e.g. Denoeux et al., 1997; Mourad & Bertrand-
Krajeswski, 2002). Elementary signal based methods use simple heuristics and lim-
ited statistical information of a given sensor (Burnell, 2003; Jorgensen et al., 1998; 
Maul-Kotter & Einfalt, 1998).  

Typically, these methods are based on validating either signal values or signal 
variations. In the signal value-based approach, data are assessed as valid or invalid 
according to two thresholds (a high one and a low one); outside these thresholds data 
are assumed invalid. On the other hand, methods based on signal variations look for 
strong variations (peaks in the curve) as well as lacks of variation (flat curve). 

Model-based methods rely on the use of models to check the consistency of sensor 
data. This consistency check is based on computing the difference between the pre-
dicted value from the model and the real value measured by the sensors. Then, this 
difference, known as residual, will be compared with a threshold value (zero in the 
ideal case). When the residual is bigger than the threshold, it is determined that there 
is a problem in the sensor or in the system. Otherwise, it is considered that everything 
is working properly. 

The result of data validation may be either a binary variable indicating whether the 
data are considered valid or not, or a continuous validity index interpreted as a degree 
of confidence in the data. Moreover, a sub-product of using model-based approaches 
for sensor data validation is that the prediction provided by the model can be used to 
reconstruct the faulty sensor.  

2 Proposed Methodology 

This section presents a methodology for data validation/correction of sensor data tak-
ing into account not only spatial models but also temporal models (time-series of each 
flow meter) and internal models of the several components in the local units (pumps, 
valves, flows, levels, etc.). This proposal allows for robust isolation of wrong sensor 
data which should be replaced by adequate estimated data. The methodology is ap-
plied to flow and level meters, since it exploits their temporal redundancy of data. 

2.1 Data Validation Methodology 

Raw data validation is inspired on the Spanish norm (AENOR-UNE norm 500540). 
The methodology is based on assigning a quality level to the considered sensor data-
set. Quality levels are assigned according to the number of tests that have been 
passed, as represented in Figure 1. An explanation of each level is as follows: 
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• Level 0: The communications level simply monitors whether the data are re-
corded at the fixed sampling time taking used for the supervisory system to col-
lect data (e.g. this could not be the case due to problems in the communication 
system). 

• Level 1: The bounds level checks whether the data are inside their physical range. 
For example, the maximum values expected by the flow meters are obtained by 
pipes’ maximum flow parameters.  

• Level 2: The trend level monitors the data rate. For example, level sensor data 
cannot change more than several centimetres per minute in a real tank.  

• Level 3: The models level uses three parallel models: 

- Local station related variables model: the local station model supervises 
the possible correlation existing between the different variables in the 
same local station (i.e. flow and the command in the same valve). 

- Time series model: This model takes into account a data time series for 
each variable (Blanch et al., 2009). For example, analysing historical 
flow data in a pipe, a time series model can be derived and the output of 
this time series model is used to compare and validate the recorded data.  

- Spatial model: The up-downstream model checks the correlation models 
between historical data of sensors located in different but near local sta-
tions in the same pipe (Quevedo et al., 2010b, 2012). For example, data 
of flow meters located at different points of the same pipe of the water 
network allows checking the sensor set reliability. 

 

Fig. 1. Raw flowmeter data validation tests 
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2.2 Data Reconstruction Methodology 

The levels 0, 1, 2, 3a, 3b and 3c in Figure 1 are used to validate the raw data from the 
sensors. If any of these levels does not validate the raw data, reconstructed data is 
provided by the best of the three models considered in level 3 (see Section 3). The 
best of these three models considered is used to reconstruct the non-validated data at 
time k, according to their Mean Square Error (MSE) 

1
21

ˆ( ( ) ( ))
k

i k L

MSE y i y i
L

−

= −

= −                                      (1) 

where y  is the non-validated data, ŷ is the reconstructed data and  L is the number of 

previous data samples used to compute the MSE.  

3 Models for Data Validation and Reconstruction 

In this section, the different models used for data validation and reconstruction will be 
described. 

3.1 Spatial Model 

The water network model constitutive elements and their basic relationships are intro-
duced in this section. The mass balance expression for the i-th tank is stated as a dis-
crete-time difference equation 

( )( 1) ( ) ( ) ( )
i ii i in out

i

t
y k y k q k q k

A

Δ+ = + −                                      (2) 

where ( )iy k is the  tank  level,  iA  is  the  tank  section,  ( )
iinq k   is  the  manipulated  

inflow and ( )
ioutq k  is the outflow, which may include manipulated tank outflow and 

consumer demands, both given in m3/s. 
Moreover, in a water network system nodes are represented as intersections of 

mains, which mass balance may be expressed as the static equation 

( ) ( )
i iin out

i i

q k q k=                                                        (3) 

where, similarly to Equation (2), ( )
iinq k  and ( )

ioutq k  correspond to the inflow and 

outflow of the i-th subnet node, also given in m3/s. 

3.2 Time-Series Model 

Usually the flow in the pipes have a daily repetitive behaviour that can modelled using a 
Time Series (TS) model. TS models take advantage of the temporal redundancy of the 
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measured variables. Thus, for each sensor with periodic behaviour, a TS model can be 
derived: 

ˆ ( ) ( ( 1),..., ( ))ts m my k g y k y k L= − −                                          (4) 

 
where g is the TS model, for data exhibiting a periodicity of L samples. 

The aggregate hourly flow model may be built on the basis of a time series model-
ling approach using ARIMA modelling (Box &Jenkins, 1970) or using Holt-Winters 
Time Series Model. A TS analysis is carried out on several daily aggregate series, 
which consistently showed a daily seasonality, as well as the presence of deterministic 
periodic components. A general expression for the hourly time series model can be 
derived using three main components (Quevedo, 2010a): 

• One-day-period oscillating signal with zero average value to cater for cyclic 
deterministic behaviour, implemented using a second-order (two-parameter) 
model with two oscillating modes, in s-plane s1-2=+/-2π/24 j or equivalently, 
in z-plane: z1-2 = cos(2 π/24)+/- sin(2 π/24)j . The oscillating polynomial is  
 

y(k)= 2cos(2π/24) y(k-1) - y(k-2)    (5) 
 
• An integrator that taking into account possible trends and non-zero mean val-

ues of the flow data is described by 
y(k) = y(k-1)     (6) 

 
• An autoregressive component of order 21 to consider the influence of previous 

values within the series is considered 

y(k) = -a1y(k-1) - a2y(k-2) - a3y(k-3)- … - a21y(k-21)  (7) 

Component (6) plus the orders of the two components presented in (4) and (5) leads to 
a final order of 24 (i.e. number of samples within a day for sampling period of 1 h) for 
the obtained model with the following structure  

 
yp(k) = -b1y(k-1) - b2y(k-2) - b3y(k-3) - b4y(k-4) - b5y(k-5)  

- b6y(k-6) - …– b24y(k-24)                                                         (8)   
 
Thus, this TS model of order 24 is consistent with the daily pattern (see Figure 3). 

4 Application to the ATLLc Water Network 

The methodology presented in previous section has been applied to ATTLc Water 
Network. The methodology presented in previous section exploits the “spatial redun-
dancy” existing in the networks by means of spatial models relating upstream and 
downstream flow meters. The methodology is applied through the following steps to 
search outliers and reconstruct data when they are found. First, in case of two flow 
meters in the same pipe, a linear model given by  
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  are the hourly flows measured by the input 

and output sensors, respectively (see Fig. 2). If there is a tank between the input and 
output sensors, data from the sensor level is included in the input sensor data. 

 

Fig. 2. Two flowmeters in the same pipe 

Parameters K  and M  are estimated by using real data and using the least-squares 
method. In the ideal case, those parameter should be K 1=  and M 0= , respectively. 
Then, with the residuals obtained by this model and using a threshold of 3σ (three 
times the standard deviation), outliers can be found and removed.  

Additionally, a 24 hours ARIMA time series models are found for both input and 
output sensors. They are used to determine if the outlier values belongs to the input or 
to the output sensor. Finally, the invalidated data are been reconstructed by the model 
that provides better prediction according to MSE in (1). 

 

Fig. 3. Validation and reconstruction results of the flowmeter E6FT00502  
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Fig. 4. Spatial relationship between 5 flowmeters and 2 level sensors of a tank 

 

Fig. 5. Calibration and threshold of the spatial model 

Figure 3 shows the results of a flow meter with a spatial model including two level 
sensors in case of a tank with two bodies and five flow meters (Figure 4) and two time 
series models for the reconstruction phase. Most of the data invalidated by limits test 
and valves flow meter incoherence test have been reconstructed by the spatial model 
presented in Figure 5. 

5 Conclusions 

In this paper, a methodology for automatic data validation and reconstruction of sen-
sor data of the water network has been developed taking into account not only spatial 
models but also temporal models (time series of each flowmeter) and internal models 
of the several components in the local units (pumps, valves, flows, levels, etc.). The 
methodology consists in assigning a quality level to data and quality levels are as-
signed according to the number of tests that have been passed. 
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Abstract. This research is focused on a real world problem: the iden-
tification of a specific type of apnea disorder. Recently, a technique for
evaluating and diagnosing of a certain type of apnea has been published
carried out. In a brief, this technique proposes that a subject is given
with two belts, to be placed on the thorax and on the abdomen, respec-
tively; each belt includes a 3D accelerometer. In a sleep laboratory, the
subject is monitored while sleeping and the apnea episodes are manually
discovered and registered. Besides, during the test, the data from the
sensors is gathered and segmented. The hypothesis of this study is that
the diagnose of the apnea episodes can be accomplished using the data
from a single 3D acceleration sensor. If successful, this technique for the
diagnose of the apnea might reduce the costs of the tests as well as allow
evaluating challenging cases, as those related with children or with elder
people.

This study focus on the time series (TS) analysis to extract the most
relevant patterns corresponding with the apneas episodes.Focusing on
the analysis of the TS, this study will apply a well-known TS technique
to extract the most relevant patterns. The main contributions of this
study are i) to determine if a previous step for estimating the posture is
needed, which is a very important decision in the design of the embedded
solution, and ii) the evaluation of the hypothesis of diagnosing by means
of a single 3D accelerometer.

Keywords: HOT-SAX, Apnea diagnosis, Wearable Sensors, Ambient
Assisted Living.

1 Introduction

The used of 3D accelerometers in the diagnosis of relevant events in the sub-
ject everyday life is getting the focus within the scientific community [12,15,16],
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specially after the development of bracelets that are available in the market at
reduced fees, [4] among others.

The general process is to place one or more sensors in different parts of the
body of the subject, and then start to register the acceleration raw data (RD).
This RD is a three component acceleration that includes the acceleration due to
the Earth gravity plus the acceleration of the part of the body where the sensor
is located. Consequently, the placement of the sensor plays an important role in
the selection of which are the most interesting RD transformations [11]. Besides,
the selection of a location and the most suitable transformations are problem
dependent and, up to our knowledge, no general solution can be envisage.

According to the problem faced and the sensor locations several design decisions
must be taken, for instance, the pre-processing and transformations that best suite
the problem, or the inclusion of modules for estimating the posture, among others.
The posture of a part of the body can be easily measured with a specific inertial
sensor, but that means that two sensors should be used: the 3D accelerometer and
the inertial sensor [15,16]. However, extracting the gravity from the RD and sim-
ple vector multiplications would lead to estimate the current posture, though the
estimated posture would lack in an uncertainty level [8].

From now on, this study will focus one specific problem: the detection of
patterns due to a certain type of apnea sleeping disorder. Currently, a novel
method for the apnea diagnosis has been proposed based on the measurements
gathered from two 3D accelerometers [1,2]. This study is a consequence of the
one presented in [13], where some features were chosen for detecting the breath
recovery after an apnea study. The aim of this study is twofold: on the one hand,
it is desired to determine if the posture detection is needed or not. On the other
hand, the hypothesis of setting up an apnea episode diagnose with a single 3D
accelerometer is evaluated.

The structure of this study is as follows. The next section presents the most
representative methods for apnea diagnosis. Afterwards, the analysis to be per-
formed are detailed in Sect. 3. Moreover, an algorithm for assisting in the diag-
nosis of the apnea is depicted. Sect. 4 deals with the experiments and results.
Finally, the Sect. 5 draw the conclusions and future work of this study.

2 A Brief Description of the Methods for the Apnea
Diagnosis

The Spanish Society of Pneumology and Thoracic Surgery defines Obstruc-
tive Apnea Hypopnea Syndrome (OAHS) as ”a picture of excessive sleepiness,
cognitive-behavioral disorders, respiratory, cardiac, metabolic or inflammatory
secondary to repeated episodes of obstruction of the upper airway during sleep”.
These episodes are measured with the Respiratory Disturbance Index (RDI):
an apnea diagnose is positive if the RDI value, computed for those symptoms
related with the apnea that have not been explained by other causes, is higher
than 5. However, this definition is rather controversial.

The most referenced method for diagnosing sleep disorders, the OSAHS among
them, is the Conventional Polysomnography (PSG), where technicians monitor
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subjects while sleeping in a specific sleep labs. The PSG quantifies both the
amount and quality of sleep and breathing disorders as well as the physiological
implications. In order to identify the sleep stages several variables are recorded
with the PSG: the electroencephalogram, the electrooculogram, the chin elec-
tromyagram, the pulse oximetry, the naso-bucal airflow (by nasal cannula and
thermistor), the thoracic and abdominal snoring movements and breathing dis-
orders and the electrocardiogram. The PSG should be performed at night or
during the subject’s usual period of sleeping, recording at least 6.5 hours pro-
vided more than 3 sleeping hours are included. The PSG is a relatively expensive,
highly laborious and technically complex technique that is not universally avail-
able. Nowadays, the demand for centers exploration and the high prevalence of
the OSAS make impossible to fulfill with all the service appliances.

Besides, the apnea is defined as an absence or reduction higher than 90 % of
the respiratory signal detected by thermistors, nasal cannula or pneumotacho-
graph and a duration longer than 10 seconds in the presence of respiratory effort
detected by thoraco-abdominal bands. The respiratory effort includes both the
abrupt inhalation and exhalation. During the inspiration stage, the outer inter-
costal muscles contract, raising both the chest cavity and the ribs. Conversely,
when exhaling, the inner intercostal muscles contract bringing the diaphragm
and the ribs back to their original position.

All these movements, as well as the subjects posture, can be registered using
3D accelerometers. Recently, a study devoted to tackle these problems using
a novel method called Respiratory Polygraphy (RP) has been published [1,2].
This method proposes the use of a set of two portable sensors for recording the
respiratory variables. Two 3D accelerometers are placed, one on the thorax and
another on the abdomen, in order to detect episodes of apnea. According to the
American Academy of Sleep Medicine [3,7,10] , the RP is a Type 3 study, where
breathing and pulse oximetry thoracoabdominal effort for a total between 4 to
7 channels are recorded.

Using the RP it is possible to register the apnea episodes when experts are
running the experiment in the sleep laboratory. The challenge is to register
the apnea cases using only the information from a single 3D accelerometer,
which may drastically reduce the costs of the experiments and make it portable.
Provided this challenge is achieved, the RP could be specially useful when special
subjects should be studied, like children and elder people performing apneas
episodes. If the RP perform successfully, then the apnea studies would be easier
and costless as the subjects might have the controls in their own bedroom. It is
worth noticing that current portable sleep monitoring devices includes plenty of
sensors and are really uncomfortable. On the other hand, the most similar study
in the literature proposes the use of two accelerometers instead of a single one
in order to detect respiratory rate abnormalities [8].

3 Decisions on Posture and Remarkable Patterns

As mentioned before, the aim of this study includes not only the extraction of the
relevant patterns for the apnea’s breath recovery episodes but also to determine if
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the posture estimation is needed. Briefly, the RD is filtered so the gravity (G) and
the body acceleration (BA) are extracted [12]. Provided that both the sensor’s
axis alignment and the sensor placement are known, it is possible to use the G
components to determine the body posture using simple scalar products between
vectors. However, the expected results lack in imprecision because i) filtering
introduces errors in the G and BA, and ii) no perfect alignment between the axis
and the acceleration vectors will be obtained: the posture becomes imprecise as
long as several possible postures can be possible for a certain acceleration value.

Managing uncertainty in embedded devices is possible and plenty approaches
can be found in the literature. Nevertheless, the computer requirements would
increase in case of embedding the posture estimation, as well as the power con-
sumption. Consequently, it is not an option to determine if the block of code for
estimating the posture is needed.

In order to determine if this posture estimation is needed or not, the follow-
ing reasoning has been designed. Firstly, the RP experiment including the 3D
accelerometers must be carried out for a subject suffering apneas episodes. This
data must be segmented considering the postures and the apnea episodes should
me clearly marked.

Secondly, an interval of the RP experiment for which the subject had suffered
several apnea episodes in the same posture is chosen. Only the data gathered
from the 3D accelerometer placed on the thorax is considered. For this period
of time, two main series of data are to be analyzed: i) the data for the most
representative RD’s component within the current posture, and ii) the data
from the modulus of the acceleration. The former is manually chosen by means
of visualizing the data and then selecting the axis that better resembles the apnea
episodes. The latter TS is simply the square root of the sum of the squares of the
three acceleration components. Therefore, for both TS the segmentation holds
and the apneas episodes can be perfectly located.

Thirdly, an algorithm for extracting discords must be applied to both TS and
the patterns for anomalous behavior should be found. In this study, discords are
defined as patterns within TS that are not usually performed. Several algorithms
can be found in the literature [5,6]; in this study, the anomalous behavior is the
breath recovery after an apnea episode and the HOT-SAX [6] approach has been
chosen due to its simplicity. In case that the apnea episodes can not be detected
with the modulus but with the acceleration component the body posture will be
required.

Finally, either with the acceleration component or with the modulus, the
extracted patterns should be analyzed for their generality. In other words, these
patterns for anomalous behavior -the breath recovery periods- can be general to
all the patients. If this premise is true, then an algorithm for detecting apnea
episodes can be easily developed. This algorithm is outline in the next subsection.
Consequently, if general patterns are found then the cost of the apnea evaluation
test would be highly reduced as the RP with the two accelerometers would be
valid enough.
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3.1 Deployment of the Relevant Patterns

A very simple algorithm is just needed to determine the existence of an apnea
episode: it is based on the K-Nearest Neighbour algorithm. Any TS is represented
using SAX. Each type of apnea abnormality induces a set of patterns extracted
by HOT-SAX. Then, the certainty of an apnea episode is aggregated with the
similarity of the current TS with the episode’s set of registered patterns. There-
fore, a set of SAX patterns is collected for each analyzed abnormal behavior -in
this study, only the breath recovery episodes are considered-. In order to assert
that a abnormal behavior has been detected, each of its stored SAX patterns are
compared with the current activity and the certainty of the class is incremented
accordingly. An specific certainty model need to be specified: from the simple
case of a match infers the alarm to the more elaborate certainty aggregation
models, fuzzy models for instance. Again this issue needs further analysis.

Algorithm 1. Breath recovery recognition algorithm

Require: X, a normalized TS of size n
Ensure: Computes E, the possible episodes and their certainties

Determine X̂ = SAX(X)
for each A ∈ Available abnormality to Detect do

for each Ypattern ∈ Set of Abnormal Patterns for A do
Compute similarity between X̂ and Ypattern → simXY
Update the certainty of X̂ of class A according to simXY

end for
end for
E={}, the set of episodes found
for each A ∈ Available abnormality to Detect do

if certainty of A is higher that 0 then
insert A and its certainty in E

end if
end for

4 Experimentation and Results

For this study a pair of belts have been developed. Each belts includes a data
logger device that integrates a triaxial accelerometer [14], which is sampled at
a frequency of 16 Hz, and wireless communications with a laptop. Each sample
is a tuple with the three components of the RD {ai,j}, ∀i ∈{x, y, z} and j =
1, 2, . . . , t, . . . the time stamp.

One middle-age volunteer has been enrolled in the study, which was carried
out in the sleep laboratory. For the essay, the belts with the accelerometers were
placed on the thorax and on the abdomen as stated by RP. The data gathered
from the subject were monitored, segmented according the posture and stored.
We then focused on detecting the apneas in the decubito supine posture: in
this posture, the most representative axis for apnea episode registering is the
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accelerometer z−axis. Only the data from the 3D accelerometer located on the
thorax was considered.

The HOT-SAX algorithm was executed 15 consecutive times for the detec-
tion of as many discordant patterns as possible. Once a pattern was detected
by this algorithm, it was marked to avoid obtaining repeated results from the
following goes of the algorithm. The HOT-SAX parameters -number of symbols
and number of intervals- were set to 3 as stated in the original contribution; the
window size was set to 120 samples.

Results are depicted in Fig. 1 for both the z−axis -the upper figure- and for
the module -the lower figure-. In both of them, the dashed line marks when the
apnea episodes took place. The dotted boxes represent the discords extracted
from the 15 goes of the HOT-SAX algorithm; these boxes have been enlarged
for the sake of the visualization. The patterns at the beginning and at the end
of the TS correspond with changes in the posture of the subject while sleeping
and are the limits of the interval to consider. Besides, using the z−axis, the first
apnea episode was not identified, while episodes 2, 3 and 4 were extracted in
the 6th, 11th and 2nd goes, respectively. On the other hand, when using the
modulus of the acceleration, all the apneas episodes were extracted at run 13th,
4th, 8th and 5th, correspondingly.

Fig. 1. Discord patterns detected after the 15 goes of the HOT-SAX algorithm for the
z−axis -upper part- and the module -lower part-

The first remarkable result is that the z−axis is not able to detect the whole
set of apnea episodes. However, all the apnea episodes are identified and the
corresponding patterns are extracted when HOT-SAX is run on the modulus of
the RD. This is a very interesting result as far as it seems that using the posture
estimation might not be needed. However, the results found so far need to be
tested with several subjects and during the whole RP test, considering the total
apnea episodes in any possible posture. Furthermore, it was found that several
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patterns describe the same apnea episode. This means that i) the length of an
apnea episode is relatively higher than the window size, and ii) the algorithm
presented in subsection 3.1 must consider evaluating the certainty each pattern
induces on each abnormal behavior and the aggregation of the certainties when
determining the abnormal behaviors the subject suffered.

5 Conclusions and Future Research Lines

This study deals with the extraction of patterns that describe apnea episodes.
The well-known HOT-SAX algorithm is used for the discord discovery, and an
algorithm for classifying the TS windows is briefly outline. Moreover, the study
focus on the need of a posture estimation module for the apnea discovery. Results
showed that posture estimation seems useless as long as using the acceleration
modulus has outperformed the results obtained for the most representative ac-
celeration component. In addition, the occurrence of several distorts describing
the same apnea episode may induce the certainty management in the classifi-
cation algorithm: each matched pattern might introduce a certainty for several
abnormal behaviors; these certainties must be aggregated for determining the
most promising classes, if any.

Future work includes studying the discord discovery from several subjects
and during the whole RP test in order to confirm the results obtained from
this study. In addition, a more specific algorithm should be designed in order
to detect apnea episodes, including the certainty each pattern suggests. Once
this algorithm is finished, then the validation of the method (RP plus intelligent
analysis) can be carried out.
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Abstract. This paper proposes an optimization of a fuzzy inference
system for the automatic recognition of numerical commands of voice
using Chaotic Particle Optimization (CPSO). In addition preprocessing
the speech signal with mel-frequency cepstral coefficients, we use the
discrete cosine transform (DCT) to generate a two-dimensional temporal
matrix used as input to a system of fuzzy implication to generate the
pattern of the words to be recognized.

Keywords: Speech Recognition, Fuzzy Systems,Swarm Particle Opti-
mization.

1 Introduction

Recently bio inspired algorithms based in meta-heuristics populations has been
used to solve problems of search and optimization in many problem domains, for
which robust solutions are hard or impossible to find using tradicionals methods.
These algorithms are inspired in biological mechanisms of evolution. A algorithm
based in this principle, which is going to discussed in this paper is a Chaotic
Particle Swarm (CPSO) that is a variation of the original PSO, this method of
heuristic search relative recent inspired by the cooperative behavior of group of
biological populations [3]. The PSO was began for James Kennedy and Russel
Elberhart since 1995 for solve problems in the continuous domain. A social cog-
nitive theory is behind of the PSO, each individual of a population has its own
experience and is able of the estimate the quality of her. How the individuals are
social, they also have knowledge about its neighbors behave. These two types
of information correspond the individual learning (cognitive) and the cultural
transmission (social), respectively. Then, the probability of decision a certain
will be a function of its past performance and the best performance of its neigh-
bors [1]. From this principle is define a search space, where the particles have
its individual velocity and position, that each iteration is refreshed according
to several individual and collective variables. In this speech recognition system
nonlinear techniques of optimization is tried for decrease the intrinsic confusion
of the generated models for represent the voice. To find a separability metric
among the patterns for optimize the recognition is the function of the CPSO.

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 134–141, 2014.
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2 Methodology

In this proposal, a speech signal is encoded and parametrized in a two-dimensional
time matrix with four parameters of the speech signal. After coding, the mean and
variance of each pattern are used to generate the rule base of Mamdani fuzzy infer-
ence system. The mean and variance are optimized using particle swarm in order
to have the best performance of the recognition system. This paper consider as
patterns the Brazilian locutions (digits): 0, 1, 2, 3, 4, 5, 6, 7, 8, 9. The Discrete
Cosine Transform (DCT) [11],[12] is used to encoding the speech patterns. The
use of DCT in data compression and pattern classification has been increased in
recent years, mainly due to the fact its performance is much closer to the results
obtained by the Karhunen-Loève transform which is considered optimal for a va-
riety of criteria such as mean square error of truncation and entropy [13],[14]. This
paper demonstrates the potential of DCT, CPSO and fuzzy inference system in
speech recognition and the viability of them[15].

2.1 Pre-processing Speech Signal

Initially, the speech signal is digitized, so it is divided in segments they which
are windowed and encoded in a set of parameters defined by the order of mel-
cepstral coefficients (MFCC). The DCT coefficients are computed and the two-
dimensional time DCT matrix is generated, based on each speech signal to be
recognized. When a window is applied to a given signal, it selects a small por-
tion of this signal, named frame, to be analyzed. The duration of the frame T is
defined as the total of time over which a set of parameters is considered valid.
The duration of the frame is used to determine the total of time from succes-
sive calculations of parameters [8]. This paper uses the hamming window with
duration time (frames) of 10ms with 50% overlap between frames, thus, only
a fraction of the signal is changed for each new frame. Experiments on human
perception have shown that complex sound frequencies within a certain band-
width of a nominal frequency should not be individually identified. When one
of the components of this sound is out of bandwidth, this component can not
be distinguished. Normally, it is considered a critical bandwidth for speech from
10% to 20% of the center frequency of the sound. One of the most popular way
to map the frequency of a given sound signal for perceptual frequencies values,
i.e., to be capable of exciting the human hearing range is the Mel-Scale [9].

2.2 Two-Dimensional Time Matrix DCT Coding

The two-dimensional time matrix, as the result of DCT in a sequence of T mel-
cepstral coefficients observation vectors on the time axis, is given by:

Ck(n, T ) =
1

N

T∑
t=1

mfcck(t)cos
(2t− 1)nπ

2T
(1)
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where mfcc are the mel-cepstral coefficients, and k, 1 ≤ k ≤ K, is the k-th (line)
component of t-th frame of the matrix and n, 1 ≤ n ≤ N (column) is the order
of DCT.

Thus, the two-dimensional time matrix, where the interesting low-order coef-
ficients k and n that encode the long-term variations of the spectral envelope of
the speech signal is obtained [10]. Thus, there is a two-dimensional time matrix
Ck(n, T ) for each input speech signal. The elements of the matrix are obtained as
follows: For a given spoken word P (digit), ten examples of utterances of P are
gotten. This way it has itself P 0

0 , P
0
1 , ..., P

0
9 , P

1
0 , P

1
1 ..., P

1
9 , P

2
0 , P

2
1 , ..., P

2
9 , ..., P

j
m,

where j = 0, 1, 2, ..., 9 and m = 0, 1, 2, ..., 9. Each frame of a given example of the
word P generates a total of K mel-cepstral coefficients and the significant fea-
tures are taken for each frame along time. The N-th order DCT is computed for
each mel-cepstral coefficient of same order within the frames distributed along
the time axis, i.e., c1 of the frame t1, c1 of the frame t2, ...,, c1 of the frame tT , c2 of
the frame t1, c2 of the frame t2, ...,, c2 of the frame tT , and so on, generating ele-
ments {c11, c12, c13, ..., c1N}, {c21, c22, c23, ..., c2N}, {cK1, cK2, cK3, ..., cKN}, and
the matrix given in equation (1). Therefore, a two-dimensional time matrix DCT
is generated for each example of the word P , represented by Cjm

kn . Finally, the

matrices of mean CM j
kn (2) and variances CV j

kn(3) are generated. The parame-

ters of CM j
kn and CV j

kn are used to produce gaussians matrices Cj
kn which will

be used as fundamental information for implementation of the fuzzy recognition
system. The parameters of this matrix will be optimized by CPSO.

CM j
kn =

1

M

M−1∑
m=0

Cjm
kn (2)

CV j
kn(var) =

1

M − 1

M−1∑
m=0

[
Cjm

kn −
(

1

M

M−1∑
m=0

Cjm
kn

)]2
(3)

where M=10.

2.3 Rule Base Used for Speech Recognition

Given the fuzzy input set A, the fuzzy output set B, should be obtained by the
relational max-t composition. This relationship is given by.

B = A ◦Ru (4)

Where Ru is a fuzzy relational rules base.
The fuzzy rule base of practical systems usually consists of more than one

rule. There are two ways to infer a set of rules: Inference based on composition
and inference based on individual rules [17], [19]. In this paper the compositional
inference is used. Generally, a fuzzy rule base is given by:

Rul : IF x1 is Al
1 and...and xn is Al

n THEN y is Bl (5)
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where Al
i and Bl are fuzzy set in Ui ⊂ � and V ⊂ �, and x = (x1, x2, ..., xn)

T ∈
U and y ∈ V are input and output variables of fuzzy system, respectively. Let
M be the number of rules in the fuzzy rule base; that is, l = 1, 2, ...M .

From the coefficients of the matrices Cj
kn with j = 0, 1, 2, ..., 9, k = 1, 2

and n = 1, 2 generated during the training process, representing the mean and
variance of each pattern j a rule base with M = 40 individual rules is obtained
and given by:

Ruj : IF Cj
kn THEN yj (6)

In this paper, the training process is based on the fuzzy relation Ruj using
the Mamdani implication. The rule base Ruj should be considered a relation
R(X × Y ) → [0, 1], computed by:

μRu(x, y) = I(μA(x), μB(y)) (7)

where the operator I should be any t-norm [18]. Given the fuzzy set A′ input,
the fuzzy set B′ output might be obtained by max-min composition, [17]. For
a minimum t-norm and max-min composition it yields:

μ(B′) = maxxminx,y(μA′(x), μ(Ru)(x, y)) (8)

2.4 Generation of Fuzzy Patterns

The elements of the matrix Cj
kn were used to generate gaussians membership

functions in the process of fuzzification. For each trained model j the gaussians
memberships functions μcjkn

are generated, corresponding to the elements cjkn of

the two-dimensional time matrix Cj
kn with j = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, where j is

the model used in training. The training system for generation of fuzzy patterns
is based on the encoding of the speech signal s(t), generating the parameters of
the matrix Cj

kn. Then, these parameters are fuzzified, and they are related to
properly fuzzified output yj by the relational implications, generating a relational
surface μ(Ru), given by:

μRu = μcjkn
◦ μyj (9)

This relational surface is the fuzzy system rule base for recognition optimized
by particle swarm to maximize the speech recognition. The decision phase is
performed by a fuzzy inference system based on the set of rules obtained from
the mean and variance matrices of two dimensions time of each spoken digit. In
this paper, a matrix with minimum number of parameters (2 × 2) in order to
allow a satisfactory performance compared to pattern recognizers available in
the literature. The elements of the matrices Cj

kn are used by the fuzzy inference
system to generate four gaussian membership functions corresponding to each
element cjkn

∣∣k=1,2;n=1,2 of the matrix. The set of rules of the fuzzy relation is
given by:

IF cjkn
∣∣k=1,2;n=1,2 THEN yj (10)
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IF c
′j
kn

∣∣k=1,2;n=1,2 THEN y
′j (11)

From the set of rules of the fuzzy relation between antecedent and consequent, a
data matrix for the given implication is obtained. After the training process, the
relational surfaces is generated based on the rule base and implication method.
The speech signal is encoded to be recognized and their parameters are evaluated
in relation to the functions of each patterns on the surfaces and the degree of
membership is obtained. The final decision for the pattern is taken according
to the max − min composition between the input parameters and the data
contained in the relational surfaces. The process of defuzzification for the pattern
recognition is based on the mean of maxima (mom) method given by:

μy′j = μ
c
′j
kn

◦ μ(Ru) (12)

y
′
= mom(μy′j ) = mean{y|μy′j = maxy∈Y (μy′j )} (13)

3 Optimization of Relational Surface with Particle
Swarm

The algorithm Particle Swarm (PSO) is a meta algorithm of local optimization
because it tries optimize a set of values, but frequently it is found a local maxi-
mum rather than a global maximum [2]. In this paper, the 40 variables of mean
and the 40 variables of variance codificated and fuzzicated were optimized for
the CPSO, being 4 for each of the digits (0 − 9) to which the recognition is
done. The CPSO is motivated for the social behavior through of the competi-
tion and the cooperation among individuals, so as in nature can bring many
benefits, finding good solutions efficiently and maintaining a certain simplicity
in the optimization process [5]. The basic elements of the technique are:Position
of the particle j (Xj(t)), Population Pop(t), Velocity of the particle j(Vj(t)),
Cost function f(X(t)), The better position of the particle j until time t(X ∗ (t)),
Cognitive parameter c1, Social parameter c2, Number of iterations and Weight of
inertia. The motion of the particle is affected for two factors: the better solution
found until that moment by the particle (pbest) and the better solution found
by the swarm (gbest). This factors, designated cognitive and social components
influence in the locomotion of the particles by the space of search are creating
attraction forces. As a result the particles interacts with all its neighbors and
save in its memory the location of optimal solutions. After each iteration pbest
and gbest are updated if found by the particle or by the swarm,respectively. This
process repeats until the optimum result is obtained or number of iterations is
reached. [4]

The basic algorithm to implement the PSO suggests that the particles ap-
proach is the optimal point of this space with the inertia term w (factor that
influence the movimentation of the particle in the space) monotonically decreas-
ing. With this term only suffering decay (only energy loss), case there is a lot of
particles in a local minimum wont have how exit this point, because the particle
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doesn’t accelerate [6], presenting problems to approach of the optimum solution.
To solve this problem was added the control of inertial not monotonic. In the
traditional method the inertial weight ,w, decrease linearly from 0.4 to 0.9, with
the inertial control its value oscillates according the cosine function between 0.4
and 1.2 and is given by the following equation, where i is the current iteration
and I is the total number of iterations.

w =

[
cos(

Πi

2I
)m

]
+ s (14)

where m = (wmax+wmin)
2 and s = m+wmin. With the value of the inertia weigh

assuming a behavior not monotonic, the optimization would happen more fast
and provides a global search in a moment that would less likely find another
best solution.

With that, the inertial w can act on diversification and intensification of the
PSO. The number of oscillations of the function that control the inertial along of
the PSO is the number of attempts of leaks of local minimums, since each time w
overcome 1, the swarm can scattering [7]. For accelerate the convergence process
was held also the exchange between random numbers and chaotic numbers.This
numbers are generated by deterministic formulas of iterations, how the logistic
map, one of the chaotic maps more simple generates chaotic numbers using the
follows formula: Cr(t + 1) = k ∗ Cr(t) ∗ (1 − Cr(t)). The chaos theory can be
applied how technique as efficient in practical applications since can be described
how a non-linear limited system with behavior dynamic deterministic that have
ergodic properties and stochastic. Mathematically, a chaotic variable is aleatory
and unforeseeable, but also has a element of regularity. A analysis statistical that
justified the use of the logistic map in the PSO showed that the logistic map with
k = 4, generates more aleatory numbers next of the two extremes of the interval
[0, 1]. So the use of this characteristic allows that the particles can give bigger
jumps for escape of local optimum or leave a situation of stagnation more easily,
how also can give smaller jumps enabling further refinement of research[16].
The use of chaotic numbers causes the PSO receives the designation of CPSO
(Chaotic Particle Optimization).

4 Results

To prove the effects of the advances in the PSO were made tests in many stages
of the algorithm. The characteristics of the tests and the better cost are shown
in the table 1.

How is show in the table in some tests was taken the automatic withdrawal
of silence and the temporal dynamic alignment of the bank of data. How isn’t a
focus of this paper this process will not be discussed in detail. The best individual
in the process of training by PSO and CPSO , related to base of rules of fuzzy
inference system for recognition of the voice command, is showed in the Figure
4. The total performance using the CPSO was 89 digits identified correctly in
the training process.
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Table 1. Results

Chaotic c1 c2 Weight Turb. No DTW GBEST

Numbers control silence

NOT 3 1 NOT NOT NOT NOT 29%
NOT 2 1 NOT NOT NOT NOT 58%
NOT 2 1.5 NOT NOT YES YES 74%
NOT 2 1.5 NOT NOT YES YES 75%
NOT 2 1.5 YES NOT YES YES 76%
NOT 2 1.5 YES YES YES YES 80%
NOT 2 1.5 YES YES YES YES 83%
YES 2 1.5 YES YES YES YES 89%

Fig. 1. The best result for the PSO and CPSO

5 Conclusion

Analyzing the tests realized with the CPSO with some alterations how was
proposed in this paper, observed also that the best result achieved was in the last
test, where all studied advances were apply : Automatic Withdrawal of Silence,
Temporal Alignment using DTW, control of inertial weight and Turbulence,
with the use of this advances noted also that the algorithm converged faster
than the traditional CPSO. How future proposal has been the include of the
others advances and modify of the current advances, for the algorithm achieve
better values for the local maximum.
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Abstract. Clustering is an unsupervised learning and clustering results
are often inconsistent and unreliable when different clustering algorithms
are used. In this paper we have proposed a clustering ensemble frame-
work, named Object-Neighbourhood Clustering Ensemble (ONCE), to
improve the consistency, reliability and quality of the clustering result.
The core of the ONCE is a new consensus function that addresses the
uncertain agreements between members by taking the neighbourhood
relationship between object pairs into account in the similarity matrix.
The experiments are carried out on 11 benchmark datasets. The results
show that our ensemble method outperforms the co-association method,
when the Average linkage is used. Furthermore, the results show that
our ensemble method is more accurate than the baseline algorithm, and
this indicates that the clustering ensemble method is more consistent
and reliable than a single clustering algorithm.

Keywords: Clustering Ensemble, Consensus Function, Neighbourhood
similarity.

1 Introduction

Clustering is the process of identifying natural groups within data by assigning
each object to a specific group or cluster, so that objects in the same cluster
are more similar to each other than objects from any other group. However,
due to the fact that there is normally no prior knowledge about the underlying
structure of clusters or about any particular properties that we want to find and
what clusters we consider to be good about the data [5], different algorithms may
produce quite inconsistent clustering results and there is not a single clustering
algorithm that always performs well for all kinds of data. These issues make that
selecting an appropriate clustering algorithm for a given non-trivial problem can
be a challenge, and the enumeration of all possible solutions is computationally
expensive, and, in practice, infeasible for large datasets [10]. Consequently, a
promising technique - clustering ensemble, has emerged in the past decade.

In general, a clustering ensemble combines multiple partitions Pi, i = 1...M ,
of the same data into a single final partition π∗ without accessing the original
features. The main challenge in clustering ensemble is to define a consensus
function CF that combines a set of members into a better partition π∗ in terms
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of consistency, reliability and accuracy, compared with the individual members
in the ensemble.

In this paper, a new consensus function is presented based on a novel similarity
measure, which considers the average neighbourhood similarity when calculating
the similarity matrix between pairs of objects. The derived algorithm is hence
called Object Neighbourhood Clustering ensemble, ONCE, in short.

The rest of the paper is organized as follows. Section 2 briefs the related works.
Section 3 describes the proposed method. Section 4 presents the experiment
design and results. Conclusions are provided in Section 6.

2 Related Work

Some studies have focused on combining members by mapping them onto a new
representation in which the pairwise similarity between objects is calculated,
which is called the Co-association matrix (Co) [2]. It seems ideal for collecting
all the information available in the clustering ensemble but in fact the original
matrix [2] takes into consideration just the pairwise relationship between objects
in the ensemble members. However, there is a situation where roughly half of the
members place some objects pairs in the same cluster but the other half place
them in a different cluster. In this case, we call them uncertain pairs of objects,
which cause problems in generating reliable consensus clustering results.

Recently, researchers have realised that more information within the generated
members can be obtained to create this matrix. Wang et.al, [11] extended Co by
considering the cluster size and the dimensions of the objects within the data
when calculating the similarity matrix; they call it probability accumulation
(PA).

In PA, a more informative similarity matrix is obtained, which means that the
chance of obtaining several pairs of objects with the same similarity score is less
than when using Evidence Accumulation(EA). Vega-Pons et.al, [10] proposed a
weighted-association matrix that takes three different factors into consideration;
these are: the number of elements in the cluster to which a pair of objects belongs,
the number of clusters in the ensemble member analysed, and the similarity value
between the objects that were obtained by this member. They call this method
Weighted Evidence Accumulation (WEA).

Most recently, Yi et.al, [12] highlighted an issue that is often overlooked by
other methods: how to handle the uncertain data pairs when calculating the sim-
ilarity matrix. They addressed this issue by proposing a new clustering ensemble,
based on the matrix completion theory, where they filtered the similarity value
of the uncertain pairs in the EA matrix, and then they estimated their value to
complete the matrix by applying a matrix completion algorithm namely Aug-
mented Lagrangian as proposed by [7]. In fact, they did not deal with this issue,
they avoided it through a matrix completion process, which may cause some
information loss.
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3 Object-Neighbourhood Clustering Ensemble

As mentioned earlier, a key task in clustering ensemble is to design a consensus
function for combining multiple partitions to generate a single and hopefully
better partition. We defined a consensus function based on our novel similarity
measure that addresses the limitation of co-association matrix by considering
the neighbourhood similarity.

The key idea of our similarity definition is derived from Jarvis and Patrick
[6], who defined the similarity between object pairs as the number of nearest
neighbours that the pair shares as long as the objects themselves belong to their
common neighbourhood. They call it Shared Nearest Neighbour (SNN).

Generally, the neighbourhood is the region in the data space covering the pair
of objects in question. Therefore, objects in the same cluster are all considered
to be in the same neighbourhood region, and objects in different clusters are not
considered to be in the same neighbourhood region.

Definition 1. The common neighbours to a pair of objects are the other objects
in the same cluster as the pair itself.

Thus, the similarity measurement between any two objects is defined as:

Definition 2. The more common neighbours that two objects have, the more
similar they are.

The difference between our definition and Jarvis and Patrick definition [6] is that
the latter is based on the number of shared nearest neighbours, determined by
any similarity/distance measure, whereas we take the similarity score of all the
shared/common neighbours into consideration when we calculate the similarity
between pairs of objects.

Assume that xa is a common neighbour to xi and xj , and Z is the set of
all common neighbours between xi and xj , for each pair of objects, the average
similarity, B(xi, xj), of their common neighbours is defined as follows:

B(xi, xj) =

∑
xa∈Z A(xa, xi) +A(xa, xj)

2 | Z(xi, xj) | (1)

Where, A(xa, xi) and A(xa, xj) are the neighbourhood association of xi and
xj to their common neighbour xa respectively and can be calculated from the
co-association matrix defined as:

A(xi, xj) =
1

M

M∑
m=1

δ(Pm(xi), Pm(xj)) (2)

Where δ(Pm(xi), Pm(xj)) is 1 if xi and xj are placed in the same cluster in
partition Pm, and 0 otherwise.

B(xi, xj) ∈ [0, 1], when B(xi, xj) = 0, it means that there are no common
neighbours between xi and xj , and when B(xi, xj) = 1, it means that xi, xj

and their common neighbours are placed in the same by all ensemble members.
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When 0 < B(xi, xj) < 1, it means that xi and xj have some common neighbours
placed in same cluster by some members in the ensemble.

Then, the overall neighbourhood similarityW if defined by the following equa-
tion:

W (xi, xj) = B(xi, xj) +A(xi, xj) (3)

W should be scaled to [0,1].
A corresponding ensemble framework is derived with a hierarchical clustering

algorithm as its consensus function based on the neighbourhood similarity. The
framework is named Object-Neighbourhood Clustering Ensemble (ONCE).

4 Experimental Design

4.1 Experiment Procedure

For a given dataset, an ensemble is built with seven members generated by
using 7 different algorithms respectively, which are k-means, agglomerative hier-
archical clustering using single and average linkage, k-medoids, c-means, Kernel
k-means and the Normalised cut algorithm. As for the consensus function of
the hierarchical clustering algorithm, just for the purpose of comparison, Single
(SI), Complete (Cm) and Average (Av) Linkage) are used to obtain the final
clustering result. Following a common practice in clustering research field, the
number of cluster is set to the number of the classes for all datasets.

We also calculate the co-association matrix and for a fair comparison we used
the same three different hierarchical clustering algorithms as used in the ONCE
to obtain the final clustering result.

Since the labels of the data are known, we use the Normalised Mutual Informa-
tion (NMI) [8] to evaluate the clustering results. Then, we run each experiment
ten times with different initial conditions, and compute the average accuracy
and the standard deviation to verify the consistency and the reliability of the
ensembles. Moreover, we report the average performance for each method across
all datasets as well as the standard deviation. We also run the experiment us-
ing k-means as a baseline algorithm. The statistical significance of the results is
evaluated by employing some non-parametric tests described in [4] and [1].

4.2 Datasets

The experiment is conducted using eleven datasets. The D31 and R15 datasets
were generated by [9], while the aggregation dataset was generated by [3]. The
real datasets are from the UCI repository1. The characteristics of these datasets
are given in Table 1.

1 http://archive.ics.uci.edu/ml/datasets.html

http://archive.ics.uci.edu/ml/datasets.html
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Table 1. Details of the datasets used in the experiments

Dataset # Objects # Features # Cluster Dataset type Modified

D31 3100 2 31 Artificial No
R15 600 2 15 Artificial No
Aggregation 788 2 7 Artificial No
Iris 150 4 3 Real No
Wine 178 13 3 Real No
Thyroid 215 5 3 Real No
User modelling (Um) 399 5 4 Real Yes
Multiple Features (Mfeatures) 2000 2 10 Real No
Glass 214 19 6 Real No
Breast Cancer Wisconsin (Bcw) 683 9 2 Real Yes
Contraceptive Method Choice (Cmc) 1473 9 3 Real No

5 Results and Analysis

Table 2 presents the results of the NMI; each entry in the table represents the
average accuracy of ten runs, followed by the standard deviation. The results of
our method are compared with the Co method and in order to make a fair com-
parison we compare the result of two like-to-like algorithms; in other words, the
two algorithms use the same linkage method. This is done in order to determine
whether the uncertain pair affects the final clustering result of the Co ensemble,
and if so to what extent our method is able to improve the quality of the final
result.

The bold value in each row shows the best result comparing like-to-like al-
gorithms, and the underlining value represents the highest accuracy for each
dataset. The last two rows show the average accuracy for each algorithm over all
the datasets, and the Wins (W)/Ties (T)/Losses (L) row counts the W/T/L (in
terms of accuracy) comparing the two like-to-like algorithms. We also counted
W/T/L in terms of the highest accuracy in order to compare ONCE with Co,
and to compare the ensemble method with the baseline algorithm as well as with
the member average.

As we can see, the accuracy of ONCE-SI in most of the datasets was improved,
relatively to Co-SI; in particular, eight out of the eleven datasets in total were
improved in terms of accuracy, whereas for the remaining datasets (Bcw, R15
and Thyroid) the accuracy was decreased.

In the case of the Aggregation dataset, the accuracy of ONCE-SI, ONCE-Cm
and ONCE-Av were increased, relative to Co-SI, Co-Cm and Co-Av, respec-
tively. On the other hand, for the Um dataset, the accuracy of ONCE-Cm and
ONCE-Av were decreased, and the accuracy of ONCE-SI was slightly improved.
However, in general this dataset also achieved low accuracy using k-means as
well as the member average. We noticed that this is also the case in the Cmc
dataset, where we obtained low accuracy with most of the ensemble methods,
and we noticed that the accuracy for the member average is also very low as well
as for k-means, which indicate that these datasets are not suitable for clustering
analysis (or they may need a special distance/similarity measurement).
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Table 2. The average accuracy of ten runs for each dataset measured by NMI on 11
datasets. Including the average performance of each method across 11 datasets and the
W/T/L for each ensemble method comparing the two like-to-like algorithms.

Dataset ONCE-Sl Co-Sl ONCE-Cm Co-Cm ONCE-Av Co-Av Ave-mem k-means

D31 0.912 ± 0.013 0.911 ± 0.018 0.961± 0.004 0.961± 0.005 0.961 ± 0.005 0.965± 0.002 0.774 ± 0.328 0.916
R15 0.989 ± 0.009 0.991± 0.007 0.994± 0.000 0.989 ± 0.018 0.994 ± 0.000 0.994± 0.000 0.850 ± 0.272 0.918
Aggregation 0.950 ± 0.002 0.935 ± 0.022 0.974± 0.010 0.941 ± 0.038 0.984± 0.006 0.967 ± 0.029 0.767 ± 0.341 0.864
Bcw 0.026 ± 0.008 0.047± 0.044 0.457 ± 0.250 0.702± 0.154 0.741 ± 0.003 0.736 ± 0.002 0.455 ± 0.341 0.748
Cmc 0.028 ± 0.005 0.012 ± 0.007 0.032± 0.001 0.032± 0.001 0.032 ± 0.001 0.032± 0.001 0.025 ± 0.013 0.032
Iris 0.768 ± 0.027 0.733 ± 0.034 0.766 ± 0.017 0.774 ± 0.021 0.771 ± 0.021 0.763 ± 0.022 0.630 ± 0.282 0.742
Glass 0.394 ± 0.040 0.374 ± 0.037 0.395 ± 0.029 0.382 ± 0.021 0.394 ± 0.008 0.383 ± 0.021 0.366 ± 0.133 0.368
Um 0.040 ± 0.003 0.039 ± 0.003 0.241 ± 0.080 0.245± 0.090 0.290 ± 0.133 0.359± 0.102 0.176 ± 0.150 0.342
Wine 0.435± 0.000 0.407 ± 0.109 0.422 ± 0.009 0.424± 0.003 0.434 ± 0.011 0.429 ± 0.003 0.321 ± 0.187 0.426
Mfeatures 0.319 ± 0.087 0.142 ± 0.094 0.472± 0.034 0.454 ± 0.031 0.479± 0.001 0.479± 0.002 0.374 ± 0.230 0.478
Thyroid 0.127 ± 0.074 0.195± 0.108 0.446± 0.075 0.368 ± 0.080 0.403 ± 0.096 0.358 ± 0.080 0.228 ± 0.149 0.443
Average 0.454 ± 0.024 0.435 ± 0.044 0.560 ± 0.046 0.570± 0.042 0.589± 0.026 0.588 ± 0.024 0.451 ± 0.221 0.571
W/T/L 8/0/3 3/0/8 5/2/4 4/2/5 6/3/2 2/3/6 0/0/11 1/1/9

In Bcw, we believe that improving the uncertain pairs of objects makes the
Single and Complete linkage not appropriate for this dataset; in general, the Sin-
gle linkage with the Co and ONCEmatrices achieved very low accuracy. However,
the greatest improvement of our method was in the Glass dataset, which gave
the highest NMI score using the Single, Complete and Average linkage methods,
comparing them (like-to-like) with Co. This indicates that the uncertain pair of
object affects the Co methods.

As expected, the ensemble method performs better than a single clustering
algorithm in this experiment; it performs better than the k-means except in
the case of the Bcw dataset. In total, this confirms the perception that the
performance of the Ensemble method is more accurate than a single algorithm.
In comparing the consistency, we found the ensemble method to be more reliable
than the single algorithm, where the latter achieved a high standard definition
in all our tested datasets. Comparing the three linkage clustering methods used,
it can be observed that the Average linkage performed better than the other
two linkage methods, which gave the highest average accuracy using the ONCE
and Co matrices. Looking to Wins/Ties/Losses, we observe that in total our
method wins more often than the Co method in respect of comparing the like-
to-like methods. Comparing the highest accuracies, our method wins four times
and ties three times (two of which were highest accuracies) and loses four times
across the total of eleven datasets. Co wins three times and loses five times, and
k-means wins once. Finally, we observe that the highest accuracy is achieved by
ONCE in six datasets; these are R15, Aggregation, Wine, Thyroid, Mfeatures
and Glass.

We applied the Iman-Davenport test [4] to assess all three versions of ONCE
against all three variations of the Co method under the null hypothesis that
the mean ranks are equal for all methods. We also applied it on the like-to-like
algorithms in order to compare their performance. As suggested by Demšar [1],
if there are statistically significant differences, we will proceed with the Nemenyi
test as a post hoc test for a pairwise comparison between them in order to
discover where the differences lie.
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In the first test, we can reject the null hypothesis of the mean rank being
equal for all methods (the result of Iman-Davenport test was equal to 5.72,
which gives a negligible p-value). On the other hand, in the other three tests, we
cannot reject the null hypothesis that the two like-to-like algorithms are equal.
We believe that the reason behind why we cannot reject the null hypothesis is
that the difference in accuracy is not large enough between the two like-to-like
algorithms, so it is harder to detect significant differences. Figure 1 shows the

CD

6 5 4 3 2 1

2.1818 ONEC−Av
2.5909 Co−Av
2.8636 ONEC−Cm3.4545Co−Cm

4.2727ONEC−Sl

5.6364Co−Sl

Fig. 1. The Critical difference diagram of the critical level of 0.1 in which it shows the
Comparison of all six ensemble methods using 11 datasets

result of post-hoc Nemenyi test in the critical differences diagram of the critical
level of 0.1, which was introduced by [1]. This diagram shows the mean rank
order of each method on a linear scale. The solid bars in these diagrams show a
group of algorithms in cliques, indicating that there are no significant differences
in rank from one to another.

Nevertheless, we can identify three groups of algorithms; the first group (top
clique) consists of ONCE-Av, Co-Av, ONCE-Cm and Co-Cm. The second group
excludes the ONCE-Av and include ONCE-SI which means that at 10% there is
a significant differences between the algorithms in the first group and Co-SI but
not between them and ONCE-SI. Furthermore, we can observe that using the
Single linkage with the ONCE and Co matrices is significantly worse than using
the Average linkage with the ONCE. We observe that ONCE-Av achieves the
highest rank under this experiment setup and that there is a significant difference
between ONCE-Av and CO-SI, and there are not a significant differences with
other algorithms.

6 Conclusion

We have introduced a novel a similarity measure based on the neighbourhood
association and presented a corresponding ensemble approach called Object-
Neighbourhood Clustering Ensemble (ONCE), in order to address the problem
of uncertain pairs of objects, produced by the uncertain agreement between
ensemble members about an object that is hard to cluster. The experimental
results indicate that on average the ONCE-Av is better than the Co-Av and
the other methods. In addition, the results show that our ensemble method is
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more accurate than the baseline algorithm and more consistent and reliable than
the single clustering algorithm. From the significance test, we can conclude that
there is a significant difference between ONCE-Av and CO-SI, ONCE-SI, but
not to the other algorithms under this experimental setup.

In general, it is interesting to note that the effect of the uncertain pairs of
objects varied with the different datasets. This is due to the fact that not every
dataset is affected by uncertain pairs of objects, even though these are in fact
hard objects to cluster. This is where some of the datasets are improved by our
method, such as Iris, which has overlapping clusters, and Aggregation, which
has uneven-sized clusters with difficult boundaries. Therefore, the further work
may investigate these two situations using our method with more of this kind
of datasets, and also the idea of filtering out bad members in terms of quality
from a collection of ensemble members in order to improve the quality of the
clustering ensemble.
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cesarlincoln@terra.com.br, gbarreto@ufc.br

Abstract. Kernel methods comprise a class of machine learning algo-
rithms that utilize Mercer kernels for producing nonlinear versions of con-
ventional linear learning algorithms. This kernelizing approach has been
applied, for example, to the famed least mean squares (LMS) [1] algo-
rithm to give rise to the kernel least mean squares (KLMS) algorithm [2].
However, a major drawback of the LMS algorithm (and also of its kernel-
ized version) is the performance degradation in scenarios with outliers.
Bearing this in mind, we introduce instead a kernel classifier based on the
least mean M -estimate (LMM) algorithm [3] which is a robust variant
of the LMS algorithm based on M -estimation techniques. The proposed
Kernel LMM (KLMM) algorithm is evaluated in pattern classification
tasks with outliers using both synthetic and real-world datasets. The ob-
tained results indicate the superiority of the proposed approach over the
standard KLMS algorithm.

Keywords: Labelling errors, outliers, kernel methods, M -estimation,
robust pattern recognition.

1 Introduction

Kernel methods have solid mathematical bases and, by possessing the property
of mapping nonlinear data to high-dimensional linear space, they have obtained
considerable experimental successes. As a consequence, kernel methods such as
support vector machines (SVM) [4], least squares support vector machines (LS-
SVM) [5], Gaussian processes [6] and regularization networks [7] have found wide
applicability, most notably in classification and regression tasks.

However, the aforementioned algorithms are usually derived in batch mode,
requiring a significant amount of operations and memory for data storage. This
hinders the use of kernel methods in many real-world applications that require
online computations. In this regard, the celebrated least mean squares (LMS)
algorithm is a popular and practical algorithm used extensively in signal pro-
cessing, communications, and control. This algorithm provides an efficient online
solution for estimating the parameters of linear supervised learning methods.

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 150–157, 2014.
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The LMS algorithm minimizes the mean squared error (MSE) by updating
the weight vector in the negative direction of the instantaneous gradient of the
MSE with respect to the weight vector. It has been demonstrated that the LMS
algorithm is optimal in H∞ sense since it tolerates small disturbances, such as
measurement noise, parameter drifting and modelling errors [8,9]. However, when
the disturbances are not small (e.g. presence of impulsive noise) the performance
of the LMS algorithm deteriorates considerably [3].

It worth emphasizing that the aforementioned studies on the robustness of the
LMS algorithm have been ascertained for regression-like tasks, typically found in
the signal processing, communications, and control domains. In the present pa-
per, we focus instead on pattern classification tasks contaminated with outliers,
in particular those resulting from label noise1, as surveyed in [10].

The Kernel Least Mean Squares (KLMS) [2] was proposed as a kernelized ver-
sion of the LMS algorithm. However, a kernel classifier based on the KLMS are
not expected to be robust to outliers, since in essence it also tries to minimize
the MSE. Bearing this in mind, in this paper we introduce a kernel classifier
based on the least mean M -estimate (LMM) algorithm [3], which is inherently
robust to outliers since it is based on M -estimation methods. The proposed al-
gorithm can be understood in two ways: either as a robust version of the KLMS
algorithm or as a kernelized version of the LMM algorithm. We compare the
performance of the proposed approach with those achieved by the KLMS and
Kernel Adatron (KAdatron) [11] algorithms in benchmarking pattern classifica-
tion problems contaminated with outliers.

The remainder of the paper is organized as follows. In Section 2 all applied
algorithms are described, in Section 3 we present and discuss the obtained ex-
perimental results with both artificial and real datasets, and in Section 4 the
final comments are posed.

2 Methods and Algorithms

Given a sequence of N input-output pairs {(xi, yi)}Ni ∈ RD×R, the correspond-
ing output of a generic classifier is estimated as ŷi = f(xi), where f(·) is some
function which describes the model and ŷi ∈ R is the estimated output.

In the linear case, the model function can be written as f(xi) = wT
i xi, where

wi ∈ RD is a vector of weights. The LMS algorithm [1] has been one of the
most popular recursive approaches applied to obtain a solution that minimizes
the MSE (Mean Squared Error) of linear models:

JMSE(wi) = E{e2i } = E{(yi −wT
i xi)

2}, (1)

where E{·} is the expectation operator and ei = yi −wT
i xi is the error for the

i-th iteration. Minimization of the Eq. (1) is obtained by taking its gradient

1 This type of outlier may result either from mistakes during labelling the data points
(e.g. misjudgment of a specialist) or from typing errors during creation of data
storage files (e.g. by striking an incorrect key on a keyboard).
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with respect to the weights: ∂JMSE(wi)
∂wi

= −2E{eixi}. The recursive algorithm is
calculated updatingwi at each iteration in the negative direction of this gradient,
which involves approximating E{eixi} by its instantaneous value eixi:

wi+1 = wi − μ
∂JMSE(wi)

∂wi
= wi + μeixi, (2)

where μ is a learning step which controls the convergence rate.
By applying a nonlinear transformation to the input data, it is possible to

obtain a nonlinear classifier from the same error function in Eq. (1). In a kernel
context, the KLMS algorithm operates on the feature space obtained by applying
a mapping Φ(·) to the inputs, generating a new sequence of input-output pairs
{(Φ(xi), yi)}Ni=1 [2]. Weight updating is similar to the LMS Eq. (2):

wi+1 = wi + μeiΦ(xi). (3)

Considering w0 = 0, where 0 is the null-vector, after N iterations we get

wN = μ

N−1∑
i=1

eiΦ(xi), (4)

ŷN = wT
NΦ(xN ) = μ

N−1∑
i=1

eiκ(xi,xN ), (5)

where κ(xi,xj) = Φ(xi)
TΦ(xj) is a positive-definite kernel function. It should

be noted that only Eq. (5) is needed both for training and testing. Although
the values of the weight vector do not need to be computed, the a priori errors
ei, i ∈ {1, · · ·N}, and the training inputs xi, i ∈ {1, · · ·N}, must be maintained
for prediction.

In order to add robustness to the standard LMS algorithm one can use the
M -estimation framework introduced by Huber [12]. This was done by Zou et
al. [13], who proposed the least mean M -estimate (LMM) as a robust variant
of the LMS algorithm. In this paper we introduce a kernelized version of the
LMM algorithm, to be called the kernel LMM (KLMM) algorithm. The KLMM
algorithm is derived from a more general objective function than the MSE:

JKLMM(wi) = E{ρ(ei)} = E{ρ(yi −wT
i xi)}, (6)

where ρ(·) is the M -estimate function [12]. The function ρ(·) computes the con-
tribution of each error ei to the objective function JKLMM(wi). Note that when
ρ(u) = u2, the function JKLMM(wi) reduces to the MSE function JMSE(wi).

Weight updating in KLMM is given by

wi+1 = wi − μ
∂JKLMM(wi)

∂wi
= wi + μq(ei)eiΦ(xi), (7)

where q(ei) =
1
ei

∂ρ(ei)
∂ei

is the weight function. The output of the KLMM algo-
rithm is similar to that of the KLMS (Eq. 5):

wN = μ

N−1∑
i=1

q(ei)eiΦ(xi), (8)
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ŷN = wT
NΦ(xN ) = μ

N−1∑
i=1

q(ei)eiκ(xi,xN ). (9)

In the present paper the bisquare M -estimate function is considered [14]:

ρ(e) =

⎧⎪⎨⎪⎩
ξ2

6

{
1−

[
1−

(
e
ξ

)2]3}
, |e| < ξ

ξ2

6 , c.c.

, (10)

q(e) =

⎧⎨⎩
[
1−

(
e
ξ

)2]2
, |e| < ξ

0, c.c.

. (11)

where ξ is a threshold parameter specified to diminish the impact large errors in
the estimation process. Smaller values of ξ produce more resistance to outliers,
but at the expense of lower efficiency when the errors are normally distributed.

In [13] it is suggested that the parameter ξ could be adjusted through a
technique called ATS (Adaptive Threshold Selection). Let the error ei have a
Gaussian distribution possibly corrupted with some impulsive noise. The error
variance σ2

i at iteration i is estimated by the following robust estimator:

σ̂2
i = λσ̂2

i−1 + c(1− λ)med(Ai), (12)

where λ is a forgetting factor with value close but not equal to 1, med(·) is the
median operator, Ai = {e2i , e2i−1, · · · , e2i−Nw+1}, Nw is the fixed window length
for the median operation and c = 1.483(1 + 5/(Nw − 1)) is the estimator’s
correction factor. In this paper the values λ = 0.98 and Nw = 14 were applied.

Given a rejection probability of Pr{|ei| > ξi} = erfc
(

ξi√
2σ̂i

)
, where erfc(x) =

2√
π

∞∫
x

exp(−t2)dt is the the complementary error function, the threshold ξi can

be calculated. For example, for the probabilities 0.05, 0.025 and 0.01, we have
ξi = 1.96σ̂i, ξi = 2.24σ̂i and ξi = 2.576σ̂i, respectively. The last value was chosen
for the experiments in this paper.

The last estimation algorithm to be described, the Kernel Adatron (KAda-
tron) [11], is an on-line algorithm for training linear perceptron-like classifiers by
providing a procedure that emulates SVM without resorting to any quadratic
programming toolboxes. The first step is to initialize the Lagrange multipli-
ers (αi = 0, ∀i = 1, . . . , N). So, we use the data-dependent representation
{(xi, yi)}Ni=1 and the kernel function to compute

zi =

N∑
j=1

αjyjκ(xi,xj) and γi = yizi. (13)

Let δαi = μ(1− γi) be the proposed change to αi, whose adaptation rule is

αi =

{
αi + δαi, (αi + δαi) > 0

0, otherwise.
(14)
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If the maximum number of training epochs has been exceeded then stop, oth-
erwise return to the procedure from the Eq. (13). Finally, the output estimation
for a new input x∗ can be written as:

ŷ∗ =
∑
i∈SV

yiα
o
iκ(x∗,xi), (15)

where αo
i is the solution of KAdatron algorithm and SV represents the index

set of support vectors. For all algorithms evaluated in this paper (i.e. KLMS,
KLMM and KAdatron) we use the gaussian kernel function

κ(xi,xj) = exp

{
−‖xi − xj‖2

2σ2

}
, (16)

where σ is the width of the kernel and is a hyperparameter to be optimized.

3 Experimental Results and Discussion

The experimental results were separated into two groups: one with artificial two-
dimensional data for the sake of visualization of the decision regions obtained
by each classifier; and another with four real-world datasets (Vertebral Column,
Pima Indian Diabetes, Breast Cancer and Ionosphere)2, for analyzing classifier’s
performance due to the presence of outliers.

The first experiments involved 1000 two-dimensional samples from two classes
(red and black). All samples are used for training, since the goal is to visualize
the final position of the decision curves, not to compute recognition rates. An
increasing number of outliers labelled as belonging to the red class was added at
each experiment. Outliers were intentionally added at the lower right corner of
the figures, far from the region originally associated with samples from the red
class. The obtained decision curves are shown in Figure 1.

It may be observed that theKLMS- andKAdatron-based classifiers are strongly
affected by the addition of outliers during training,modifying their decision curves
to include those samples. In the other hand, the KLMM-based classifier is practi-
cally insensitive to the presence of mislabeled patterns, even after the addition of
15% of outliers.

In the second group of experiments, with the real-world datasets, 80% of the
data was used for training and the remaining 20% for testing. Furthermore, the
addition of outliers was done by deliberately mislabeling a percentage of samples
from a given class. The percentage of mislabeled samples covered 0%, 5%, 10%,
20% and 30% of the training samples of a given class.

The Vertebral Column dataset was configured as a two-class problem since we
removed the samples from the Disk Hernia class and considered only the ones
from Normal and Spondylolisthesis classes. During the experiments, randomly
chosen samples from the Spondylolisthesis class had their labels changed to
the Normal class. For the Pima Indian Diabetes, Breast Cancer and Ionosphere

2 Freely available at http://archive.ics.uci.edu/ml
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(a) 0% outliers. (b) 5% outliers.

(c) 10% outliers. (d) 15% outliers.

Fig. 1. Modifications observed in the decision curves as a consequence of the presence
of an increasing number of outliers in the data

datasets, the mislabeled samples (outliers) were generated by changing the labels
of samples randomly selected from the class with largest number of samples. All
the algorithms were trained for one single pass over the training set, since we
aimed to evaluate their online nature. The values of the learning step and kernel
width parameters used in the experiments are presented in Table 1 and the
results averaged after 100 repetitions are presented in Table 2.

As expected, for all datasets the KLMS- and KAdatron-based classifiers
achieved good results only for the scenarios without outliers. The performance of
those learning deteriorated with the increasing number of mislabeled patterns.
This phenomenon is particularly observed for the Vertebral Column and Iono-
sphere datasets. Only for the Breast Cancer dataset, the KAdatron-based classi-
fier has achieved higher rates than the KLMM-based classifier. The performance
of the KLMS-based classifier was poor in all scenarios with high percentages
of outliers (20% and 30%). For some datasets (i.e. Vertebral Column, Breast
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Table 1. Values of the parameters used in the experiments

Dataset KLMS KLMM KA

Vertebral Column η = 0.60; σ2 = 2.00 η = 0.60; σ2 = 2.00 η = 0.60; σ2 = 2.00
Diabetes η = 0.20; σ2 = 10.00 η = 0.20; σ2 = 10.00 η = 0.10; σ2 = 5.00
Breast Cancer η = 0.50; σ2 = 0.50 η = 0.10; σ2 = 0.25 η = 0.10; σ2 = 0.50
Ionosphere η = 0.75; σ2 = 0.50 η = 0.10; σ2 = 5.00 η = 0.75; σ2 = 0.50

Table 2. Classification results without and with outliers during training step

Vertebral Column dataset

0% 5% 10% 20% 30%

KLMS 93.76 ± 3.32 92.58 ± 3.59 89.56 ± 5.94 84.26 ± 9.10 78.78 ± 10.62
KLMM 90.64 ± 4.00 90.02 ± 3.49 90.70 ± 3.40 89.68 ± 3.78 87.86 ± 5.16
KAdatron 93.36 ± 3.93 91.78 ± 4.76 90.42 ± 4.98 84.70 ± 8.62 77.52 ± 11.06

Pima Indian Diabetes dataset

KLMS 76.16 ± 3.62 75.33 ± 3.67 73.69 ± 4.35 71.07 ± 6.64 66.49 ± 9.55
KLMM 75.85 ± 4.33 76.31 ± 3.08 75.76 ± 3.49 73.96 ± 4.50 69.25 ± 8.16
KAdatron 76.83 ± 3.18 76.36 ± 2.89 74.97 ± 3.39 72.84 ± 4.69 67.61 ± 6.89

Breast Cancer dataset

KLMS 97.23 ± 1.32 96.84 ± 1.67 96.03 ± 1.77 93.07 ± 2.86 85.89 ± 5.08
KLMM 94.75 ± 1.84 94.49 ± 2.01 94.77 ± 1.88 94.74 ± 2.23 95.36 ± 1.96
KAdatron 96.41 ± 1.75 96.90 ± 1.62 96.65 ± 1.55 95.80 ± 1.82 93.14 ± 2.96

Ionosphere dataset

KLMS 90.66 ± 2.81 88.52 ± 5.58 86.18 ± 8.26 80.52 ± 11.10 73.98 ± 13.64
KLMM 87.17 ± 3.44 86.77 ± 3.45 86.96 ± 3.96 85.69 ± 3.95 84.49 ± 4.46
KAdatron 89.73 ± 3.72 88.83 ± 5.09 85.77 ± 7.55 81.45 ± 10.39 77.18 ± 12.81

Cancer and Ionosphere) for 30% of outliers, the average classification rate of the
KLMM-based classifier is approximately 10 points higher than that achieved by
the KLMS-based classifier. As a final remark, it is important to point out a
remarkable feature of the proposed KLMM-based classifier: the obtained values
for the standard deviation of the classification rate tend to be much smaller than
those achieved for the other evaluated kernel classifiers, especially for scenarios
with high number of outliers.

4 Conclusions

In this paper the problem of pattern classification in the presence of outliers was
tackled by the proposal of a robust online kernel-based classifier.The proposed ker-
nel classifier incorporates ideas from the M -estimation theory and from the cele-
brated LMS algorithm.The proposedmethod was compared to the originalKLMS
and the KAdatron algorithms through several experiments of binary classification
where an increasing number of outliers (mislabeled patterns) were added during
training. Both synthetic and real-world datasets were used. The obtained results
made it clear the deterioration of performance of the KLMS- and KAdatron-based
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classifier as the number of outliers increase. The proposed KLMM-based classifier
achieved better overall results than the other two kernel classifiers.
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Abstract. This paper introduces a new approach to building sparse
least square support vector machines (LSSVM) based on multi-objective
genetic algorithms (GAs) for classification tasks. LSSVM classifiers are
an alternative to SVM ones due to the training process of LSSVM classi-
fiers only requires to solve a linear equation system instead of a quadratic
programming optimization problem. However, the lost of sparseness in
the Lagrange multipliers vector (i.e. the solution) is a significant draw-
back which comes out with theses classifiers. In order to overcome this
lack of sparseness, we propose a multi-objective GA approach to leave a
few support vectors out of the solution without affecting the classifier’s
accuracy and even improving it. The main idea is to leave out outliers,
non-relevant patterns or those ones which can be corrupted with noise
and thus prevent classifiers to achieve higher accuracies along with a
reduced set of support vectors. We point out that the resulting sparse
LSSVM classifiers achieve equivalent (in some cases, superior) perfor-
mances than standard full-set LSSVM classifiers over real data sets. Dif-
ferently from previous works, genetic algorithms are used in this work
to obtain sparseness not to find out the optimal values of the LSSVM
hyper-parameters.

Keywords: Least Square Support Vector Machines, Pruning Methods,
Genetic Algorithms.

1 Introduction

There are many works based on both Least Square Support Vector Machines
(LSSVM) [9] and Evolutionary Computation (EC), especially Genetic Algo-
rithms (GAs). GAs are mostly applied to optimize the LSSVM kernel param-
eters, as well as the classifier parameters [12,5]. Genetic Algorithms (GAs) are
optimization methods and therefore they can be used to generate useful solutions
to search problems. Due to the underlying features of GAs some optimization
problems can be solved without the assumption of linearity, differentiability,
continuity or convexity of the objective function. Unfortunately, these desired
characteristics are not found in several mathematical methods when applied to
the same kind of problems. GAs as a meta-heuristic method are also used to
deal with classification tasks even with LSSVM.

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 158–166, 2014.
c© Springer International Publishing Switzerland 2014



Multi-Objective Genetic Algorithms for Sparse LSSVM 159

A theoretical advantage of kernelmethods such as Support VectorMachines [11]
concerns the empirical and structural risk minimization which balances the com-
plexity of the model against its success at fitting the training data, along with
the production of sparse solutions [7]. Support Vector Machines (SVM) are the
most popular kernel methods. The LSSVM is an alternative to the standard SVM
formulation [11]. A solution for the LSSVM is achieved by solving linear KKT sys-
tems1 in a least square sense. In fact, the solution follows directly from solving a
linear equation system, instead of a QP optimization problem. On the one hand,
it is in general easier and less computationally intensive to solve a linear system
than a QP problem. On the other hand, the resulting solution is far from sparse,
in the sense that it is common to have all training samples being used as SVs.

To handle the lack of sparseness in SVM and LSSVM solutions, several reduced
set (RS) and pruning methods have been proposed, respectively. These methods
comprise a bunch of techniques aiming at simplifying the internal structure of
those models, while keeping the decision boundaries as similar as possible to the
original ones. They are very useful in reducing the computational complexity of
the original models, since they speed up the decision process by reducing the
number of SVs. They are particularly important for handling large datasets,
when a great number of data samples may be selected as support vectors, either
by pruning less important SVs [3,4] or by constructing a smaller set of training
examples [6,1], often with minimal impact on performance.

In order to combine the aforementioned advantages of LSSVM classifiers and
genetic algorithms, this work aims at putting both of them to work together for re-
ducing the number of support vectors and also achieve equivalent (in some cases,
superior) performances than standard full-set LSSVM classifiers. Our proposal
finds out sparse classifiers based on amulti-objective genetic algorithmwhich takes
into account both the accuracy of classification and the support vector pruning
rate. In order to do this, we also propose a new multi-objective fitness function
which incorporates a cost of pruning in its formulation. Differently from previous
works, genetic algorithms are used in this work to obtain sparseness not to find
out the optimal values of the kernel and classifier parameters.

The remaining part of this paper is organized as follows. In Section 2 we review
the fundamentals of the LSSVM classifiers. In Section 3 we briefly present some
methods for obtaining sparse LSSVM classifiers. In Section 4, we introduce genetic
algorithms which are necessary to understanding of our proposal in Section 5. We
present our simulations and conclusions in sections 6 and 7, respectively.

2 LSSVM Classifiers

The formulation of the primal problem for the LSSVM [9] is given by

min
w,ξi

{
1

2
wTw + γ

1

2

L∑
i=1

ξ2i

}
, (1)

subject to yi[(w
Txi) + b] = 1− ξi, i = 1, . . . , L

1 Karush-Kuhn-Tucker systems.
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where γ is a positive cost parameter, as well as the slack variables {ξi}Li=1 can
assume negative values.

The Lagrangian function for the LSSVM is then written as

L(w, b, ξ,α) =
1

2
wTw + γ

1

2

L∑
i=1

ξ2i −
L∑

i=1

αi(yi(x
T
i w+ b)− 1 + ξi), (2)

where {αi}Li=1 are the Lagrange multipliers. The conditions for optimality can

be given by the partial derivatives, namely,
∂L(w,b,ξ,α)

∂w = 0,
∂L(w,b,ξ,α)

∂αi
= 0,

∂L(w,b,ξ,α)
∂b = 0 and

∂L(w,b,ξ,α)
∂ξi

= 0, such thatw =
∑L

i=1 αiyixi,
∑L

i=1 αiyi = 0,

yi(x
T
i w + b)− 1 + ξi = 0 and αi = γξi, respectively.

Thus, based on these conditions, one can formulate a linear system Ax = B
in order to represent this problem as[

0 yT

y Ω + γ−1I

] [
b
α

]
=

[
0
1

]
(3)

where Ω ∈ RL×L is a matrix whose entries are given by Ωi,j = yiyjxi
Txj ,

i, j = 1, . . . , L. In addition, y = [y1 · · · yL]
T and the symbol 1 denotes

a vector of ones with dimension L. The solution of this linear system can be
computed by direct inversion of matrix A, i.e., x = A−1B. Furthermore, one
should use Ωi,j = yiyjK(xi,xj) for nonlinear kernels.

3 Sparse Classifiers

In this section, we present Pruning LSSVM and IP-LSSVM methods used to
obtain sparse classifiers. Both of them reduce the number of support vectors
based on the values of Lagrange multipliers.

3.1 Pruning LSSVM

Pruning LSSVM was proposed by Suykens in 2000 [8]. In this method, support
vectors and then their respective input vectors are eliminated according to the
absolute value of their Lagrange multipliers. The process is carried out recur-
sively, with gradual vector elimination at each iteration, until a stop criterion is
reached, which is usually associated with decrease in performance on a validation
set. Vectors are eliminated by setting the corresponding Lagrange multipliers to
zero, without any change in matrix dimensions. The resolution of the current
linear system, for each new reduced set, is needed at each iteration, and the re-
duced set is selected from the best iteration. This is a multi-step method, since
the linear system needs to be solved many times until the convergence criterion
is reached.
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3.2 IP-LSSVM

IP-LSSVM [1] uses a criterion in which patterns close to the separating surface
and far from the support hyperplanes are very likely to become support vec-
tors. In fact, since patterns with αi 	 0 are likely to become support vectors,
the margin limits are located closer to the separating surface than the support
hyperplanes. As we can see, that idea applied in IP-LSSVM training is based
on SVM classifiers working. According to these arguments, the new criteria pro-
posed in IP-LSSVM is to leave those patterns out of the support vector set
whether the lagrange multiplier αi ≥ 0, αi < 0 or αi � 0. Therefore, support
vector set has patterns where αi 	 0.

The proposed criteria is applied to IP-LSSVM in order to eliminate non-
relevant columns of the original matrix A and to build a non-squared reduced
matrix A2 to be used a posteriori. The eliminated columns correspond to the
least relevant vectors for the classification problem, selected according to their
Lagrange multiplier values. The rows of A are not removed, because its elimi-
nation would lead to a loss of labeling information and in performance [10].

4 Genetic Algorithms

Genetic algorithm [12] is a search meta-heuristic method inspired by natural
evolution, such as inheritance, mutation, natural selection, and crossover. This
meta-heuristic can be used to generate useful solutions to optimization prob-
lems. Due to the characteristics of GA methods, it is easier to solve few kind of
problems by GA than other mathematical methods which do have to rely on the
assumption of linearity, differentiability, continuity, or convexity of the objective
function.

In a genetic algorithm, a population of candidate individuals (or solutions)
to an optimization problem is evolved toward better solutions by natural se-
lection, i.e., a fitness function. In this population, each individual has a set of
genes (gene vector), named chromosome, which can be changed by mutation or
combined generation-by-generation with other one to build new individuals by
reproduction processes which use crossover. The most common way of represent-
ing solutions is in a binary format, i.e., strings of 0s and 1s.

Standard implementation of genetic algorithm for natural selection is the
roulette wheel. After the selection process, the selected individuals are used
as input to other genetic operators: crossover and mutation. Crossover operator
combines two strings of chromosomes, but mutation modifies a few bits in a
single chromosome.

5 Proposal: Multi-Objective Genetic Algorithm for
Sparse LSSVM (MOGAS-LSSVM)

Our proposal, named MOGAS-LSSVM, is based on a multi-objective genetic
algorithm which aims at both improving (maximizing) the classifier’s accuracy
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over the training (or validation) dataset and reducing (minimizing) the number of
support vectors. Each individual or chromosome in our simulations is represented
by a binary vector of genes where each one is set to either “zero” (false) whether
a certain pattern will be used as a support vector in the training process or
“one” (true) otherwise. Our scalarization-based fitness function [2] is a balance
between the value of the resulting accuracy of a classifier when we take into
account the genes that were set to “one” and the proportion of support vector
pruned to the number of training patterns. In this approach, each individual also
has as many support vectors as the number of genes set up to “one”, except if
some of them receive a zero value of its Lagrange multiplier.

5.1 Individuals or Chromosomes

In order to avoid misunderstanding, we present simple examples of how to
construct individuals using MOGAS-LSSVM. Let us consider the matrix A of
LSSSVM linear system for a very small training set only with four patterns. In
our proposal, for all the patterns in the support vectors set, we have to set up
a gene vector to [1 1 1 1]. For a individual without the fourth pattern in the
SV set, we need to set up a gene vector to [1 1 1 0]. This means that the fifth
column has to be eliminated.

Generally speaking, in order to eliminate a certain pattern from the support
vector set which is described by the i-th gene (gi) in the vector g = [g1 g2 g3 g4],
it is necessary to remove the i + 1 column. It is worth emphasizing again that
we must not remove the first column in order to avoid lost of performance.

5.2 Fitness Function for MOGAS-LSSVM

With respect to individual modeling, MOGAS-LSSSVM classifier tries to both
maximize the accuracy and minimize the number of support vectors, but this
optimization process takes in account a certain cost θ of pruning patterns which
belong to the support vector set. This can be achieved as follows

fitness = 1−
{
(1 − accuracy) + ((1− θ) ∗ reduction)

2− θ

}
(4)

where θ ∈ [0, 1], accuracy is the hit rate over training (validation) dataset and
reduction = #training patterns pruned

#training patterns .

It is easy to see that the values of the fitness function lies in [0, 1], since
whether the cost θ is high (one), so values of fitness function are only depending
on accuracy; whether the cost θ is low (zero), so values of fitness function are
still depending on accuracy but in direct proportion to the reduction. Whenever
θ = 1, our MOGAS-LSSVM classifier is guided only by accuracy and then is
single-objective.

5.3 MOGAS-LSSVM Algorithm

MOGAS-LSSVM algorithm for training a classifier can be described as follows.
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1. Initialize t = 0, where t stands for the generation;
2. Generate initial population P (t), i.e., sets of genes and build their related

matrices {Ai}si=1, where s is the number of individuals at the generation t,
randomly;

3. For each individual i in P (t)
4. Solve the LSSVM linear (xi = (AT

i Ai)
−1AT

i bi);
5. Evaluate the fitness function, i.e., the function presented in Eq. (4);
6. While t ≤ tmax, where tmax is the maximum number of generations
7. Select individuals i and their matrices Ai;
8. Apply crossover operation to selected individuals;
9. Apply mutation operation to selected individuals;
10. Compute t = t+ 1;
11. Build a matrix Ai for each individual in P (t+ 1).
12. Evaluate training set accuracies for each Ai;
13. Select the best individual or solution, i.e., Ao.

6 Simulations and Discussion

In this work, we carried out tests with real-world benchmarking datasets. Four
UCI Machine Learning datasets were used for evaluation, namely, Diabetes
(PID), Haberman (HAB), Breast Cancer (BCW) and Vertebral Column Patholo-
gies (VCP) with 768, 306, 683 and 310 patterns, respectively. Initially, the GA
randomly creates a population of 120 feasible solutions. At each generation, we
carried out an elitist ranking selector that clones top 10% of individuals. Besides
that, 80% of new individuals comes from applying the crossover operator and
then mutation one is used to complete 30 new individuals. In our simulations,
the cost of reduction θ was zero, due to our goal is to obtain most reduction of
SVs. All the parameters of LSSVM and GAs were tuned by trial and error.

In Table 1 and Table 2, we report performance metrics (mean value and stan-
dard deviation of the recognition rate) on testing dataset averaged over 30 inde-
pendent runs. We also show the average number of SVs (#SV s), the number of
training patterns (#TP ) as well as the values of the parameter γ (LS-SVM) and
the reduction obtained. We perform two different kind of simulations, the first
one with results presented in Table 1 is based on splitting our data set into two
others, training and testing. In this configuration 80% and 20% of the patterns
were selected at random for training and testing at each independent run. The
second kind of simulation is based on splitting our data set into three other ones:
training, validation and testing, see Table 2. In this configuration 60%, 20% and
20% of the patterns were selected at random for training, validation and testing,
at each independent run. Accuracies in Eq. (4) for the first and second type of
simulations are evaluated over training and validation dataset, respectively.

By analyzing these table, one can easily conclude that the performances of
the reduced-set classifiers (MOGAS-LSSVM) were equivalent to those achieved
by the full-set classifiers. In some cases, as shown in this table for the VCP and
Pima Diabetes, the performances of the reduced-set classifiers were even better.
It is worth mentioning that, as expected, the multi-objective proposal achieves a
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Table 1. Results for the LSSVM, IP-LSSVM and MOGAS-LSSVM classifiers. The
cost of reduction for MOGAS-LSSVM is zero (θ = 0).

Dataset Model γ Accuracy # TP # SVs Reduction

VCP LSSVM 0.05 81.2± 4.9 248 248.0 −
VCP IP-LSSVM 0.05 75.4± 8.6 248 184.0 25.8%

VCP MOGAS-LSSVM 0.05 84.3± 4.5 248 53.0 78.6%

HAB LSSVM 0.04 73.8± 5.0 245 245.0 −
HAB IP-LSSVM 0.04 70.6± 4.9 245 223.0 9.0%

HAB MOGAS-LSSVM 0.04 75.7± 4.6 245 57.2 76.6%

BCW LSSVM 0.04 96.7± 1.1 546 546.0 −
BCW IP-LSSVM 0.04 96.8± 1.1 546 284.0 48.0%

BCW MOGAS-LSSVM 0.04 96.5± 1.1 546 146.8 73.1%

PID LSSVM 0.04 75.8± 2.7 614 614.0 −
PID IP-LSSVM 0.04 74.0± 5.3 614 503.0 18.1%

PID MOGAS-LSSVM 0.04 77.7± 2.7 614 199.6 67.5%

Table 2. Results for the LSSVM, P-LSSVM, and MOGAS-LSSVM classifiers. The
cost of reduction for MOGAS-LSSVM is zero (θ = 0).

Dataset Model γ Accuracy # TP # SVs Reduction

VCP LSSVM 0.05 80.1± 3.2 186 186.0 −
VCP P-LSSVM 0.05 80.0± 4.7 186 120.5 35.2%

VCP MOGAS-LSSVM 0.05 81.3± 5.3 186 29.4 84.2%

HAB LSSVM 0.04 73.7± 3.6 184 184.0 −
HAB P-LSSVM 0.04 74.2± 6.1 184 94.0 48.9%

HAB MOGAS-LSSVM 0.04 75.1± 7.1 184 23.1 87.5%

BCW LSSVM 0.04 96.9± 0.8 410 410.0 −
BCW P-LSSVM 0.04 96.3± 1.5 410 210.3 48.7%

BCW MOGAS-LSSVM 0.04 96.0± 1.6 410 91.0 77.8%

PID LSSVM 0.04 75.8± 1.5 461 461.0 −
PID P-LSSVM 0.04 75.6± 3.3 461 230.5 50.0%

PID MOGAS-LSSVM 0.04 76.9± 3.9 461 113.6 75.4%

much better reduction in terms of support vectors when compared to the single-
objective (θ = 1). We can also point out that the mean of support vectors for
MOGAS-LSSVM with θ = 0 is lower than the means for LSSVM and indeed
MOGAS-LSSVM with θ = 1 for each size of training dataset, see Fig. 1
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Fig. 1. Figure on left presents accuracy versus size of the training dataset and then
figure on right presents mean of SVs versus size of the training dataset

7 Conclusions

In this work, we present a proposal called MOGAS-LSSVM which is based on
a multi-objective genetic algorithms and guided by both the training (or valida-
tion) accuracy and the reduction of support vectors. It is also proposed, in this
work, a way of balancing the accuracy and reduction amounts as a new fitness
function. Based on the obtained results, MOGAS-LSSVM was able to reduce
the number of support vectors and to maintain similar or even higher classifier’s
performance. Therefore, MOGAS-LSSVM classifier is attractive when one seeks
a competitive classifier with large datasets and limited computing resources.
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Abstract. In his work, we use a broad set of pixel features of low computational
cost—which includes first order gray-level parameters, second order textural fea-
tures, moment invariant features, multi-scale features, and frequency domain
features—for pixel classification based on facial feature localization. A Radial
Basis Function Neural Network performs the classification into three regions of
interest. Morphological filters and intrinsic geometric properties of the human face
are combined into a post-processing heuristic to finish the feature localization. We
present the results, which are qualitative and quantitative satisfactory.

Keywords: Facial feature localization, pixel classification, face segmentation.

1 Introduction

Facial feature localization problem is treated in this work in two phases: a first one, in
which face segmentation is done by pixel classification, followed by a second phase
that applies heuristics based on morphological filters and some intrinsic geometrical
properties of the human face.

Image segmentation is a process of partitioning a given image into regions of in-
terest satisfying certain criteria. It is one of the fundamental processes in the visual
recognition chain, making the generation of a compact description of an image (such as
contours, connected regions, etc.) possible, which is much more manageable than the
whole image. Most of the image segmentation methods can be broadly grouped into
boundary-based (or edge-based) techniques, region based techniques, and hybrid meth-
ods. They all rely on two basic pixel neighborhood properties: discontinuity and similar-
ity. Pixel discontinuity gives rise to boundary-based methods, whereas pixel similarity
gives rise to region-based methods. This work explores region-based methods. Facial
image segmentation is a hard problem to solve due to the large number of variations in
image appearance, such as pose variations, image orientations, illumination conditions,
and facial expressions. For an additional detailed survey of the different techniques, we
direct the reader to the literature [1–4, 6].

All the above mentioned approaches may be applied to facial image segmentation.
Nevertheless, specific knowledge about the application domain is useful to improve al-
gorithm performance. One well-known way to improve facial image segmentation takes
advantage of the locations of face elements, their proportions, the distances between
them, and uses templates to guide the algorithm through its tasks of face localization,

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 167–174, 2014.
c© Springer International Publishing Switzerland 2014
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segmentation, recognition, and identification. In this work a weak form of template is
used in the last step of the algorithm to label the regions of interest.

Our goal in this research is not to extract the exact shapes of facial features, but to
locate regions corresponding to facial features such as eyes, eyebrows, mouth, nose,
and ears. Facial image segmentation is treated as a classification problem and solved by
supervised machine learning techniques. More specifically, we start with a large number
of features (102) of various categories in the literature of image segmentation (texture,
edges, DCT, Gabor, etc.) and then select features via PCA. The segmentation is based on
classification of pixels which is performed by a Radial Basis Function Neural Network
(RBFNN). We also present the formal definition of all features used in the research.
Pixel classification on gray-level images, however, is not enough for a fine facial feature
localization. Therefore, post-processing heuristics based on morphological filters and
intrinsic geometrical properties of frontal faces.

The rest of the paper is organized as follows: Section 2 presents the segmentation
methodology in detail, including the formal definition of each feature, and the post-
processing heuristic. Section 3 provides data description, illustrates the implementation
procedure, and analyzes the result obtained by the proposed approach. Finally, Section
4 concludes the work of this paper.

2 Methodology

2.1 General View

We first prepare the data for 10 runs of the experiment by dividing it randomly into two
sets: a training set (80%) and a testing set (20%). Figure 1 presents the steps followed
in each run. The left-hand part of Figure 1 shows the training phase and the right-hand
part of the figure shows the testing phase.

Fig. 1. General view of the method used

Following the literature, 102 features usually used for image segmentation are se-
lected to be in the initial set for the training phase. Since the method is based on pixel
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classification, features are computed using a window W around each image pixel. How-
ever, the best feature set may vary for each window size, therefore the window size has
to be also selected. For this, we adopted an iterative process: for each window size in
an exploratory range, a filter type procedure (explained in Section 2) selects the best
feature set. The procedure is validated by training a RBFNN and using cross-validation
with the pixel classification accuracy as the performance metric. After this phase, port-
processing parameters are adjusted: binarization threshold, morphological filter, and
facial geometric properties.

Data is balanced before entering the RBFNN using a method proposed by Fu et
al. [4] to determine cost factors [1] automatically. K-means algorithm is used in the
non-supervised phase of the RBFNN [1] to compute the centers ci of the Gaussian
functions. The distances to the B nearest neighbors are averaged to get the radii of each
Gaussian function [9]: σi =

1
B

∑B
j=1 ‖ci − cj‖. In this work, we use 39 neurons in the

RBFNN and B = 7.
In the testing phase, the relevant features are extracted from the test image and the

segmentation algorithm is applied. Post-processing finishes the feature localization.

2.2 Feature Extraction

In this work, we apply a simple PCA technique to select the q most relevant features
among p = 102 features previously chosen for their low computational cost. The orig-
inal features are divided into five categories: 3 first order gray-level parameters, 64
second order textural features, 7 moment invariant features, 8 multi-scale features, and
20 frequency domain features.

The first order gray-level and the multi-scale features are defined in Table 1. The
summations in the computation of gray-level mean and variance are done in a window
W of size w × w, for w = 3, 5, 7, 9. The two multi-scale features use Gaussian kernel

Gσ(x, y) =
1

2πσ2
exp

(
x2 + y2

2σ2

)
,

with 4 different radii (σ = 0.5, 1.0, 2.0, 4.0) [11], to perform convolution with gray-
level intensity in a 5× 5 window.

16 second order textural measures are computed accordingly to the formulas in Table
1 using co-occurrence matrices P (i, j, d, θ) [6] for 4 different angles θ (0◦, 45◦, 90◦,
and 135◦) with d = 1 pixel distance, and 4 window sizes w = 3, 5, 7, 9. In these features
we used the following notation:

• p(i, j) = P (i, j, d, θ)/R, where R = 2w(w − 1), for θ = 0◦, 90◦; and R =
2w(w − 2) + 2, for θ = 45◦, 135◦;

• Ng is the number of gray levels in the images;
• μx, σx, μy and σy are the mean and variance of the marginal probabilities px and
py , respectively;

• p+(k) =
Ng∑
i=1

Ng∑
j=1

i+j=k, k=2,...,2Ng

p(i, j) and p−(k) =
Ng∑
i=1

Ng∑
j=1

|i−j|=k, k=0,...,Ng−1

p(i, j);
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Table 1. First and second order textural features and multi-scale features

# Feature Formula # Feature Formula

1
Gray-level
intensity I(x, y) 11

Sum
average f6 =

2Ng∑

i=2

i p+(i)

2 Gray-level
mean

μgl =
1

w2

∑

(x,y)∈W

I(x, y) 12 Sum
variance

f7 =
2Ng∑

i=2

(i− f6)
2 p+(i)

3 Gray-level
variance

σ2
gl =

∑

(x,y)∈W

(I(x,y)−μgl )
2

w2−1
13

Sum
entropy f8 = −

2Ng∑

i=2
p+(i) log(p+(i))

4 Sq. gradient
of L

(

I ⊗ ∂Gσ

∂x

)2

+

(

I ⊗ ∂Gσ

∂y

)2

14 Entropy f9 = −
Ng∑

i=1

Ng∑

j=1

p(i, j) log(p(i, j))

5 Laplacian
of L

I ⊗ ∂2Gσ

∂x∂x
+ I ⊗ ∂2Gσ

∂y∂y
15 Difference

variance
f10 =

Ng−1∑

i=0

(i − μx−y)
2 p−(i)

6 Angular 2nd

moment
f1 =

Ng∑

i=1

Ng∑

j=1

(p(i, j))2 16
Difference

entropy
f11 = −

Ng−1∑

i=0

p−(i) log(p−(i))

7 Contrast f2 =
Ng−1∑

n=0
n2p−(n) 17 IMC 1 f12 =

f9 − Hxy1

max{Hx, Hy}

8 Correlation f3 =
Ng∑

i=1

Ng∑

j=1

(ij)p(i,j)
σxσy

− μxμy 18 IMC 2 f13 =
(
1 − e−2(Hxy2−f9)

) 1
2

9
Var. of sum
of squares f4 =

Ng∑

i=1

Ng∑

j=1

(i− μ)2p(i, j) 19 Homogeneity
Ng−1∑

j=0

1

j2 + 1
p−(j)

10 Inverse diff.
moment

f5 =
Ng∑

i=1

Ng∑

j=1

1

1 + (i− j)2
p(i, j) 20 Energy E =

2Ng∑

i=0

(p+(i))2
Ng−1∑

j=0

(p−(j))2

21
Sum & diff.

entropy H = −
2Ng∑

i=2
p+(i) log(p+(i)) −

Ng−1∑

j=0
p−(i) log(p−(i))

• Hx = −∑Ng

i=1 px(i) log(px(i)) and Hy = −∑Ng

j=1 py(j) log(py(j));

• Hxy1 = −∑Ng

i=1

∑Ng

j=1 p(i, j) log(px(i) py(j));

• Hxy2 = −∑Ng

i=1

∑Ng

j=1 px(i) py(j) log(px(i) py(j)).

The 7 moment invariant features [7] in Table 2 are also calculated in a window W of
size w × w, for w = 3, 5, 7, 9. For p, q ∈ N, regular and central moments are defined,
respectively, by

ηpq =
∑
x∈W

∑
y∈W

xp yqI(x, y) and mpq =
∑
x∈W

∑
y∈W

(x− x)p (y − y)qI(x, y) ,

where x = η10

η00
and y = η01

η00
; which are normalized for scale invariance [7] by doing

μpq =
mpq

mγ
00

, where γ =
p+ q

2
+ 1 .

Two types of frequency domain features are considered in Table 2: discrete cosine
transform (DCT) and Gabor wavelets [5]. Because 2D DCT is not a convolution, we use
a convolution-like heuristic to generate DCT features for each image pixel. A N×N =
4× 4 DCT kernel window slides over the image generating 16 features for each image
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Table 2. Moment invariant, DCT, and Gabor features

# Feature Formula # Feature Formula

22 Moment
invariant 1

φ1 = μ20 + μ02 24 Moment
invariant 3

φ3 = (μ30 − 3μ12)
2 + (3μ21 − μ03)

2

23 Moment
invariant 2

φ2 = (μ20 − μ02)
2 + 4μ2

11 25 Moment
invariant 4

φ4 = (μ30 + μ12)
2 + (μ21 + μ03)

2

26 Moment
invariant 5

φ5 = (μ30 − 3μ12)(μ30 + μ12)[(μ30 + μ12)
2 − 3(μ21 + μ03)

2]
+ (3μ21 − μ03)(μ21 + μ03)[3(μ30 + μ12)

2 − (μ21 + μ03)
2]

27 Moment
invariant 6

φ6 = (μ20 − μ02)[(μ30 + μ12)
2 − (μ21 + μ03)

2] + 4μ11(μ30 + μ12)(μ21 + μ03)

28 Moment
invariant 7

φ7 = (3μ21 − μ03)(μ30 + μ12)[(μ30 + μ12)
2 − 3(μ21 + μ03)

2]
− (μ30 − 3μ03)(μ21 + μ03)[3(μ30 + μ12)

2 − (μ21 + μ03)
2]

29 2D DCT F (u, v) =
N−1∑

x=0

N−1∑

y=0
cos

(
π

N
(x+

1

2
)u

)

cos

(
π

N
(y +

1

2
)v

)

I(x, y)

30 real Gabor
filter

G(x, y;σ, ω, θ) =
1

2πσ2
exp

(

−π(x2 + y2)

σ2

)

cos (2πω(x cos θ + y sin θ))

pixel. The first feature (corresponding to the top left kernel window pixel) is discarded
for it represents the gray-level average, a feature already considered.

In order to reduce the number of Gabor features, we varied the Gabor filter parame-
ters and applied the proposed scheme to select only five Gabor filters: 3 15× 15 masks
( θ = 0◦, σ = 14, λ = 50; θ = 90◦, σ = 14, λ = 50; and θ = 90◦, σ = 14, λ = 100)
and 2 21× 21 masks ( λ = 50 and λ = 100, both with θ = 45◦ and σ = 14).

For each of the 116 m × m gray-scale images, an m2 × p image feature matrix is
computed and its columns are normalized to have its elements in the [0, 1] range. In
order to apply PCA, a matrix X is composed by appending all r training image feature
matrices, resulting in an n× p matrix, with n = rm2.

2.3 Feature Selection

Jolliffe [8] describes three main types of method for feature selection that use prin-
cipal components (PCs). Considering the first q PCs out of p PCs, the first method
associates p − q original features with each of the last p − q PCs. This can be done
once or iteratively, using, in the latter case, the remaining q original features and so
on. “The reasoning behind this method is that small eigenvalues correspond to near-
constant relationships among a subset of variables. If one of the variables involved in
such a relationship is deleted (a fairly choice for deletion is the variable with the highest
coefficient in absolute value in the relevant PC) little information is lost” [8, p. 138].

A second method associates a set of p − q original variables en bloc with the last
PCs, choosing this variables for deletion. In the third method, q original variables are
associated with each of the first q PCs. In this work, we use the latter method (whose
reasoning is complementary to the first one), which is described in details as follows.

Singular value decomposition (SVD) is applied to X to obtain X = UΣV T , where
U is an n×p matrix, Σ is a p×p diagonal matrix with the singular values in decreasing
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order, and V is a p × p orthogonal matrix, whose columns are the orthonormal right
singular vectors of X (which are the eigenvectors of the correlation matrix XTX).

The q first eigenvectors are chosen to achieve a cumulative percentage of total vari-
ation of Ec% (which is achieved with slightly more than q original variables [8]), and
the selection of the q most representative original features proceeds as follows [3]:

The greatest (in absolute value) coordinate, say vk1, of the first eigenvector v1 =
[v11 . . . vp1]

T corresponds to the original feature that has the greatest load on the
first principal direction, i.e., the k-th original feature is the one which has greatest load-
ing on the (first) dominant principal direction.

The greatest (in absolute value) coordinate, say vj2, of the second eigenvector v2

indicates that the j-th feature is the second most relevant of the original features. If the
j-th original feature has already been chosen, the next greatest coordinate is chosen.
The selection proceeds until the q most relevant original features have been selected.

Note that this way of feature selection helps to reduce—but not necessarily avoid-
ing [2]—information redundancy. This is because, if there are groups of highly related
original variables, the method will select only one variable from the group [8].

Variable nof in Table 3 describes the number of features q necessary to achieve each
of 4 percentage levels of accumulated energy by window size w × w.

Table 3. Accuracy statistics: in each cell, nof is the number of features necessary to achieve
energy level; μ is the accuracy mean; σ is the accuracy standard deviation; fpr is the false
positive rate; and fnr is the false negative rate

Energy Window size w × w
level(%) 3× 3 5× 5 7× 7 9× 9

75

nof 18 30 29 28
μ 0.832 0.830 0.838 0.765
σ 0.0141 0.00981 0.00632 0.107
fpr 0.0451 0.0467 0.0406 0.108
fnr 0.123 0.123 0.120 0.128

80

nof 21 35 34 33
μ 0.755 0.831 0.841 0.833
σ 0.117 0.0099 0.00555 0.00851
fpr 0.108 0.0491 0.0450 0.0442
fnr 0.128 0.120 0.114 0.122

Energy Window size w × w
level(%) 3× 3 5× 5 7× 7 9× 9

85

nof 24 40 40 38
μ 0.829 0.830 0.841 0.834
σ 0.0255 0.0108 0.00500 0.00675
fpr 0.0523 0.0510 0.0442 0.0438
fnr 0.119 0.119 0.115 0.122

90

nof 29 47 47 45
μ 0.842 0.834 0.828 0.842
σ 0.0120 0.00907 0.0125 0.00842
fpr 0.0539 0.0443 0.0415 0.0406
fnr 0.104 0.121 0.131 0.118

2.4 Post-processing Heuristic

A three-step post-processing heuristic completes the work of the RBFNN. In the first
step, a simple threshold technique is used to get a binary version of each image obtained
after classification (Figure 2 left). In the second step, morphological filters localize the
most populated connected components, and their centroids are computed. These cen-
troids are the location candidates for the facial features. In the third step, we apply some
intrinsic geometric properties between the face features to complete their localization
(right block on Figure 2). This heuristic is still in development at this time. Examples
of the expected results are shown in Section 3.
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3 Results and Discussion

In our experiments, 116 images from FERET database [10] were used. 75% of them
were randomly selected to the training set and the remaining 29 images composed the
testing set. In order to select the more appropriate window size and accumulated energy
level (and, hence, the number of features), a 4-fold cross validation scheme was applied
to the training set. These experiments generated Table 3. Normalization was applied to
the training set and the training set means are used in the testing set.

Using Table 3, we chose to work with a 7 × 7 window with 80% of accumulated
energy. The 34 features selected by the PCA scheme are: feature 11 (with θ = 0◦); 19
(θ = 45◦); 5 (σ = 0.5); 4 (σ = 2.0); feature 24; 16 (θ = 45◦); 18 (θ = 90◦); 19
(θ = 0◦); 29 (u = 2, v = 3); 5 (σ = 2.0); feature 26; 5 (σ = 1.0); 29 (u = 3, v = 3);
15 (θ = 0◦); 29 (u = 3, v = 1); 29 (u = 3, v = 2); 29 (u = 3, v = 0); 18 (θ = 45◦);
17 (θ = 45◦); 15 (θ = 90◦); 10 (θ = 90◦); 10 (θ = 135◦); feature 3; 4 (σ = 4.0);
feature 27; 14 (θ = 90◦); 5 (σ = 4.0); 14 (θ = 45◦); 7 (θ = 90◦); feature 23; feature
25; 7 (θ = 0◦); 4 (σ = 1.0); and 7 (θ = 135◦).

Average results (10 executions) for the testing set are: accuracy mean μ = 0.8493,
st.dev. σ = 0.0231, and false positive and negative rates fpr = 0.0414, fnr = 0.1192.

The importance of false positive and negative rates rests upon the need to post-
process the resulting image after classification in order to localize the face features.
High false positive rates mean that many pixel positions were left as candidates for
feature localization. High false negative rates, by their turn, result in many missing
pixels that would be used for feature localization. One may notice that the observed
fnr = 0.1192 is more than the double of the fpr = 0.0414.

Figure 2 (left) shows four typical gray-scale images resulting from the classification
phase. The central block shows the binary images after the morphological filter is ap-
plied. One may notice that few regions in the images are left to be candidates to the
final localization process, which becomes much easier for this same reason.

Fig. 2. Images after classification (left), after post-processing (center), and after face feature lo-
calization (right)

The coordinates of the localized facial features are mapped back to the original im-
age, shown in the right block of Figure 2, in which one may see typical expected results
after the last step of face feature localization.
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4 Conclusion

We approach the complex problem of facial feature localization in gray-scale face im-
ages by first classifying pixels for image segmentation, followed by heuristics based on
morphological filters and human face intrinsic geometry. Our main contribution in this
work is the selection and recommendation of the 34 features (see Section 3) selected
among 102 most used features in the literature when dealing with the difficult tasks of
frontal face segmentation and facial feature localization.

Results have being shown promising. A clear limitation is that only frontal face im-
ages were used in the experiments. Nevertheless, frontal face images have their due
applications.

For the next steps in this research, we intend to validate the procedure with a larger
and more diversified set of images and use facial feature localization obtained here as
input for facial expression interpretation.
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Abstract. Appearance based person re-identification attracts the at-
tention of researchers and presents an active research area for intelligent
video surveillance systems. In this paper, we propose a new approach for
person re-identification in multi-camera systems. This approach consists
in computing a new person signature by extracting a texture descriptor,
not from the entire body, but only from stripes selected automatically.
In addition, in this work, unlike existing solutions using gray leveled
body, we propose to compute the texture descriptor from HSV colored
body. Our approach has been compared to state-of-the-art methods using
the highly challenging VIPeR dataset. We prove from this comparative
study, that the proposed approach improves both, time and quality per-
formances of person re-identification.

Keywords: video surveillance, person re-identification, co-occurrence
matrix, SFFS, body stripes selection, complexity.

1 Introduction

Person re-identification is one of the most active research topics in computer
vision. It consists in observing a person in one camera’s fold of view and re-
identifying that same person again in the same camera or another camera view
with different acquisition conditions at different times and locations. Since target
persons do not change their clothes when they transit over different cameras ar-
eas, their appearances seem to present their most reliable information. However,
appearance-based person re-identification presents a highly challenging problem
due to variations that can affect the human appearance. The most common
variations concern human poses, camera’s viewpoints, acquisition conditions,
camera’s characteristics and lighting conditions.

Typically, person re-identification approaches have focused on extracting vi-
sual characteristics highlighting the important aspects of a person’s appearance.
This task concerns the body parts description and part-based body model.

The former focuses on building a descriptor based on low level features such
as color, texture, shape or combinations thereof. Color features are the most
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adopted features as they are viewpoint invariant and can be sensed at a far
distance from the camera. Color histogram is widely used with different color
spaces such as RGB [17][5], HSV [5][18], or combinations thereof [7] but no one
has been proven the best. However, histograms do not contain any information
on the spatial distribution of colors on the body. An alternative way is to use the
spatial relationship between pixels such as Spatiogram [5], Color/Path-Length
[17], Vertical Feature [11] and, Regional Histogram [5]. Their drawback is they
are sensitive to the lighting variations and color response of the sensor [4][12].

Several recent methods insist on the importance of texture features as they
provide high information details and characteristic based on clothing textures
such as Co-occurrence Matrix [5] and Local Binary Patterns [4][10][18], or as
a filter response such as Haar Wavelet [1], Gabor filters and Schmid filters [5].
Their advantage is that they are not affected by the camera sensor variations.
Generally, these features are extracted from gray-level image and do not retain
any information about the body appearance color.

On the other hand, shape features are rarely employed [4][5][18], given that
the person is a highly articulated object, his body shape changes dramatically
according to the person’s pose and movement. Finally, hybrid methods combine
different features [2][6][8][13]. Unfortunately, these methods are more expensive
in term of computation cost that they are impractical in real-time scenarios.

Concerning the part-based body model, low-level features can be extracted
either from the whole body image [5][17] or from body parts instead. The former
solution is faster and economical in terms of computional cost but less discrim-
inating. The latter is based on a simple report that clothing appearance of the
body parts follows the body structure (e.g. upper body is different from lower
body). Therefore, it divides body in different stripes describing each body part
separately to capture visually distinct areas of the appearance. In literature,
the stripes number is chosen empirically [5][11] or based on human anatomy.
Generally, the division of the body can be done in 3 stripes [4][2] corresponding
to the head, torso and legs, or, 6 equal-sized horizontal stripes [7][8][12][13][19]
corresponding to the head, upper/lower torso, upper/lower legs, and chooses.
We can notify that, although this second solution is more complex (in terms
of memory space and processing time), it is highly more interesting in term of
re-identification accuracy because it provides a more detailed decomposition of
the body. Nevertheless, real-time performance of person re-identification task is
an important need for wide area security applications.

In this paper, we propose a new appearance signature that is based on a
texture feature extracted from colored body image. In addition, unlike state-
of-the-art methods, we propose to automatically select the most relevant body
stripes. We will prove that carefully designed visual appearance modeling can
provide a significant improvement of re-identification accuracy, processing time
and memory requirement in order to deal with real-time application.

The remainder of the paper is organized as follows. Section 2 describes the
proposed approach. Section 3 provides the experimental results. Section 4 con-
cludes the paper.



A New Appearance Signature for Real Time Person Re-identification 177

2 Proposed Approach

In this section we detail the proposed approach described in fig. 1. First we
extract texture features from colored body stripes. Then we automatically select
the salient appearance stripes.

Fig. 1. Proposed approach for determining our appearance signature

2.1 Feature Extraction

Inspired by re-identification results using Co-occurrence Matrix [5][6] and the
importance of color information to model people appearance, we extract Co-
occurrence Matrix from six HSV colored body stripes. Co-occurrence Matrix [9]
of a colored image I, of size N×N , represents the frequency of a pixel with value
i is adjacent to the pixel with value j as can be seen in equation 1.

CMk (i, j, k) =

N∑
x=1

N∑
y=1

{
1, ifI (x, y, k) = i and I (x+Δx, y +Δy, k) = j .

0, otherwise .

(1)
where k denoted the color component (H,S, V ), Δx and Δy are the offset, we

calculate CM according to the direct neighbor and by considering 4 directions
(0◦,45◦,90◦, and 135◦). The 4 adjacency matrices are summed then converted
into a vector. The effectiveness can be explained by using the sum of the matrices
which encodes the distributions of the intensities and totally ignores the relative
position of neighboring pixels. This method is more invariant to pose and view-
point variations. Also, HSV color space is very close to the way the human brain
perceives color and it’s known by the separation of the image intensity from the
color information which is more robust to lighting variations. In order to capture
the distinct areas of the appearance, we extract CM from six body stripes.

2.2 Body Stripes Selection

In uncontrolled acquisition conditions scenarios, some body stripes are more
informative and stable to capture the salient appearance characteristics. Our
contribution is to automatically select the salient body stripes while discarding
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the noisy ones, instead of using the whole body stripes as the state-of-the-art
methods. The advantage of this selection is to reduce the impact of partial occlu-
sions, pose and viewpoint variations, to improve the processing time and memory
requirement in order to deal with real time applications. We have adopted to
Sequential Forward Feature Selection Algorithm (SFFS) [16] for its effectiveness.
SFFS is based on a heuristic approach to automatically reduce the initial set of
stripes without specifying the final stripes number.

Algorithm SFFS starts from an empty selected stripes set Λ = � and selected
stripes number k = 0.

Step 1: Select the best strip s+ (forward step) that maximise the Correct
Re-identification Rate (CRR) by the equation 2 and update the selected stripes
set Λk = Λk ∪ s+ and the selected stripes number k = k + 1.

s+ = arg max
s/∈Λk

CRR (Λk ∪ s) . (2)

Step 2: Select the worst strip s− (backward step) from the selected stripes set
that minimise the CRR by the equation 3.

s− = arg max
s∈Λk

CRR (Λk\s) . (3)

Step 3: If CRR (Λk\s−) � CRR (Λk) then updates the selected stripes set by
eliminating the worst strip s− formulated by Λk−1 = Λk\s−, k = k − 1 and go
back to step 2 else go back to step 1.

The whole process will stops if there is no further improvement in the Correct
Re-identification Rate.

3 Experimental Results

The proposed appearance modeling has been evaluated on the challenging bench-
mark VIPeR [8]. We present two series of experiments: the first concerns the
features extraction and the second concerns body stripes selection. Then, we
compared our method with the state-of-the-art methods.

3.1 Presentation of VIPeR Database and Experimental Setup

VIPeR dataset [8] contains 632 person image pairs taken from two non overlap-
ping camera views (camera A and camera B). Each image is scaled to 64×128
pixels. The appearance exhibit significant variation in pose and viewpoint, illu-
mination conditions with the presence of occlusions. Most of the matched image
pairs contain a viewpoint change of about 90◦ or 180◦, as can be seen in fig. 2.

We randomly selected 316 image pairs for testing set, and the rest are used for
training set. This procedure was repeated 10 times as proposed in [8]. Consider-
ing images from cam B as the gallery set, and images from cam A as the probe
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Fig. 2. VIPeR dataset [8]: People images captured from different viewpoints

set, each image of the probe set is matched with gallery set. For evaluation, we
use the most common metrics are the CMC (Cumulative Match Characteristic)
curve and Rank-1 accuracy. We report the average performance over 10 trials.

3.2 Evaluation of Our Appearance Signature Parameters

The re-identification process of a query person Q from a gallery set Γ based on
our appearance can be formulated as the sum of the similarity between features
vector of the corresponding selected body stripes as can be seen in equation 4.

P = arg min
Pi

⎡⎣ SN∑
j=1

D
(
SF j

Pi
, SF j

Q

) ⎤⎦ , Pi ∈ Γ . (4)

Where Γ = {P1, . . . , PN} is a gallery of N appearance signatures, D (., .) is
the Bhattacharyya distance [3] which is the most adopted [2][6][8], SN is the
selected stripes number, and SF j is the features vector of the j-th body strip.

Firstly, a comparative study will allow us to validate the performance of Co-
occurence Matrix against 3 well designed features in term of re-identification
accuracy, processing time and memory requirement. As color features, we opted
for Color histogram and Spatiogram. Spatiogram [14] represents an extension of
color histogram that incorporates spatial information by calculating the spatial
mean and covariance for each bin. As texture feature, we opted for Local Binary
Patterns [15] which encodes the local structure around each pixel by generating
a binary code. We use a model consisting of 8 points with a radius of 1 pixel. For
each descriptor, different experiments were performed by varying the color space.
We have chosen the most adopted color spaces, i.e. RGB, HSV, and YCbCr. Each
color component is quantified into 32 bins.

Table 1 shows rank-1 accuracy (%) for each descriptor. Similar performance
is achieved using color features in RGB space and Co-occurrence Matrix in HSV
space. The significant improvement for Co-occurrence Matrix, get up to 4% rank-
1 compared with gray level, is explained by its extraction from colored body
image allowing the incorporation of color information with texture information.

Table 2 presents a comparison of the complexity cost for the three best fea-
tures. Comparing with Color histogram and spatiogram, we can see that the
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Table 1. Rank-1 accuracy (%) for each descriptor in different color spaces on VIPeR
dataset

Color spaces

Descriptors RGB YCrCb HSV Gray level

Color Histogram 6.17 5.57 4.94 -

Spatiogram 6.14 6.08 4.91 -

Co-occurrence Matrix 2.69 4.97 5.85 1.71

Local Binary Patterns 1.74 2.31 2.15 1.30

Table 2. Comparison of computational cost for the descriptors on VIPeR dataset

Features Extraction Similarity Measurement Size of Features
Time Time Vector per strip

Color Histogram 0.0057 s 0.6261 s 323

Spatiogram 0.0097 s 2.8640 s 323 ∗ (1 + 2 + 4)

Co-occurrence Matrix 0.0143 s 0.0618 s 322 ∗ 3

average of features extraction time for Co-occurrence Matrix is slightly slow
(over than 2 times), but it is the faster (over than 10 times) in term of average
similarity measurement time and memory requirement. Thus, in order to respect
real-time constraints, Co-occurrence Matrix in HSV space presents an efficient
tradeoff between computational cost and re-identification accuracy.

Table 3. Matching Rates (%) at rank r with and without stripes selection on VIPeR

Matching Rates

# stripes r=1 r=5

6 Stripes 9.84 19.75

{B2, B3, B4} 11.65 28.48

Secondly, after applying the SFFS algorithm selected stripes are {B2, B3, B4}
corresponding to the upper torso, lower torso, and upper legs which confirms
our intuition (c.f. fig. 1). These selected stripes present the area of the body
that provides maximum distinguishing appearance information. Table 3 presents
matchings rates at rank 1 and 5 with and without stripes selection. Stripes
selection get up to 2% rank-1 and 9% rank-5 re-identification rates which prove
that some body stripes are more invariant to pose and viewpoint changes. Also,
this selection exhibits an important reducing of the computational cost to the
half which is very interesting for real-time scenarios.
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Table 4. VIPeR dataset: matching rates (%) at rank r with 316 persons

Methods r=1 r=5

SDALF (hybrid method) [2] 19.87 38

Proposed appearance signature 18.39 33.73

Spatiogram HSV [6] 7.69 16.27

Gray level Co-occurrence Matrix [5] 2.88 8.23

3.3 Comparison with Recent State-of-the-Art Methods

We compared our method with recent state-of-the-art methods SDALF [2], Spa-
tiogram HSV [6] and Gray level Co-occurrence Matrix [5] as can be seen in
table 4 using the same experimental conditions of [2] to make a fair comparison.

Our method outperforms Spatiogram HSV [6] get up to 10% rank-1 and 17%
rank-5 correct re-identification rates, and, Gray Level Co-occurrence Matrix [5]
get up to 16% rank-1 and 25% rank-5. Compared with SDALF, our method is
slightly lower at rank 1 and 5. It should be noted that the computation time of
SDALF (hybrid method: two color features and texture feature) is extremely ex-
pensive and it does not recommend for further real-time constraints. The advan-
tage of our method can be explained by extracting a texture feature from colored
body in order to incorporate the color information with the texture information,
and, by eliminating the noisy body stripes to only capture the salient appearance
details. The proposed appearance modeling proves to be robust enough to deal
with partial occlusions, pose and viewpoint variations.

4 Conclusion

This paper introduces a novel appearance signature for real-time person re-
identification. The proposed approach consists in extracting co-occurrence ma-
trix from colored HSV body for 3 automatically selected body stripes corre-
sponding to upper torso, lower torso, and upper legs. We have present two novel
strategies for person re-identification by extracting texture feature from colored
body image and by automatically selecting the most reliable and invariant body
stripes using the SFFS algorithm. Further, we evaluated our method on the chal-
lenging VIPeR dataset. Compared to the state-of-the-art methods, we proved
that the proposed approach improves person re-identification rate, processing
time and memory requirement.
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Abstract. In this paper we present a novel hand posture recognizer
based on wavelet network learnt by fast wavelet transform (FWN) in-
cluding a fuzzy decision support system (FDSS). Our contribution in
this paper resides in proposing a new classification way for the FWN
classifier. The FWN having an hybrid architecture (using as activation
functions both wavelet and scaling ones) provides hybrid weight vec-
tors when approximating an image. The FWN classification phase was
achieved by computing simple distances between test and training weight
vectors. Those latter are composed of two types of coefficients that are
not in the same value range which may influence on the distances com-
puting. This can cause wrong recognitions. So, to overcome this lacuna,
a new classification strategy is proposed. It operates a human reason-
ing mode employing a FDSS to calculate similarity degrees between test
and training images. Comparisons with other works are presented and
discussed. Obtained results have shown that the new hand posture rec-
ognizer performs better than previously established ones. . . .

Keywords: hand posture recognition, hybrid fast wavelet network,
fuzzy decision support system.

1 Introduction

Hand gesture recognition is an active area of research in the vision community
because of its extensive applications in virtual reality, sign language recognition,
computer games etc. . . Hand gestures can be divided into two categories: static
gestures[1] and dynamic ones[2]. The static gesture recognition methods extract
features from a single frame to be classified, while the dynamic gesture recogni-
tion ones use the movement relationship between successive frames to determine
hand paths. In this paper we focused on the problem of static hand gesture recog-
nition. So, we have created a new hand posture recognizer based on an hybrid
fast wavelet network including a fuzzy decision support system (HFWN-FDSS).
Hand gesture recognition can be considered as a classification problem. So, to
accomplish this task, authors employed a neural network (NN) classifier in[3,4], a
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hidden markov model (HMM) classifier in[5,6], an hybrid wavelet network learnt
by fast wavelet transform (HFWN) in[7,8] and a fuzzy-rough (FR) approach
in[9]. In[8], given results, proved that the HFWN classifier performs better than
the classical wavelet network[10], the NN and the HMM. So, we still have to com-
pare our new approach to the HFWN classifier and to the FR approach. The
architecture and the learning algorithm of the HFWN were explained in[11].
It was a result of a sequence of our research group works[10,11,12] trying to
overcome shortcomings met in the literature[13]. To prove the robustness of the
HFWN classifier, we have used it in[14,15] to recognize 2D and 3D faces and
in[16] to classify images. Besides, this classifier was employed in[17] and [18] in
order to recognize driver eyes states to inhibit the hypovigilance. Although the
HFWN proved its effectiveness in many applications [22,23,24], it suffers from
a shortcoming in it classification phase: because of its hybrid aspect, obtained
weight vectors are divided into two types that are the approximation and the
detail coefficients. So, to make classification, distances will be computed between
test and training weight vector images. The values of the two types of coefficients
are generally not in the same value range which may influence on distance val-
ues that can cause wrong recognitions. From here, as a continuity of wich was
performed[10,11,12], we had the idea of working on this point by proposing a
new classification strategy which will be detailed in the section 2.2(a). The rest
of the paper is organized as follows: Section 2 outlines the proposed approach
for hand posture recognition. Section 3 presents the experimental results with
the aim of illustrating the effectiveness of the proposed method. In section 4, we
end up with conclusion and perspectives for future works.

2 Overview of the Proposed Approach to Recognize
Statistic Hand Gestures

The solution which we present to recognize static hand gestures can be divided
into two main parts. The first part presents the learning phase which ensures the
approximation of hand posture training samples by an HFWN. The second part
is the classification phase that includes a FDSS in order to calculate similarity
degrees between query images and learning ones.

2.1 Approximation with HFWN

In this part, as it is shown in Fig.1, we proceed by the approximation of every
element of the learning base by a HFWN to produce a data signature. The
resulting signature is constituted of wavelets and scaling functions (gi) and their
coefficients (αi). Obtained information will be used to match a query sample
with all the samples in the learning base. The learning base is composed of
hand posture classes. Each class consists of samples Xij , (i ≤ n, j ≤ m) with
n presents the number of images and m is the number of classes. An HFWN is
optimized for each example Xij and stored in a database containing all network
models. Obtained network models will be used in the classification phase which
will be explained in Section 2.2.
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Fig. 1. Training phase

2.2 Classification

In the classification stage, the sample to be classifed is projected on all wavelet
networks of the learning samples. After each projection, the family of activation
functions remains unchanged (that of the learning samples), while new weights
(δi), are computed. Coefficient vectors (δi and αi ) will be used to calculate
similarity degrees between the query image and the learning ones. This step is
ensured using fuzzy measures.

a-Computing Similarity Degrees
Computing similarity degree of two images was performed in [8,16] by calculating
distances between the two coefficient vectors (δi and αi ). Activation functions
used to produce coefficient vectors are of two types (scaling and wavelet func-
tions). So, provided coefficients are necessary of two types : the approximation
coefficients (ak) produced by scaling functions and detail ones (dk) resulti ng
from the wavelet functions use (with k is the number of coefficients in each co-
efficient vector). Values of the two types of coefficients are generally not in the
same value range which may influence on the measurement of distances. From
this point we had decided of decorticating each vector into two ones contain-
ing separately the approximation and the detail coefficients. Then, to classify
an image, we calculate distances between vectors containing the same type of
coefficients. Resulting distances, will present the entry of a FDSS(Fig.2). This
latter will compute similarity degree between the two images in order to ensure
the decision-making phase (deciding to which class belongs a posture).

Distances between a query image coefficients and a training image ones (dsai
and dsdi) are calculated as follows:

dsai =

√√√√ k∑
j=1

(Vaq(j)− Vai(j))2 (1)

dsdi =

√√√√ k∑
j=1

(Vdq(j) − Vdi(j))2 (2)
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Fig. 2. Computing similarity degree between two images

With:
k = Number of approximation coefficients(AC) and detail coefficients(DC).
dsai = Distance between AC vectors of the query image and an image i.
dsdi = Distance between DC vectors of the query image and an image i.
Vaq = AC vector of the query image.
Vai = AC vector of an image i.
Vdq= DC vector of the query image.
Vdi = DC vector of an image i.
Once all similarity degrees are calculated between the posture image to be rec-
ognized and the training ones, our classifier will be able to decide to which class
belongs the query image. The training class having the largest similarity degree
with the query sample will be considered as the result of the classification phase.

b-Fuzzy Decision Support System
The internal configuration of decision support systems including the fuzzy logic
is generally composed of three parts that are: Fuzzification, Fuzzy Inference, and
Defuzzification.

Fuzzification. It presents a symbolic/digital conversion. It defines membership
functions for different variables, particularly for input variables. In this phase,
real variables are passed into linguistic ones (fuzzy variables) that can be pro-
cessed by inferences. The triangular and trapezoidal membership functions are
generally chosen. In this work, the triangular shape is retained [19] because of
its good given results and its simplicity of implementation.

Fuzzy inference. This step expresses the relationship between the input data and
the output variable by linguistic rules. There are several methods of inference:
MAX-MIN, MAX-PROD, SUM-PROD. The employed method in this work is
the MAX-MIN one because it is simple to implement. The Fuzzy inference rules
that manage the FDSS are summarized in the Table 1.
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Table 1. Fuzzy inference table relative to the global similarity values

dsai

dsdi

Low Medium Large
Low Very Large Large Medium
Medium Large Medium Low
Large Medium Low Very Low

As example, the ith rule can be formulated as follows:
If dsai is Large And If dsdi is Large,
Then,
The global similarity value of the image i is Very Low.

Defuzzification. The defuzzification transforms the fuzzy decision provided by
the inference methods into numerical value. The center of gravity method [20]
is used in this work to determine the global degree of similarity.

3 Experimental Results

To highlight the robustness of the HFWN-FDSS, and for reasons of comparison,
experiments were performed using the same hand posture base employed in
[8]. So, we have evaluated global recognition rates using the same evaluation
protocol. Thus, we have used six hand posture (HPi) classes. Samples from
hand posture classes are shown in Fig.3.

HP1

HP2

HP3

HP4

HP5

HP6

Fig. 3. Samples from the hand posture base

As it is shown in Fig.3, hand postures are performed by different subjects
under varying illumination conditions, different angles and different distances.
The obtained average recognition rate(RR) applying the HFWN-FDSS on this
base was about 95,33%, while the global RR obtained in [8] was 93,16%. Table
2 shows RR of each hand posture using respectively the HFWN classifier and
the HFWN-FDSS. These evaluations were achieved employing 100 samples for
each hand posture.

Comparison results show that the HFWN-FDSS performs better than the one
employed in [8].
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Table 2. Hand posture recognition rates using the HFWN and the HFWN-FDSS

Hand postures RR(HFWN) RR(HFWN-FDSS)

HP1 94% 96%

HP2 91% 92%

HP3 89% 92%

HP4 97% 98%

HP5 93% 96%

HP6 95% 98%

To be surer about the effectiveness of our approach, we have compared its
recognition performances to the FR approach ones [9] employing a well konwn
dataset. This latter is the Jochen Triesh dataset[21], a widely used base in the
domain of hand gesture recognition. It is composed of ten classes of hand postures
performed by 24 different persons against light and dark backgrounds. Samples
from this dataset are shown in Fig.4.

Fig. 4. Samples from the Triesh dataset

Table 3 presents obtained RR employing the FR approach, the Support Vector
Machine (SVM) which was reported in[9] and our new recognizer. RR were
obtained employing the same evaluation protocol detailed in[9]. So considering
that N is the number of subsets chosen in[9], two RR were calculated by varing
the number of training samples (NTS).

Table 3. Recognition performances of the FR, the SVM and the HFWN-FDSS em-
ploying Triesh dataset

NTS Recognition rates

FR[9] SVM[9] HFWN-FDSS
120(N=4) 95.83% 94.40% 97.64%
240(N=2) 98.75% 97.91% 98.30%

Testing our approach on images of the Triesh dataset gives results better than
those obtained in[9].
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4 Conclusion and Future Works

This paper is a contribution on our part in the domain of static hand gesture
recognition by creating new hand posture recognizer. The architecture of the new
recognizer is based on an HFWN and a FDSS. The novelty in this paper resides
in creating a new classification method for the HFWN using fuzzy measures
to calculate similarities between query samples and training ones. Results of
comparisons with hand shape recognizers in the literature have shown that ours
performs better than other ones. In the aim of improving this work, we intend
firstly to extend our work by testing it on other datasets. Secondly, we have
the intention to compare it to other famous hand posture recognizers in the
literature. Finally, we are thinking of extending our approach by employing it
to recognize dynamic hand gestures.
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Abstract. In this paper a new evolutionary algorithm Sim-EA is pre-
sented. This algorithm is designed to tackle several instances of an op-
timization problem at once based on an assumption that it might be
beneficial to share information between solutions of similar instances.
The Sim-EA algorithm utilizes the concept of multipopulation optimiza-
tion. Each subpopulation is assigned to solve one of the instances which
are similar to each other. Problem instance similarity is expressed nu-
merically and the value representing similarity of any pair of instances is
used for controlling specimen migration between subpopulations tackling
these two particular instances.

Keywords: multipopulation algorithms, evolutionary optimization,
combinatorial optimization, travelling salesman problem.

1 Introduction

This paper proposes an evolutionary algorithm Sim-EA which is designed to
solve multiple similar instances of an optimization problem by utilizing the idea
of a multipopulation evolutionary algorithm.

Probably the most common motivation for employing multipopulation evolu-
tionary algorithms is diversity preservation. Multipopulation evolutionary algo-
rithms are commonly used for such types of problems for which converging to a
single optimum is not good enough. This situation is typical to multimodal prob-
lems in which there are many equally good or almost equally good solutions with
different parameters. It is usually desirable to find many such solutions to allow
the decision-maker to choose the best option. Techniques such as species conser-
vation [7], algorithms based on an island model [1] and small-world topologies
[5] were applied in the literature to multimodal problems.

Another area in which multipopulation algorithms are often used is multiob-
jective optimization. Because in multiobjective optimization solutions are evalu-
ated using several different criteria it is not desirable to select only one solution
arbitrarily. Instead, an optimization algorithm is usually expected to return an
entire Pareto front of nondominated solutions. In [9] parallel approaches to mul-
tiobjective optimization are reviewed.
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The third type of problems in which multipopulation algorithms are com-
monly used are dynamic optimization problems. In this type of problems it is
undesirable for the population to converge to a single optimum because when the
environment changes it is very hard to restore diversity in the population and
to start searching for a new optimum. Multipopulation algorithms proposed for
this type of problems include forking genetic algorithms (FGAs) [11], Shifting
Balance GA (SBGA) [3], the multinational GA (MGA) [12] and Self-Adaptive
Differential Evolution algorithm (jDE) [2].

In this paper the multipopulation approach is used for a different purpose: to
organize information exchange between simultaneous attempts of solving a set
of similar instances of an optimization problem.

The migration scheme influences the information exchange between popula-
tions and thus influences the behaviour of the algorithm. In the algorithm pro-
posed in this paper subpopulations are explicitly assigned to different instances
of the optimization problem and thus are required to converge to different op-
tima. A similarity measure is used to control the migration of specimens between
populations so as to promote information exchange between similar subproblems.

The rest of this paper is structured as follows. In Section 2 the Sim-EA algo-
rithm is described. Section 3 describes the experimental setup and presents the
results of the experiments. Section 4 concludes the paper.

2 Algorithm Description

The Sim-EA algorithm proposed in this paper is based on the idea of a mul-
tipopulation evolutionary algorithm. The overview of the Sim-EA algorithm is
presented in Algorithm 1. The parameters of the algorithm are: Ngen - the num-
ber of generations, Npop - the size of each subpopulation, Nprob - the number of
problem instances, Nimig - the number of migrated specimens.

In the Sim-EA algorithm subpopulations are assigned to different instances
of a given optimization problem. It is assumed that a certain similarity mea-
sure can be used to quantitatively describe the similarity of problem instances.
Denote the number of problem instances solved simultaneously by Nprob. We
assume, that a similarity matrix S[Nprob×Nprob] is given or can be calculated in
the preprocessing phase of the algorithm. For example, if the algorithm solves 20
instances of the Travelling Salesman Problem involving K cities we have 20 cost

matrices C
(1)
[K×K], C

(2)
[K×K], . . . , C

(20)
[K×K] that contain distances between the cities

(or some other travel cost measure). The similarity between instances i and j,

where i, j ∈ {1, . . . , 20} is simply the similarity of the cost matrices C
(i)
[K×K] and

C
(j)
[K×K]. The similarity of such two matrices can be, for example, calculated as

Si,j = −∑K
p=1

∑K
q=1(C

(i)
p,q − C

(j)
p,q)2. A similarity matrix is subsequently used to

control migration of specimens between populations. Obviously, many migration
strategies are possible. Preliminary research shown that one of the best perform-
ing ones is to migrate Nimig best specimens from one subpopulation which is
working on the most similar problem instance. In the Sim-EA algorithm the mi-
gration to population Pd is performed as follows. The Nimig best specimens are
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Algorithm 1. The overview of the Sim-EA algorithm
IN:

Ngen - the number of generations
Npop - the size of each subpopulation
Nprob - the number of problem instances
Nimig - the number of migrated specimens

Calculate the problem instance similarity matrix S[Nprob×Nprob]

Initialize subpopulations P1, P2, . . . , PNprob .

for g = 1, . . . , Ngen do
Apply genetic operators
for d = 1, . . . , Nprob do

s = argmax
t

(Sd,t)

P ′
d = the Nimig best specimens from Ps

end for
for d = 1, . . . , Nprob do

for x ∈ P ′
d do

P ′
d = P ′

d − {x}
w = the weakest specimen in Pd

Pd = Pd − {w}
b = BinaryTournament(w, x)
Pd = Pd ∪ {b}

end for
end for
Apply genetic operators
for d = 1, . . . , Nprob do

e = the best specimen in Pd

Pd = Select(Pd\{e}, Npop − 1)
Pd = Pd ∪ {e}

end for
end for

selected from the population Ps which solves the most similar problem instance
and placed in a set P ′

d. After all the sets P ′
d, where d = 1, . . . , Nprob are selected

the immigrants are merged into respective populations (i.e. each P ′
d is merged

into the respective Pd). The merging phase is performed using the binary tourna-
ment [8] procedure in which each immigrant is compared to the current weakest
specimen in the existing population Pd. If the immigrant wins the tournament
it replaces the weakest specimen in the population Pd. Genetic operators are
applied before and after the migration phase. The aim of the second application
of genetic operators is to allow the information from migrated specimens to be
incorporated into the target population before the selection step. The selection
phase can be performed using any selection procedure such as a roulette wheel
selection or a binary tournament. In the proposed algorithm the elitism is used,
i.e. the best specimen in each subpopulation Pd is always promoted to the next
generation.
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3 Experiments and Results

The experiments were performed on a single-objective version of the Travelling
Salesman Problem (TSP) [6]. Because in this problem solutions are represented
as permutations the Inver-Over genetic operator [10] was used. In the selec-
tion phase the binary tournament selection procedure was used. Evolutionary
algorithms, especially those dealing with combinatorial optimization are often
augmented with local search procedures. In this paper the 2-opt local search
[13] was used to improve the quality of the results. Parameters of the Sim-EA
algorithm used in the experiments are summarized in Table 1.

In order to verify the assumption that it is beneficial to perform migration
based on problem instance similarity, three different strategies were compared:
1-nearest-N-best (Nimig best specimens are migrated from the nearest popu-
lation), 1-uniform-N-best (Nimig best specimens are migrated from one pop-
ulation which is selected randomly with uniform probability distribution among
populations) and none (no migration is performed).

Table 1. Parameters of the Sim-EA algorithm used in the experiments

Parameter name Value

Number of subproblems (Nprob) 20
Problem size (the number of cities, K) 50
Number of generations (Ngen) 200
Population size (Npop) 100
Random inverse rate for the inver-over operator (δi) 0.02

3.1 Test Problem Definition

A set of Nprob = 20 instances of the TSP with size K = 50 each was prepared as

follows. The first cost matrix C
(1)
[K×K] was randomly initialized by drawing the

elements above the diagonal from the uniform probability distribution U [0, 100].
To obtain a symmetric matrix the elements above the diagonal were copied
symmetrically below the diagonal of the matrix. Obviously, the elements on the
diagonal were all set to 0.

The remaining cost matrices C
(2)
[K×K], . . . , C

(20)
[K×K] were generated iteratively.

The C
(j)
[K×K] matrix was generated from the C

(j−1)
[K×K] by replacing 1/Npop (i.e.

1/20 = 5%) of the non-diagonal elements by random values drawn from the
uniform probability distribution U [0, 100]. Symmetry of the cost matrix was

preserved by changing both C
(j)
m,n and C

(j)
n,m to the same value.

Clearly, this procedure ensures that the cost matrices C
(i)
[K×K] and C

(j)
[K×K] are

more different for larger differences |i− j|. Note, that in the procedure described
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above no special attention was paid to satisfy the triangle inequality C
(i)
p,q +

C
(i)
q,r ≥ C

(i)
p,r. While this inequality holds in all metric spaces this is not a strict

requirement for the TSP problem, because in various applications the cost matrix
may represent a non-metric quantity, such as ticket costs, travel risks etc..

3.2 Results

During the experiments 30 iterations of the test were performed for each of
the three migration strategies. From the 30 runs median values of the objective
function of the best specimen obtained in each run were calculated. Table 2
summarizes median values obtained by each of the migration strategies for each
of the subproblems. Obviously, lower values are better (lower travel costs). For
each subproblem the best of the values obtained using the three strategies is
marked in bold in Table 2.

Table 2. Median values of the travel cost obtained by each of the migration strategies
for each of the subproblems

Subprob- 1-nearest 1-uniform none Subprob- 1-nearest 1-uniform none
lem N-best N-best lem N-best N-best
1 171.3077 176.1562 176.0278 11 219.3591 221.2456 221.6789
2 179.3029 182.5553 183.6177 12 223.8487 226.7204 227.2988
3 190.1753 193.9355 195.0356 13 211.1367 210.3828 214.3309
4 194.6214 198.8933 201.1124 14 212.1491 214.721 214.4843
5 186.2072 192.4362 192.5718 15 222.9707 223.0239 224.8621
6 180.9736 186.2206 187.4909 16 228.5528 230.5679 229.6890
7 188.1285 191.1580 192.2368 17 263.6930 266.6074 268.6715
8 193.7582 194.4849 198.1625 18 262.3891 263.0081 266.0693
9 202.9813 206.9935 209.6731 19 257.2304 258.7912 260.6183
10 223.4921 225.8248 227.4927 20 249.1812 252.2827 253.0103

With the exception of the subproblem #13 the 1-nearest-N-best migration
strategy gave the best results in the tests. The 1-uniform-N-best migration strat-
egy outperformed the algorithm with no migration in the case of all subproblems
except #1, #14 and #16. Clearly, there is some advantage in migrating speci-
mens between subproblems even at random, but the migration based on problem
instance similarity has the advantage over other tested approaches.

In order to verify the significance of the results statistical testing was per-
formed. Because the normality of distribution of the measured values cannot be
guaranteed the Wilcoxon rank test [14] which does not assume normality was
used. This test was recommended in a recent review article [4] which analyzed
various methods of statistical testing of the results given by metaheuristic meth-
ods. Table 3 summarizes the statistical tests. For each of the subproblems the
p-values are given for the null hypothesis that the 1-nearest-N-best strategy gives
worse results than each of the two remaining strategies (1-uniform-N-best and
none). In Table 3 the interpretation of the p-values is also given. The interpreta-
tion is ”signif.” if the median value obtained by the 1-nearest-N-best strategy is
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lower than the other one and the p-value is ≤ 0.05. If the median value obtained
by the 1-nearest-N-best strategy is lower than the other one, but the p-value is
larger than 0.05 the interpretation is ”insignif.”. If the median value obtained
by the 1-nearest-N-best strategy is higher than the other one the interpretation
is ”worse”.

Table 3. The p-values for the null hypothesis that the 1-nearest-N-best strategy gives
worse results than each of the two remaining strategies obtained in the statistical
verification of the experimental results. Low p-values (≤ 0.05) indicate that 1-nearest-
N-best strategy is significantly better than the strategy to which it is compared.

Sub- vs. none vs. 1-uniform-N-best Sub- vs. none vs. 1-uniform-N-best
prob- p-value interp. p-value interp. prob- p-value interp. p-value interp.
lem lem
1 0.0001891 signif. 0.00017423 signif. 11 0.0082167 signif. 0.11093 insignif.
2 0.00061564 signif. 0.0054597 signif. 12 0.00096266 signif. 0.0014839 signif.
3 0.00052872 signif. 0.0082167 signif. 13 0.057096 insignif. 0.97539 worse
4 3.1123e-005 signif. 2.163e-005 signif. 14 0.013194 signif. 0.17138 insignif.
5 0.0001057 signif. 0.0003065 signif. 15 0.020671 signif. 0.89364 insignif.
6 6.3391e-006 signif. 8.4661e-006 signif. 16 0.40483 insignif. 0.13059 insignif.
7 1.2381e-005 signif. 0.0064242 signif. 17 0.00048969 signif. 0.031603 signif.
8 0.00066392 signif. 0.036826 signif. 18 0.0019646 signif. 0.4908 insignif.
9 9.3157e-006 signif. 0.00035888 signif. 19 0.0024147 signif. 0.17791 insignif.
10 0.0017088 signif. 0.0046818 signif. 20 0.00083071 signif. 0.0046818 signif.

Clearly, the 1-nearest-N-best strategy significantly outperforms the others in
most cases. For six subproblems the obtained results are better than for the
1-uniform-N-best strategy, but without statistical significance. For the subprob-
lem #13 the results obtained using the 1-uniform-N-best strategy are better
than the results produced by the 1-nearest-N-best strategy.

The dynamic behaviour of the algorithm is presented in Figure 1. In this
figure the median values of the best specimen cost calculated over all 30 runs are
presented for subproblems #1, #10 and #20. The subproblem #13 for which the
1-nearest-N-best strategy performed worse than the 1-uniform-N-best strategy
is also presented. Note, that the graphs in Figure 1 are plotted against total
calculation time. The total calculation time includes the time used for calculating
the elements of the similarity matrix S[Nprob×Nprob]. Obviously, this calculation
has to be performed only in the case of the 1-nearest-N-best strategy. The figures
present the final half of the evolution because in the first half the values change
significantly which makes the figures much less readable.

From the figures it can be seen that even if the calculation time of the similarity
matrix S[Nprob×Nprob] is taken into account the 1-nearest-N-best strategy outper-
forms the others. Also, even though for the subproblem#13 the 1-uniform-N-best
strategy gives the best results the difference between this strategy and 1-nearest-
N-best is very small.
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Fig. 1. Median values of the best specimen cost calculated over all 30 runs for sub-
problems #1, #10, #13 and #20

4 Conclusion

In this paper a new algorithm Sim-EA is proposed. This algorithm uses a multi-
population approach to solve several similar instances of an optimization prob-
lem simultaneously. A similarity measure is used to determine to what extent are
the subproblems similar. This similarity measure is used in the 1-nearest-N-best
strategy to select one population which solves the most similar subproblem for
the migration of specimens.

The presented algorithm was tested on a set of 20 Travelling Salesman Prob-
lem instances with cost matrices that have varying degree of similarity to each
other. The experiments show that the 1-nearest-N-best migration strategy which
uses the similarity measure defined in this paper is performing better than the
1-uniform-N-best strategy which selects the source for the migration randomly.
Without migration the results are even further deteriorated.

Further work may include experiments with updating the similarity measure
during the algorithm runtime based on information discovered during the opti-
mization process.
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Abstract. In this paper a multiobjective dynamic constrained evolu-
tionary algorithm is proposed for control of a multi-segment articulated
manipulator. The algorithm is tested in simulated dynamic environments
with moving obstacles. The algorithm does not require previous training
- a feasible sequence of movements is found and maintained based on
a population of candidate movements. The population is evolved using
typical evolutionary operators as well as several new ones that are dedi-
cated for the manipulator control task. The algorithm is shown to handle
manipulators with up to 100 segments. The increased maneuverability of
the manipulator with 100 segments is well utilized by the algorithm. The
results obtained for such manipulator are better than for the 10-segment
one which is computationally easier to handle.

Keywords: inverse kinematics, multiobjective evolutionary optimiza-
tion, constrained problems.

1 Introduction

Inverse Kinematics (IK) is the problem of finding such configuration of an ar-
ticulated robotic arm that satisfies certain constraints concerning the position
and the orientation of its end effector. Applications of IK are very frequent in
contemporary robotics, e.g. in steering of industrial planar robots [5], automa-
tization of medical steerable needles [6], performing an optical motion capture
[1] or robotic posture control and collision avoidance [8]. Although IK can be
expressed in the algebraic form, it is highly inefficient to solve it explicitly. It
was stated in [9] that finding the desired pose for the popular case of IK prob-
lem with 6 degrees of freedom is equivalent to solving a 16th order polynomial
equation. In order to alleviate this difficulty, a number of numerical approaches
were proposed instead.
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2 Problem Statement

In this paper we consider a multi-segment articulated manipulator consisting
of Ns segments that is mounted at a given point O = [xo, yo]. The segments
are connected by joints J1, . . . , JNs (the first joint being attached at the start-
ing point O). The manipulator itself is described by a list of segment lengths
{l1, . . . , lNs}. The position of the manipulator is determined by a list of rela-
tive angles {α1, . . . , αNs}, αi ∈ (−π, π) (i.e. angles relative to previous segment
orientation). In this paper we assume, that αi = 0 represents a segment point-
ing in the same direction as the previous one. The endpoint of the manipulator
is expected to reach and remain as close as possible to a given target point
T = [xt, yt]. The environment in which the manipulator operates includes a set
of No obstacles {Oi}i=1,...,No

. Each obstacle Oi is a convex polygon with Mi

vertices. At no time t the manipulator may intersect any of the obstacles. Obvi-
ously, the manipulator has to move to reach the target point T and to avoid any
obstacles. We assume that the movement of the manipulator is defined by setting
values of angles between manipulator segments at discrete time instants. There-
fore, the sequence of moves that the manipulator performs during all the Nt time
steps of the entire simulation can be represented as: {α1(t), . . . , αNs(t)}t=0,...,Nt

.
A movement between time instants t and t + 1 is performed as a linear change
of all the angles: αj(t + δ) = αj(t) · (1 − δ) + αj(t + 1) · δ, for j = 1, . . . , Ns,
δ ∈ [0, 1]. At each time instant t = 0, . . . , Nt−1 the algorithm has to calculate a
set of angles {α1(t+ 1), . . . , αNs(t+ 1)} for the time instant t+ 1 based on the
current set of angles {α1(t), . . . , αNs(t)} in such a way that the endpoint E of the
manipulator remains possibly close to the target point T and the manipulator
does not intersect any obstacles during the interval [t, t+ 1].

3 Evolutionary Algorithm

At each time instant t = 0, . . . , Nt−1 the evolutionary algorithm tries to find a
new set of angles for the manipulator {α1(t+ 1), . . . , αNs(t+ 1)} for the time
instant t + 1 based on the current set of angles {α1(t), . . . , αNs(t)}. The geno-
type of each specimen represents a candidate set of angles for the time instant
t+1. The evolutionary algorithm proposed in this paper contains both some el-
ements typical to evolutionary algorithms used for constrained optimization and
some elements typical to dynamic optimization. For dealing with constraints the
algorithm uses two mechanisms used in the Infeasibility Driven Evolutionary
Algorithm (IDEA) [10]: a violation measure is used as one of the objectives and
a fraction of the population is reserved for infeasible specimens. When solving
dynamic optimization problems the loss of diversity is often an issue. To remedy
this, random immigrants are added to every generation as proposed by [7].

Objectives and Constraints
The algorithm minimizes three objectives f1, f2 and f3 under two constraints
g1 and g2. All objectives and constraints are calculated for Nδ simulation steps
from time t to t+1. The n-th step (n = 1, . . . , Nδ) corresponds to time t+ n−1

Nδ−1 ,



Multiobjective Dynamic Constrained Evolutionary Algorithm for Control 201

where: t - the time instant for which the evolutionary algorithm calculates the
transition to t+ 1.

f1 : The first objective is the distance between the manipulator end-
point E and the target point T . If there are no obstacles between E and
T the Euclidean distance is used. If the ET line segment crosses an obstacle at
points C1 and C2 the distance is calculated as: f1 = dE(E, T )−dE(C1, C2)+dO
where dE denotes Euclidean distance and dO is the shorter of two paths between
C1 and C2 around the obstacle. The values for all simulation steps n = 1, . . . , Nδ

are averaged with weights equal to n
Nδ

. Therefore, a higher selective pressure is
put on minimizing the distance from E to T at the end of the time interval
[t, t + 1]. This is intended to give the manipulator some freedom to adjust be-
tween time instants t and t+ 1, while promoting convergence to T towards the
end of the time interval [t, t+ 1].

f2 : The second objective is a measure of displacement of the manipu-
lator between time instants t and t+1: f2 =

∑Ns

k=1

[
(xjk (t+1)−xjk(t))

2+

(yjk(t+ 1)− yjk(t))
2
]
, where: xjk(t), yjk(t) - the coordinates of the k − th joint

of the manipulator calculated for angles at the time instant t. Minimizing this
objective is intended to limit the occurence of rapid or violent movements of the
manipulator.

f3 : The third objective is a violation measure proposed in [10] which rep-
resents how much the constraints are violated.

The constraints represent collisions with obstacles and self-intersections of
the manipulator. Both g1 and g2 have to be 0 for the specimen to be feasible.
Infeasible specimens have g1 > 0 or g2 > 0.

g1 : The first constraint is a measure of intersection with obstacles. If
the manipulator does not intersect with a given obstacle then the contribution
of this obstacle to the g1 constraint is 0. Otherwise, for each pair of intersection
points C1, C2 the length of the shorter of the paths connecting C1 and C2 on the
circumference of the obstacle is added to g1. If the endpoint of the manipulator
is inside the obstacle the length of the arm inside the obstacle is added.

g2 : The second constraint is a measure of self-intersections of the ma-
nipulator. This measure is calculated as the sum of 1

j·k for those j and k for

which the manipulator segments JiJi+1 and JkJk+1 intersect.

Values of both constraints are summed for all simulations steps n = 1, . . . , Nδ.

Operators
The evolutionary algorithm proposed in this paper uses two genetic operators
typically used for real-valued chromosomes: the SBX crossover described in [2]
and the polynomial mutation operator introduced in [4]. Typical genetic opera-
tors mentioned above treat the set of angles between manipulator segments as
just an array of real numbers. Additionally, three other operators are proposed
in this paper that are dedicated for the task of articulated manipulator control.

Single Joint Mutation. If the polynomial mutation operator changes the
value of an angle αi positions of the segments that are placed after αi change
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significantly. This effect may cause a mutated manipulator position to become
infeasible, especially in crowded environments. To mitigate this problem a sec-
ond mutation operator was designed. The new operator uses the polynomial
mutation operator to mutate individual angles. If an angle αi is mutated to α′

i a
correction is performed by calculating the change of the i-th angle δi = α′

i − αi

and by turning the joints that follow the mutated one in the opposite direciton:
∀j > i : αj = αj − δi. This correction is intended to limit the influence of mu-
tating one angle αi on the entire part of the manipulator from joint Ji to the
endpoint E.

The Unfold-3 operator. This operator is intended to help the manipulator
straighten by replacing any three segments by two if possible. It is designed to
be used for manipulators in which all the segments are equal to a given constant
length L. By definition this operator is only applied when there exist two joints
Ji and Ji+3 for which dE(Ji, Ji+3) ≤ 2L, where dE(·) is the Euclidean distance.
The operator sets the angles αi and αi+1 so that Ji+2 and Ji+3 are placed at
the same positions as Ji+3 and Ji+4 were before the operator was applied. Then,
all the angles that follow are corrected: ∀i + 3 ≤ j < Ns : αj = αj+1. The last
segment of the manipulator has no preceding position to which to refer, so the
endpoint of the manipulator i directed towards the target point T .

The RepairSelfIntersections Operator
This operator tries to untangle the manipulator if self-intersections are present.
First, a set of intersecting pairs of manipulator segments is identified:

I =
{〈j, k〉 : JjJj+1 and JkJk+1 intersect

}
. (1)

Based on the set I the first and the last joint in the entangled part of the
manipulator are identified:

jf = min {j : ∃k : 〈j, k〉 ∈ I}+ 1 , (2)

jl = max {k : ∃j : 〈j, k〉 ∈ I} . (3)

One index jfix is randomly selected from the range jf , . . . , jl with uniform
probability. The angle αjfix

is modified by setting αjfix
= ηαjfix

, where η is a
random number drawn from the U [0, 1] distribution. This makes the segment
Jjfix

Jjfix+1 closer to pointing straight with respect to the previous segment

Jjfix−1Jjfix
.

3.1 The Main Loop

The main algorithm loop is presented in Algorithm 1. This main loop of the
algorithm is executed for every time instant t = 0, . . . , Nt − 1. The population
P is initialized only once at the first time instant t = 0 before entering the main
loop. The parameters that affect the execution of the algorithm are: Ngen - the
number of generations, Npop - population size, Nrnd - the number of random
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immigrants, Nf - the number of feasible specimens to select, and Ninf - number
of infeasible specimens to select.

Algorithm 1. The main algorithm loop.

for g = 1→ Ngen do
Poffspring = ∅
Pmate = SelectMatingPool(P )
for i = 1→ Npop/2 do
〈O1, O2〉 = Crossover(Pmate[2 ∗ i− 1], Pmate[2 ∗ i])
Mutate(O1); Mutate(O2)
MutateOneJoint(O1); MutateOneJoint(O2)
RepairSelfIntersections(O1); RepairSelfIntersections(O2)
Poffspring = Poffspring ∪ {O1, O2, }

end for
Prnd = InitPopulation(Nrnd)
RepairSelfIntersections(Prnd)
PU3 = Unfold-3(Poffspring) ∪Unfold-3(Prnd)
Pav = AvoidObstacles(Poffspring)∪AvoidObstacles(Prnd)∪AvoidObstacles(PU3)
RepairSelfIntersections(Pav)
Evaluate(Poffspring ∪ Prnd ∪ PU3 ∪ Pav)
P = P ∪ Poffspring ∪ Prnd ∪ PU3 ∪ Pav

〈Pf , Pinf 〉 = Split(P )
Rank(Pf); Rank(Pinf )
P = Pinf [1 : Ninf ] ∪ Pf [1 : Nf ]

end for

Apart from the operators described in the ”Operators” section the algorithm
uses the following procedures.

SelectMatingPool. Selects a mating pool using a binary tournament.
Crossover. Generates offspring by applying the crossover operator with prob-

ability Pcross to a pair of parents or by copying them as they are with probability
1− Pcross.

InitPopulation. Returns a given number of new specimens with randomly
initialized genotypes. It is used to initialize a new population at time t = 0 and
for generating random immigrants.

AvoidObstacles. Modifies those candidate solutions that intersect obstacles.
Moves the solution outside the obstacle by adjusting the last angle before the
obstacle, so that the manipulator segment becomes tangent to an ε-envelope of
the obstacle.

Evaluate. Calculates values of the f1, f2 and f3 objectives as well as the g1
and g2 constraints.

Split. Splits the population to feasible and infeasible specimens (those having
g1 = 0 and g2 = 0 and those having g1 > 0 or g2 > 0 respectively).

Rank. Ranks a set of specimens using nondominated sorting and then crowd-
ing distance sorting used in the NSGA-II algorithm [3]. The set of feasible spec-
imens Pf and the set of infeasible specimens Pinf are ranked separately.



204 K. Michalak, P. Filipiak, and P. Lipinski

4 Experiments and Results

The proposed algorithm was tested on four scenarios involving different obsta-
cle courses with different movement types and different number of manipulator
segments. In all tests the number of time instants was Nt = 100. The first
three scenarios involved manipulators with Ns = 10 segments while the last sce-
nario involved a manipulator with Ns = 100 segments. All the scenarios were
tested for the number of generations Ngen = 50, 100, 200 and population sizes
Npop = 50, 100, 200. For each pair of parameters 10 iterations were performed.
Visualizations of these scenarios are given in Figure 1.

”Zig-Zag 10” test at t = 90 ”Zig-Zag 100” test at t = 90

”Circular” test at t = 30 ”Diagonal” test at t = 45

Fig. 1. Obstacle courses used in the experiments

The parameters of the evolutionary algorithm were set as follows: crossover
probability Pcross = 0.9, crossover distribution index ηcross = 15, mutation
probability Pmut = 0.1, mutation distribution index ηmut = 20, percentage
of random immigrants Nrnd/Npop = 20%, percentage of infeasible solutions
Ninf/Npop = 20%. The effectiveness of the algorithm in keeping the manipu-
lator endpoint E close to the target point T was measured by calculating the
average Euclidean distance dE(E, T ) and the fraction q of time instants during
which dE(E, T ) < 0.5. In Table 1 the average Euclidean distance dE(E, T ) be-
tween the manipulator endpoint E and the target point T and the fraction q of
time instants during which dE(E, T ) < 0.5 are given.
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Table 1. The average Euclidean distance dE(E, T ) between the manipulator endpoint
E and the target point T and the fraction q of time instants during which dE(E,T ) <
0.5 obtained in the tests

Circular
Npop = 50 Npop = 100 Npop = 200

dE(E,T ) q dE(E, T ) q dE(E, T ) q

Ngen

50 10.64 28.69% 10.55 27.44% 10.97 26%
100 9.43 34.46% 10.67 28.37% 9.74 32.09%
200 9.96 29.69% 9.32 33.15% 8.41 32.53%

Diagonal
Npop = 50 Npop = 100 Npop = 200

dE(E,T ) q dE(E, T ) q dE(E, T ) q

Ngen

50 5.47 57.76% 4.57 60.98% 4.33 62.02%
100 4.84 58.34% 4.50 61.16% 4.19 62.44%
200 4.88 56.44% 4.38 61.57% 4.23 61.55%

Zig-Zag 10
Npop = 50 Npop = 100 Npop = 200

dE(E,T ) q dE(E, T ) q dE(E, T ) q

Ngen

50 5.00 16.6% 3.95 28.59% 3.42 33.35%
100 4.44 24.93% 3.32 38.19% 2.61 48.14%
200 2.91 44.23% 2.94 41.94% 2.30 54.46%

Zig-Zag 100
Npop = 50 Npop = 100 Npop = 200

dE(E, T ) q dE(E, T ) q dE(E, T ) q

Ngen

50 4.40 24.53% 4.01 29.98% 3.04 38.87%
100 4.74 31.26% 2.87 42.84% 2.29 52.07%
200 3.12 44.30% 2.82 48.05% 1.78 61.03%

Comparison of values from Table 1 shows that the manipulator with 100
segments is handled effectively by the proposed algorithm. The average distance
from the target dE(E, T ) obtained for the ”Zig-Zag 100” test is very similar to
that obtained for the ”Zig-Zag 10” test. The fraction q of time instants during
which dE(E, T ) < 0.5 is higher for the ”Zig-Zag 100” test.

In two problems ”Circular” and ”Diagonal” it might be beneficial for the
algorithm to backtrack and ”go around” the obstacle. For these problems in-
creasing the values of the parameters (the population size Npop and the number
of generations Ngen) provides only a moderate improvement in solution quality.
This may suggest that the algorithm should include elements of planning. For
example it could be beneficial to optimize a sequence of moves for several time
instants, not just one movement at a time. Increasing the values of the Npop

and Ngen parameters improves the results significantly in the ”Zig-Zag 10” and
”Zig-Zag 100” tests which feature more obstacles and a narrower path to the
target. This effect may be caused by a large number of specimens required to
find a feasible movement in such crowded space.
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5 Conclusions

In this paper a multiobjective dynamic constrained evolutionary algorithm was
proposed for control of a multi-segment articulated manipulator. The main ad-
vantage of the presented algorithm is that it does not require any tuning for the
manipulator parameters nor for any particular environment. The test with 100-
segment manipulator shows, that the algorithm is able to utilize the increased
maneuverability of this manipulator compared to the one with 10 segments. In
an environment with moving obstacles the algorithm managed to keep the end-
point of the 100-segment manipulator closer on average to the target point T
than in the case of the 10-segment one and for a larger fraction of time.

Further work may include an elaboration of a similar method for 3D space.
This would require, at the very least, defining the distance around an obstacle
in a way applicable to 3D and a modification of evaluation of constraint g1 (in-
tersections with obstacles). From the point of view of development of intelligent
methods it may be useful to employ AI planning which would allow going around
obstacles in directions opposite to where the target point is.
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Abstract. Cumulative selection is a powerful process in which small changes
accumulate over time because of their selective advantage. It is central to a grad-
ualist approach to evolution, the validity of which has been called into question
by proponents of alternative approaches to evolution. An important question in
this context concerns how the efficiency of cumulative selection depends on var-
ious parameters. This dependence is investigated as parameters are varied in a
simple problem where the goal is to find a target string starting with a randomly
generated guess. The efficiency is found to be extremely sensitive to values of
population size, mutation rate and string length. Unless the mutation rate is suf-
ficiently close to a value where the number of generations is a minimum, the
number of generations required to reach the target is much higher if it can be
reached at all.

1 Introduction

From Darwin originally proposed the idea to the present day, gradualism has been an
important concept in evolutionary theory [1]. Roughly speaking, the idea is that evolu-
tion proceeds by the accumulation of small changes over time. Richard Dawkins dis-
cusses the process in a particularly clear way in his popular book The Blind Watch-
maker [2], where he illustrates the power of cumulative selection by showing how a
target string can be reached from a randomly generated initial guess in a small number
or steps. He also discusses the relevance of this to the question of how complex entities
such as the vertebrate eye might have evolved, a topic which has also been explored
using a computer model [3]. Despite the fact that gradualism has many prominent de-
fenders, many questions have been raised in the evolutionary literature. For example,
research has been carried out on whether gradualist or alternative models fit fossil data
better [4] and computational models have been used to argue that compositional evo-
lution, which involves the combination of pre-adapted genetic material, can provide
evolutionary adaptation that is not possible in the gradualist framework [5].

This paper explores a gradualist approach in the context of a simple search problem,
obtaining a target string from a random initial guess. Related to gradualism, Dawkins
makes the more specific claim that cumulative selection works no matter how small
the steps (and so how many steps there are) or how small the selective advantage of
each step. This raises the question, however, as to how such changes might affect the
efficiency of cumulative selection. A related question is how the efficiency scales with
changes in mutation rates or other parameters. For example, do small changes in the
parameters give rise to correspondingly small changes in efficiency?

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 207–214, 2014.
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This paper attempts to begin to address some of these questions by considering two
models. The first approach is similar to that used by Dawkins, while the second in-
volves a more standard genetic algorithm. Although the first approach is very simple,
it turns out to be instructive in terms of how the number of generations depends on the
parameters and the results obtained anticipate those from the second approach to some
extent. Furthermore, since a genetic algorithm approach is used, it should be noted that
the sensitivity of genetic algorithms to various parameters is well-known and that a lot
of research has been undertaken to determine how to select optimal parameters (see for
example [6]). Hence, the goal here is not to address this general problem in genetic al-
gorithms, but to investigate its significance for gradualism in a simple evolutionary sce-
nario. Including a predefined target string is, of course, unrealistic from an evolutionary
point of view, but as in Dawkins’ case the goal here is just to investigate cumulative
selection, not to model all the aspects of evolution. Considerable effort has been given
to simulating other aspects of evolution (see for example [7–9]), but the focus in this
paper is much narrower.

2 The Weasel Program

In The Blind Watchmaker [2], Richard Dawkins describes a computer program that finds
the specified target

METHINKS IT IS LIKE A WEASEL

by starting with a randomly generated string of the same length and using a process
which involves repeated copying with mutations and selection. While Dawkins did not
describe his algorithm in detail, general features of his model are captured here includ-
ing:

– a pre-specified target string,
– a randomly chosen string as the initial guess which is then used to generate a new

population of strings,
– for each generation the string that most closely resembles the target is selected,
– the selected string is used to generate the population for the next generation,
– mutation is involved in the process of generating the new population.

2.1 The Model

In addition to these general features, it is necessary to specify exactly what is meant by
‘most closely resembles the target’ and also how mutations occur. As far as the former
is concerned, this is essentially a question about the fitness function. Here it is simply
taken to be the number of correct characters and so the selected string will be the string
(or one of the strings) with most characters correct. Other options are possible. An
obvious example would be that instead of having a fitness function that assigns one to
a correct character and zero to an incorrect one, there could be degrees of fitness for
characters so that, for example, a would be closer to b than to c. This approach will not
be explored here.
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The issue of mutations is more complicated. First, when a mutation of a particular
character occurs, what kind of mutation should it be? Here it is simply replaced with
another character at random (which could in fact be the same character). Once again
other options are possible. For example, mutations could be restricted so that a character
can only be replaced by one that is sufficiently close to it or, alternatively, be more
likely to be replaced by characters that are close to it and less likely to be replaced by
characters that are further away. This kind of approach would clearly be compatible
with the alternative fitness function mentioned above.

A further consideration for mutations concerns how to determine which characters
should be mutated. Clearly there should be some probability for mutations to occur,
but should this only apply to incorrect characters in the selected string with correct
characters kept fixed, or should it apply to all characters equally, or should there be a
bias so that incorrect characters are more likely to mutate? The approach adopted here
is to have two different mutation rates, one for the correct characters m1 and one for
the incorrect characters m2. To avoid confusion the former will be referred to as the
correct character mutation (CCM) rate and the latter simply as the mutation rate. A
CCM rate of zero, m1 = 0, means that correct characters do not mutate, i.e. they are
kept fixed. Clearly, m1 = m2 corresponds to the special case where there is no bias
between correct and incorrect characters so that both are equally likely to mutate.

2.2 Results

Following Dawkins, the set of characters is confined to 27, consisting of the 26 letters
of the alphabet and a space, and the target sequence also remains the same. Results are
presented in Fig. 1 for a range of values of the selection rate and mutation rate. For all
of these calculations the population size was fixed to ten. For each point, the calculation
was repeated 1000 times (10,000 for some points at a CCM rate of 0.06) and the average
number of generations taken. Not surprisingly, for any given value of the mutation rate,
the number of generations is lowest when the CCM rate is equal to zero and the number
of generations increases with the CCM rate. By comparing each of the curves it is clear
that for higher values of the CCM rate the number of generations increases much more
dramatically for low values of the mutation rate.

Fig. 2 explores the dependence on the CCM rate further. For fixed values of the differ-
ence between the mutation and CCM rates, the dependence on the CCM rate increases
dramatically above a CCM rate of about 0.04. Although not shown on the graph, results
obtained averaging over 1000 cases show that the number of generations required when
the mutation and CCM rates are equal with a value of 0.06 is approximately 660,000.

The most realistic case is to have the same mutation rates for correct and incorrect
characters since correct characters should have an advantage due to the selection pro-
cess, not due to differential rates of mutation. The results for this case (i.e. a value of
0 in Fig. 2) indicate a minimum in the number of generations at a CCM rate of 0.028,
where the number of generations required to reach the target is approximately 730. A
positive or negative change in the mutation rate away from this minimum can dramati-
cally increase the number of generations. This is also a key feature in the more detailed
genetic algorithm approach considered below.
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Fig. 1. The number of generations required to reach the target plotted as a function of the mutation
rate for four different values of the correct character mutation rate (CCM)

3 A Genetic Algorithm Approach

The model considered above is very simplistic in a number of respects, particularly
with regard to the selection procedure since just one string is selected from a given
generation to produce the subsequent generation. Here a genetic algorithm [10] is used
where a probabilistic approach is adopted to select pairs of strings, based on their fitness,
for the production of the next generation.

3.1 The Model

Various decisions need to be made in the development of the algorithm. First, how
is the initial population of strings to be selected? The most obvious approach would
be to select N strings randomly. The problem with this approach, as some experiments
demonstrated, is that if N is large enough for a given string length, then the target string
can be reached even if the mutation rate is zero. This choice would be appropriate if the
goal were simply to find the target as efficiently as possible, but it is unrealistic and
of little use if the goal is to investigate dependence on mutation rate. Instead, a single
random guess is chosen and the remaining N − 1 guesses are copied from it with each
character having a one percent chance of undergoing mutation.

The fitness function is simply taken to be the proportion of characters matching the
target. Clearly, other options are available here, but this function seems to be an ob-
vious way of representing gradualism in evolution. Once the fitness of each string has
been determined, these values are then normalized and treated as probabilities for the
purposes of selection. In the selection process, N/2 pairs of strings are selected with
replacement from the population based on their respective probabilities, each pair being
used to generate a new pair. In the generation of a new string, each character is selected
from one of its parents with equal probability, although there is also a probability of a
mutation occurring.
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Fig. 2. The number of generations required to reach the target plotted as a function of the cor-
rect character mutation rate (CCM). The different curves correspond to differences between the
mutation rate (of incorrect characters) and CCM, where the latter is assumed to be smaller.

There is clearly a certain amount of arbitrariness in some of these choices. It is impor-
tant to point out that they have not been made on the basis of finding the most efficient
way to reach the target, but rather to try to make realistic evolutionary choices at least
as far as the confines of the model permit. And, of course, it would certainly be possible
to select different fitness functions, selection procedures, etc. to see how it affects the
results. In summary, the core of the algorithm is given below:

read mutation rate, population size N , target string, initial guess
set count to one
initialize the population of strings by copying the initial guess with random errors
repeat

for i = 1 to N do
set fitness of string to the proportion of characters matching the target

end for
set probability of string to the normalized value of the fitness
for i = 1 to N/2 do

select with replacement two strings from the population based on their proba-
bilities
generate two new strings for the next generation (each character has equal prob-
ability of being taken from each parent and a probability of being mutated)

end for
increment count

until one of the strings matches the target

3.2 Results

Results are presented in Fig. 3 for population sizes of N = 250, N = 500 and N =
1000. For each point, the calculation was repeated 100 times and the average number
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of generations taken. In each figure results are presented for a range of lengths of the
target sequence. For example, in Fig. 3, where N = 250, results are presented for target
lengths L of 30, 40 and 50. In the previous section the target string was 28 characters
in length and so corresponds roughly with L = 30 in this section.

A common feature of all the results is that for a given string length L there is a
minimum in the number of generations required to reach the target as a function of the
mutation rate. This feature is discussed further below, but it is worth noting how this
relates to the dependence of the number of generations required to reach the target on L.
Not surprisingly, for fixed values of N and the mutation rate the number of generations
increases with L, but it is clear from the results that there is no simple relationship
between the two. To illustrate how the dependence can change dramatically with just a
small change in the mutation rate consider results for L = 30 and L = 50 when N =
500. The ratio of the number of generations at L = 50 to the number of generations at
L = 30 is approximately three when the mutation rate is 0.005, whereas it is about 39
when the mutation rate is 0.007.

Fig. 4 presents results for a particular trial rather than averaging over a large number
of trials. The results are for mutation rates of 0.001, 0.005, 0.007 and 0.02 when N =
500 and L = 50. For each mutation rate results are presented for a typical case. It can
be seen that for the lowest mutation rate of 0.001, which is below the mutation rate
of the minimum in Fig. 3(b), slow and steady progress is made to the target in just
over 5,000 generations. For mutation rates of 0.005 and 0.007 a fitness of around 0.9
is acquired quite quickly, within about 1,000 generations. Beyond this point, the curves
follow different trajectories with the curve at a mutation rate of 0.005, which is close to
the minimum in Fig. 3(b), converging to the target quite quickly in 1,760 generations
while the curve at a mutation rate of 0.007, which is above the minimum in Fig. 3(b),
fluctuates around 0.9 for quite a while before reaching the target in just over 9,000
generations.

For a mutation rate of 0.02 the fitness increases quickly to start with, but once it
reaches a certain level it fluctuates around it and does not make any more progress
towards the target. It fluctuates around a fitness of about 0.68, which corresponds to 34
correct characters out of 50. This can be continued for many more generations (several
million) with no change to the behaviour.

4 Conclusions

The goal in this paper has been to investigate how the efficiency of cumulative selec-
tion depends on population size N , string length L and the mutation rate in the context
of finding a specified target string starting with a randomly generated guess. Both the
simple and genetic algorithm models illustrate that the efficiency of cumulative selec-
tion can be extremely sensitive to the values of N , L and the mutation rate. Both also
exhibit a characteristic minimum in the number of generations required as a function of
the mutation rate for fixed values of N and L. As L increases this minimum becomes
much more pronounced and, as a consequence, if the mutation rate is not close to the
minimum the number of generations can be extremely high. In fact, in some cases a
mutation rate slightly above the minimum results in the target not being reached at all.
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Fig. 3. Results for a) N = 250, b) N = 500 and c) N = 1000
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Fig. 4. The fitness plotted every 100th generation for three values of the mutation rate

Some initial work has been carried out on an alternative fitness function and similar
behaviour is observed, but there are clearly many other directions for further research.
Extending the results to consider larger population sizes, longer strings, other fitness
functions, alternative selection procedures and alternative ways of generating the initial
population of strings are some obvious examples. This work has only treated a limited
case and so future work will focus on investigating models that are more realistic from
an evolutionary point of view.
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Abstract. This paper investigates the performance of explanatory or
abductive inference in certain hypothesis selection tasks. The strategy
is to use various measures of explanatory power to compare competing
hypotheses and then make an inference to the best explanation. Com-
puter simulations are used to compare the accuracy of such approaches
with a standard approach when uncertainty is present and when several
causal scenarios occur including one where the conditions for explaining
away are met. Results show that some explanatory approaches can per-
form well and in certain scenarios they perform much better than the
standard approach.

1 Introduction

A prominent approach to explanation in the artificial intelligence literature
makes use of probability theory. In particular, probabilistic networks and re-
lated approaches provide a suitable context for finding explanations and for
explanatory inference, especially when interpreted causally (see for example [1–
4]). In general, when explanation has been used for inference in such networks
an explanation is selected that maximizes the posterior probability of all the
non-evidence nodes (Most Probable Explanation, MPE) or a subset of them
(Maximum A Posteriori, MAP). Considerable effort has gone into approxima-
tion methods to find such explanations (see [5, 6]).

However, the idea that posterior probability should be maximized has also
been questioned and alternative approaches proposed [2, 7]. The current paper
extends [8] by considering uncertainty in likelihoods as well as prior probabil-
ities and the effect of including causal relationships including intercausal rela-
tionships. This last point is important because intercausal relationships such as
explaining away are important in explanatory reasoning and have been stud-
ied in detail in the context of Bayesian networks and qualitative probabilistic
networks [9, 10]. For this reason, their effect on inference is of interest.

2 Measures of Explanatory Power

A variety of measures for selecting the best explanatory hypothesis have been
proposed in the literature. Here a number of the probabilistic measures consid-
ered in [8], which are presented in table 1, will be used. For each measure the
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idea is to select the explanatory hypothesis, H , which has the highest value of
the measure for evidence, E.

Table 1. Measures for selecting an explanatory hypothesis. These measures were used
in [8].

Name Abbreviation Measure

Most Probable Explanation MPE Pr(H |E)

Overlap Coherence Measure OCM Pr(H∧E)
Pr(H∨E)

Maximum Likelihood ML Pr(E|H)

Likelihood Ratio LR log
[

Pr(E|H)
Pr(E|¬H)

]

Difference Measure DIFF Pr(H |E)− Pr(H)

Posterior probability is the ideal as far as inference is concerned. At least,
this is true when no uncertainty is present in the prior probabilities (see sec-
tion 3). However, as has frequently been pointed out, posterior probability has
weaknesses as a measure of explanatory power. Nevertheless, the MPE approach,
which simply selects the explanation with maximum posterior probability given
the evidence, can be considered as the benchmark against which other ap-
proaches are to be compared in terms of their performance.

Table 2. Further measures for selecting an explanatory hypothesis discussed in [11]

Name Measure

ED Pr(E|H)− Pr(E)

EC Pr(E|H)− Pr(E|¬H)

EP Pr(E|H)−Pr(E)
Pr(E|H)+Pr(E)

EM log
[
Pr(E|H)
Pr(E)

]

E Pr(H|E)−Pr(H|¬E)
Pr(H|E)+Pr(H|¬E)

In recent work, Schupbach has considered a number of further measures of
explanatory power in addition to the OCM measure in table 1 [11]. These mea-
sures are presented in table 2. Like the likelihood ratio and difference measures
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in table 1, all the measures in table 2 are confirmation measures which means
that they are positive (negative) if there is a positive (negative) probabilistic
dependence between H and E and zero if they are probabilistically independent
(i.e. Pr(E|H) = Pr(E)). It is easy to show that for evidence E measures ED,
EM, EP and E will rank two hypotheses H1 and H2 in the same way as ML. For
this reason, only the EC measure from table 2 will be included in this study.

3 Methodology

In light of the above discussion the approaches to be compared are MPE, OCM,
ML, LR, DIFF and EC. In order to do so computer simulations have been carried
out as in [8]. The idea is to generate hypotheses Hi, each with a corresponding
prior probability and a likelihood for a particular piece of evidence E. The goal
is to determine which hypothesis provides the best explanation according to each
of the various approaches and to see whether it turns out to be the one that has
been designated as the actual hypothesis. By repeating the process numerous
times it is possible to determine how successful each approach is on average at
identifying the actual hypothesis.

This approach was adopted for the case of mutually exclusive hypotheses in
[8], which essentially amounts to treating the hypotheses as separate values of
a single hypothesis variable. In most realistic explanatory scenarios, however,
there is more than one hypothesis variable. A simple case with two independent
binary hypothesis variables, H1 and H2, is explored in this paper. In terms of
priors, each hypothesis variable is treated as in the mutually exclusive case, but
likelihoods are now assigned to each combination of values of the hypothesis
variables. Inference is carried out by determining which joint setting of values of
the hypothesis variables maximizes a given measure.

The basic algorithm, which is based on that used in [8] is as follows:

1. Randomly assign prior probabilities summing to one for each hypothesis
variable H1 and H2.

2. Randomly assign a likelihood Pr(E|H1, H2) to each combination of values
of the hypothesis variables.

3. Randomly select a value for each of the hypothesis variables using their prior
probability distributions and designate the joint setting of these values as
the actual hypothesis HA.

4. Select whether E or ¬E occurs using the likelihood of HA so that there is a
probability Pr(E|HA) of E occurring and 1− Pr(E|HA) of ¬E occurring.

5. For each approach (MPE, OCM, ML, LR, DIFF and EC), if E occurs, iden-
tify which hypothesis (i.e. which joint setting of the hypothesis variables)
provides the best explanation of E, and similarly if ¬E occurs.

6. For each approach, if the hypothesis identified in step 5 matches the actual
hypothesis, count this as a success, otherwise count it as a fail.

7. Repeat steps 1 to 6 to obtain the accuracy for each approach.

In order to allow for uncertainty in the model, subjective probabilities can
be introduced in addition to the objective probabilities generated in steps 1
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and 2. The idea is that there is an objective prior probability distribution over
the hypotheses and objective likelihoods for each hypothesis. In the presence of
uncertainty, however, the reasoner estimates these probabilities and so in step
5 replaces them with subjective probabilities. In terms of subjective priors, the
same approach as in [8] is used where step 5 is replaced with:

5a. Introduce a random error to the prior probabilities assigned in step 1 by
adding a number sampled from a Gaussian distribution with mean zero and
a specified standard deviation, provided the resulting probability lies in the
interval [0, 1]. If it does not, the process should be repeated until it does.

5b. Normalize the probabilities resulting from the previous step to ensure they
sum to one.

5c. For each approach, if E occurs, identify which hypothesis provides the best
explanation of E, and similarly if ¬E occurs.

4 Simulations and Results

The results presented in the subsequent sections make use of the algorithms in
section 3 by using 106 repetitions for each point in the figures to ensure accurate
values are obtained.

Before considering cases where the hypotheses are overlapping, some results
are presented for mutually exclusive hypotheses and so extend the results pre-
sented in [8]. Figs. 1(a) and 1(b) present results for two complementary scenarios,
complete uncertainty in all likelihoods and complete uncertainty in all priors re-
spectively. Not surprisingly, the accuracy is lower in both cases than it is when
no uncertainty is present. The general pattern, however, between Fig. 1(a) and
results presented in [8] is very similar with MPE performing best, followed by
OCM and ML performing worst. Since ML only compares likelihoods its per-
formance is no better than a random guess in this case. The trend is reversed
when there is complete uncertainty in priors. Now ML performs best while MPE
performs worst, although the difference between the approaches is not as great
in this case.

In the results that follow the hypotheses are not assumed to be mutually
exclusive. As noted earlier, with two hypothesis variables, it is possible to explore
causal relationships and different kinds of intercausal relationships. A lot of work
has been undertaken in the study of probabilistic causality, but here a state of
a hypothesis variable, Hi will be considered as a cause of the evidence E if
Pr(E|Hi) > Pr(E|¬Hi). Given independence the following expressions hold for
H1 (and similarly for H2):

Pr(E|H1) = Pr(E|H1, H2)Pr(H2) + Pr(E|H1,¬H2)Pr(¬H2) (1)

Pr(E|¬H1) = Pr(E|¬H1, H2)Pr(H2) + Pr(E|¬H1,¬H2)Pr(¬H2) (2)

When likelihoods are randomly selected for each of the four combined hypoth-
esis states, if the largest value is assigned to Pr(E|H1, H2) and the small-
est to Pr(E|¬H1,¬H2), this guarantees that Pr(E|H1) > Pr(E|¬H1) and
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Fig. 1. Accuracy against number of hypotheses when there is (a) complete uncertainty
in all likelihoods and (b) complete uncertainty in all priors

Pr(E|H2) > Pr(E|¬H2) and so H1 and H2 can be considered as causes of E.
The hypothesis state ¬H1&¬H2 can then be considered as a catch-all hypothesis
since it invokes no causes.

Two kinds of intercausal relationships discussed by Wellman and Henrion
can also be considered [10]. The first of these, which they call negative product
synergy describes the relationship between causes in contexts where explaining
away can occur. The idea is that even though two causes of a given piece of
evidence may be marginally independent, learning that one occurred reduces
the probability of the other. The second is positive product synergy and occurs
in cases where learning that one cause occurred increases the probability of the
other cause having occurred as well. This would apply in contexts where two
causes, although marginally independent, both need to be present to produce
the effect. The condition for negative product synergy between two causes H1

and H2 is:
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Fig. 2. Accuracy against standard deviation when priors for both causes H1 and H2

are selected from the interval [0.8,1] in (a) the general case, (b) the case of negative
product synergy, i.e. explaining away, and (c) the case of positive product synergy
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Pr(E|H1, H2)× Pr(E|¬H1,¬H2) < Pr(E|H1,¬H2)× Pr(E|¬H1, H2) (3)

and the expression for positive product synergy is obtained by replacing < with
>. Negative product synergy can be implemented in the simulations by selecting
Pr(E|¬H1,¬H2) randomly from the interval [0, α], where

α =
Pr(E|H1,¬H2)Pr(E|¬H1, H2)

Pr(E|H1, H2)

and positive product synergy by selecting Pr(E|H1, H2) randomly from the in-
terval [β, 1], where

β =
Pr(E|H1,¬H2)Pr(E|¬H1, H2)

Pr(E|¬H1,¬H2)
.

To illustrate the influence of these causal relationships a scenario is consid-
ered where the prior probability of each cause, H1 and H2, lies in the interval
[0.8,1]. Since causes of E are considered, accuracies are obtained by averaging
over cases where E occurs. Results are presented for accuracy against increas-
ing uncertainty in the priors for the general case where H1 and H2 are causes
(Fig. 2(a)), for the case where negative product synergy is included (Fig. 2(b))
and for the case where positive product synergy is included (Fig. 2(c)).

As in other cases where uncertainty is present in the priors, MPE performs
best for low values of uncertainty, but it can be outperformed by other ap-
proaches for high uncertainty. This is particular evident in this case since MPE
performs much worse when the standard deviation is above 0.4. In the general
case (Fig. 2(a)), averaging over all values of uncertainty considered, there is very
little to separate ML, EC and LR and their performance is much better than
MPE. In the case of negative product synergy, the results for MPE, OCM and
DIFF are very little different compared to the general case, but ML, EC and
LR all improve with ML performing best overall. It is noticeable that even for
low values of uncertainty MPE has very little benefit over the other approaches.
In the case of positive product synergy, MPE again performs worst overall al-
though the advantage of the best approaches (ML and EC) over MPE is not as
pronounced in this case.

Overall, these results show that various explanatory measures can have a
substantial advantage over MPE. This is particularly true when there is a lot
of uncertainty in the prior probabilities and in cases where explaining away can
occur.

5 Conclusion

Explanatory inference has been simulated by using a number of measures of
explanatory power and comparing their performance at hypothesis selection
against the standard approach of selecting the explanatory hypothesis with max-
imum posterior probability (MPE). When two hypothesis variables and causal
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relationships are included, the performance of MPE is worse than all other ap-
proaches in some cases. In particular, when causes have high prior probability
and explaining away can occur MPE performs very poorly especially when com-
pared with ML, LR and EC. Clearly, more work needs to be done to delineate
when such advantages over MPE occur, but the simulation results presented here
do show that at least some explanatory approaches to inference can perform well
and that in some cases they can perform much better than MPE.
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A Novel Ego-Centered Academic Community Detection 
Approach via Factor Graph Model  
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Abstract. Extracting ego-centered community from large social networks is a 
practical problem in many real applications. Previous work for ego-centered 
community detection usually focuses on topological properties of networks, 
which ignore the actual social attributes between nodes. In this paper, we for-
malize the ego-centered community detection problem in a unified factor graph 
model and employ a parameter learning algorithm to estimate the topic-level 
social influence, the social relationship strength between nodes as well as 
community structures of networks. Based on the unified model we can obtain 
more meaningful ego community compared with traditional methods. Experi-
mental results on co-author network demonstrate the effectiveness and effi-
ciency of the proposed approach. 

Keywords: Ego-centered Community, Community Detection, Factor Graph 
Model, Social Networks. 

1 Introduction 

Recently, quite a few methods [1][2][3] have been proposed for the macro-level 
community detection. In a practical application, the selection of experts for evaluating 
technology projects usually requires the community information according to one 
specific expert [4]. Therefore, the community detection task is not only to be modeled 
as a community detection problem globally from the aspect of the whole network. Ego 
network models [5] are utilized to represent the social network from ego perspective. 
Obviously, different experts have the specific research areas as well as the evaluating 
criteria. Thus, it is necessary to measure the social influence from different research 
areas. In this paper, we try to address the two major issues which are related to the 
social influence analysis, including 1) how to quantify the strength of social influence, 
and 2) how to differentiate the social influence from different research areas. The key 
point in ego-centered community detection is how to well quantify the influence among 
researchers by simultaneously leveraging relationship factor, social influence and 
community structures. 
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Fig. 1. An illustration of the ego-centered community detection using the co-author networks 

Fig.1 illustrates the goal of our work. The input: a co-author network and an expert, 
(Ada is the ego in Fig.1). As shown in the left of the figure, we can first obtain the 
research areas distribution of the different experts, and then use ego-centered commu-
nity detection method to measure the degree that the ego expert is influenced by other 
experts on each research topic as well as social relationship strength between them. 
The right of the figure shows the output, where the result reflects not only the closest 
relationship, but also the mutual influences between them on different research topics.  

Our proposed approach for community detection has the following pipeline: (1) we 
first we get the research areas information by using Latent Dirichlet Allocation (LDA) 
[8][9] model to analysis the co-author network. (2) Ego Community Factor Graph 
Model (ECFG) combines the influential factors with the community structure to mod-
el the relationship of the networks. By finding the most relevant nodes which con-
nected with the ego node based on the quantitative analysis, we can find out the ego 
community from the large social networks. 

2 Related Work 

Recent studies show that there has been a great interest in community detection. Pas-
sarella et al. [5] proposed a constructive algorithm to generate the ego networks. The 
algorithm complemented with an analytical model which considered both the structural 
properties in the anthropology literature and the properties of their contact process. 

Clauset [10] proposed an algorithm to find the local optimal community structures 
in large networks starting from ego vertex. The method used the greedy strategy to 
explore the network one vertex at a time where the added vertex maximizes the local 
community value. 

Luo et al. [11] optimized and extended the local community definition, which in-
troduced the connection density measurement to avoid the phenomena of outliers. A 
greedy strategy and two local search approaches (KL-like and the add-all) are also 
employed to improve the precision.  

However, the discovered communities extracted with traditional methods contain 
many outliers and with high recall and low accuracy. The main problem is that the 
discovered communities can’t reflect the real state of community structures accurately 
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in a large network which only consider the network anthropology structure and ignore 
the content information associated with each node. 

3 Methodology 

3.1 LDA for Research Topic Modeling 

In order to estimate the distribution of experts’ research topics, a popularly generative 
probabilistic model, LDA [6], is used to collect discrete data from the co-author net-
works. Specifically, in the co-author networks, every expert focuses on his own re-
search areas. Formally, for each node v ∈ V and research topics z , a vector θ ∈ T 
(∑ θ 1) express the distribution of research topics. Each element represents the 
importance of node v on topic z. Finally, we use LDA to initialize the research topic 
distribution of each expert node in the co-author network. 

3.2 Ego Community Factor Graph (ECFG) Model 

Parameters: The factor graph model [15] contains a set of observed variable v N  
represents the input network, a set of hidden vectors y N  which corresponds to the 
N nodes of the network. A virtual node u  is introduced for expressing ego community c  and non-ego community  c . Fig. 2 shows a typical example of an ECFG. The 
network consists of four nodes { v , … , v }, which have corresponding hidden 
tors Y y , … , y . Two latent variables C=2 are introduced for communities. Spe-
cifically, two kinds of feature functions are defined for the ECFG model. 

Node Feature Function:   g(v , y , e, z) is a feature function defined on node v , which 
estimate how likely node v  belongs to the ego community c . The node feature func-
tion is defined to measure the relationship strength between node v  and ego node e. 
Meanwhile, the topic-level social influence should also be taken into account [16]. 
Thus, the node feature function g can be defined as follows: 

g( , , , ) ∑ ∈ ( ) · ∑ ∈ ( , )∑ ∈ ( )∑ ∈ ( )∑ ∈ ( )
            (1) 

where NB(i) represents the neighboring nodes of node v  , w θ a , θ  is calcu-
lated by LDA which indicates the influential node v on specific topic z, and a  is 
equal to the edge weight. Then  w  is denoted as the topical similarity and association 
strength between node v   and v . Moreover, δ( , )denotes the set of points for shortest 
path from ego node to node v  . δ  represents the nth node of the shortest path and n is 
the number of edges of the shortest path. The first part of the feature function evaluates 
the influential factor while the second part measures the relationship strength with the 
ego node. 
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Fig. 2. Graphical representation of the ego-centered community detection via factor graph model 

Edge Feature Function: f (y , y ) is an edge feature function defined on the edge of 
the network, describing how likely two connected nodes belong to the same commu-
nity. One of the key factors, modularity [8], is a significance description of the com-
munity structure. The higher value of the modularity corresponds to a better division of 
a network [17]. Formally, we defined the edge feature function f as follows: 

, 0                                                                 (2) 

where k ∑ a∈O( ) the sum weight of isout-edges of node v  and m ∑ a,  is the 
sum of weights of all edges in the network. The defined edge feature function can 
guarantee the structure of community. 

Joint Distribution: Usually, by combining all the feature functions we can maximize 
an objective likelihood function to construct the model. The definition of joint objec-
tive function as follows: P(v, Y) ∏ ∏ ( , , , ) ∏ ∏ ( , )                (3) 

where v v , … , vN  and Y y , … , yN  denote all observed and hidden variables 
respectively. g is node feature function and f is edge feature function. Z is a normalizing 
factor. As defined by the Eq. (3), maximizing the likelihood function P(v, Y) can 
obtain the most relevant nodes of the given ego node corresponding to the ego-centered 
community.  

Ego Community Affinity Propagation (ECAP) Learning Method: A Topical Af-
finity Propagation (TAP) algorithm [16] was proposed based on sum-product [15] 
approach to evaluate the topic-specific message passing process. However, as for the 
ego-centered community detection problem, we should also consider the relationship 
strength and community structure factors. Thus, we update the parameters and propose 
the ECAP method. The algorithm is summarized in Alogirthm1.  
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Specifically, two types of variables p  and c   are introduced to explain the 
ego-centered community discovery task. Here, p implies how likely user v  affects v  belonging to the ego community u  on the specific research areas z, while c  
indicates that how likely user v  is affected by v  belonging to ego community u  in 
the research areas z. Then, the update rules for the variables as follows [16]:  max ∈ ( )               (4) max ∈ ( ) min , 0                       (5) 

, 0 , , 0  ∈ ( ) , 0  ∈ ( )                         (6) 
where NB(j)represents the neighboring nodes of node j, a  and b  are the loga-
rithm of the normalized node feature function and edge feature function, respectively. 
In detail, ( , , , )∑ ( , , , )∈ ( )                                      (7) 

( , )∑ ( , )∈NB( )U U                                       (8) 

The measurement of the relationship strength and topic-level social influence can 
unified with the ego community score which define based on the learned variables p  
and c  using a sigmoid function [16] as follows: 

( )                          (9) 

Algorithm 1. The ECAP Learning Algorithm 

Input:  G=(V, E),ego node e and research topic distribution  

Output: ego community graphs  

1. Calculate the node feature function ( , , , ); 

2. Calculate the edge feature function , ; 
3. Calculate ,  according to Eq. (7) , Eq. (8); 

4. repeat  

5.    for each  edge-ego pair ( , ) update  according to Eq.(4) 

6.    for each   node-ego pair ( , ) update  according to Eq.(5) 

7.    for each  edge-ego pair ( , ) update  according to Eq. (6) 

8. until convergence; 

9. for each  node  do  

10.    for each neighboring node ∈ ( ) ∪  compute  according to Eq. (9) 

11.  Generate ego community graph according to  
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4 Experiments and Results 

4.1 Data Sets and Experiment Settings 

We perform our experiments on a coauthor network extracted from an academic search 
system Arnetminer.org (http://arnetminer.org) [18]. The coauthor network contains 
640,134 authors and 1,554,643 co-author relations. Firstly, we apply LDA to model the 
topic distributions of both the authors and the corresponding papers. About 7 au-
thor-specific research topic distributions to each author evaluated from the network. 
The ECAP learning algorithm is implemented using C++ programming language and 
Visual Studio 2012 IDE tool. The experiment performed on Windows 2007 with In-
tel(R) Core(TM) i5 CPU and 4GB memory.  

4.2 Performance Analysis 

Case Study: To analysis the results, we choose one expert, Prof. Jiawei Han, as the ego 
node. As Table.1 shows the ego node Prof. Jiawei Han mainly focuses on research 
topics including “data mining” and “database system”. Table.2 evaluates the example 
list of researchers who are mostly influenced by the ego node.  Fig.3 represents the 
discovered two communities on each topic. The community which includes the ego 
node represents the ego community of Prof. Jiawei Han. Then, by combining the ego 
community on two different topics we can finally obtain the ego community of Prof. 
Jiawei Han. To analysis, only 10 most representative experts of the community are 
showed in the table. Obviously, the nodes which mostly influenced by the ego node are 
included in the ego community. This implies the social influence factor can also be 
measured when detecting the communities.  
 

 

 

Fig. 3. Ego-centered Community Detection 
Results on two different topics 

Fig. 4. The ego community of Prof. Jiawei 
Han 

Prof. Jiawei Han
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Table 1. Top 10 self-representative experts on 7 different research topics  

Research Topics Representative Experts 

Data Mining 
Jiawei Han, Jian Pei, HeikkiMannila, Wei Wang, Philip S. Yu, Jeffery Xu Yu,  

Qiang Yang, EamonnJ,Keogh, Christos Faloutsos, Martin Ester 

Database System 

Gerhard Weikum, Michael Stonebraker, Jennifer Widom, Philip S.Yu,  

Richard T.Snodgrass, Jiawei Han, Joseph M.Hellerstein, WeiSun, 

V.S.Subrahamanian 

Machine Learning 

Pat Langley, Bernhard Scholkopf, Michael I.Jordan, Alex Waibel, Daphne 

Koller,  

Yoram Singer, SatinderP.Singh, Manfred K.Warmuth, Floriana Esposito, 

Trevor Darrell 

Bayesian Network 

Daphne Koller, David Heckerman, Henri Prade, Floriana Esposito, Michael I.  

Jordan, Dilier Dubois, LluisGodo, Philippe Smets, Finn Verner Jensen, Paul 

R.Cohen 

Information Retrieval 
James P.Callan, OphirFrieder, Gerard Salton, Zheng Chen, Alan F.Smeaton,  

MouniaLalmas, Chris Buckley, Amanda Spink,W.Bruce Croft, Yi Zhang 

Web Services 
Yan Wang, Fabio Casati, ZakariaMaamar, Patrick C.K.Hung, Jen-Yao Chung,  

Ying Li, Liang-Jie Zhang, BoualemBenatallah, Jun-Jang Jeng, Claude Godart 

Semantic Web 
Dieter Fensel, Stefan Decker, York Sure, Wolfgang Nejdl, James A.Hendler,  

Enrico Motta, Steffen Staab, Ian Horrocks, Rudi Studer, Carole A.Goble 

Table 2. Example of the influence analysis for the coauthor dataset 

Ego Researcher Influenced Researchers 

Jiawei Han 
David Clutter, Hasan M.Jamil, K.P.Unnikrishnan, RamasamyUthurusamy, 

Shiwei Tang 

 
The extracted ego community (see Fig.3) evaluates the community structure as well 

as the social influence between experts on specific topics. The experimental results 
demonstrate the effectiveness of ECAP of ego-centered community identification on 
the co-author data sets. Finally, the ego community is extracted from the co-author 
network shown in Fig.4. 

5 Conclusions  

In this paper, we study the problem of ego-centered social community analysis. We 
formally define the problems and propose a unified factor graph model, ECGF, to 
detect the ego community. Based on the node feature function and edge feature func-
tion, we can evaluate the research topic specific social influence, social relationship 
strength and community structures jointly. Unlike the previous methods which only 
measure the topological properties of the network, the proposed learning algorithm 
considers factors more reasonable and practical. Therefore, the detected community 
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can reflect the real state of the social relationships rather than less practical network 
clusters. Experimental results on co-author network data set demonstrate that the 
proposed approach can effectively find the ego-centered communities.  
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Abstract. The customized marketing is an increasing area where users
are progressively demanding and saturated of massive advertising, which
has a really low success rate and even discourage the purchase. Further-
more, another important issue is the smash hit of mobile applications in
the most known platforms (Android and iPhone), with millions of down-
loads worldwide. Instaprom is a platform that joins both concepts in a
mobile application available for Android and iPhone; it retrieves inter-
esting instant promotions being close to the user but without invading
the user’s e-mail. Nowadays, the platform sends promotions based on the
customized preferences by the user inside the application, although the
intelligent system proposed in this paper will provide a new approach
for creating intelligent recommendations using similar users promotions
and the navigation in the application information.

Keywords: marketing, artificial intelligence, machine learning, recom-
mendation systems, marketing segmentation.

1 Introduction

Over the last years, smartphones on the one hand and promotions applications
on the other hand are increasing in size. The first expansion is due to the progress
and decreasing costs of technology and the offers applications emerge to combat
the effects of economic crisis. Instaprom is a platform that joins the necessity
of offers (good for the shopper, which saves money, and for the seller, which
frees stock) with the power of smartphones in a mobile application available for
Android and iPhone that allows to the shops add offers easily and flexibly and
permits to the shoppers receive the offers immediately.

In this paper CRISP-DM methodology [15] –the most used methodology for
Data Mining tasks [6]– is applied to create an intelligent recommendation system
for Instaprom.

This paper is structured in the following sections: Section 2 describes the
CRISP-DM methodology, Section 3 analyzes the datasets and their preprocess-
ing, Section 4 explains the proposed models, Section 5 evaluates these models
and finally in Section 6 conclusions and future research are described.

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 231–238, 2014.
c© Springer International Publishing Switzerland 2014
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2 Methodology

The methodology applied in the approach proposed in this paper is CRISP-DM,
the most used methodology in Data Mining [6]. This methodology has 6 steps
in an iterative process which are detailed as follows.

First of all, the business has to be known the context of the process and
the objectives that we want to achieve. Secondly, we need to know how many
datasets we have and how these datasets are because they are the main point in
Data Mining. Data preprocessing is the third step and the most time-consuming
because real data are incomplete and inconsistent. Then, the models are designed
using Data Mining techniques. The fifth step is to evaluate the generated models.
Finally, the sixth step is to deploy the system in a production environment.

Instaprom platform is the business in our case so we want to get the most
relevant promotions which can be interesting for each user. This is achieved
comparing the available promotions with the previous favorite promotions and
with the promotions that the most similar users like.

The available data are the user profile introduced in the mobile application,
the most loved promotions for the user and similar users. Data are described
with more details in the next section.

Finally, steps 3-5 are analyzed in greater details in next sections, and deploy-
ment details have less relevance to the Data Mining process.

3 Preprocessing

This project uses heterogeneous data from varied sources, and therefore each one
has to be processed differently. These data have been obtained for two months
by recording Android application information.

Firstly, promotions text is used to find similar promotions to the most val-
uated by the user. These promotions are stored in a database, but they must
be processed in order to compare them correctly. This process consists in ap-
plying text mining to promotions fields (title, body and conditions). The text
mining process applied is 1) tokenize the text (to split the text in words), 2) con-
vert all characters to lower case, 3) remove stop words (words without relevance
as prepositions and conjunctions with some specific of domain words as ’pro-
motion’), 4) apply a stemmer (to convert words to their root, removing genre,
number and conjugation ambiguity) and 5) applying TF-IDF (technique that
assigns a relevance numeric value to each word in function of the frequency in
the text and the inverse of the frequency in other documents).

Secondly, user navigation is recorded capturing events in Android application.
For each event the following data are captured: name of the event, date, user,
promotion, shop, commercial area and geolocalization. This task allows how to
know the way in which the user uses the application (relevant to find users that
use the applications for the same purpose) and also permits to know who is
interested in each promotion. This interest is calculated assigning a score to
each event and adding the event score to the promotions for the user every time
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the user triggers the event. Events score has been assigned in function of the
relevance of each event and it is shown in Table 1.

Finally, application user profile is used to find similar users and recommend
them their most valuated promotions. This information consists of gender, year
of birth, province and interests. All the fields are optional, except interests,
that must be at least three. This information is stored in a database, but it is
necessary to extract and clean it. In addition, this profile information is merged
with user events. A different dataset which has been considered in this research
is the division of these events in sessions, considering a session as a sequence of
same user events with less than 10 minutes between an event and the next one.
Ultimately, profile information and sessions are merged in another dataset.

Table 1. Score of each user event in the application

Event Description Score

Promotion User enters in a promotion 20
Conditions User views the promotion conditions 10
QR User views the promotion QR code (purchase is assumed) 80
Shop User views store information 30
Like User likes promotion 50
Not like User unchecks that he likes promotion -50
Preshare User enters in share option 10
Share User share promotion 100
Directory User enters in shop directory 0
CA User enters in commercial area 0
Preferences User enters in preferences 0
About User enters in about application section 0
List User enters in promotions list 0
Back User presses back button 0
E-mail User enters in send e-mail to shop option 0
Call User enters in call to shop option 0
Web User enters in view shop web option 0
Contact User enters in application contact option 0
Help User enters in help option 0
Play User starts promotions reception 0
Pausa User pauses promotions reception 0
Reload User reload promotions list 0

4 Models

This project uses different techniques to process the datasets. These techniques
are renowned and massively used. For clustering tasks EM, K-means, Cobweb
and Furthest First are used. For classification tasks C4.5 is used because de-
cision trees permit to analyze results in an affordable manner. Finally, a less
known adaptive technique is used to process the users events sequences. Many
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other techniques have been studied, but they cannot be applied due to time
restrictions: dynamic bayessian networks [12,13], ontologies [9,14], fuzzy logic,
simulation [2], artificial neural networks [2], genetic algorithms [10,11] and user
models [1,3,4,5,7,17].

On the one hand, text mining is used to preprocess promotions text and
afterwards get a similarity measure among them. This process is applied to
several datasets: promotion title, body, conditions and all fields merged in an
unique dataset. To analyze the best dataset, and because analyzing TF-IDF
results is intricate and complex, clustering and classification techniques are used.
Firstly, EM is used to cluster the TF-IDF processed promotions because using
Weka it gets automatically the number of clusters using cross validation [16] and
because its mathematical base is suitable for the numerical nature of TF-IDF
results. Next, C4.5 is applied to clusters to analyze the goodness of results.

On the other hand, user application and navigation profile are used to find
similar users and to recommend their most valuated promotions. In a first iter-
ation, clustering were used to both profiles. Thus, EM, K-means, Cobweb and
Furthest First were applied on several datasets: profile, sessions, and sessions
with profile. In a last iteration an adaptive clustering technique was used to user
events sequences: this technique stores events sequences of a maximum length in
a trie (a special type of tree suitable for information retrieval) and then it uses
the cosine distance to cluster users. This technique uses also a special algorithm
in which the behavior of the users can evolve, for more details see [8].

The before techniques constitute the intelligent recommendation system. After
this processing a strict filter is used to remove the promotions that don’t match
the user gender, age, location or interests. This procedure is schematized in
Figure 1.

5 Evaluation

Evaluation is essential in a data mining project in order to validate the cre-
ated models: without a correct evaluation it is not possible to guarantee that
the models work properly. In this research a complete evaluation couldn’t be
accomplished because data collected was not large enough. Nevertheless, bad
models were rejected and remaining models seemed to be adequate, although a
re-evaluation with more data is necessary to guarantee the fitness of the models.

Content-based recommendation models are validated analyzing the decision
trees and the precision obtained by C4.5 on EM clusters. In a first iteration
stop words were not removed from promotions fields, but despite getting more
precision (due to overfitting) the models obtained are worse. For this reason this
should be validated with more data. Precision obtained by C4.5 for each dataset
is shown in Figure 2. In this chart the number of clusters that EM generated is
shown in yellow color inside bars. In this chart we can notice that the dataset
with more precision is when we use all fields of the promotions. The dataset that
only contains conditions also has a high precision, but analyzing the decision
tree we can see its incoherence, due to the short text of conditions (even there
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Intelligent Recommendation System

Fig. 1. Intelligent recommendation model

are promotions without conditions). Then, we can say that the best model for
content-based recommendation is to use all fields of the promotion removing
stop words.

Collaborative recommendation using traditional clustering techniques are val-
idated similarly: clusters are classified by C4.5 and precision and trees coherence
are analyzed. In a first iteration data types were incorrect, dealing numeric val-
ues as nominal with several possible values. Again, in some cases the precision of
this iteration is greater than the precision with correct types due to overfitting,
but obviously with correct data types the models are more robust (it can be seen
analyzing decision trees) and with more data this would be validated. Precision
gotten for each dataset is shown in Figure 3 (hierarchical techniques results are
not shown because they were very low), and again number of the clusters that
EM generated is shown in yellow color inside bars. In this chart we can notice
that precision is high in all datasets, though if we consider sessions the precision
is worse. This is because there are few sessions, and they are short. Between pro-
file and sessions with profile the difference is not large, but analyzing sessions
with profile decision trees we noticed that user events are almost not present,
and they appear in the bottom of trees, where the relevance is low. Finally, in
all models K-means is a bit better than EM, but EM calculates the number of
clusters automatically, therefore, we determine that the best model for profile
clustering is EM using the dataset in which the user profiles are stored.

Finally, since traditional clustering techniques were not adequate for user
events profile, it was analyzed using a different technique. This technique gener-
ates event sequences of a maximum length (for instance with maximum length
3 it generates sequences of length 1, 2 and 3), then it generates a trie with these
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Fig. 2. Content-based recommendation evaluation

Fig. 3. Collaborative recommendation evaluation

sequences and finally it uses cosine distance to generate clusters. For more details
see [8]. This technique is evaluated extracting the sequence of highest χ2 of each
user and then analyzing the average χ2 and the occurrences of each sequence.
This analysis was done with sequences of maximum length 3, 4 and 5; higher
maximum lengths were not analyzed because results are similar with these max-
imum lengths and higher maximum length won’t change them. Average χ2 is
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Fig. 4. Average Chi-squared for best sequences of each user

Fig. 5. Occurrences of best sequences of each user

shown in Figure 4 and occurrences are shown in Figure 5. We can appreciate
that results hardly change varying maximum length. The best sequences are
those with higher average χ2 and more occurrences because they are the cluster
prototypes. These sequences are pause-play, conditions-back-qr and about-web.

In conclusion, the best model for content-based recommendations is text min-
ing using all fields of the promotions and the best model for collaborative recom-
mendations are combining EM for profile recommendations with tries technique
for navigation profile recommendations.

6 Conclusions and Future Research

In this project an intelligent recommendation system for Instaprom platform
has been designed and evaluated. CRISP-DM methodology has been used for
this purpose, and as result several techniques and datasets have been proposed.
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In spite of these models are promising, more data are required to completely
validate them. A set of validation users would be helpful too in order to guarantee
the validity of the recommendation system.

Future Research will be about this validation with more data and cross vali-
dation, though other techniques can also be evaluated. According to the research
detailed in Section 3, fuzzy logic, artificial neural networks, dynamic bayesian
networks, simulation and genetic algorithms are the most promising.
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Abstract. Spectral Clustering and Diffusion Maps are currently the
leading methods for advanced clustering or dimensionality reduction.
However, they require the eigenanalysis of a sample’s graph Laplacian
L, something very costly for moderately sized samples and prohibitive
for very large ones. We propose to build a low rank approximation to
L using essentially the centroids obtained applying kernel K-means over
the similarity matrix. We call this approach kernel KASP (kKASP) as it
follows the KASP procedure of Yan et al. but coupling centroid selection
with the local geometry defined by the similarity matrix. As we shall see,
kKASP’s reconstructions are competitive with KASP’s ones, particularly
in the low rank range.

Keywords: Nyström Extension, KernelK-Means, Diffusion Maps, Sub-
sampling.

1 Introduction

Spectral Clustering (SC,[8]) and Diffusion Maps (DM,[5]) are probably the lead-
ing current methods to perform advanced clustering or dimensionality reduction.
Among their many appeals stand out an elegant underlying theory, the possi-
bility of relatively simple implementations, their application in an unsupervised
setting and the very good results they often give. However, they require in prin-
ciple the eigenanalysis of the graph’s Laplacian (SC) or a graph’s Markov matrix
(DM), that have the same dimensionality as the sample size. Thus, a first draw-
back is the cost of the eigenanalysis required, with complexity O(N3) (with N
the sample size), too expensive for moderately sized samples and impossible for
very large ones. A second drawback is the difficulty of computing the SC or DM
projections of new patterns, as these projections are eigenvector components.

There is a large body of literature dealing with these two issues. The Nyström
extension [4] is the standard approach to compute the spectral coordinates of a
new pattern. To deal with costs, a common approach is to subsample the original
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patterns retaining a small subset that is used to define a first embedding, which
is then extended to the entire sample. Among the state of the art methods is
the KASP procedure in [13], where standard K-means is used to build a set
of representative centroids over which spectral clustering is done. Our proposal,
kKASP, builds on it. Related to this and also relevant to this work are methods
that build low rank approximations to the similarity matrix [7]; this has been also
done for kernel-based learning [12]. An important recent contribution is also [2],
which not only suggests subsampling procedures but also defines a metric to
compare the quality of a Nyström based reconstruction, that we will use here.

As suggested in [13], a drawback of subsampling methods is that they often
do not exploit the information that the similarity matrix provides. While several
approaches can be followed to build this matrix, the standard one is to use a ker-
nel to define the similarity between two patterns. In turn, a powerful and well
known extension of K-means is kernel K-means (kKM; [10]). Thus a natural
idea that we pursue here is to replace standard K-means as used in the already
mentioned KASP procedure with kernel K-means. Hence, in our proposal, that
we call kernel KASP (kKASP), instead of working with Euclidean pattern dis-
tances in the sample, we project its patterns using a kernel (which can be the
one used to build the similarity matrix that we want to subsample) into a high
dimensional space where K-means is performed. Although we will not pursue
it here, we point out the deeper relationship between kKM and normalized cut
spectral clustering; indeed they are essentially equivalent [6].

While in principle the projection kernel could be decoupled from that of the
graph’s similarity matrix, to use the same kernel for both tasks is a very natural
choice in SC and DM. In fact, doing so not only simplifies computations but
links patterns’ similarity with distances in projected space. Moreover, assuming
as we shall do, Gaussian kernels, it is easy to see that a high similarity between
two patterns is equivalent to them being close in projected space. Thus, deriving
the subsample from the kKM centroids, links explicitly pattern sampling with
the graph structure upon which SC and DM are built and, as we shall see,
yields accurate low rank matrix reconstructions of the graph’s Laplacian (or the
Markov matrix P ) they use. In summary our kKASP model is a simple and
natural kernel variant of KASP that, to the best of our knowledge, has not been
considered before. While our kKASP model can be used to work out SC/DM
clustering or dimensionality reduction on its entirely, we will limit ourselves here
to compare the quality of kKASP’s low rank reconstruction with that of random
subsampling and KASP. For this we use the metric proposed in [2] and, as we
shall see, kKM-based subsampling yields a reconstruction of the Markov matrix
P competitive with KASP and even slightly better in some cases.

The paper is organized as follows. In Sect. 2 we briefly review SC and DMs;
while we recall that they will not be further used, we stress that our goal is
to achieve a good approximation to the Markov matrix that is at the heart of
both methods and, thus, their brief description. We shall also describe in this
section Nyström’s extension and the quality measure proposed in [2]. In Sect. 3
we review kernel K-means (kKM) and describe our kKASP approach. Since
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kKM centroids are known only implicitly but we actually need a subsample, we
will approximate kKM centroids with the closest sample point of their clusters.
Section 4 contains the experimental results and the paper ends with a short
discussion and pointers to further work.

2 SC, DM and Nyström’s Formula

As previously introduced, Spectral Clustering (SC,[8,9,11]) and Diffusion Maps
(DM,[5]) are manifold learning methods for clustering and dimensionality re-
duction that have received recently a very large attention. In its first versions,
SC looked for clusters in a sample S = {x1, . . . , xN} by building an appropriate
local similarity matrix W in such a way that the clusters were the connected
components of the weighted graph G defined by W . These were then identified
analyzing the eigenstructure of a suitable normalization of the graph’s Laplacian
L = D −W with D the diagonal degree matrix (i.e., Dii = di =

∑
j wij). For

instance, working as we do here with the random walk Laplacian Lrw = D−1L =
I −D−1W = I − P , the number C of connected components of G (and hence,
clusters) is given by the multiplicity of the smallest eigenvalue (equal to 0) of
Lrw and the clusters are found applying K-means over the spectral projections
v(xi) = (v1i , . . . , v

m
i )� of a sample point xi, where m is a suitably chosen pro-

jection dimension, {vp}N−1
p=0 are the right eigenvectors of Lrw or, equivalently, P ,

and we drop the first eigenvalue λ0 = 0 and its constant eigenvector (1, . . . , 1)�.
Notice that for this to work it is no longer required the similarity to be local,
as the graph G could be indeed connected, something that will happen if the
similarity matrix verifies wij > 0. Moreover, the SC coordinates (v1i , . . . , v

m
i )�

can also be used for dimensionality reduction purposes [3].
Diffusion Maps add two changes to SC. First, we select an α value, 0 ≤

α ≤ 1, to normalize W into W (α) with w
(α)
ij = wij/d

α
i d

α
j , and define then the

Markov probability matrix P (α) = (D(α))−1W (α) on the graph G. As shown
in [5], α reflects the role of the underlying and unknown sample density. For
instance, when α = 0, we go back to the previously discussed normalized graph
Laplacian. A better choice could be α = 1 for which it can be shown that defining
the similarity matrix through a radial kernel, the infinitesimal generator of the
diffusion process coincides with the manifold’s Laplace–Beltrami operator and,
hence, captures the geometry of the sample’s underlying manifold. In any case,
we drop from now on the α parameter and write just P instead of P (α).

The second addition is the definition of a diffusion distance [5] for t steps

Dt(xi, xj)
2 =

∫
z

(
pt(xi, z)− pt(xj , z)

)2 dz

φ(z)
,

where φ is the stationary distribution of P . The quantity Dt(xi, xj) will be
small if pt(xi, z) � pt(xj , z) for all z, i.e., there is large probability of going
from xi to xj and vice-versa. Now it turns out that Dt(xi, xj)

2 can be ex-

pressed as Dt(xi, xj)
2 =

∑N−1
k=1 λ2t

k (vki − vkj )
2, with vk again the right eigenvec-

tors of P and we drop v0. Notice that the eigenvalues λk of P that DM uses
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are λk = 1 − λ̂k, with λ̂k the eigenvalues of L that are used in SC. Setting
now Ψ t(xi) = (λt

1v
1
i , . . . , λ

t
N−1v

N−1
i )�, Dt(xi, xj) is just the Euclidean distance

between Ψ t(xi) and Ψ t(xj). Since λj decrease, dimensionality reduction can be
easily achieved by simply retaining the firstm components of Ψ and dropping the
others that correspond to small eigenvalues. Moreover, as the diffusion distance
is approximated by Euclidean distance in Rm, it is natural to use the K-means
algorithm if clustering is sought. In summary, DM lends itself very naturally to
dimensionality reduction and clustering.

SC and DM share two drawbacks. The first one is the eigenanalysis they
require, which will be very costly for moderate size matrices and impossible for
large ones. The second is the difficulty of computing the SC or DM projections
of new, unseen patterns. Both can be dealt with using Nyström extension [2,4].
Assume a symmetric positive semidefinite kernel a(xi, xj) and its kernel matrix
A, i.e., aij = a(xi, xj) for which we assume the eigendecomposition AU = UΛ
with U orthonormal. Then we can define the Nyström extension to a new pattern
x as the approximation ũk(x) to the true uk(x) given by

ũk(x) =
1

λu
k

N∑
j=1

a(x, xj)u
k
j . (1)

To extend this to the asymmetric cases of SC and DM, recall that we have
P = D−1W . If we set A = D1/2PD−1/2 = D−1/2WD−1/2, then A is symmetric,
we have again AU = UΛ and setting now V = D−1/2U we have PV = V Λ and
applying the extension (1) of A’s eigenvectors u is easy to see that ṽk(x) =
1
λk

∑N
j=1 P (x, xj)v

k
j .

Nyström extension can be used to build a low rank approximation first to W
and then to P . Consider the representations

W =

(
W̃ B�

B C

)
, D =

(
D̃ 0

0 D̂

)
, P = D−1W =

(
P̃ B′

P

BP CP

)
,

with W̃ the K ×K similarity of a K pattern subsample S̃, BP = D̂−1B, CP =
D̂−1C, B′

P = D̃−1B� and P̃ = D̃−1W̃ . Let W = UΛU� and W̃ = Ũ Λ̃Ũ� be the

eigendecompositions of W and W̃ . It is easy to see that (1) yields U =
(

Ũ
BŨΛ̃−1

)
as the approximation to the first K eigenvectors U of W which, in turn, we can
use to build the S̃-based approximations W ′ and P ′ = D−1W ′ to the entire W
and P , namely

W ′ = UΛ̃U� =

(
W̃ B�

B BW̃−1B�

)
, P ′ =

(
P̃ B′

P

BP BP P̃
−1B′

P

)
,

where in W ′, C′ = BW̃−1B�, and then for P ′ we have CP = D̂−1C′ =
D̂−1BW̃−1D̃D̃−1B� = BP P̃

−1B′
P . We call P ′ to the Nyström’s approxima-

tion to the full Markov matrix P and we shall use the Frobenius norm of P −P ′

(or, equivalently, L− L′), given by

dF (L,L
′) = dF (P, P

′) = ‖P − P ′‖F = ‖CP −BP P̃
−1B′

P ‖F ,
to define the reconstruction error for comparing different ways of selecting S̃.
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Algorithm 1. kKASP Algorithm.

Input: S = (x1, . . . , xN); K, the subsample size.
1 Apply kernel K-means on S and select K pseudo-centroids S̃K = {z1, . . . , zK};
2 Perform the eigenanalysis of the matrix PK associated to S̃K ;

3 Compute Nyström extensions Ṽ K as described in Sect. 2;

4 If desired, perform dimensionality reduction on the Ṽ K and clustering;

3 Kernel KASP

Standard (Euclidean distance-based) K-means proceeds by choosing K initial
centroids {C0

k}Kk=1, associating sample patterns xp to their nearest centroid and
building a first set of clusters {C0

k}Kk=1, with xp ∈ C0
k if k = argmin� ‖xp − C0

� ‖.
The new centroids C1

k are now the means of the C0
k which, in turn, are used

as before to define a new set of clusters C1
k and of centroids C2

k . We proceed
iteratively until no sample point changes its centroids. At each step i we have∑

xp∈Ci
k

‖xp − Ci+1
k ‖2 = min

Z

∑
xp∈Ci

k

‖xp − Z‖2, ∀k.

Thus, the iterations progressively minimize the within cluster sum of squares∑K
k=1

∑
xp∈Ci

k
‖xp−Ci

k‖2. The basicK-means can be enhanced in a kernel setting

replacing the original sample patterns x by non linear extensions Φ(x) where, if
Φ corresponds to a reproducing kernel K, we do not have to work explicitly with
the Φ(x) extensions, since the distances ‖Φ(xp)− Ci

k‖2 are given by

‖Φ(xp)− Ci
k‖2 = Φ(xp) · Φ(xp) + Ci

k · Ci
k − 2Φ(xp) · Ci

k

= K(xp, xp) +
1

|Ci
k|2

∑
xq,xr∈Ci

k

K(xq , xr)− 2

|Ci
k|

∑
xq∈Ci

k

K(xp, xq).

Therefore, the previous Euclidean K-means procedure extends straightforwardly
to a kernel setting [10].

As mentioned, we follow the KASP procedure in [13] but applying kernel K-
means with the similarity W as the kernel matrix. We call our procedure kernel
KASP (kKASP). Notice that in kKASP the centroids are only known implicitly.
Since we need concrete subsample patterns, we shall retain K pseudo-centroids,
i.e., the sample points xk

p in the final clusters Ck closest to the Ck centroids.
Algorithm 1 summarizes our procedure.

The complexity analysis of the preceding is easy. The cost of the first step is
O(KNI), with I the number of iterations, plus the cost O(N2) of pre-computing
the similarity matrix; the eigenanalysis of PK has a O(K3) cost and that of the
Nyström extensions is O(KN). This is obviously more efficient than a straight
SC or DM approach over the entire sample, whose eigenanalysis of the complete
singularity matrix would have a complexity of O(N3).
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Fig. 1. Reconstruction error (median) in function of the number of patterns for Fish-
bowl (top left), Musk (top right), Digits (bottom left) and Image (bottom right)

4 Numerical Experiments

In this section we compare experimentally different approaches to select a sub-
sample over which the Nyström extension is applied. Recall that the distance
dF (P, P

′) is used as a quality measure, where P = D−1W is the transition prob-
ability matrix of SC (and that of DM with α = 0). The similarity W is defined
over a Gaussian kernel where we have set the width parameter σ as the 10% per-
centile of all the distances. We consider four approaches: a random selection of
patterns (Sr), a KASP selection using the pseudo-centroids (Sk) and two kKASP
selections using a kernel with two different values of σ: the percentiles 1% and
10%. With the first one (Skk1) the model is more local and thus it provides more
clusters, whereas in the second, Skk10 , the kernel matrix is precisely the similarity
matrix W defined above. We consider different subsample sizes, namely 10, 50,
100, 200, 300, 400, 500, 750 and 1, 000. For Sr and Sk these are the final sizes
but, for Skk1 and Skk10, the kernel K–means implementation we use can collapse
some of the clusters to 0 patterns; thus the subsample can be smaller.

We consider four examples. The first one is the synthetic fish-bowl of [2],
where we generate uniform random points on the unit sphere, and then remove
all points over a height of 0.7; we build this way 10, 000 three-dimensional sample
patterns. The other three are classification problems that come from the UCI
database [1] and are also used in [13]: the musk problem (with 6, 598 patterns
and 166 features representing musk and non-musk molecules), the pen-based
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Table 1. Summary of the results for Sk and Skk1 . For each dataset and subsample size,
the first two rows include medians and deviations of the reconstruction errors for Sk

and Skk1 , and the third row medians and deviations of the final sizes of Skk1 .

Size 50 100 200 500 1, 000

F
is
h
b
. Error Sk 8.3e−3±5.9e−4 5.9e−4±1.4e−4 8.2e−6±4.0e−6 9.5e−7±4.0e−7 1.1e−6±1.6e−7

Error Skk1
2.2e−2±4.0e−3 6.4e−4±1.1e−4 4.3e−6±1.4e−6 6.3e−7±1.7e−7 8.8e−7±2.5e−7

Size Skk1
50±0 99±0 186±2 363±6 493±7

M
u
sk

Error Sk 6.8e−2±1.5e−3 3.9e−2±1.5e−3 2.1e−2±6.9e−4 7.3e−3±3.3e−4 3.0e−3±9.4e−5

Error Skk1
8.2e−2±4.9e−3 5.6e−2±2.3e−3 3.4e−2±1.7e−3 1.5e−2±6.2e−4 5.8e−3±1.9e−4

Size Skk1
42±2 73±3 124±6 279±6 570±8

D
ig
it
s Error Sk 3.1e−2±1.1e−3 1.5e−2±6.9e−4 6.0e−3±3.8e−4 1.7e−3±8.0e−5 6.6e−4±5.9e−5

Error Skk1
3.4e−2±1.1e−3 1.5e−2±7.5e−4 6.1e−3±1.5e−4 1.7e−3±6.6e−5 6.0e−4±2.6e−5

Size Skk1
50±0 100±0 196±1 460±4 831±7

Im
a
g
e Error Sk 7.8e−1±1.6e−2 7.3e−1±2.0e−4 6.7e−1±3.6e−2 2.1e−1±6.7e−2 1.2e−4±4.2e−6

Error Skk1
8.9e−1±1.0e−4 8.9e−1±4.0e−4 8.2e−1±3.4e−2 5.7e−1±6.5e−2 3.1e−1±1.0e−1

Size Skk1
50±0 100±0 192±2 389±5 587±7

handwritten digits recognition problem (with 10, 992 instances of dimension 16)
and the image segmentation problem (with 2, 310 randomized instances of di-
mension 19 from a database of 7 outdoor images).

GivenK-means dependence on the initial centroids, we repeat each experiment
25 times starting at random different C0

k , and Fig. 1 shows for each requested sub-
sample the medians of the subsample sizes obtained and of the reconstruction er-
rors; we use the median and median absolute deviation as robust variants of the
average and standard deviation in account of kKM’s dependence on its initializa-
tion. Obviously this error will decrease as the sizes grow (being 0 for a full sample).
As can be seen, Skk1 performs slightly better than Sk (with the same subsample
size), except in the image problem, where Sk’s error descends quickly with more
than 500 patterns (i.e., a relatively large 21.5% of sample size), whereas the de-
crease of Skk1’s error is much slower. Skk10 gives a good performance for low ranks
(similar to Sk and Skk1 and even better for Image) but it quickly collapses centroids
and the subsample size attainable is thus smaller. As expected, Sr is the weakest
performer, as it does not use any information about the problem. Table 1 gives a
more detailed comparison between Sk and Skk1, including also the deviations and
reinforcing the previous discussion. The header gives the number of Sk centroids
whereas the last line one of each example those of Skk1, which are usually smaller.
This has to be considered when comparing the Sk and Skk1 reconstruction errors
(e.g., the Image error of Skk1 in the 1, 000 centroid column should be compared
with the Sk error for 500 centroids).

5 Discussion and Conclusions

In this work we have introduced kKASP, an extension of the K-means-based
approximate spectral clustering procedure proposed in [13] to a kernel framework
that couples the kernel clustering matrix with the graph’s similarity matrix and
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uses the resulting pseudo-centroids to compute a low rank L′ approximation to
the graph’s random walk Laplacian L. We have compared the approximations
of kKASP with that of KASP over four datasets, obtaining promising results in
terms of the reconstruction error between L and L′.

In any case this is a first step as the main goals of SC and DM are dimension-
ality reduction and clustering, for which the reconstruction error is just an initial
metric that has to be refined. In fact, while this error decreases as the rank of
L′ grows, the region of interest is that of low rank values, where reconstruction
error will be larger. Therefore, other quality measurements closer to the problem
at hand should be used, such as for example confusion matrices comparing a full
SC or DM clustering with their low rank counterparts. Moreover, from a DM
point of view our results are given for the α = 0 case, while α = 1 is often a
better choice. We are currently working on these and other related issues.
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Abstract. In this paper, we propose a novel dictionary learning method for 
hyperspectral image classification. The proposed method, linear regression 
Fisher discrimination dictionary learning (LRFDDL), obtains a more discrimin-
ative dictionary and a classifier by incorporating linear regression term and the 
Fisher discrimination into the objective function during training. The linear re-
gression term makes predicted and actual labels as close as possible; while the 
Fisher discrimination is imposed on the sparse codes so that they have small 
with-class scatters but large between-class scatters. Experiments show that 
LRFDDL significantly improves the performances of hyperspectral image clas-
sification. 

Keywords: Dictionary Learning, Linear Regression, Fisher Discrimination, 
Hyperspectral Image Classification. 

1 Introduction 

Hyperspectral image (HSI) classification has become a research hotspot for HSI 
processing, where pixels are given labels based on their spectral characteristics. The 
methods of HSI classification can be divided into three categories: supervised [1], 
unsupervised [2] and semi-supervised [3]. The recent HSI classification techniques 
utilize the spatial information to improve the performances of classification and can 
be found in [4-5]. 

Recently, sparse coding has been adopted to solve the problems in computer vision 
and image analysis [6-7], and it has also been successfully applied in HSI classifica-
tion [8-11], relying on the fact that an unknown hyperspectral pixel can be 
represented by a few training samples (atoms) from a given dictionary and classified 
based on the sparse code. The dictionaries in [8-11] consist of training samples col-
lected randomly from the image of interest. However, a more robust dictionary can  
be learned from training samples [12-13]. The dictionary learning (DL) methods  
in [12-13] only take the reconstructive error into consideration, so they generate  
                                                           
* Corresponding author. 
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reconstructive sparse codes. But for the task of classification, it would be better to use 
discriminative sparse codes. 

DL aims to learn a dictionary from training samples, which can better represent or 
code the samples. Recently, dictionary learning methods pay attention on the discrim-
ination of the learned dictionary for classification. Several dictionary learning me-
thods incorporate discriminative terms into the objective function, e.g. [14-17]. The 
discrimination criteria include linear predictive classification error [14], Fisher dis-
crimination criterion [15], label consistent [16] and bilinear discrimination [17]. 

We here propose a novel dictionary learning method, linear regression Fisher dis-
crimination dictionary learning (LRFDDL), which is able to generate a discriminative 
dictionary and a classifier. The linear regression term makes predicted and actual 
labels as close as possible, while the Fisher discrimination criterion is imposed on the 
sparse codes so that they have small within-class scatters but large between-class 
scatters. Small with-class scatters make the sparse codes belonged to the same class 
be more compact and large between-class scatters keep the sparse codes of different 
classes apart. Thus the sparse codes can be separated easily. Besides, the discrimina-
tion of the learned dictionary can be represented by the sparse codes. In this manor, 
we obtain a discriminative dictionary and sparse codes. Then we utilize the learned 
dictionary and classifier to improve the performances of hyperspectral image classifi-
cation. 

The rest of this paper is organized as follows. Section 2 gives a brief review of the 
related work. Section 3 provides detailed explanations of our method. Experimental 
results are given in section 4. Section 5 gives related conclusions. 

2 Related Work 

Ref. [10] proposed a classification method based on sparse representation for hyper-
spectral image classification with a few labeled samples. Given a test pixel y , the 

algorithm of the method is as follows: 

i) Sparsely code y  over the dictionary Α  via 1l -norm minimization 

 { }2

2 1
ˆ arg min

x

x y x xλ= −Α +  (1) 

where λ  is a constant scalar. 
ii) Classification 

 { }( ) arg min i
i

class y e=  (2) 

where 
2

ˆi i ie y x= −Α . 

Dictionary learning techniques [12-13] are applied in hyperspectral image classifi-
cation. But these dictionary learning methods in [12-13] only take the reconstructive 
errors into consideration, which are not suitable for classification. Hence, we propose 
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a novel dictionary learning method, which generates a discriminative dictionary as 
well as a classifier for classification in section 3. 

3 Linear Regression Fisher Discrimination Dictionary Learning 
for Hyperspectral Image Classification 

3.1 Linear Regression Fisher Discrimination Dictionary Learning (LRFDDL) 

In this session, we propose a novel dictionary learning model, named linear regression 
Fisher discrimination dictionary learning (LRFDDL). We first give some notations 
below. 

Denote by [ ]1 2, , , d n
c R ×Α = Α Α Α ∈  the set of training samples, where iΑ  

is the training samples of class i . Dictionary learning aims to learn a dictionary 

[ ]1 2, , , d k
cD D D D R ×= ∈ . Denote by [ ]1 2, , , k n

c R ×Χ = Χ Χ Χ ∈  the 

coding coefficient matrix of Α  coded over D . 
Our LRFDDL model is expressed as follows 

 ( ) ( )
( ) ( ){ }2

, , 1
, ,

arg minD W F
D W

J D f tλ α βΧ
Χ

= Α− Χ + Χ + Χ + Χ  (3) 

where the first term is the reconstruction error; the second term is the sparsity regula-
rization term; the third term is the Fisher discrimination imposed on the coefficient 
matrix Χ ; the forth term is the linear regression term. Next, we shall explain the last 
two terms in details. 

Linear Regression Term. We aim to learn a more suitable classifier for classifica-
tion. Hence, we hope the predictive label based on the sparse code is the same with 
the actual label as much as possible. So as in [14, 16], we include the classification 
error as a term in the objective function for dictionary learning. Here we use a linear 

predictive classifier ( );f x W Wx= , so ( )t Χ  is defined as 

 ( ) 2

F
t H WΧ = − Χ  (4) 

where [ ]1
c n

nH h h R ×= ∈  are the class labels of the input samples Α . 

[ ]0,0 1 0,0 c
ih R

Τ= ∈  is a label vector corresponding to an input sample iy , 

where the non-zero position indicates the class of iy . 

Fisher Discrimination Term. The discrimination of the learned dictionary can be 
represented by the sparse codes, so we can make sparse codes be discriminative. Mo-
tivated by Ref. [15], we impose Fisher discrimination criterion on coding coefficient 
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matrix Χ  to make the sparse codes and dictionary be discriminative by minimizing 
the with-class scatters and maximizing the between-class scatters. 

Let ( )WS Χ  and ( )BS Χ  denote the with-class scatter matrix and the between-

class scatter matrix of Χ  , they are defined as: 

 
( ) ( ) ( )
( ) ( ) ( )

1

1

j i

C

w j i j ii x

C

B i i ii

S x m x m

S n m m m m

Τ

= ∈Χ

Τ

=

Χ = − −

Χ = − −

 


 (5) 

where im  and m  are the mean vector of iΧ  and Χ  respectively, and in  is the 

number of samples in class iΑ . 

We adopt the Fisher discrimination term ( )f Χ  similar to Ref. [15] as follows: 

 ( ) ( )( ) ( )( ) 2

W B F
f tr S tr S ηΧ = Χ − Χ + Χ  (6) 

Note that 
2

F
Χ  is to make ( )f Χ  convex and η  is set as 1 according to [15]. 

In summary, the objective function of LRFDDL is expressed as: 

 ( ) ( )

( ) ( )( )( )2 2

1

, , 2, ,
argmin

W BF F

D X W
D W

F

D tr S S
J

H W

λ α η

βΧ

 Α− Χ + Χ + Χ − Χ + Χ =  
 + − Χ 

 (7) 

Optimization. The problem in Eq. (7) could be solved by iteratively optimizing the 
dictionary D , sparse codes Χ  and classifier parameters W . 

Firstly, we fix D  and W , and optimize Χ . Here we compute iΧ  class by 

class, and the objective function in Eq.(7) is reduced to: 

 ( ) ( )

222 2

1 1

2

argmin
i

i

c

i i i i i j iF F j F F

i i F

D M M M
J

H W

λ α η

β

=
Χ

Χ

  Α − Χ + Χ + Χ − − − + Χ   =  
 + − Χ 


 (8) 

where , , , jk n

j j j jM m m m R × = ∈   and [ ], , , jk n
M m m m R

×= ∈ ( jm  

and m  are the mean vectors of iΧ  and Χ , respectively). The Iterative Projection 

Method (IPM) in [18] is employed to solve Eq.(8). 

Secondly, we fix Χ  and W , and optimize D . We also update iD  class by 

class. The objective function in Eq.(7) is reduced to: 
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 ( ) ( )

2

1,
arg min

i
i

ci j
i jD j j i FD

J D D
= ≠

= Α− Χ − Χ  (9) 

We adopt the method proposed in [19] to solve the above problem. 
Finally, we fix Χ  and D , and optimize W . We use the ridge regression model 

[20] and obtain the following solution: 

 ( ) 1

1W λ
−Τ Τ= ΗΧ ΧΧ + Ι  (10) 

3.2 Hyperspectral Image Classification Based on LRFDDL 

Given a learned dictionary D  and the classification parameters W , classification of 
an unlabeled pixel y  follows the following procedures. 

i) obtain the sparse code x̂  over D  by solving the optimization problem in 
Eq.(1); 

ii) classify y  via 

 ( ) arg max i
i

class y l=  (11) 

where ˆl Wx= . 
Next, we apply the method on hyperspectral images to verify the effectiveness of 

the method.  

4 Experiments and Results 

To verify the effectiveness of the proposed method, we test the proposed method on 
two hyperspectral image sets, the University of Pavia and the Center of Pavia images. 
They are urban images acquired by the Reflective Optics System Imaging Spectrome-
ter (ROSIS). The ROSIS sensor generates 115 spectral bands ranging from 0.43 to 
0.86 um and has a spatial resolution of 1.3m per pixel. 

4.1 The University of Pavia Images 

The University of Pavia Images consist of 610×340 pixels, each having 103 bands, 
with the 12 most noisy bands removed, as shown in Fig. 1. There are nine ground-
truth classes of interest. We chose 200 pixels for each class for training and the rest 
for testing. We repeated the procedure 10 times and the average results for different 
methods are reported. The overall accuracy (OA) is the ratio between correctly classi-
fied test pixels and the total number of test pixels, and the kappa coefficient (κ ) is a 
robust measure of the degree of agreement. 
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Fig. 1. For the University of P
Ground truth map 
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The classification results are summarized in Table 2. From this table, we can find 
that the LRFDDL achieved the highest classification accuracy: 94.57%. Over 1l  and 

OMP, LRFDDL improved 0.86% and 5.27%. DM, which generates reconstructive 
sparse codes, was also inferior to LRFDDL. The OA of LRFDDL is 4.51% higher 
than DKSVD and 0.43% higher than FDDL. The results show that LRFDDL im-
proves the performances of hyperspectral image classification. 

Table 1. Classification accuracy(%) for the Center of  Pavia images 

 SVM 1l  OMP DM DKSVD FDDL LRFDDL 

OA 93.81% 93.71% 89.30% 93.86% 90.06% 94.14% 94.57% 
κ  0.9226 0.9214 0.8669 0.9233 0.8760 0.9267 0.9319 

5 Conclusions 

A novel dictionary learning method, termed linear regression Fisher discrimination 
dictionary learning (LRFDDL), is proposed for hyperspectral image classification. 
LRFDDL aims to obtain both a discriminative dictionary and a classifier via the linear 
regression term and the Fisher discrimination criterion. The linear regression makes 
predicted and actual labels as close as possible, making the dictionary and classifier 
more suitable for classification; while the Fisher discrimination criterion imposed on 
the sparse code makes the dictionary and sparse codes more discriminative. Promising 
results of the proposed method are shown on two hyperspectral image sets. 
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Abstract. Network activity has become an essential part of daily life of almost 
any individual or company. At the same time the number of various network 
threats and attacks in private and corporate networks is constantly increasing. 
Therefore, the development of effective methods of intrusion detection is an 
urgent problem nowadays. In the paper the basic scheme and main steps of the 
novel ensemble-distributed approach are proposed. This approach can be used 
to solve a wide range of classification problems. Its scheme is well suited for 
the problem of intrusion detection in computer networks. Unlike traditional 
ensemble approaches the proposed approach provides partial obtaining of 
adaptive solutions by individual classifiers  without an ensemble classifier. The 
proposed approach has been used to solve some test problems. The results are 
presented in the article. The approach was also tested on a data set 
KDD Cup '99 and the results confirm the high efficiency of the proposed 
scheme of ensemble-distributed classification. In comparison with the 
traditional approaches for distributed intrusion detection systems there is a 
significant reduction (about 10%) of information flows between distributed 
individual classifiers and a centralized ensemble classifier. Possible ways of 
approach improving and possible applications of the proposed collective-
distributed scheme are presented in the final part of the article. 

Keywords: information security, intrusion detection, ensemble approach, 
classification. 

1 Introduction 

Nowadays intrusion detection systems (IDS) as automated information systems for 
the detection of information security incidents have become an essential part of  
comprehensive solution for information security problems in automated systems with 
network infrastructure. Typically intrusion detection systems are software and 
hardware facilities which perform the functions of automated detection of threats in 
information systems. There are some requirements for such information security 
systems. One of them is the following: an intrusion detection system must perform the 
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analysis of  data collected for the purpose of intrusion detection using both signature-
based techniques and heuristic methods. 

The methods based on data mining technologies (DMT) are some of the most 
promising and effective techniques for the development of algorithmic support in 
intrusion detection systems. These methods include artificial neural networks, fuzzy 
and neural-fuzzy systems, evolutionary algorithms, immune and multi-agent systems 
[1-3]. The analysis of the use of such techniques as parts of intrusion detection 
systems and data mining problems as a whole shows that most efficient use of DMT 
can be achieved by applying several DMTs in a single system. The improvement of 
problem solution quality (for  selected performance criteria, such as the number of 
errors of the first and second order) is achieved due to a number of factors, such as: 

• achieving of synergetic effect by several DMTs. Ensembles of DMTs may be 
composed of technologies of the same type and technologies of different types; 

• the scheme of distributed data analysis with individual predictors and the scheme 
of their individual solutions integration are in good agreement with the structures 
of modern automated systems in which they are used. 

However, permanent desire to improve the quality of IDS, the increasing number 
of problems, the increasing demands for performance and the need to develop and to 
use  parallel computing systems lead to the necessity of developing new approaches. 
A neural network ensemble approach has been a promising and popular approach 
used to solve classification problems lately. The development of this approach was 
initiated in the article of Hansen and Salomon [4]. Before that the collective approach 
using other techniques for classification was applied  [5].  

In this article we focus on the classification problems and the development and 
analysis of appropriate neural network ensemble methods for network IDS. We 
suppose that the improvement of the techniques used to combine experts (participants 
of the ensemble) decisions may be one of the ways for further development of the 
ensemble methods for solving problems of classification. Generally, there are many 
strategies for combining the individual classifier’s decisions. In this paper we propose 
a new three-level approach, which extends the idea of a stacked generalized method 
developed by Wolpert [6]. In the proposed approach the trained classifiers with 
continuous outputs placed on the second level are used for the aggregation of 
individual experts’ decisions. Unlike the traditional ensemble approaches the 
proposed approach can provide adaptive solutions obtaining by individual classifiers 
in some cases without recourse to the ensemble classifier. Parameters that allow to 
adjust the frequency of the ensemble classifier involvement are based on the 
characteristics of a specific problem. In general, any other appropriate technologies, 
such as fuzzy logic, neural fuzzy and tree classifiers can be used as classifiers. 
Furthermore one of the fundamental ideas of the proposed approach is the assumption 
of the possibility of classifiers ensembles formation on the second level. In this case 
the automated procedure of forming of such effective groups is constructed, and then 
the solutions of these groups are integrated in the third-level aggregator. It is partially 
assumed that this approach will improve the generalization capability of the classifier, 
reduce the influence of noise in training sample by the use of ensembles and the final 
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aggregator. In addition to this attempts are made to improve the adaptability of 
signatures detection for specific nodes due to the fact that some of the solutions are 
left for the individual classifiers located in them. To implement these ideas we have 
proposed the approach described below and explored it on a set of tasks 

The proposed approach is described in detail in the last part of Section 2.  
Section 3 is devoted to a statistical investigation of the performance of the 

proposed approach. Finally, we discuss the results of our statistical investigation. 

2 Technique Overview 

2.1 Ensemble-Distributed Approach for Detecting Incidents of Information 
Security 

In some problems of information security incidents for distributed systems it is 
possible to achieve better performance by partial solving the problem without 
evaluation of the solutions using all DMT in the ensemble. In some cases a distinct 
classifier (agent) efficiently performs detection. A “distinct classifier” is an individual 
classifier which is placed in a separate node of network infrastructure but participates 
in the ensemble. One of the ways to improve the efficiency of neural network-based 
IDS is to develop distributed neural network-based IDS. Such distributed systems 
increase the load (amount of traffic) in computer networks but allow to avoid some 
lacks of host-based IDS. In particular the computational load associated with the work 
of intrusion detection systems is uniformly distributed over the network. As a result, 
servers load decrease significantly and performance of IDS increases. The distributed 
scheme allows IDS to work adequately (with good performance) in today's fast speed 
computer networks. The distributed intrusion detection scheme with the use of neural 
networks requires a significant adaptation of the neural network approach because it 
is not quite clear how to distribute neural networks over computer networks nodes. 

In this paper we propose the neural network ensemble approach as a basis for 
distributed intrusion detection systems. This approach assumes that “agents” 
(relatively simple neural network classifiers) are functioning in each node of the 
computer network. In most cases these agents independently identify anomalous 
activity and detect intrusions. In case of “boundary” situations (a single classifier 
“doubts the solution”) defined by a prespecified threshold value the agent obtains the 
solution from the ensemble stored on the server.  

2.2 The Main Steps of Developing the Ensemble-Distributed IDS  

Designing of Neural Networks Ensemble Members. The purpose of this phase is to 
form a set of sufficiently effective neural networks which in most cases can operate as 
individual agents,that is, they can independently detect the anomalous 
activities/intrusions. Designing of  structures and training of neural networks are 
performed using above-described methods similarly to the case when neural networks 
are used in the host-based IDS. In general the total number of neural networks is 
assumed to be equal to the number of nodes in the computer network in which we 
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suppose to place agents. If there are too many  nodes (and correspondingly too many 
neural networks) computer network nodes can be combined into homogeneous groups 
according to some criteria. Then a single neural network is designed for each group 
and a priori knowledge specific for each group may be considered. 

We applied a probabilistic approach to design individual neural network classifiers 
in our experiments [7]. This probabilistic approach called PGNS (Probability based 
Generator of neural Networks Structures) extends the ideas of EDA-like probability-
based genetic algorithm. The method is described in details in [7].  

Neural Networks Ensemble Design. The purpose of this stage is to create a neural 
network ensemble classifier on the basis of neural networks formed at the previous 
stage. The ensemble of neural networks and the way of evaluating the ensemble 
classifier solutions are formed with ensuring sufficient intrusion detection efficiency 
using any appropriate method. There are many ways to design neural network 
ensembles. We employed the approach called Genetic Programming based 
ENsembling (GPEN) [7]. The GPEN method automatically constructs a program 
using the genetic programming operators. This program shows how to combine the 
component networks predictions in order to get a good ensemble prediction. The 
GPEN also selects those networks which provide predictions to be taken into 
consideration by including them into the set of input variables of the program.  

Later the neural networks ensemble classifier can be modified in accordance with 
changing conditions of operation (for example, the emergence of new types of attacks, 
etc.) using the algorithms that are applied to its construction. The parameters of the 
neural network ensemble classifier are stored on the server or distributed on several 
main nodes of computer networks.  

Distribution of Ensemble Members on Network Nodes and Independent 
Operation of the Individual Agents. Obviously the calculation of the neural 
networks ensemble solution requires more time and computational resources in 
comparison with the evaluation of the solution using a single neural network from the 
ensemble. Besides, each neural network which forms the ensemble in most cases 
provides sufficient intrusion detection efficiency. Therefore single neural networks 
formed during the first stage are supposed to work partially independently (as 
“independent agents”) in nodes of a computer network . At step 3 neural networks are 
distributed among nodes in the computer network either in an arbitrary order or with a 
priori information if it was used at the first stage. Thereafter a single neural network 
operates individually in each node or an individual agent-network appeals to the 
neural network ensemble classifier. 

Appeal to the Neural Network Ensemble Classifier. Appeal to the neural network 
ensemble classifier occurs when a single agent (classifier) is “not confident” in its 
prediction. The threshold of “confidence” is given as a numerical value that 
characterizes the range of values at the output of a single neural network classifier. 
This threshold characterizes the emergence of the uncertainty situation, that is, the 
situation when an agent can’t identify a class for specific pattern with sufficient level 
of confidence. The idea is that if such situations emerge then a single neural network 
classifier should appeal to the ensemble classifier and use its prediction to provide a 
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“highly-confident” classification. Because of some neural networks ensemble 
classifier properties discussed above in these situations there are more reasons to trust 
the ensemble classifier solution than the solution obtained using a single agent. The 
threshold value which characterizes the emergence of uncertainty should be selected 
on the basis of specific implementation of the neural networks classifiers.  

We developed the following scheme to determine whether the individual agents 
should operate independently or they should appeal to the ensemble classifier. At first 

individual classifiers solution and its confidence level ξ  are calculated. Then 

confidence level value ξ  is compared with a predetermined threshold value Δ . 
Finally on the basis of this comparison the decision about the necessity to appeal to 
the ensemble classifier for ensemble decision-making is taken: 

• if Δ≤ξ then it is necessary to appeal to an ensemble classifier for converging on a 
common solution; 

• else the pattern is classified by the individual neural network without appeal to the 
ensemble classifier. 

The main point here is to find the way to calculate confidence level value ξ  for 
each individual classifier. We propose a two-factor estimate, which is based on 
consideration of the following two parameters: 

1) Degree of certainty iξ  of i-th individual classifier about correctness of its 
decision ("individual degree of certainty"). Obviously there are various ways to 
evaluate individual degree of certainty for different types of DMT and in certain cases 

it is difficult to estimate iξ  - for example, for decision trees. As ensembles of 
artificial neural networks are considered in our study then the individual degree of 
confidence can be calculated using the signal level at the output of a neuron 
corresponding to the class determined by the individual neural network classifier for 
the pattern. Two ways to evaluate the individual degree of certainty were proposed: 

1.1) Individual degree of certainty is evaluated without taking into account the 
output of the remaining neurons in the output layer: 
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Here jiS ,  is the value of the j-th neuron of the output layer in the i-th neural 
network (individual classifier). This way to estimate the individual degree of certainty 
does not take into account the possibility of forming sufficiently close signals on 
several neurons in the output layer of the classifier neural network. 

1.2) The second way to evaluate the individual degree of certainty was proposed as 
an alternative approach. According to this formula we calculate the relative level of 
the signal at the output of a neuron corresponding to the class determined by the 
individual classifier: 
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Since the output values of the neurons are normalized, the values iξ  of the 
individual degrees are in the range [0;1]. 

2) iρ  is the individual degree of confidence in the i-th individual classifier. This 
value determines how effective this individual classifier is. In our study the individual 
degree of confidence has been viewed as a value directly proportional to the number 
of true classified patterns in the test sample: 

ts

i
cc

i N

N
=ρ .                                       (3) 

Here 
i
ccN  is the number of patterns from the test sample which are correctly 

classified by i-th classifier, tsN  is the total number of patterns in the test sample. 

Individual degree of confidence iρ  calculated with this formula is in the range [0;1]. 
Other approaches to evaluate the degree of confidence in the individual classifier can 
be used and it is the  direction of further research. 

The total value of confidence level ξ  is calculated according the following two-
factor formula: 

ii ρξξ ×=                                          (4). 

Obviously the values of confidence level are in the range [0;1]. The proposed 
approach for determining the degree of confidence does not imply the need for further 
calculations of the value obtained for the sample points of individual and collective 
classification. It is remarkable that there is no need to perform additional high-cost 
calculations to obtain classifiers solutions in two-factor estimate procedure described 
above. 

Values iρ  are calculated while designing initial neural networks for the ensemble. 
Anyway this procedure includes the stage of calculating classification error of 

individual neural classifiers. As for iξ  values they are simply obtained on the output 
layer in case of using neural networks as individual classifiers. Thus the cost of 
additional calculations can be considered negligible and this fact is proved by 
evaluation of the time of the proposed approach work on test problems. The choice of 
the threshold to appeal to the neural network ensemble classifier is one of the areas 
for further research. 

Adaptation of Individual Agents and the Whole Neural Networks Ensemble 
Classifier. It is obvious that the proposed ensemble scheme for IDS should not lose 
one of the major advantages of systems based on neural networks: adaptability and 
learning ability during IDS functioning. Improvement of an information exchange 
mechanism is one of the directions for further research in this area. 

Statistical experiments were carried out using test samples to study the 
applicability and effectiveness of the approach described above. In the statistical 
study we investigate the parameters which allow to empirically prove that the 
proposed ensemble-distributed scheme makes it possible to decrease the total number 
of requests to ensemble classifiers and individual classifiers are able to classify a part 
of patterns independently.  
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It is obvious that the predetermined threshold value Δ  affects the number of 
appeals to the ensemble classifier. Appeal rate can be adjusted by changing this value: 
the higher the value is the more often  the ensemble classifiers will be appealed, and 
vice versa. The way to determine the optimal value in terms of minimizing the 
classification error is the subject for further research. Requirements for information 
exchange intensity between distributed individual classifiers and the ensemble 
classifier can also be considered while tuning threshold value Δ . 

In this study the results are obtained with the thresholds defined in the preliminary 
studies of the approach effectiveness. The description of the conditions and results of 
statistical experiments are given in the next section of the article. 

3 Numerical Experiments  

3.1 PROBE Attacks Detection 

The proposed ensemble-distributed approach was tested on a dataset “KDD’99 Cup”, 
also hosted in the Machine Learning Repository. The objective was to detect PROBE 
attacks. To evaluate the approach effectiveness all patterns relevant to PROBE attacks 
were marked as referring to the first class, the other patterns were marked as 
belonging to the second class. We used the following attributes in our experimental 
study: 1, 3, 5, 8, 33, 35, 37, 40. The choice of these attributes has been made 
empirically on the basis of the  analysis of related works and their description can be 
found in [8]. Development and description of a formal procedure for selecting the 
attributes for the proposed approach are the directions for further research.  

Artificial neural networks with multilayer perceptron architecture were used as 
basic individual classifiers. The same scheme of statistical study as for the problems 
discussed above was used to assess effectiveness. In order to objectively evaluate the 
effectiveness of the approach, the results were compared with the results on this task 
published for other approaches and collected in [9]. General parameters of the 
algorithms which we utilized to design individual neural networks are presented in 
Table 1. 

The comparison results are shown in Table 2. 

Table 1. General parameters of the algorithms 

 PGNS Genetic algorithm 
(ANN learning) 

GPEN 

Number of 
generations 
(maxima) 

200 50 20 

Number of 
individuals 

50 50 50 

Mutation - Average Average 
Selection type Tournament Tournament Tournament 
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Table 2. Probe Attacks Detection Results  

Classification  
techniques 

Detection rate, % False Positive rate, % 

PSO-RF 99.9 0.029 
PART (C4.5) 99.6 0.1 
BayesNet 98.5 1 
SMO (SVM) 84.3 3.8 
Random Forest 99.8 0.1 
Logistic 84.3 3.4 
Bagging 99.6 0.1 
Jrip 99.5 0.1 
NBTree 99.6 0.1 
Neural Network 
Ensemble Approach 

99.8 0.045 

Ensemble-Distributed 
Approach 

99.8 0.05 

 
The results obtained using the proposed approach show that the reliability of 

detection of PROBE attacks increased in comparison with almost all the competing 
approaches included in our research. The only approach having higher reliability of 
detection and a lower number of false positives was PSO-RF approach [9]. It should be 
taken into account that the parameters which we used for our method were faintly 
tuned during short preliminary study. They are unlikely to be optimal, and we hope 
that in future we will be able to get better results by proper tuning of these parameters. 
It is also worth mentioning that the results for other methods are taken from the third-
party open-source, in which the performance characteristics of the methods in terms of 
required computational resources and time are not given. 

3.2 All Attacks Detection 

A number of additional experiments were carried out to compare the effectiveness of 
the proposed approach with other known algorithms for the problem of detection of 
all kinds of attacks presented in data set “KDD Cup'99”. For the experiments the 
initial data set was divided into bootstrap subsamples: 67% of the records were used 
as a training sample, the remaining 33% were used as an examining sample. The total 
number of runs performed to evaluate the effectiveness of approaches was 50. The 
following methods were considered and implemented as alternative approaches: a 
single multi-layer perceptron [10], decision trees constructed by C4.5 [11], Bayesian 
classifier and the classification algorithm based on Hyperspheres [12].  

The results of the experiments are shown in Table 3. 
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Table 3. All Attacks Detection Results  

Classification 
techniques 

Detection rate, % False Positive rate, % 

Multilayer Perceptron 81.8 0.7 
Trees 79.6 1.1 
Bayes 86.2 11.7 
Hypersphere 81.0 1.0 
GA-based Ensemble 
Approach 

90.8 0.3 

Ensemble GASEN 
Approach 

94.8 0.3 

Ensemble-distributed 
Approach 

97.2 0.4 

 

ANOVA and Wilcoxon tests were used to verify the statistical significance of the 
results. Both methods confirmed the statistical significance of the benefits of the 
proposed approach by maximizing detection rate. 

3.3 Threshold and Redistribution of the Load 

To investigate the robustness of the ensemble-distributed approach a series of 
numerical experiments were carried out. Here we apply the proposed approach to 
detect not only PROBE attacks but all kinds of attacks presented in the “KDD’99 
Cup” data set. We also used ANOVA and Wilcoxon tests to verify the statistical 
significance of the results and 67% and 33% bootstrap sampling.  

Each experiment includes the following steps: 

1.  Design of a neural network ensemble. 

2.  Selection of the threshold values .  
3.  Estimation of the distribution of the computational load between the individual 

classifier and the ensemble classifier. We calculated the relative frequency of 
solving the problem by individual classifiers and the corresponding value for the 
ensemble classifier. The data gathered during threshold selection also allowed us to 
estimate the intermediate values of the distribution of the computational load. 
The results of experiments are given in Table 4. 

Table 4. Threshold Value Research Results 

Percentage of patterns classified by 
individual classifiers, % 

Detection rate of ensemble-
distributed approach, % 

50 68.0 
40 78.4 
30 84.6 
20 91.2 
10 96.8 
0 97.2 

Δ
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It is seen that if there is 10% load distribution in favour of individual classifiers 
then the detection rate value is practically not reduced. In the situation where 10% 
means tens of thousands of queries for data analysis it is an essential value, providing a 
significant reduction in the load on the network communications. 

The proposed ensemble-distributed approach showed statistically indistinguishable 
results when we used load redistribution in favor of the individual classifiers at 10%. 
Obviously the problem of setting the optimal value of the threshold requires further 
investigation. In particular, it seems promising to use the individual threshold for each 
classifier and to apply formalized algorithms for determining such thresholds. It is also 
necessary to explore in more detail the overall dynamics depending on changes in 
classification error threshold and the corresponding redistribution of computational 
load between the individual classifier and the collective classifiers.  

4 Summary 

A new approach for intrusion detection in distributed classification-based IDS is 
presented in this paper. This approach is based on using ensembles of neural 
networks. The basic scheme of neural network ensembles usage in computer networks 
concerning intrusion detection is proposed. The main ideas of a neural network 
ensemble approach for solving classification problems are described. We present the 
results of an experimental study comparing the effectiveness of the proposed 
approach and other methods. These results show that the proposed ensemble approach 
allows us to solve the considered classification problem not worse than some well-
known methods, the results of whose work were obtained and published by their 
authors.  

Thus the use of the evolutionary ensemble-distributed approach can effectively 
solve the problem of information security incidents detection in automated systems. 
The proposed approach requires further development in the form of creating the 
environment that allows to simulate the functioning of the IDS on the basis of the use 
of neural network ensembles. We suppose that open challenges and promising 
directions for future research are also the following: 

- the development and investigation of more effective mechanisms for the 
exchange of “knowledge” among the individual ensemble members, ensemble 
members and the ensemble as a whole; 

- the formalization of the methodology of selecting a threshold value to decide on 
the necessity to appeal to a single agent of the neural networks ensemble; 

- the development and research of more effective methods for evaluating ensemble 
decisions for classification problems, modeling problems, etc. 

We hope that in the nearest future we will  finally provide an effective integrated 
solution for distributed IDS based on neural network ensembles. Additionally, we 
plan to further develop our approach for classification problems and use it to solve 
modern large-scale problems. 
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Abstract. The advantages of Variable Step Search algorithm - a simple local
search-based method of MLP training is that it does not require differentiable er-
ror functions, has better convergence properties than backpropagation and lower
memory requirements and computational cost than global optimization and sec-
ond order methods. However, in some applications, the issue of training time
reduction becomes very important. In this paper we evaluate several approaches
to achieve this reduction.

1 Introduction

The most popular methods used to train MLPs are analytical gradient-based algorithms
using error backpropagation (BP). These algorithms include standard gradient descent,
resilient backpropagation (RPROP), Quickprop, Levenberg-Marquardt algorithm , sev-
eral versions of conjugate gradients or the scale conjugate gradients methods [2]. Regu-
lar gradient-based algorithms are usually able to obtain satisfiable solutions, which are
not necessarily global optima.

Another group of methods consists of global optimization techniques such as genetic
algorithms [3], simulated annealing [4] and its variants, particle swarm optimization or
tabu search [5]. These global methods are computationally expensive (especially with
evolutionary approach) and also do not guarantee better network performance.

In this paper, we consider the third group of methods, namely algorithms based on
local search techniques [1,7], in particular Variable Step Search Algorithm (VSS) first
described in [9] and then successfully applied in [10,11]. The idea of the method was
based on inspection of the learning process, which helped in formulating basic rules
to change one weight at time. The VSS supports non-differentiable transfer and error
functions, what was crucial in our applications [10,12]. Also minimizing the network
training time was crucial and therefore we especially address this issue in this paper.

The main focus of this work is the discussion of how to reduce the computational
cost of the method. In the next sections we describe the basic VSS algorithm and its
novel variants with various weight update schema including, among others, updating
only selected weights, discarding weights for which the update did not reduce the error,
and combination of these approaches. Section 4 presents experimental results for 5
classification and 5 regression benchmark tasks, where network performances for the
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tested methods and several levels of computational efforts are compared. Based on the
simulation results, general conclusions are formulated in the last section.

2 The VSS Algorithm

Because of the need for MLP learning algorithms that work with non-differentiable er-
ror functions, and a high computational cost of the known global search methods that
can address this issue, we began experimenting with determining the gradient direction
numerically instead of analytically. Thus we changed each weight a little and measured
how it affected the network error. Then the weight was restored to its original value
and the next weight was examined. The gradient direction we obtained was very close
to the gradient direction obtained by the backpropagation algorithm, but the computa-
tional cost was even higher, due to the need of determining the network error as many
times in one epoch as the number of weights. However, we noticed that if changing one
weight by dw caused the error decrease and we did not restore the weight to its original
value but try to change the next weight in that new point, we obtained much better and
faster convergence of the algorithm (the convergence abilities were comparable to those
of the Levendberg-Maguardt (LM) algorithm [9]). That is the basic idea of the VSS al-
gorithm. Additional advantage of the VSS algorithm is that it can be applied with any
feedforward network structure. It can be directly used to train deep neural architectures
[6], eg. with 10 hidden layers (in contrary to backpropagation) and after introducing
some modifications, which are described later, it is suitable for big networks, when the
training time increases much slower than that of the LM algorithm.

Because of these advantages, especially that we have to use non-differentiable error
functions, we recently used the VSS algorithm for hundreds of thousands of extensive
tests [9]. Then the problem of decreasing the training time became crucial, and even as
little time reduction as 20% was noticeable.

3 Reduction of Computational Cost

To reduce the training time we introduced the following enhancements: individually
adjusted changes of each weight, remembering signals in a table and, recently, opti-
mization of weight probing points. The paper focuses on the third enhancement, but
before discussing it we shortly introduce the idea of the first and second one, to present
a full picture.

Individually Adjusted Weight Changes. The algorithm starts with random weights
and the initial dw(i) = 0.1 for each weight w(i) in the output layer and dw(i) = 0.3
in the hidden layer. Then it individually adjust dw(i) for each weights; dw(i) becomes
the value by which the weight changed in the current epoch. When the next epoch
begins, the initial guess of the optimal change of each weight is d1 · dw(i), because as
the experiments showed, the weights tend to keep the approximate proportion between
their changes in two consecutive epochs. For the same reason when we have to reverse
the direction of changing a weight, we decrease the step, multiplying the previous step
by 0.5 · d1 · dw(i) instead d1 · dw(i).
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Fig. 1. Left: Typical error surface cross-sections in the direction of: (1) hidden weight at the
beginning of the training; (2) output weight at the beginning of the training, (3) output weight
at the end of the training, (4) hidden weight at the end of the training. Right: The idea of Signal
Table (When the weight between the 4th hidden and 6th input neuron is modified, the signals are
propagated only through the connections shown in bold).

Signal Table. As we change only one weight, there is no reason to propagate the signals
through the entire network every time. That must be done only once, at the beginning
of the training, to fill the "signal table" - an array, which stores the input and the output
signals for each neuron for each training vector. Then, when we modify a single weight,
we update only the portion of the signal table, which was affected by this change (the
bold lines in figure 1-right in case of modifying a hidden layer weight and only one
input and output of a single neuron in case of modifying an output layer weight). That
allows reducing the computational cost by up to 98%, depending on the network size
and structure.

Optimization of Weight Probing Points. The questions are: what is the optimal se-
quence of particular weight evaluation, in what direction should the search go and what
is the optimal precision of the search? Finding the minimum on the error surface in a
particular weight direction requires probing the error value in several points. The more
points we use, we are able to find the minimum more precisely but on the other hand
the computational cost of such a search is higher. There are some methods known from
numerical analysis, such as the three-point formula [8], however the problem of mini-
mizing the computational cost while modifying one weight at a time is so specific, that
the general methods cannot be successfully applied to it. For that reason, in this paper,
we evaluate different strategies (see Algorithms 1 and 2), where the assessment criterion
is the network error (MSE) after a given training time expressed by the computational
effort (ce):

1. d1 - probing the error value in one point in given direction
2. d1d2 - probing the error value in two points in given direction
3. d1d2d3 - probing the error value in three point in given direction
4. parabola - probing the error in two points and going to the parabola vertex

We tested all the four strategies with "superweights" ("s" in tables 1-3), with weight
freezing ("f") and with "superweights" and weight freezing ("sf"). That gave together
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Algorithm 1. VSS-d1, VSS-d1d2 and VSS-d1d2d3 algorithm

for n = 1 to numberOfEpochs do
for i = 1 to numberOfWeights do

E0 = Emin

w(i, n) = w(i, n− 1) + d1 · dw(i)
if E < Emin then

Emin = E
if d2 then

w(i, n) = w(i, n) + d2 · dw(i)
if E < Emin then

Emin = E
if d3 then

w(i, n) = w(i, n) + d3 · dw(i)
if E < Emin then

Emin = E
else

w(i, n) = w(i, n) + d2 · dw(i)
end if

end if
else

w(i, n) = w(i, n− 1) + d1 · dw(i)
end if

end if
else

w(i, n) = w(i, n− 1)− 0.5 · d1 · dw(i)
if E < Emin then

Emin = E
if d2 then

w(i, n) = w(i, n)− 0.5 · d2 · dw(i)
if E < Emin then

Emin = E
if d3 then

w(i, n) = w(i, n)− 0.5 · d3 · dw(i)
if E < Emin then

Emin = E
else

w(i, n) = w(i, n)− 0.5 · d2 · dw(i)
end if

end if
else

w(i, n) = w(i, n− 1)− 0.5 · d1 · dw(i)
end if

end if
end if

end if
if E0 > Emin then

dw(i) = w(i, n)− w(i, n− 1)
else

w(i, n) = w(i, n− 1)
dw(i) = 0.5 · dw(i)

end if
end for

end for



270 M. Kordos et al.

16 combinations. By superweights we mean the 25% of weights, which when changed
resulted in the greatest error reduction. Then the superweights are once again adjusted in
the same training cycle before next training cycle begins. There are usually also several
weights, which when changed did not cause the error decrease. They can get frozen for
the next training cycle, because it is likely that changing them in the next cycle will
reduce the error only to a minimal extend (or not at all) and thus the computational
effort can be better used for examining other weights in the next training cycle. The
experimentally determined optimal dw1, dw1, dw3 values were close to 1.5 and that
values we used.

Algorithm 2. VSS-parabola algorithm
for n = 1 to numberOfEpochs do

for i = 1 to numberOfWeights do
E0 = E
w0 = w(i, n)
w1 = w(i, n) = w(i, n− 1) + d1 · dw(i)
if E1 = E < Emin then

w2 = w(i, n) = w(i, n) + d2 · dw(i)
else

w2 = w(i, n) = w(i, n)− 0.5 · d1 · dw(i)
end if
E2 = E
w(i, n) = vertexOfParabola(w0, E0, w1, E1, w2, E2)
if parabolaIsConcave and E < Emin then

dw(i) = w(i, n)− w(i, n− 1)
else

w(i, n) = minE(w0, w1, w2)
dw(i) = w(i, n)− w(i, n− 1)

end if
end for

end for

4 Experimental Evaluation

In the experiments we used the following datasets for classification tasks: Iris (4 at-
tributes / 150 vectors / 3 classes), Ionosphere (34/351/2), Climate Simulation Changes
(19/540/2), Image Segmentation (19/1050/7), Glass (10/214/6) and the following for
regression tasks: Steel (13 attributes / 960 vectors), Yacht Hydrodynamics (7/308),
Building (15/1052), Concrete Compression Strength (8/1030), Crime and Communi-
ties (8/318) All of them but Steel and Building come from [13]. To perform the exper-
iments we created the software in C#. The datasets and the source code are available
from [14].

To make the comparison easy, each dataset was standardized before the training (in-
puts in classification tasks and input and output in regression tasks). For classification
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Table 1. MSE on training set after ce=1000

method iris ion. clim. img. glass steel yacht bld. conc. crime av-c av-r
d1 0.764 1.372 0.594 7.033 5.285 0.313 0.321 0.186 0.859 0.327 0.625 0.417
d2 0.800 1.461 1.483 7.248 5.571 0.380 0.311 0.206 0.861 0.336 0.741 0.436
d3 0.854 1.355 1.428 7.339 5.684 0.387 0.296 0.219 0.865 0.359 0.734 0.441
par. 0.984 1.392 1.414 7.420 5.778 0.411 0.358 0.231 0.900 0.361 0.751 0.480
d1,s 0.779 1.343 0.450 7.152 5.238 0.315 0.293 0.179 0.847 0.320 0.610 0.401
d2,s 0.784 1.416 1.441 7.289 5.413 0.397 0.280 0.204 0.857 0.330 0.727 0.425
d3,s 0.890 1.396 1.497 7.297 5.707 0.397 0.276 0.220 0.867 0.359 0.747 0.432
par,s 0.924 1.452 1.371 7.425 5.792 0.455 0.329 0.218 0.882 0.369 0.749 0.472
d1,f 0.784 1.336 0.583 6.910 5.342 0.309 0.306 0.178 0.856 0.322 0.620 0.405
d2,f 0.784 1.560 1.591 7.519 5.471 0.371 0.305 0.194 0.862 0.333 0.765 0.427
d3,f 0.803 1.452 1.431 7.520 5.781 0.387 0.284 0.204 0.861 0.362 0.749 0.431
par,f 0.940 1.419 1.480 7.199 5.694 0.455 0.342 0.255 0.875 0.347 0.748 0.487
d1,sf 0.786 1.365 0.438 7.208 5.240 0.304 0.293 0.176 0.848 0.320 0.613 0.397
d2,sf 0.809 1.384 1.445 7.073 5.558 0.358 0.282 0.187 0.846 0.325 0.724 0.409
d3,sf 0.829 1.414 1.586 7.418 5.598 0.398 0.281 0.199 0.858 0.357 0.754 0.429
par,sf 0.862 1.396 1.273 7.392 5.627 0.452 0.330 0.239 0.873 0.363 0.723 0.478

we used neurons with hyperbolic tangent transfer functions. The number of output neu-
rons was equal to the number of classes and we trained the network so the signal of
the neuron corresponding to the current class should be greater than 0.995 (if the sig-
nal was greater than 0.995 we assumed that the error made by this neuron is zero, the
purpose of that was to prevent unnecessary growth of output layer weights) and the
signals of the remaining output neurons should be smaller than -0.995. For regression
tasks the output neuron had linear transfer function. For each of the 10 dataset and each
of the 16 combinations of parameters we trained the network 100 times starting from
random weight values. The average values of the 100 trainings are presented in tables
1-3. The standard deviations were of similar order for each dataset: about σ=0.33 for
ce=1000, σ=0.10 for ce=2000 and σ=0.02 for ce=4000, where ce is the computational
effort, which is proportional to the training time. The training time could not be reliably
measured directly in many cases, because it was frequently only a fraction of second.
Thus ce was calculated in the following way: When the network training starts ce=0.
For changing each weight of an output neuron:

ce = ce+ 1 + x, (1)

For changing each weight of a hidden neuron:

ce = ce+ 1 + L2 ∗ (L1 + 1) ∗ 0.2 + L2 ∗ 0.8 + x; (2)

where L1 is the number of neurons in the hidden layer and L2 is the number of neurons
in the output layer. L2 ∗ (L1 + 1) is the number of signals that must be recalculated in
the output layer (for additions and subtractions the cost is 0.2) and L2 is the number of
transfer functions that must be calculated in the output layer (for calculating hyperbolic
tangent the cost is 0.8). For the current layer the cost is 0.2 + 0.8 = 1. x is the cost the
constant operations independent of the weight location within the network structure.
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Table 2. MSE on training set after ce=2000

method iris ion. clim. img. glass steel yacht bld. conc. crime av-c av-r
d1 0.613 0.603 0.370 6.124 2.587 0.248 0.185 0.136 0.802 0.295 0.399 0.317
d2 0.564 0.638 0.389 6.489 2.647 0.289 0.165 0.150 0.803 0.296 0.414 0.323
d3 0.583 0.920 0.365 6.726 2.774 0.321 0.149 0.148 0.810 0.316 0.452 0.327
par. 0.690 0.955 0.385 6.730 2.708 0.340 0.186 0.187 0.845 0.343 0.463 0.370
d1,s 0.545 0.585 0.347 6.303 2.413 0.217 0.152 0.122 0.796 0.293 0.390 0.291
d2,s 0.474 0.628 0.372 6.571 2.522 0.264 0.143 0.128 0.804 0.296 0.403 0.301
d3,s 0.517 0.937 0.373 6.666 2.840 0.286 0.139 0.146 0.811 0.312 0.451 0.315
par,s 0.658 0.985 0.387 6.809 2.757 0.454 0.249 0.179 0.834 0.339 0.468 0.413
d1,f 0.588 0.564 0.363 6.121 2.457 0.231 0.162 0.130 0.797 0.291 0.389 0.301
d2,f 0.529 0.658 0.364 6.796 2.607 0.292 0.145 0.143 0.804 0.293 0.419 0.313
d3,f 0.546 0.982 0.333 6.868 2.855 0.325 0.130 0.148 0.804 0.317 0.459 0.320
par,f 0.723 0.967 0.385 6.529 2.768 0.359 0.190 0.195 0.825 0.303 0.462 0.369
d1,sf 0.521 0.556 0.338 6.269 2.410 0.195 0.155 0.115 0.797 0.290 0.384 0.285
d2,sf 0.491 0.656 0.347 6.361 2.626 0.246 0.141 0.117 0.799 0.295 0.402 0.291
d3,sf 0.519 0.918 0.337 6.763 2.758 0.272 0.145 0.140 0.807 0.316 0.445 0.312
par,sf 0.710 0.927 0.376 6.747 2.766 0.364 0.230 0.189 0.844 0.325 0.463 0.390

Table 3. MSE on training set after ce=4000

method iris ion. clim. img. glass steel yacht bld. conc. crime av-c av-r
d1 0.222 0.470 0.279 2.769 2.207 0.134 0.074 0.073 0.758 0.273 0.242 0.216
d2 0.213 0.467 0.281 2.893 2.301 0.179 0.053 0.079 0.761 0.274 0.248 0.220
d3 0.223 0.456 0.274 3.780 2.289 0.195 0.047 0.082 0.765 0.278 0.272 0.223
par. 0.343 0.509 0.378 3.261 2.490 0.219 0.072 0.095 0.776 0.289 0.288 0.246
d1,s 0.219 0.461 0.264 2.435 2.157 0.122 0.050 0.071 0.754 0.272 0.229 0.203
d2,s 0.207 0.462 0.263 2.742 2.222 0.164 0.050 0.076 0.762 0.275 0.239 0.214
d3,s 0.206 0.451 0.280 3.509 2.257 0.191 0.045 0.077 0.768 0.277 0.262 0.219
par,s 0.383 0.462 0.363 3.101 2.389 0.277 0.067 0.111 0.807 0.297 0.276 0.267
d1,f 0.222 0.432 0.275 2.621 2.216 0.124 0.073 0.071 0.758 0.272 0.234 0.213
d2,f 0.209 0.431 0.293 2.890 2.276 0.171 0.053 0.077 0.764 0.273 0.245 0.217
d3,f 0.202 0.398 0.264 3.679 2.236 0.197 0.042 0.079 0.763 0.280 0.259 0.220
par,f 0.332 0.479 0.359 3.246 2.560 0.234 0.097 0.106 0.817 0.287 0.284 0.267
d1,sf 0.220 0.432 0.229 2.348 2.147 0.113 0.049 0.067 0.750 0.271 0.219 0.196
d2,sf 0.219 0.440 0.248 2.749 2.279 0.155 0.045 0.071 0.761 0.276 0.238 0.209
d3,sf 0.232 0.398 0.259 3.478 2.232 0.183 0.045 0.077 0.765 0.281 0.255 0.218
par,sf 0.278 0.470 0.358 3.146 2.371 0.251 0.095 0.093 0.777 0.286 0.270 0.260

x = 0.3 for determining parabola vertex, x = 0.2 for selecting the superweights and
x = 0.1 for all other methods.

We also made another series of experiments in a 10-fold crossvalidation to find out
how the weight update scheme used in the network training influences the final pre-
diction ability. However, it turned out that the way the network reached the predefined
MSE value (which was the stopping criteria) did not influenced the prediction accuracy.
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The average value column (av-c) in tables 1-3 for classification tasks is the weighted
average of the values for particular datasets weighted by the inverse of output neuron
numbers - thus it represents the average MSE per one output neuron:

av − c = (iris/3 + ion/2 + clim/2 + img/7 + glass/6)/5. (3)

For regression it is:

av − r = (steel+ yacht+ bld+ 0.5 · conc+ crime)/5. (4)

5 Conclusions

We presented some improvements of the VSS algorithm, which was our algorithm of
choice in the cases that we had to use non-differentiable error functions for big datasets.
The conclusions are as follows: it does not make sense to locate the minimum in each
weight direction precisely, because the closer to the minimum we are, the error sur-
face gets flatter and the less we can gain (see fig. 1 - left). It better pays off to use the
computational effort to modify the subsequent weight. Because the learning trajectory
changes its direction rather gradually than suddenly, if changing same weights values in
one epoch was very successful it is a good idea to modify them once again before going
to the next epoch. On the contrary, if changing some weights did not cause improve-
ment, the weights can be frozen for the subsequent epoch and the computational power
can be used to change the more promising weights. The optimal d1 value is about 1.5,
allowing for gradual step increase as the error surface is getting flatter with the training
progress. The additionally obtained time reduction is on average about 30%. Obviously,
well written and optimized code is another field of improvement. The 30% may seem
not much for one training of a small or medium size network. However, in the case when
we have to conduct thousands of experiments, on real-world datasets, it can shorten our
work by many hours.
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Abstract. The clean energy use has increased during the last years,
especially, electricity generation through wind energy. Wind generator
blades are usually made by bicomponent mixing machines. With the
aim to predict the behavior of this type of manufacturing systems, it has
been developed a model that allows to know the performance of a real
bicomponent mixing equipment. The novel approach has been obtained
by using clustering combined with regression techniques with a dataset
obtained during the system operation. Finally, the created model has
been tested with very satisfactory results.

Keywords: Clustering, SOM, MLP, SVM, Wind generator.

1 Introduction

There was an increase of the energy consumption and a raise of the enviromental
pollution during the last years. This fact involves the expansion of the renewable
energy generation [30].

In this context, wind energy solutions has increased over the world. With the
aim to improve the competitive all the involved tasks have been and still being
improved [17]. One of these improvements is the use of carbon fiber as a base
material to manufacture wind generator blades. This compound is obtained by
mixing components [28]. They are called bicomponents because these materials
have different characteristics when they are separated. However, they react when
they are mixed and their properties change significantly.
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In the system studied on the present research, one of the components is
an epoxy resin, and the order one is a catalyst. Both components are Non-
Newtonian fluids, which means that their mechanical properties do not remain
constant with variation of efforts received [6]. On this study, a 1 : 1 ratio is
required in the final compound to obtain the best properties. The obtained ma-
terial with the above mentioned components has the advantages of high specific
strength and stress, then, it is suitable for the use in wind generator blades [28].

The installation studied is a mixing machine, which have two reservoirs, one
by each component, epoxy resin and catalyst. Each tank feeds one pump, and
both have to deliver the same flow rate to obtain a constant ratio in the mixing
valve.

Due to the characteristics of the fluid and the variation of the pump efficiency,
it is a trouble to obtain the needed ratio for the final material. The purpose of
this study is to create a model with the aim to predict the behavior of the
system. It is obtained by data processing of the information obtained over the
real installation when it is in normal operation. Thus, by modeling the system
it is possible to predict the flow rate, the ratio and other system variables.

It is possible to split the layout of predictive models in two methods [18]:

– Global models: The model is generated from all available data for training,
trying to get the lowest error. Different techniques can be used to generate
the model: Multi-Layer Perceptron (Articial Neural Networks, ANN) [2,3,1]
and Support Vector Regression (SVR) [12].

– Local models: all the dataset is divided into different clusters, depending on
the characteristics of the input data. Typically, in order to make the groups,
it can be used algorithms like Self Organization Map (SOM) [4,8] or K-means
[10,11]. After that, regression techniques are applied for each cluster.

This paper is organized as follows. It begins with a short description of the
case study followed by an explanation of the models to describe the system
behaviour. In the next section, results are presented, and finally the conclusions
and the acknowledgments are shown.

2 Case of Study

2.1 Mixing Machine Installation

Before system behavior modeling, it is necessary to know the parts of the in-
stallation and its operation. As was mentioned in the introduction section, the
system aim is mix two components on the same proportion. These components
are stored in separate tanks. Both reservoirs feed two pumps in order to supply
the required flow for optimum mixture.

Each electric pump is connected to a Variable Frequency Drive (VFD) which
control their speeds. The pumped fluids are mixed with a mixing valve that gives
the final bicomponent, which is used to make the wind generator blades. Due
to the blade form, the output flow will vary depending on the part of the blade
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under creation. The process does not require a constant flow at the output. An
example of the flow set point required is shown on Figure 1. Taken into account
that the fluids are Non-Newtonian and the pumps efficiency are variable, the
control system is not easy to carry out.

Fig. 1. Scheduled output flow rate

2.2 System Variables

The dataset used on this research was obtained by measuring different system
parameters during the plant operation. It is possible to measure the following
variables of the system:

– Ratio set point: it represents the required mixture proportion. Its value is
1:1 always on this process.

– Real ratio: it represents real mixture proportion. It is one of the variables to
be controlled.

– Flow rate set point: it is the desired flow rate at the output. It depends of
the part of the blade under manufacture (cc/min).

– Flow rate A, Flow rate B: they are the flow rate gave by pump A and B
(l/min).

– Flow rate A+B: it represents the sum of last two variables. It will vary
depending of the flow rate set point value (l/min).

– Pump speed A, Pump speed B: they are the speeds of the pump A and B
(rpm) respectively.

– Pressure out pump A, Pressure out pump B: these variables represent the
pressure at the output of the pump A and B (bar).

– Pressure out flow meter A, Pressure out flow meter B: they are the pressure
measured after each flow meter (bar).

Firstly, it is necessary to classify these empirical data as inputs or outputs. In
Figure 2 it is shown the system topology with the inputs and the outputs.
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Fig. 2. Process layout

3 Model Approach

As was mentioned above, global and local models have been taken into account
with the aim to obtain a good approach performance. There is only one group
for the case of global models, and there are several groups when local models are
used. Therefore, it is necessary to apply regression techniques on each group. In
both cases the modeling process is shown in Figure 3.

The Figure 4 shows in a graphical way the data classification process into N
different clusters.

3.1 Obtaining Dataset

The dataset used on this research was obtained by many different tests during the
operation process. In Figure 5 it is possible to see the pump speed measured by
a sensor while the system is working. This is one of the variables to be modeled.
As can be seen in this figure, there are some mistakes on the data acquisition.

The dataset was conditioned by removing the wrong measures for a good
modeling. After this task, our dataset was reduced from 9511 to 8549 samples.

3.2 Techniques Considered to Create the Model

In this section are described different techniques used in order to obtain repre-
sentative models of the system.
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Fig. 3. Modeling process

Fig. 4. Obtaining local models

Self-Organization Map (SOM). Self-Organization Map [14] was created to
visualize data behaviour on a low dimensional visualization. This technique uses
unsupervised learning [16,15]. It is based on an array of nodes which are con-
nected to N inputs by an N-dimensional weight vector. The process is imple-
mented by an iterative online algorithm but it is possible to be implemented by
a batch version.

As a result of the process, SOM is expected to capture the geometry of the
data. Thus, it is possible to visualize a 2D representation. All process allows to
obtain an idea of the number of the necessary clusters.

Data Clustering. K-Means Algorithm. Clustering algorithm organizes un-
labeled feature vectors into different groups. Each group or cluster contain all
data similar with similar features [13]. It is an unsupervised method of data
grouping depending on the similarity [20,27]. Many different clustering algo-
rithms have been used and new clustering algorithms continue to appear. Most
of these algorithms are based on two clustering methods: agglomerative hierar-
chical clustering and iterative square-error partitional clustering [19]. The parti-
tional clustering algorithms divide the data into a number of clusters trying to
reduce the error function. The number of clusters is normally predefined, but it
can be part of the error function [7,23]. The main purpose is to obtain a partition
which, for a specific number of clusters, minimizes the square error.
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Fig. 5. Pump speed B, pure data

The final grouping will depend of the number of clusters and on the initials
clusters centers. The first one is more important because its prediction is not
an easy task. K-means partitional clustering algorithm brings good results, over
all, if the clusters are closed, well-separated in hyperspace and hyperspherical
in shape. It is also able to detect hyper ellipsoidal-shaped clusters and it is
computationally effective [7].

Artificial Neural Networks (ANN). Multi-Layer perceptron (MLP)
A multilayer perceptron is a feedforward artificial neural network [26,29]. It is
one of the most used ANNs due to its simple structure and its robustness. In
spite of this fact, the ANN architecture must be selected properly in order to
obtain good results. Multi-Layer Perceptron is composed by one input layer, one
or more hidden layers and one output layer. Each layer has neurons, with an
activation function. In a typical configuration, all neurons form a layer have the
same activation function. This function could be a step, linear, log-sigmoid or
tan-sigmoid.

Support Vector Regression (SVR), Least Square Support Vector Re-
gression (LS-SVR) SVR is a modification of the Support Vector Machines
(SVM) algorithm, used for classification. The main idea of the SVR is to map
the data into a high-dimensional feature space F by a non linear mapping and
to do linear regression in this space [5,21].

The approximation of the solution is obtained by solving a linear equations
system, and it is similar to SVM in generalization performance terms [22,25].
The use of LS-SVM to regression is known as LS-SVR [9,24]. Its insensitive loss
function is replaced by a squared loss function, that makes the Lagrangian by
solving a linear KarusKuhn-Tucker KKT.
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3.3 Model Selection

After the model training, the Test data was used to calculate the MSE (Mean
Squared Error) with the aim to select the best regression technique. The MSE of
the global model was compared with the MSE for different number of clusters,
to select the optimal configuration.

4 Results

The main objective is to select the best model that predicts the system be-
haviour.

First of all, there was a study based on SOM analysis to discover if correla-
tion exists between different inputs, reducing the number of the inputs to the
final model. The SOM analysis is used too to determine the optimal number of
clusters, but, as is showing, the results are not as clear as it was supposed at
first. Therefore, the data was divide into clusters with the K-means algorithm,
and, for each cluster, different regression techniques were used, selecting the best
techniques by MSE calculation.

4.1 SOM Analysis

The neighbor distance, shown in Figure 6, defines the different zones of neurons
in SOM structure. The clusters are separated by dark lines, and light areas on
the map should correspond to a cluster. The SOM analysis is not definitely clear,
and the selection of the number of clusters utilized is a subjective decision.

With the purpose of selection the optimal clusters, the dataset was divided in
different number of clusters, from 5 to 10, and the optimal number is selected
after an MSE analysis of all procedure. All the results were compared with the
MSE for global model.

The SOM input planes for each input of the SOM net, Figure 7, represent
the reaction of the net to a specific input. In the figure, the Inputs 3 and 5, the
’Press. out Pump A’ and the ’Press. out Flow Meter A’, have similar reactions.
The same case occurs for Inputs 4 and 6, the same variables for the B side of the
system, it is meant that these inputs are correlated each other. The Input 1, the
’Ratio Set Point’, has always the same value, 1 : 1 for the bicomponent used in
this research. In case of changing this bicomponent, the new ’Ratio Set Point’
could be different, but always the same another time. The ’Input 2 - Flow Rate
Set Point’, is unique and different for the others inputs.

With the last explanation, at final, only three inputs are considered to create
the model of the system; these inputs are:

– Input 2 - Flow Rate Set Point.

– Input 3 - Pressure out Pump A.

– Input 4 - Pressure out Pump B.
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Fig. 6. SOM neighbor distances

Fig. 7. SOM input planes

4.2 Regression Analysis

As it was explained, the optimal number of clusters was decided after the cal-
culation of the average of the MSE for all the outputs. For each cluster, the two
regression techniques (ANN and SVR) were trained. The configuration of the
SVR is an automatized task, but the ANN configuration should be selected prop-
erly. In this research, the number of neurons in the hidden layer of the network
was varied from 3 to 20. The activation function in these neurons was always
tan-sigmoid, and the ouput layer neurons had a linear activation function.
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The best results for the ANN regression, with 5 neurons in the hidden layer,
are shown in Table 1. In this table, the results for all the clusters configuration
are presented. It is possible to see that the optimal clusters’ number is 6, based
on the average MSE. However, if the number of clusters was different for each
output, the model performance could be better, but the complexity would be
increased more than the improvement achieved.

Table 1. MSE obtained using ANN

Real Flow Flow Flow Pump Pump Average
ratio rate A+B rate A rate B speed A speed B

Global model 0.52260 0.42362 0.10503 0.10373 0.73050 0.84887 0.45572

5 clusters 0.51698 0.37985 0.09366 0.09258 0.59531 0.74568 0.40401

6 clusters 0.42997 0.38097 0.09393 0.09282 0.56373 0.71347 0.37915

7 clusters 0.47842 0.31058 0.07597 0.07511 0.61409 0.79754 0.39195

8 clusters 0.43980 0.45649 0.11283 0.11088 0.96655 1.26514 0.55891

9 clusters 1.27257 0.46047 0.11423 0.11258 0.59370 0.77710 0.55511

10 clusters 0.42680 0.38379 0.09449 0.09315 0.78581 0.96995 0.45900

The results for the SVR regressionare shown inTable 2. In this case, the optimal
separation of dataset is 9. However, with the SVR occurs the same as before, if the
number of clusters was different for each output, the MSE could be better.

Table 2. MSE obtained using SVR

Real Flow Flow Flow Pump Pump Average
ratio rate A+B rate A rate B speed A speed B

5 clusters 0.15511 0.30999 0.07228 0.07466 0.36859 0.41285 0.23225

6 clusters 0.15494 0.23023 0.06358 0.05983 0.42614 0.63239 0.26118

7 clusters 0.16321 0.29375 0.07305 0.07254 0.38717 0.47223 0.24366

8 clusters 0.19468 7.34780 1.85414 1.82709 255.51247 451.48554 119.70362

9 clusters 0.16087 0.23890 0.06001 0.06163 0.32868 0.41169 0.21030

10 clusters 0.15778 0.22213 0.05443 0.06473 0.31153 1.14401 0.32577

5 Conclusions

This research provides an accurate method of modeling a bicomponent mixing
system, used in wind generator blades manufacturing.

The achieved model predicts the behaviour of the real system when the inputs
are known. This model has been obtained from an empirical dataset. This model
approach is based on a hybrid intelligent system by combining different regression
techniques on local models.

After several tests, the analysis of the results shows that the best model
configuration has 9 clusters. The regression technique employed on each one was
SVR. The best average MSE obtained with this configuration was 0.2103.
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This kind of analysis could be applied to many different systems with the aim
to improve several goals like: efficiency, performance, features of the obtained
material, and so on.

Remark that the final hybrid model achieves good results although the system
has an important nonlinear nature.
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Abstract. Mission Planning is a classical problem that has been tradi-
tionally studied in several cases from Robotics to Space missions. This
kind of problems can be extremely difficult in real and dynamic scenarios.
This paper provides a first analysis for mission planning to Unmanned
Air Vehicles (UAVs), where sensors and other equipment of UAVs to
perform a task are modelled based on Temporal Constraint Satisfac-
tion Problems (TCSPs). In this model, a set of resources and temporal
constraints are designed to represent the main characteristics (task time,
fuel consumption, ...) of this kind of aircrafts. Using this simplified TCSP
model, and a Branch and Bound (B&B) search algorithm, a set of fea-
sible solutions will be found trying to minimize the fuel cost, flight time
spent and the number of UAVs used in the mission. Finally, some exper-
iments will be carried out to validate both the quality of the solutions
found and the spent runtime to found them.

Keywords: unmanned aircraft systems, mission planning, temporal
constraint satisfaction problems, branch and bound.

1 Introduction

Unmanned Aircraft Systems (UAS) can take advantage of planning techniques
where the application domain can be defined as the process of generating tactical
goals for a team of Unmanned Air Vehicles (UAVs). Nowadays, these vehicles
are controlled remotely from ground control stations by humans operators who
use legacy mission planning systems.

Mission planning for UAS can be defined as the process of planning the lo-
cations to visit (waypoints) and the actions that the vehicle can perform (load-
ing/dropping a load, taking videos/pictures, acquiring information), typically
over a time period. These planning problems can be solved using different meth-
ods such as Mixed-Integer Lineal Programming (MILP) [14], Simulated Anneal-
ing [2], Auction algorithms [8], etc. Usually, these methods are the best way
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to find the optimal solutions but, as the number of restrictions increase, the
complexity grows exponentially because it is a NP-hard problem.

In the literature there are some attempts to implement UAS that achieve
mission planning and decision making using temporal action logic (TAL) for
reasoning about actions and changes [3], Markov Decision Process (MDP) and
dynamic programming algorithms [4], or hybrid partial-order forward-chaining
(POFC)[7], among others. Other modern approaches formulate the mission plan-
ning problem as a Constraint Satisfaction Problem (CSP), where the tactic mis-
sion is modelled and solved using constraint satisfaction techniques.

This work deals with multiple UAVs that must perform one or more tasks in a
set of waypoints and specific time windows. The solution plans obtained should
fulfill all the constraints given by the different components and capabilities of
the UAVs involved over the time periods given. Therefore a Temporal Constraint
Satisfaction Problem (TCSP) representation is needed. The approach from [9]
is used to model a mission planning problem using Gecode [13] to program the
constraints. In this previous work Backtracking (BT) method is applied to find
the complete space of solutions, but in many real-life applications it is necessary
to find only a good solution, what can be achieved considering a Constraint
Satisfaction Optimization Problem (CSOP). For this purpose, in this work a new
optimization function has been designed to look for good solutions minimizing
the fuel cost, the flight time and the number of UAVs needed. Finally, Branch
and Bound (B&B) search is employed for solving this CSOP model.

The rest of the paper is structured as follows: section 2 shows the state of the
art in CSPs. Section 3 describes how a Misison is defined in the UAV domain and
the modelization of the problem as a TCSP. In Section 4, the objective functions
that will be used in the experimental phase are explained in detail. Section
5 explains the experiments performed and the experimental results obtained.
Finally, the last section presents the final analysis and conclusions of this work.

2 Constraint Satisfaction Problems

A mission can be described as a set of goals that are achieved by performing
some tasks with a group of resources over a period of time. The whole problem
can be summed up in finding the correct schedule of resource-task assignments
that satisfies the proposed constraints, like a CSP [1]. In a CSP, the states are
defined by the values of the variables and the goal test specifies the constraints
that the values must obey.

There are many studied methods to search the space of solutions for CSPs,
such as BT, Backjumping (BJ) or look-ahead techniques (i.e. Forward Checking
(FC)). BT search method solves CSP by incrementally extending a partial solu-
tion that specifies consistent values for some of the variables, towards a complete
solution, and by repeatedly choosing a value for another variable consistent with
the values in the current partial solution.

In many real-life applications it is necessary to find a good solution, and not
the complete space of possible solutions. CSOP consists of a standard CSP and
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an optimization function (objective function) that maps every solution (complete
labelling of variables) to a numerical value measuring the quality of the solution.

There are several methods for solving CSOP such as Russian doll search [12],
Bucket elimination [11], Genetic algorithms [5] and Swarm intelligence [6]. The
most widely used algorithm for finding optimal solutions is called B&B [10].
This algorithm searches for solutions in a depth first manner and behaves like
BT except that as soon as a value is assigned to the variable, the value of heuristic
function for the labelling is computed. If this value exceeds the bound (initially
set to minus or plus infinity given it is a minimization or maximization problem),
then the sub-tree under the current partial labelling is pruned immediately.
The efficiency of B&B is determined by two factors: the quality of the heuristic
function and whether a good bound is found early.

A TCSP is a particular class of CSP where variables represent times (time
points, time intervals or durations) and constraints represent sets of allowed tem-
poral relations between them [15]. A UAS mission can be perfectly represented
as a set of temporal constraints over the time the tasks in the mission start
and end. Besides the temporal constraints, the problem has several constraints
imposing the proficiency of the UAVs to perform the tasks.

3 UAV Mission Plan Model Based on TCSPs

A UAV mission can be defined as a number n of tasks to accomplish for a team
of UAVs. A task could be exploring a specific area or search for an object in
a zone. One or more sensors belonging to a particular UAV, as can be seen in
Table 1, may be required to perform a task. Each task must be performed in
a specific geographic area, in a specific time interval and needs an amount of
payloads to be accomplished.

Table 1. Different task actions considered

Id. Action Payload Needed

A1 Taking pictures of a zone – Camera EO/IR

A2 Taking real-time pictures of a zone – Camera EO/IR
– Communications Equipment

A3 Tracking a zone – Radar SAR

To perform a mission, there are a numberm of UAVs, each one with some spe-
cific characteristics: fuel consumed, maximum reachable speed, minimum cruise
speed, permission to go to restricted areas, and capacities or payloads (cameras,
radars, communication equipments, . . . ). Moreover, in each point in time, each
UAV is positioned at some specific coordinates and is filled with an amount of
fuel. The main goal to solve the problem is to assign each task with a UAV that
is able to perform it, and a start time of the UAV departure to reach the task
area in time.

In this approach, the problem domain is modelled as a TCSP where the main
variables are the tasks and their values will be the UAVs that perform each task
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and their respective departure times. There are two additional variables, the
fuel cost and distance travelled for each task, that can be deduced from tasks
assignment and UAV characteristics. Further details of this model can be seen
at [9], but the main constraints defined in this model are as follows:

– Temporal constraints assuring a UAV does not perform two tasks at the
same time.

– Speed window constraints: the mean cruise speed of a UAV to perform a
task is contained in specific speed window vmax and vmin of the UAV.

– Payload constraints: checks whether a UAV carries the corresponding pay-
load to perform a task.

– Altitude window constraints: the UAV altitude window must be contained
in the altitude window of the area of the performing task.

– Zone permission constraints: just UAVs with permissions in restricted
areas shall perform tasks developed in restricted areas.

– Fuel constraints: the total fuel cost for a UAV in a mission must be smaller
than its actual fuel.

4 Optimization Function Description

In order to apply a method for solving CSOP, a new optimization function has
been designed. This new function is looking to optimize (minimize) 3 objectives:

– The total fuel consumed, i.e the sum of the fuel consumed by each UAV
at performing the tasks of the mission.

– The number of UAVs used in the mission. A mission performed with a
lower number of vehicles is usually better because the remaining vehicles can
perform other missions at the same time.

– The total flight time, i.e. the sum of the flight time of each UAV at perform-
ing the tasks of the mission. We have computed it as the difference between
the ending of the last task performed by the UAV and its departure time.

Our model uses weights to map these three objectives into a single cost func-
tion, as the similar approach WCOP [16]. This function is computed as the sum
of percentage values of these three objectives, as shown in Equation 1. In this
sense, in the experimental phase, a comparative assessment of weights for find-
ing feasible solutions of the problem is carried out. To solve the UAVs missions
modelled is employed B&B search for minimization implemented by Gecode.

fcost(i) = KF
Fuel(i)

maxj Fuel(j)
+KU

N◦UAV s(i)

maxj N◦UAV s(j)
+KT

FlightT ime(i)

maxj FlightT ime(j)

KF ,KU ,KT ∈ [0, 1], KF +KU +KT = 1 (1)
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5 Experimental Results

5.1 Mission Scenario Description

In this paper, a scenario (from the previously described model) with a group
of 9 UAVs to perform a mission of 10 tasks is used for the experimental phase.
Each task of the mission collides in time with its two previous tasks, i.e. task 10
collides with tasks 9 and 8; task 9, with tasks 8 and 7, and so on (see Figure 1).

Fig. 1. Scenario perspective with dependency of each task with the two previous tasks

Each task is assigned an action, which type identifier from Table 1 is shown in
Figure 1 after each task. The mission described is performed in approximately
two hours and involves varied actions in different areas. Each of the 9 UAVs avail-
able has different types of payloads for performing the tasks. In this approach,
we consider the topology specified in Figure 2.

Fig. 2. Topology of the scenario where missions are performed. Coloured areas rep-
resent the areas where tasks are performed. Helicopters represent the airports where
UAVs are situated at the beginning of the mission.
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5.2 Results

Firstly, an analysis of the optimal solution found considering as cost function
each one of the objectives individually is carried out. It can be seen in Table 2.

Table 2. Objective values and runtime spent in the search of the optimal solution
using cost functions considering individually each objective

Cost function Flight Time No. of UAVs Fuel Runtime

100% Fuel 22h 8min 13s 4 269.561L 4min 9s
100% No. of UAVs 23h 22min 23s 4 282.003L 8.87s
100% Flight Time 18h 0min 8s 8 284.875L 7min 32s

It can be appreciated when considering cost function 100% Flight Time that,
besides the high runtime needed, the optimal solution found has a high num-
ber of UAVs and fuel consumption. This could be due to shorter flight times are
obtained using UAVs that reach higher speeds but consuming more fuel. Consid-
ering this aspect, in this simple approach we have decided to only consider fuel
consumption and No. of UAVs for the comparative assessment of optimization
function weights, see Table 3.

Table 3. Objective values and runtime spent in the search of the optimal solution
using cost functions considering fuel and number of UAVs with different percentages

Cost function Flight Time No. of UAVs Fuel Runtime

100% Fuel 22h 8min 13s 4 269.561L 4min 9s
90% Fuel + 10% No. of UAVs 22h 8min 13s 4 269.561L 3min 22s
80% Fuel + 20% No. of UAVs 22h 8min 13s 4 269.561L 2min 7s
70% Fuel + 30% No. of UAVs 22h 8min 13s 4 269.561L 1min 39s
60% Fuel + 40% No. of UAVs 22h 8min 13s 4 269.561L 1min 23s
50% Fuel + 50% No. of UAVs 22h 8min 13s 4 269.561L 54.67s
40% Fuel + 60% No. of UAVs 22h 8min 13s 4 269.561L 46.03s
30% Fuel + 70% No. of UAVs 22h 8min 13s 4 269.561L 35.02s
20% Fuel + 80% No. of UAVs 22h 8min 13s 4 269.561L 33.99s
10% Fuel + 90% No. of UAVs 22h 8min 13s 4 269.561L 34.13s

100% No. of UAVs 23h 22min 23s 4 282.003L 8.87s

Analysing results shown in Table 3, it can be appreciated that only consid-
ering the fuel consumption in a low percentage, an optimal solution both for
the fuel and number of UAVs minimization is reached. Additionally, it takes a
better runtime than only considering fuel consumption. For this reason, it can
be considered that a cost function of 10% fuel + 90% No. of UAVs is pretty good
for searching feasible solutions of the kind of problem solved.

Finally, the runtime spent in the search of feasible solutions and the runtime
spent in the search of the entire space of solutions using BT are compared in
Figure 3. The time difference observed is very high, as expected. Concretely the
BT runtime is higher than B&B in an order of 3 · 105.
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Fig. 3. Runtime spent in the search of the space of solutions with BT and the optimal
solution with B&B using the cost function 10% fuel + 90% No. of UAVs

6 Conclusions and Discussion

In this paper, we try to search feasible solutions for a UAV Mission Planning
model based on TCSP. The presented approach defines missions as a set of
tasks to be performed by several UAVs with some capabilities. The problem is
modelled using: (1) temporal constraints to assure that each UAV only performs
one task at a time; (2) logical constraints such as the maximum and minimum
altitude reachable or restricted zone permissions, and (3) resource constraints,
such as the sensors and equipment needed or the fuel consumption.

Concretely, we have designed an optimization function to minimize three ob-
jectives: the fuel consumption, the number of UAVs used in the mission and the
total flight time of all the UAVs. From the obtained results, we have observed
that the flight time does not help in the optimization of the rest of the objectives;
so we have considered to put it aside.

Studying the solutions found by several cost functions with different weights
for fuel and number of UAVs, we have observed how the runtime spent in the
search decrease as the percentage of fuel decreases. Moreover, we show the so-
lutions obtained by these cost functions inside the POF of fuel versus No. of
UAVs, observing that for the cost function 10% fuel + 90% number of UAVs
we obtain both the optimal solutions obtained with 100% fuel and 100% No. of
UAVs, which together with its low runtime makes this cost function pretty good
for finding feasible solutions in a reasonable time.

It is important to remark that the results obtained are highly dependant on
the proposed scenarios and on the topology of the areas the missions are devel-
oped in. So further works should consider different scenarios and topologies, so
a more general conclusion would be obtained. Furthermore, we will use a Multi-
objective model, such as the Multiobjective Evolutionary Algorithms (MOEAs),
and SPEA2 or NSGA-II algorithms; to find the Pareto Optimal Frontier.
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As future lines of work, these results need to be compared against other op-
timization algorithms (such as Tabu Search and Genetic Algorithms, among
others) to observe which one is better in terms of optimality of the solutions and
runtime spent. Using these new algorithms, new heuristics to reduce the com-
plexity of the problem and adapting our current model, we expect to be able to
simulate problems near to real scenarios.
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Abstract. In the recent years, social networks have played a strategic
role in the lives of many companies. Therefore several decision makers
have worked on these networks for making better decisions. Further-
more, the increased interaction between social networks and web users
has lead many companies to use a data warehouse to collect informa-
tion about their fans. This paper deals with a multidimensional schema
construction from unstructured data extracted from social network. This
construction is carried out from Facebook page in order to analyze cus-
tomers’ opinions. A real case study has been developed to illustrate the
proposed method and confirming that he social network analysis can
predict chance of the success of products.

Keywords: Data warehouse, Data Mart, Social Networks analysis,
Opinion Analysis, Schema Design.

1 Introduction

Recently, social networks and online communities, such as Twitter and Facebook,
have become a powerful source of knowledge being daily accessed by millions of
people [2]. Social networks help people to follow breaking news, to keep up with
friends or colleagues and to contribute to online debates. Seen the emergence
of these social networks, several decision maker’s aim to use the abundant in-
formation generated by these networks to improve their decisions. Indeed, the
main advantage of social networks is to enable companies to operate a new vis-
ibility shape on the Internet at a lower cost. Its a way to make them known
to different publics and collect information on customers prospective. However,
business intelligence provides a solution for companies, which allows to collect,
consolidate, model and restore the data of a company offering help to decision
makers. The popularity of social networks and high volume of user generated
content, especially subjective content caused the heavy demand to adopt senti-
ment analysis in business applications. Sentiment Analysis helps decision makers
to get customer opinion in real-time [3]. This real-time information helps them
to design new marketing strategies, improve product features and can predict
chances of product failure.
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The social network analysis problem took a big importance from the scientific
community. In the literature, the data analysis approaches from social networks
highlight two areas of research: community analysis and opinions analysis [10].
So, data warehouse can be used to analyze the opinion of customers based on
many dimensions. In this context and in order to benefit from existing informa-
tion in social networks, we are interested in using these data as a source feeding
a data Mart schema. In fact, we propose a heuristic to design data Mart schema
from Facebook page in order to analyze customers’ opinions.

The remainder of this paper is organized as follows: section 2 details the
related works. Section 3 describes our method Data Mart construction from the
social network Facebook. Opinion analysis is performed in section 4. Finally,
section 5 draws conclusion and future works.

2 Related Works

The importance of social networks for decision making process is highlighted in
several studies such as [9,10,4,1,7]. For example, Rehman and al. [9] proposed an
architecture to extract tweets from Twitter and load them to a data warehouse.
Multidimensional cubes resulting can be used for analyzing user’s behavior on
twitter during event earthquake in Indonesia. But in this work, the authors
present schema without detailing how this schema is determined. However, in
[10] the authors proposed a Business Intelligence architecture, called OSNBIA
(Online Social Networks Business Intelligence Architecture). Therefore, the au-
thors did not explain how the data warehouse schema is performed. In 2011
Kazienko and al. [4] proposed a multidimensional model for social network that
allows to capture data about activities and interactions between web users. The
multidimensional model of the social network can be used To make a new rela-
tionships and to analyze different communication ways. Also, in this study the
researchers did not perform an experimental phase to validate their process. A
data warehouse schema is proposed by [1] to analyze the big volume of data
tweets. The authors suggested using information retrieval approaches to classify
the most significant words in the hierarchy level of the dimensions. Moya and
al.[7] presented an approach to integrate sentiment data extracted from the web
into the corporate data warehouse. In 2013 Mansmann and al.[6] proposed to
model data warehouse elements from the dynamic and semi-structured data of
Twitter. In addition, they propose to extend the resulting model by including
dynamic categories and hierarchies discovered from DM and semantic enrich-
ment methods. In [2] the researchers presented a data analysis framework to
discover groups of similar twitter messages posted by users about an event.

The comparative study shows that the data warehouse design methods [9,10,1]
are based on the social network twitter except the work of [7] that used an
approach from Web. In addition, the multidimensional concepts are generally
defined by the designer without presenting how these concepts are determined
[7,10,1]. Furthermore all methods operate on the texts except [4] operates on the
link. Based on these lakes, we propose a method composed of set steps, applied
to Facebook page, which based on heuristics to generate the data Mart schema.
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3 Schema Design from Facebook Page

This paper deals with a method to generate a data Mart schema from Facebook
page. As depicted in Fig.1, our method encloses four steps: (1) Data extraction
which involves collecting information about Facebook page, fans and posts. (2)
Data analysis that includes specific operations to select relevant data and to
eliminate inconsistency. (3) Schema modeling which suggests multidimensional
concepts. (4) Loading step that incorporates procedures for charging modeled
schema from the second step. Since the data mart is constructed, the decision
maker can analyze the opinions of fan page based on MDX query. Before per-
forming our method we start by introducing Facebook page.

Fig. 1. The proposed method Process

Facebook Page. (FP) is a sort of website integrated into the Facebook com-
munity which allows the companies to interact with customers by starting dis-
cussions within comments and photos. It has three types of information: general
information of the page, information about fans and about posts. In the follow-
ing sections we give an idea about data extraction and data analysis. After that,
we explain the extraction of multidimensional concepts in section 3. Finally, we
expose reporting based on opinion analysis query.

3.1 Data Extraction

The first step of our method is to extract data from a FP, so we collect general
information of FP, information about fans and information related to posts.
In fact, this extraction consists of creating an application enabling the access
to the API graph in order to select the access permissions to the data. The
general information of FP are numerous, here we elicit some of them: Id (page
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identifier), name (page name), user name (FP username), category (FP type),
number of fans (number of fans in FP), site (link website), etc. We recognize
that a post can be photos, links, videos or statutes. So, each one is concerned
by some information. For example, a post is defined by the ID (post identifier),
name (post name), type(the type of post), created date (date of creation of post),
number of likes (number of fans liked post), number of shares (number of fans
shared post) etc. We noticed a difference between the data collected on the fans
who have a friendship with the admin of FP and who’re without friendship with
the admin. The data available for the first category are the data that we select
their access tokens and which are visible to fans friends. However, for fans not
friends we have only public data.

3.2 Data Analysis

Since data are collected we proceed to analyze these data. The analysis concerns
the selection of relevant data, the elimination of duplicate and inconsistency
data. The decision maker is implied during this step in order to contribute in
the selection of relevant data.

Select Relevant Data: The main needs of the decision maker are to determine
the client’s opinions’ and satisfaction towards their products. In fact, client’s
opinions provide valuable information for companies. First, they help to un-
derstand how their products and services are perceived [5]. They yield clues
about costumers satisfaction and expectations that can be used to determine
their current and future needs and preferences. Second, they may be helpfull
in understanding what product dimensions or attributes are important to each
clients. Third, client’s opinions on the products offered by competitors provide
essential information to accomplish a successful competitor analysis.

Eliminating Duplicates and Inconsistency Data: From studied case, we
found that, when a post is published many times in the page, Facebook assigns
for each post an ID. Therefore, the same post has different ID. In this case,
analyzes on the same post are distributed over multiple IDs instead of the same
ID. To solve this problem, we decided to group the different ID of the same
post published several times and assigned to them the same identifier. Another
problem was detected when computing the number of positive comments. Indeed,
the information extracted from the comments can be relative of fans or admin;
this made us a need to delete the comments of the admin page.

3.3 Modeling Schema

This phase consists in defining the multidimensional schema of the dataMart from
the extracted data. This definition consists in determining: facts,measures, dimen-
sions and hierarchies. This definition is based on heuristics adapted from [8].

Heuristics of Fact and Measure Determination: Fact to be analyzed de-
scribes the daily activity of events performed in a Facebook page which allow
capturing the opinions of fans. Thats why we define the Fact Opinion.
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The opinions expressed by fans on posts can be positive or negative. The
positive opinions on the posts are determined through the following heuristics:

Share-Measure: if the post has an important number of shares then we con-
clude that there are a number of fans impressed by the product. This allows us
to define the measure Number of shares called Number-shares.

Likes-Measure: when the post has an important number of likes this means
that there are a significant number of fans who liked the product. This allows
us to define the measure named Number of likes called Number-likes.

Comments-Measure: every post can have a set of comments. Comment can be
positive or negative. It is qualified as positive if it contains positive words, which
means that the fan is interested by the product. In our context, we determined
all the positive words through which we can conclude that the comment is pos-
itive. These latter give us to define the measure Number-comment-positive. The
negative opinions on posts are captured by actions realized by fans on the posts.
These actions are deducted when the fans click mask or signal on a post of the
page in their newsfeed. So, the measure Number-comment-negative is proposed.
All the determined measures are depicted in Fig.3.

Heuristics of Dimensions Determination : The extraction of the dimen-
sions is based on a type of object named base object BO which completes the
definition of fact. A base object answers the questions: ”who”, ”what”, ”when”
and ”where”. Every BO defined an axis of analysis which can interest the de-
cision maker. From a FP, the objects which answer these questions for the fact
opinion are:

Who declare the opinion ? – Fans declare their opinions.
Where are posted the opinions ? – The opinions are published in page.
What are the opinions ? – Posts encapsulate the opinions.
When the posts have been shared ? – The post has its publication date.

Based on these four questions we obtain four dimensions: the dimensions page,
post, fans and date. Due to the lack of space we present only the parameter
extraction of Page dimension.

Table 1. Parameters of the page dimension

Tags describing the page Type concepts Name of multidimensional concept

〈id〉 identifier Page-ID

〈name〉 weak attribute name

〈username〉 weak attribute user name

〈website〉 weak attribute website

〈phone〉 weak attribute phone

〈category〉 Level 2 parameter category

〈location〉 Level 2 parameter location
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Extraction of Dimension Parameters’: The dimension Page is determined
from the general information of Facebook page. Table 1 presents all the at-
tributes composing the dimension Page (column 1). Based on this information
we determine the type of each attribute (weak attribute or parameter) in column
2. Then we define the equivalent multidimensional concept in column 3. Fig.2
depicts a graphical representation of the page and date dimensions.

Fig. 2. Hierarchies of Page and Date dimensions

Notes that, a FP can be removed from the Net, so we define a parameter
called validation period in which a page is active as shown in Fig 2.

From the previous steps, we generate the data Mart schema modeled in X-
DFM structure as shown in Fig 3.

Fig. 3. Data Mart schema generated from Facebook page

The structure of the schema is a graph centered at the fact type node (opin-
ion) which includes all measures (Number-comments, Number-likes, Number-
comments-positive, and Number-comments-negative). The fact is relied by four
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dimensions (Page, Fans, Date, and Post) each of them contents a node key at-
tribute and others node represents dimension parameters (user name, first name,
last name, phone, website, created-time).

4 Opinion Analysis

Opinion analysis is a crucial step for communities. The goal is to help decision
makers to model strategies and access to relevant information. From our Data
Mart constructed we analyzed the number of likes, shares, and the number of
positive and negative comments by week, trimester and semester. The decision
makers can use of the following queries:

- Analyze the number of comments for posts by week, trimester and semester.
- Analyze the number of likes for posts by week, trimester and semester.
- Analyze the number of shares for posts by week, trimester and semester.
- Analyze the number of positive and negative comments for posts by week,
trimester and semester.

We performed a comparison between the measurements taken from the page and
actual sales of a company. As shown in Fig .4, we note that the curve for the
sharing follows the same shape as the real company sales. So, we may infer that
social networks can predict sales trends of a company based on the number of
shares.

Fig. 4. Best posts for the first semester of 2013

5 Conclusions and Future Work

We have presented in this paper a method to build a data Mart from a social
network for opinion analysis. This method uses Facebook page as data source.
it’s invloved on four steps: the first is data extraction. The second step is the
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data analysis that consists of making specific operations to select the relevant
data and the third step is schema definition that defines the multidimensional
concepts of the data Mart. The analysis that we made, we give us an overview
on the actual case of the company’s sales. Our future orientations consist of
studying the possibility of using ontology to better analyses fans opinions. Thus,
we will enhance our method to support other types of social networks.
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Abstract. In V-detector or TMA-OR, the parameters self radius rs or Omin are 
required to be set by experience. To solve the problem, a novel self suppression 
operator based on self radius learning mechanism is proposed. The results of 
experiment show that the proposed algorithm is more effective than V-detector 
or TMA-OR when KDD and 2-dimensional synthetic data are as the data set. 
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1 Introduction 

Nowadays, Artificial Immune System (AIS) has been applied to many areas such as 
computer security, classification, learning and optimization [1]. Negative Selection 
Algorithm, Clonal Selection Algorithm, Immune Network Algorithm and Danger 
Theory Algorithm are the main algorithms in AIS [2][3]. 

A real-valued negative selection algorithm with variable-sized detectors (V-
detector Algorithm) applied in abnormal detection is proposed to generate detectors 
with variable r. A statistical method (naïve estimate) is used to estimate detect cover-
age in V-detector algorithm[4]. But as reported in Stiboret later work, the perfor-
mance of V-detector on the KDD Cup 1999 data is unacceptably poor[5]. So a new 
statistical approach (hypothesis testing) is used to analyze the detector coverage and 
achieve better performance [6]. In the statistical approach, p is defined as the propor-
tion of covered nonself points,  n is defined as the number of detectors.The assump-
tion, np>5, n(1-p)>5 and n>10, are required to be satisfied.When p is set to 90%, n 
must be set to at least 50. Sometimes the number of detectors do not have to be more 
than 50, so it is unreasonable and the performance of the algorithm is less effective  
because the number of detectors affect the detect performance.  

Naïve estimate and hypothesis testing are two methods discussed above. When the 
number of detctors required is less than 50 , hypothesis testing is not the ideal solu-
tion. Actually in naïve estimate method, the candidate detector is added to valid detec-
tor set only when it is not detected by any of valid detectors, which means that the 
distance between candidate detector and any of valid detectors is bigger than the 
match threshold of the related valid detector.  This process can maximize the distance 
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among valid detectors. But it is difficult to find valid detector with the number of 
valid detectors increasing. At worst, it is possible that there is no other valid detector 
generated after one valid detector is generated, which leads that naïve estimate me-
thod shows unacceptable result on the KDD data. So the distance among valid detec-
tors chosen in naïve estimate method can affect the number of detectors generated.  

To choose the appropriate distance among valid detectors and achieve the opti-
mized number of detectors, a parameter overlap rate (Omin) in T-detector Maturation 
Algorithm (TMA) is proposed to control the distance among detectors [7].But  
the optimized Omin is required to be set by experience. To solve this problem, a sup-
pression operator called Negative Selection operator (NS operator) proposed  
in refrence[8] is used in TMA. and there is no parameter Omin in TMA with NS  
operator.  

Later, a self radius learning mechanism is proposed to achieve the adaptive self 
radius. By combining NS operator and self radius learning mechanism, an augmented 
TMA called TMA with Adaptive Capability (TMA-AC) is proposed[9]. But TMA-
AC shows less effective than TMA-OR when 2-dimensional synthetic data is as the 
data set.  

In this paper, a novel self suppression operator based on the self radius learning 
mechanism is proposed to suppress the number of detectors and the TMA algorithm 
with Self Suppression operator (TMA-SS) is put forward. 

2 Algorithm 

2.1 Match Range Model 

U={0,1}n ,n is the number of dimensions. The normal set is defined as selves and 
abnormal set is defined as nonselves. selves∪nonselves=U. selves∩nonselves 
=Φ.There are two points x=x1x2…xn, y=y1y2…yn. The Euclidean distance between x 
and y is: 

( )
=

−=
n

1i

2
ii yxy)d(x,  (1) 

The detector is defined as dct = {<center, selfmin, selfmax > | center ∈ U,  self-
min, selfmax∈N}. center is one point in U. selfmax is the maximized distance be-
tween dct.center and selves. selfmin is the minimized distance. The detector set is 
defined as DCTS. Selfmax and selfmin are calculated by setMatchRange(dct, selves), 
dct.center∈U, i∈[1, |selves| ],  selfi∈selves： 
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[selfmin,selfmax] is defined as self area. Others is as nonself area. Suppose there is 

one point x∈U and one detector dct ∈  DCTS. When d(x,dct) ∉ [dct.selfmin, 
dct.selfmin], x is detected as abnormal.  
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2.2 Self Radius Learning Mechanism 

To learning the appropriate self radius, a property minselfList is added to the detector, 
which has four properties include center, selfmin, selfmax and minselfList. The prop-
erty minselfList has three element {self0,self1,self2}∈selves, which  have the mini-
mized distance with the center of a given detector.  

Self radius rs can be achieved by the equation 4.{m,n}∈{0,1,2} and m≠n 

)self,d(selfd nmmn =  (3)

3
rs

= mnd
(4)

The average self radius is defined as avgrs. The equation 5 is used to calculate the 
value of avgrs.  
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2.3 Self Suppression Operator 

The novel self suppression operator is proposed to eliminate those detectors which are 
recognized by others. The equation 6 is used to decided whehter a given detector dctx 
is valid. dctx will be removed if it is not valid.  
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2.4 The Model of Algorithm  

The algorithm, called TMA-SS (TMA with Self Suppression operator), is shown in 
Fig.1. Step 5 is used to decide whether candidate detector is a valid detector according 
equation 6.Step 10 is used to estimate the detect coverage.  
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1.  Set the desired coverage pc 
2.  Generate one candidate detector dctx randomly  
3.  setMatchRange(dctx,selves) 
4.  compute the self radius rs and average self raddius 
avgrs according equation 4,5 
5.  if isvalid(dctx,DCTS) then // equation 6 
6.     dctx is added to detector set DCTS 
7.   covered=0 
8.  Else 
9.   covered ++ 
10. If covered <1/(1- pc) then goto 2 

Fig. 1. TMA-SS algorithm model 

3 Experiments 

For the purpose of comparison, experiments are carried out using KDD and 2-
dimensional synthetic data in table 1,which is described in Zhou’s paper[10]. In 2-
dimensional synthetic data,various shapes over the unit square [0,1]2 are used as the 
self region. In every shape, there are training data (self data) of 1000 points and test 
data of 1000 points including both self points and nonself points. As for KDD data, 20 
subsets were extracted from the enormous KDD data using a process described in [5]. 
Self radius and Omin used in TMA-OR are given in table.1. All the results shown in 
these figures are average of 100 or 20 (see table 1) repeated experiment with coverage 
rate 99%. 
 

Table 1. Data set and parameters used in experiments 

Data set 
Parameters 

rs Omin Repeated times 

2-dimensional  

synthetic data 

Comb  

0.03 0, 

0.7 

100 

Cross 

Intersection 

Pentagram 

Ring  

Stripe 

Triangle 

KDD data 0.05 20 
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Fig. 2. Detect Rate 

 

Fig. 3. False Alarm Rate 

 

Fig. 4. Number of Detectors 

As reference[7], TMA-OR(Omin=0.7) can achieve the best effect. By comparing 
with TMA-OR(Omin=0.7), TMA-SS get almost the same detect rate (Fig.2) with 
lower false alarm rate(Fig.3) and smaller number of detectors(Fig.4). So the result of 
experiment show that TMA-SS is more effective than other algorithm.  
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4 Conclusion 

As the parameters Omin and self radius rs in TMA-OR are required to be set by expe-
rience. To solve the adaptive problem, a novel self suppression operator based on the 
self radius learning mechanism is proposed, and then an augmented TMA called 
TMA-SS is proposed. The results of experiment show that the proposed algorithm is 
more effective than other algorithms.  
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Abstract. The aim of this study is the prediction of death of polytraumatized 
patients based on epidemiological, clinical and health treatment variables by 
means of data-mining methods. The main problems to be addressed were high 
dimensionality and imbalanced data. Since the techniques usually used to deal 
with these drawbacks, as feature selection methods and sampling strategies re-
spectively, did not provided satisfactory results, the aim of the study was to find 
out the data mining algorithms showing the best behavior in this kind of scena-
rios. The study was carried out with data from 497 patients diagnosed with  
severe trauma who were hospitalized in the Intensive Care Unit (ICU) of the 
University Hospital of Salamanca. The results of the study reveal the better be-
havior of multiclassifiers as compared with simple classifiers in contexts of 
high dimensionality and imbalanced datasets, without the need to resort to un-
dersampling and oversampling strategies, which can lead to the loss of valuable 
data and overfitting problems respectively. 

Keywords: Severe trauma, polytrauma, mortality, data mining, classifiers, mul-
ticlassifiers. 

1 Introduction 

Severe trauma is considered to be one of the pathologies with the greatest impact on 
current society from the point of view of health as well as from the economic perspec-
tive. It is the primary cause of mortality of young adults in the world and the most 
influential as regards the years of potential life lost (YPLL). Regarding the economi-
cal aspect, it has been reported that the average economic cost for the treatment of 
traumatic injury in the United States is greater than the treatment of cancer and cardi-
ovascular diseases [8].  

                                                           
* Corresponding author. 
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The care of polytraumatized patients represents a challenge for current society and, 
in particular, for health professionals seeking to decrease its negative social and eco-
nomical impact as well as personal consequences for the patient as much as possible. 
Current technology affords the possibility of storing huge amounts of medical data as 
electronic health records (EHRs), which can be processed by advanced techniques, 
such as data mining algorithms, to obtain useful knowledge on which decisions can be 
based. However, an important problem to be addressed is the great quantity and varie-
ty of variables that is necessary to take into account, from demographic data to clini-
cal variables as well as those related to the healthcare management.  

One usual way to deal with that drawback is the application of feature selection 
methods to know the best attributes for classification in order to use them for building 
the predictive models, discarding the remainder ones. In most of the cases a better 
accuracy is achieved when the algorithms work with the selected attributes, however, 
in the application domain considered in this study these techniques did not provided 
good results since the accuracy was not improved and in some experiments it became 
even worse. Two well-known and widely used algorithms whose efficacy has been 
demonstrated have been applied: CFS (Correlation-based Feature Subset Selection) 
[6] and a method based on information gain (IG) with respect to the class [7]. On the 
other hand, an additional problem to be addressed is the treatment of imbalanced data 
since the number of records belonging to one class is much greater than the number of 
records of the other class. In this kind of scenarios machine learning algorithms can 
achieve an acceptable global accuracy but usually the precision for the minority class 
is low. Oversampling of the minority class records or undersampling of the majority 
class records are two common approaches to deal with imbalanced datasets, but they 
have important drawbacks. Undersampling may discard potentially valuable data, 
while oversampling artificially increases the size of the data set and, as a result, the 
computational cost of inducing the models. In addition, the replication of existing 
examples in the minority class causes overfitting problems [9]. 

The aim of the present study is to apply suitable machine learning algorithms, pay-
ing a special attention to multiclassifiers, in order to overcome the mentioned prob-
lems. Data mining techniques have been successfully used to infer knowledge in very 
diverse medical areas; however, in spite of their great interest and promising results, 
these methods have not yet been exploited in the specific domain of politraumatized 
patient treatment in intensive care units. In this study they are used to predict the final 
outcome of these patients.  

2 Background 

This section is devoted to expose some basic aspects of multiclassifiers that can help to 
understand their general better behavior against single classifiers. The book of Kunche-
va [10] has been taken as reference to develop the contents of sections 2 and 3. 

Multiclasifiers combine several individual classifiers induced with different basic 
methods or obtained from different training datasets with the aim of improving the 
accuracy of the predictions. The methods for building multiclassifiers can be divided 
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in two groups. The first, such as Bagging [1] and Boosting [3], induce models that 
merge classifiers with the same learning algorithm, but introducing modifications in 
the training data set. The second type of methods, named hybrids, such as Stacking 
[13] and Cascading [4], create new hybrid learning techniques from different base 
learning algorithms.  

Bagging is the acronym for Bootstrap AGGregatING. The method induces a mul-
ticlassifier that consists on an ensemble of classifiers built on bootstrap replicates of 
the training set. Among the different ways of combining the outputs of the classifiers 
in an ensemble (abstract level, rank level, measurement level…), abstract level is the 
type used by bagging [10]. Given a set of labels Ω, a set of classifiers D and objects  ∈   o be classified, in this approach each classifier Di produces a class label  ∈  Ω, 1, … , . Thus, for any object  ∈   to be classified, the L classifier 
outputs define a vector  , … ,  ∈  Ω . The label outputs of the classifiers 

can be represented as binary vectors , , … , ,   ∈  0,1 , 1, … , ,   where ,  = 1 if Di labels x in  , and 0 otherwise,  then, the final choice of the class is 
carried out majority vote. It means that the following rule must be complied. 

,  ,  
Majority vote is one of the combination schemes most used in multiclassification. 

However, unlike other approaches, the abstract level does not provide additional in-
formation about the predicted labels, such as probability o correctness. 

To apply it some aspect must be considered [10]: 

• The number of classifiers, L, is odd. 
• The probability of predicting the right class for any  ∈   for each clas-

sifier is p. 
• The classifier outputs are independent, thus  the joint probability for any 

subset of classifiers ,  , … ,   can be decomposed as (   … ,  )  (   )  …  (   ) 
Where  is de label output of classifier .  

Boosting is a multiclassifier of the same kind of Bagging, however, this method as-
sign weights to the outputs of the induced single classifiers from different training sets 
(strategies). The weight of a strategy  represents the probability that   is the most 
accurate of all of them. In an iterative process, the weights are updated by increasing 
the weight of strategies with the correct  prediction and reducing the weight of 
strategies with incorrect predictions. In this way the multiclassifier is developed in-
crementally, adding one classifier at a time. The classifier that joins the ensemble at 
step k is trained on a data set selectively sampled from the training data set Z. The 
sampling distribution starts from uniform, and progresses in each k step towards in-
creasing the likelihood of worst classified data points at step k – 1 [10]. This algo-
rithm is called AdaBoost which comes from ADAptive BOOSTing. This algorithm 
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presents the advantage of drive the ensemble training error to zero in very few itera-
tions [10]. 

3 Methodological Approach 

In this study several classification algorithms were applied They were both simple 
classifiers and multiclassifiers. Two tree induction algorithms were employed, J48 
and REPTree. J48 is an advanced version of C4.5 [11], one of the algorithms most 
used and well known. Both are information gain-based methods and REPTree uses 
reduced-error pruning with back-fitting. As simple classifiers we also applied a Baye-
sian network with the K2 search algorithm [2] and a Support Vector Machine (SVM). 
The multiclassifiers used were Bagging and AdaBoost.  

The behavior of classifiers used in an individual way sometimes fails with some 
training sets, specifically when they consist of a wide variety of heterogeneous data 
and when the proportion of records of each class is very unequal. In order to address 
these peculiarities (high dimensionality and imbalanced distribution) characterizing   
the dataset used in this study some multiclassifiers were applied. Multiclassifiers  
extend the hypothesis space with respect to single classifiers and achieve a better 
management of large number of attributes. Another additional advantage of these 
techniques is the reduction of the overfitting problem, which takes place when the 
learning process finds a regularity in the data that is distinctive of the training set but 
cannot be extended to other datasets. Specifically, Adaboost has the capacity to avoid 
overfitting problems and reduce errors at the same time in spite of the progressively 
increasing complexity of the induced classifiers [10]. This fact is essential to deal 
with the imbalanced data problem. As commented before, most of the works in the 
literature use sampling strategies to deal with these drawbacks. There are some differ-
ent proposals but they are mainly focused on improving a specific classifier [12] and 
only a few propose handling several classifiers [5]. 

In general, the key of the good behavior of classifiers ensemble is the diversity 
provided by different training sets. Ideally, the training sets should be generated ran-
domly from the distribution of the problem, but in practice only one training set,  … , is available. In these cases the bootstrap sampling can be used to gen-
erate L training sets. Significant improvements derived from this procedure are 
achieved mainly when the base classifier is unstable, that is, small changes in the 
training set should lead to large changes in the classifier output [10]. This is the sce-
nario that takes place when working with imbalanced data. 

On the other hand, majority vote properties assure the improvement of the single 
classifiers results if the outputs were independent and classifiers had the same indi-
vidual accuracy p. Outputs of Bagging cannot be considered completely independent 
since the training samples are formed from the same set Z by taking bootstrap repli-
cates, however Bagging improves accuracy of single classifiers due to the bias-
variance decomposition of the classification error [10]. 
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4 Case Study 

The study included data from 497 patients diagnosed with severe trauma and poly-
trauma who were hospitalized in the Intensive Care Unit (ICU) of the University 
Hospital in Salamanca from 2006 to 2011. The analysis was carried out taking into 
account 120 attributes grouped into the following categories:  

• Epidemiologic: age, sex, kind of accident, origin (prehospital or hospital transfer), 
personal history. 

• Hospital Emergency room: Clinical Data, treatment in the prehospital emergency 
setting, major changes in evolution during the stay in the Emergency Room and 
time taken for transfer to the operating room or ICU. 

• ICU: Time from hospital arrival to admission at the ICU and origin, clinical data 
on admission, complications, variables related to mechanical ventilation, evolutio-
nary data and diagnostic. 

These attributes are of several types, continuous, discrete, nominal, ordinal and bi-
nary. Several data-mining algorithms were applied to obtain models that would allow 
the prediction of patient “death” from these variables. 

 

 

Fig. 1. Percentage of records of the true and false classes 

An important aspect to be considered in the study is the distribution of records be-
longing to each class (“true” and “false”) in the dataset. As showed in figure 1 the 
proportion of records of each class is quite different (70 records of the “true” class 
and 427 of the “false” class). This unequal distribution can significantly influence the 
results of the data-mining algorithms, since high accuracy can be obtained but the rate 
of correctly classified instances of the minority class may be very low. In these cases, 
analysis of the results must focus not only on accuracy but also on the precision 
achieved for the two classes. In addition, the capture of other measures such as the F-
measure and the ROC analysis can be useful.  

One of the purposes of the work was to check the performance of multiclassifiers 
against simple classifiers in this context, where the number of attributes is high, and 
especially in the case in which there is a minority class in the dataset. Accordingly, 
we applied four simple classification algorithms, two decision trees, J48 and REPT-
ree, and Bayes Net and SVM, and two multiclassifiers -Bagging and Adaboost,- using 
J48, REPTree and SVM in both of them as base classifiers.  

14%
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5 Results and Discussion  

The results obtained are shown in figure 2 where the high accuracy achieved, close to 
95% for all the algorithms applied, can be seen. However, the precision of the “true” 
class (the minority class) was significantly lower. Because of this, an analysis of these 
results, obtaining F-measures and area under the ROC curve, was carried out in order 
to examine the behavior of the different classifiers against the problem in hand. Fig-
ure 3 shows the result of this analysis. 

The study was carried out with a data set containing 497 records and 120 attributes. 
This large number of attributes may cause a loss of accuracy in the classifiers. Given 
that the reduction of dimensionality by means of feature selection methods did not 
lead to an improvement of the accuracy, all the attributes were used as the input of the 
data-mining algorithms. In all experiments 10-fold cross-validation was applied.  

The imbalanced distribution of the records in the dataset elicited a considerable dif-
ference in precision between the two classes for most of the algorithms applied. In 
this context, in general terms multiclassifiers showed better behavior than simple 
classifiers and, in particular, the best result was provided by Adaboost with J48, 
which achieved an accuracy of  92.96 %.  

Table 1 shows a pair-wise comparison of the classifiers using T-Test that 
was performed with the aim of evaluating the statistical significance of the 
results. The notation used is (x y z) where the value 1 indicates that the clas-
sifier in the column is significantly better than the one in the row for x, the 
same for y and worst for z. The established level of significance was 0.05.T-Tests 
confirm that Adaboost with J48 is significantly better than the rest of the classifiers. 

 

 

Fig. 2. Results obtained by single and multi-classifiers 
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Table 1. Statistical significance 

 
 
In order to determine the performance of the algorithms against the different kinds 

of errors in the context of a dataset with a minority class, an additional analysis was 
conducted. Besides accuracy, the F-measure and the area under the ROC curve were 
acquired for all classifiers induced from the imbalanced dataset. Figure 3 shows the 
values of these metrics. The best results of the F-measure were obtained by the Ada-
boost multiclassifier with both base classifiers, J48 (92.7%) and RepTree (92.4%). 
The values of this metric close to 100% indicate that the values of precision and recall 
are similar and consequently the classifiers are not biased to a specific kind of error. 
Regarding the ROC area, the best result was provided by Adaboost with J48, furnish-
ing a value of 0.956, followed at some distance by Bagging with RepTree with a val-
ue of 0.919. Consequently, it may be concluded that the optimal classifier was that 
induced by the Adaboost algorithm with J48. 

 

 

Fig. 3. Validation metrics  

In general, the multiclassifiers showed better behavior than the simple classifiers in 
the case of the imbalanced dataset, as shown in figure 3. Multiclassifiers induce mod-
els that merge classifiers with the same learning algorithm, but with different data sets 
obtained by random resampling, but without using either over-sampling of the records 
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of the minority class or under-sampling of the records of the majority class. These 
latter approaches are usually applied to address the problem of imbalanced datasets, 
but they have important drawbacks. Undersampling may discard potentially valuable 
data, while oversampling artificially increases the size of the data set and, as a result, 
the computational cost of inducing the models. In addition, the replication of existing 
examples in the minority class causes overfitting problems [9]. 

6 Conclusions 

This study addresses the problem of predicting death in patients affected by severe 
trauma and polytrauma, one of the pathologies with the greatest impact in today’s 
society. Several data-mining algorithms were applied to the data from 497 trauma-
tized and polytraumatized patients who required ICU hospitalization. The input va-
riables to the algorithms were both epidemiologic and clinical and were taken at the 
emergency room and along the stay in the ICU. 

The study addresses the problems of managing a large number of attributes and 
imbalanced distribution of the records, which usually affords greater precision for the 
majority class than for the minority one. Accordingly, besides accuracy it is necessary 
to apply some additional validation measures such as the F-measure or the ROC area. 
For all cases studied, the best results were provided by Adaboost with J48, which 
achieved an accuracy of 92.96 %; the F-measure was 92.7 and ROC area was 0.956. 

In general, the results point to the better behavior of multiclassifiers as compared 
with simple classifiers in contexts of high dimensionality and imbalanced datasets, 
without any need to resort to oversampling and undersampling strategies.  
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Abstract. This paper presents a copula-based estimation of a distribution algo-
rithm with parameter updating for numeric optimization problems. This model 
implements an estimation of a distribution algorithm using a multivariate exten-
sion of Clayton’s bivariate copula (MEC-EDA) to estimate the conditional 
probability for generating a population of individuals. Moreover, the model 
uses traditional mutation and elitism operators jointly with a heuristic for a 
population restarting in the evolutionary process. We show that these approach-
es improve the overall performance of the optimization compared to other copu-
la-based EDAs. 

Keywords: Continuous numeric optimization, evolutionary computation, esti-
mation of distribution algorithms, copulas. 

1 Introduction 

Numerical optimization is an important task that arises in several different knowledge 
domains. Evolutionary algorithms are capable of finding good solutions with a lower 
computational cost for different optimization problems. Nevertheless, conventional 
evolutionary algorithms have difficulty addressing optimization problems when the 
number of variables, constraints and goals increases. This difficulty relates partly to 
the association between the performance and the number of parameters, which must 
be determined for each problem, and to the inability to extract and use knowledge 
acquired throughout the search process [1]. 

One possible approach to overcoming these problems is to use Estimation of Dis-
tribution Algorithms (EDAs) [2]. EDAs constitute a class of evolutionary algorithms 
that construct a probability distribution throughout evolution by analyzing the most 
promising solutions. This probability distribution is used to generate new individuals 
instead of using mutation and crossover operators as traditional evolutionary algo-
rithms do. 

Different EDA models, which differ in how they estimate the probabilistic  
model, have been proposed, including but not limited to models based on copula. The 
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concept of copula was introduced by Sklar (1959) [3] and has been extensively used 
in finance [4]. More recently, copula theory has been applied to Evolutionary Compu-
tation [5]. Copula theory allows any multivariate distribution to be expressed as a 
function (the copula) of its marginal distributions, which describe the behavior of 
each individual variable; the copula contains the required information to describe the 
dependency among all variables and is invariant to non-linear transformation [6]. 

In the case of multidimensional problems, EDA probabilistic models are built, es-
sentially, from bivariate copula [7] because these represent most parametric copulas. 
Using bivariate copula makes the estimation of the multivariate system easier. In [8], 
the use of empirical bivariate Archimedean copulas in EDAs was investigated to op-
timize n-dimensional problems, while using a constant value for the parameters of the 
copula. 

This study discusses an EDA (MEC-EDA) that is similar to the approach proposed 
in [8] and applies it to some benchmark functions. Our approach differs in some as-
pects: the copula parameter is estimated dynamically, using dependency measures;  
we use information contained in the probability distribution and a classic mutation 
operator to preserve population diversity; and we use a heuristic to reinitialize the 
population throughout an elitist evolution. Specifically, MEC-EDA was based on the 
Clayton’s copula because it is simple and no numerical integration is required to 
compute probabilities. This paper is organized as follows: Section 2 discusses some 
general aspects regarding copula theory. Section 3 presents copula-based EDAs and 
our proposed model. Section 4 presents and discusses experimental results on bench-
mark functions. Section 5 articulates some general conclusions. 

2 Copula theory 

2.1 Theorems, Properties and Definitions 

A function ( , … , ): 0, 1 0,1  is an n-dimensional copula if it satisfies the 
some basic conditions related to boundary conditions and increasing property [3]. 
Thus, copula  is a distribution function in 0,1  that has marginal uniform func-
tions , 1, … ,   in (0, 1). 

According to Sklar’s Theorem [3], a joint Cumulative Distribution Function (CDF) 
 of random variables , , … , , with continuous marginal distributions , , … , , respectively, can be characterized by a single n-dimensional dependency 

function or copula , such that for all vectors ∈ : 

      ( , , … , ) ( ), ( ), … , ( )                   (1) 

   Similarly, for any vector u ∈  0,1 , 

          ( , , … , )  ( ), ( ), … , ( )                (2) 

where ( ) ∈ : ( )   1, … ,  is the generalized inverse 
function of the marginal distribution function  ∈ (0,1). 
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Copulas as a modelling dependence tool require algorithms that allow generating 
random variables. They are based on a definition of conditional distribution. If , … ,  are described by a joint distribution function , then the conditional distri-
bution , given the values of , … , , can be determined by: 

       ( | , … , )  ( ,…, ) ( ,…, )
            (3) 

2.2 Archimedean Copulas 

Archimedean copulas can represent highly specialized dependence structures.  Nev-
ertheless, this type of copula is not directly derived from Sklar’s Theorem. For the 
bivariate case, this copula holds the following representation: 

         ( , ) ( ) ( )     , ∈  0, 1                 (4) 

where (·) is known as a generator function of the copula, and  is its  inverse. 
   Several Archimedean copula families are described in [3]; most of them depend on 
a single parameter ( ) that controls the dependency structure. However, this work 
used only one of them in constructing the EDA (Table 1). In this copula, the perfect 
dependency among the random variables occurs when ∞, while 1 indicates 
total independence among the variables. 

Table 1. Clayton’s bivariate copula ( , ) ( )  1 /
 1  0, ∞  

 
An additional advantage of Archimedean copulas is that they can be easily used to 

generate multivariate distributions from extensions of Archimedean 2-copulas. The 
simplest method used in this work that is named an exchangeable multivariate Archi-
medean copula (EAC) nevertheless poses a limitation: the dependency structure be-
tween any pair of variables is described by the same parameter , regardless of di-
mension. In this respect, Archimedean constructions (NACs) and pair-copulas models 
[9] are more flexible. 

2.3 Copula Parameter Estimation 

The parameter estimation of copulas is usually accomplished using one of the follow-
ing different approaches: i) maximum likelihood; ii) inference functions for the mar-
gins method; or iii) semi-parametric maximum likelihood. An alternative and less 
computationally intense method that is used in this work is the estimation of moments 
based on Kendall’s tau (τ) [10]. In this method, the relationship between the rank 



 Nonconvex Functions Optimization Using an Estimation of Distribution Algorithm 321 

 

correlation and the copula’s  parameter is used. For Clayton’s copula, the following 
relationships between τ and  holds: 

                                                              (5) 

3 Copula-Based Estimation of Distribution Algorithms 
(CEDAs) 

EDAs are a class of optimization algorithms whose most important step and bottle-
neck is estimating the joint probability distribution associated with the variables from 
the most promising solutions determined by the evaluation function. This approach is 
also the aspect that differs most among EDAs. The complexity of this probabilistic 
model can be classified into the following categories: independent, pairwise depen-
dent, multivariate dependency and mixed models. 

3.1 General Copula-Based EDAs 

Recently, a new approach to developing EDAs to solve a real-valued optimization 
problem has been developed that is based on copula theory. In [5], it is possible to 
find a review of this research and to find an R package for working with copula-based 
EDAs. 

In copula-based EDAs, the step for estimating the probabilistic model is divided 
into two parts: i) estimating the marginal distributions, , for 1, … , , and ii) 
estimating the dependency structure. Typically, a specific distribution is assumed to 
be the correct distribution for each marginal distribution, and its parameters are esti-
mated based on maximum likelihood. In other cases, kernel density estimators (KDE), 
marginal empirical distributions or estimators based on Kendall’s inversion were 
used. 

After the marginal distributions are estimated, the selected population is trans-
formed into uniform variables in the interval [0, 1] by evaluating each cumulative 
marginal distribution. This transformed population is then used to estimate a copula-
based model  that describes the dependency among the variables. The sampling step 

creates a population by sampling the dependent distributions ( ), ( ), … , ( )  for 1, … ,  samples that were created by the copula. New individuals  are calculated 

by ( ) ( ), where  is the inverse function of . According to (2) the 
new individual ( , , … , ) is a sample that obeys the joint distribution combined 
by the copula and the marginal distributions. This entire process is repeated until a 
stop condition is attained, and the best individual is found, as seen in figure 1. 
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Fig. 1. Flowchart of a general copula-based EDA. Adapted from [11]. 

3.2 Proposed Model  

The main reason to propose a copula-based EDA is the copulas’ flexibility to build 
effective joint distributions of the search space at the expense of the common and 
convenient assumption asserted in most EDAs, i.e., that the variables follow a Gaus-
sian distribution. This conjecture often generates inconsistent results and, therefore, a 
poor performance of the algorithm, particularly in problems of numerical optimization 
in multivariate spaces. Thus, the use of copulas in EDAs can simplify their opera-
tions, after the construction of the probability models is performed in less time and 
with greater accuracy compared to other estimation techniques. 

The first step of MEC-EDA initializes a random population within the search space 
for the problem. This population is then evaluated, and the correlation matrix for all 
variables is calculated using the current population as the data inputs. Subsequently, it 
is possible to calculate Kendall’s tau and to obtain the parameter  for Clayton’s 
copula using equation (6). Then, the algorithm simulate pseudo-random uniform  
variables from a Clayton’s copula using the conditional approach described in [4]. 
This technique is useful for recursively generating observations of random variables 
uniformly distributed over [0, 1] whose joint distribution function is a chosen copula. 
Thus, using the definition (3), the Clayton’s bivariate copula and its generator  
function and the parameter ,  the algorithm can generate samples of a n-variate  
distribution.   

The next step is estimating the marginal distributions. Our model employed empir-
ical marginal distributions. The use of empirical marginals CDF rather than raw data 
made the experiments comparable, and the rank statistics tend to cope better with 
real-world systematic biases and errors. 

Finally, a new population is obtained through the linear interpolation of the sample 
u in the selected population: 

              ( ) ( , )                    (6) 
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where ,  denote an interpolated number between two con-
secutive samples of the sorted current population. 

This new population is merged to a mutated version of the older. A new evaluation 
is performed, and the worst individuals are eliminated. Subsequently, a percentage of 
individuals obtained from a variation of the learned CDF and with a lower probability 
of emerging in the evolutionary process (rebel individuals) [12], is added to the final 
population. The algorithm proceeds with the joint distribution estimation and sam-
pling until a stop condition is satisfied. A pseudocode of this algorithm is given in the 
following figure. 

Whenever the perfect dependency among the random variables occurs ( ∞), a 
population’s percentage is restarted uniformly in the real interval of search space and 
the remaining population is restarted uniformly within the limits of the best individual 
variables at that generation. Another heuristic used is a periodic reset of the limits of 
the best individual variables according to the limits of search space. All these ap-
proaches help to preserve diversity. 

 

 

Fig. 2. MEC-EDA pseudocode 

4 Experimental Results and Discussion 

4.1 Benchmark Functions 

The performance of the proposed model was evaluated using the traditional benchmark 
functions: Sphere, Ackley, Rastrigin, Griewank, Rosenbrock and the Summation Can-
cellation1.  Sphere, Griewank, Ackley and Rastrigin have their global optimum at 
x=(0, , 0), with evaluation zero; Summation Cancellation has its global optimum  
at x=(0, , 0) , with evaluation −105, and Rosenbrock has its global optimum at 
x=(1, , 1), with evaluation zero. The search space was: [−600, 600] in Sphere and 

                                                           
1  Modified to a minimization problem. 

   1. begin 
2.      ; 
3.      Generate an initial population P(t) randomly; 
4.      while (termination criteria are not satisfied) do  
5.            Evaluate (P(t));  
6.            Compute the matrix of Kendall’s tau: ; 
7.            if (any of n variables generate the same value in all individuals) do 
8.                 Restart population P(t), retaining only the best individual;   
9.            end 
10. Compute Clayton´s copula parameter  using Kendall’s tau average; 
11.   Select the best k individuals from P(t): S(P(t)); 
12.   Generate samples u from a multivariate extension of Clayton’s bivariate; 
13.   Determine the marginal empirical cumulative distributions ; 
14.     Generate k new individuals: ;          
15.    Apply a mutation operator in certain individuals from the older population;   
16.  Merge the populations (lines 14, 15), evaluate and eliminate the worst individuals; 
17.    Add rebel individuals to the final population; 
18.     ; 
19. end 
20. end 
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Griewank, [−30, 30] in Ackley, [−0.16, 0.16] in Summation Cancellation, [−5.12, 5.12] 
in Rastrigin, and [−9, 11] in Rosenbrock. All these benchmark functions are noncon-
vex, except the Sphere and the Summation Cancellation. 

All tests were performed with n =10 variables to be optimized. For each function, 
30 independent experiments were performed using two stop criteria: i) reaching the 
global optimum with a precision greater than 1e-6 or ii) reaching 300,000 evaluations. 
In all experiments, 55% of individuals were restarted uniformly in the real interval of 
the search space, and 45% of individuals were restarted uniformly in the real interval 
of the population’s maximum and minimum in each respective generation, retaining 
always the best individual. These limits were reset to the search space in each of the 
10 consecutive restarts. The mutation operator was applied in the first 5 individuals 
(step 15 of pseudocode), with a rate of 70% for Rosenbrock and 100% to all the other 
functions. Moreover, 5% of rebel individuals were added to the final population. The 
results are shown in the table 2. For each function, we present results for our model 
(MEC-EDA) and for the models described in [5]. Each column shows the population 
size, the best fitness and the worst fitness found, the average final fitness and the 
number of evaluations that were performed. Different population sizes were evaluated 
(5, 10, 20, 30, 50, 100 and 200). We selected the minimum population size required 
by the algorithm to find the global optimum of each function with a high success rate 
and the minimum number of function evaluations.  

Table 2. Performance comparison for 10 variables  

Algorithm
Pop. 
Size

Success 
Rate

Best  
Fitness

Worst 
Fitness

Average Fitness N
o
 Eval. Algorithm

Pop. 
Size

Success 
Rate

Best  
Fitness

Worst 
Fitness

Average Fitness N
o
 Eval.

MEC-EDA 5 30/30 2.9e-7 9.9e-7 7.9e-7 + 1.9e-7 3,102 + 357 MEC-EDA 5 30/30 7.2e-7 9.9e-7 9.1e-7 + 8.2e-8 4,900 + 1,041

UMDA 81 30/30 − − 6.9e-7 + 2.3e-7 3,823 + 128.3 UMDA 81 30/30 − − 8.1e-7 + 1.1e-7 4,998 + 88.0

GCEDA 310 30/30 − − 6.5e-7 + 2.0e-7 13,082 + 221.4 GCEDA 310 30/30 − − 6.5e-7 + 2.0e-7 13,082 + 221.4

CVEDA 104 30/30 − − 6.7e-7 + 1.8e-7  4,777 + 118.8 CVEDA 104 30/30 − − 8.1e-7 + 1.0e-7 6,330 + 163.2

DVEDA 104 30/30 − − 6.7e-7 + 2.0e-7   4,787 + 100.2 DVEDA 104 30/30 − − 7.9e-7 + 1.4e-7 6,678 + 133.8

Cópula MIMIC 150 30/30 − − 6.9e-7 + 1.7e-7    6,495 + 209.0 Cópula MIMIC 150 30/30 − − 8.0e-7 + 1.2e-7 10,784 + 143.7

Algorithm
Pop. 
Size

Success 
Rate

Best  
Fitness

Worst 
Fitness

Average Fitness N
o
 Eval. Algorithm

Pop. 
Size

Success 
Rate

Best  
Fitness

Worst 
Fitness

Average Fitness N
o
 Eval.

MEC-EDA 7 30/30 1.9e-7 9.9e-7 7.9e-7 + 2.0e-7 6,667 + 1,789 MEC-EDA 5 30/30 1.4e-7 9.9e-7 8.2e-7 + 1.6e-7 5,919 + 5,265

UMDA 447 30/30 − − 6.7e-7 + 2.3e-7 33,614 + 2,452 UMDA 111 30/30 − − 6.6e-7 + 1.9e-7 5,224 + 231.2

GCEDA 721 30/30 − − 6.8e-7 + 1.8e-7 46,095 + 2,158 GCEDA 355 30/30 − − 6.9e-7 + 1.8e-7 15,099 + 414.1

CVEDA 447 30/30 − − 6.6e-7 + 1.7e-7 32,914 + 2,011 CVEDA 142 30/30 − − 7.0e-7 + 1.8e-7 6,579 + 389.9

DVEDA 325 30/30 − − 7.3e-7 + 1.7e-7 24,710 + 1,754 DVEDA 150 30/30 − − 6.5e-7 + 2.4e-7 6,785 + 338.1

Cópula MIMIC 386 30/30 − − 6.4e-7 + 2.1e-7 27,315 + 1,673 Cópula MIMIC 188 30/30 − − 6.6e-7 + 1.8e-7 8,221 + 220.4

Algorithm
Pop. 
Size

Success 
Rate

Best  
Fitness

Worst 
Fitness

Average Fitness N
o
 Eval. Algorithm

Pop. 
Size

Success 
Rate

Best  
Fitness

Worst 
Fitness

Average Fitness N
o
 Eval.

MEC-EDA 30 20/30 5.5e-7 6.5e+0 1.2e+0 + 2.5e+0  180,805 + 105,783 MEC-EDA 10 0/30 -99,999.95 -99,996.86 -99,996.12 + 7.8e-1 300,011 + 4.0

UMDA 2000 0/30 − − 8.0e+0 + 2.6e-2 300,000 + 0.0 UMDA 2000 0/30 − − -5.7e+2 + 3.4e+2 300,000 + 0.0

GCEDA 2000 0/30 − − 7.5e+0 + 1.9e-1 300,000 + 0.0 GCEDA 355 30/30 − − -1.0e+5 + 1.3e-7 42,434 + 305.4

CVEDA 2000 0/30 − − 7.5e+0 + 1.1e-1  193,867 + 48,243 CVEDA 325 30/30 − − -1.0e+5 + 1.3e-7 44,622 + 858.3

DVEDA 2000 0/30 − − 7.5e+0 + 1.5e-1  172,200 + 35,184 DVEDA 965 30/30 − − -1.0e+5 + 9.3e-8 117,408 + 959.4

Cópula MIMIC 2000 0/30 − − 7.6e+0 + 1.3e-1  139,000 + 5,139 Cópula MIMIC 2000 0/30 − − -2.3e+4 + 2.7e+4 300,000 + 0.0

Rosenbrock Problem Summation Cancellation Problem

Sphere Problem Ackley Problem

Rastrigin Problem Griewank Problem

 
    

Only linear and independence relationships are considered in the models of [5], 
and all algorithms use normal marginal distributions. Because these models have not 
restarted the population, they use a third stop criterion: namely, whenever the stan-
dard deviation of the evaluation of the solutions in the population is less than 1e-8. 
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It is possible to verify that the proposed algorithm provides superior results  
for most functions, thus yielding a smaller number of evaluations to achieve the opti-
mization target. The proposed model failed to optimize Rosenbrock, even though it 
generated 20 successful experiments and the best average fitness compared to other 
copula-based EDAs. MEC-EDA also failed to optimize the Summation Cancellation. 
The algorithms with the best average fitness and number of evaluations are hig-
hlighted in the table 2. 

4.2 Discussion 

The results show that, despite the algorithm’s simplicity, small improvements can 
improve the performance of a copula-based EDA. Our approach uses an alternative 
method for the parameter estimation of the Archimedean copula, as well as strategies 
related to restarting the population, a traditional mutation operator and rebel individu-
als to avoid premature convergence and stagnation in local optima. 

The preliminary results are good and suggest that with some adjustment, it might 
be possible to improve the results, particularly for the Rosenbrock function, for which 
the algorithm was incapable of achieving the global minimum in all experiments and 
for the Summation Cancellation, for which the average fitness nearly reached the 
global optimum. A learning strategy to define the proportion of individual restarts and 
to minimize the number of individuals restarting should solve these failed cases and 
improve the evaluations number because MEC-EDA works well with a considerably 
smaller population compared to other CEDAs. Nevertheless, an additional number of 
benchmark functions must be used to verify the proposed algorithm’s performance. 

5 Conclusion 

This paper presented a new model (MEC-EDA) based on Estimation of Distribution 
Algorithms and copulas to optimize numerical functions. The presented results are 
promising, although further adjustments and tests must be performed. Specifically, the 
impact of estimating Kendall’s tau on each generation of the EDA must be verified. 
Additional tests could be performed with different Archimedean copulas to determine 
whether the type of copula used is important and the results compared to other efficient 
heuristics, such as Covariance Matrix Adaptation Evolution Strategy (CMA-ES).  
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Abstract. Online news has become one of the major channels for Inter-
net users to get news. Modern society generates huge amounts of online
newspapers every day. Thus, the processing and analysis of this informa-
tion is an important challenge. In this paper, we present an approach for
classifying different news articles into various topic areas based on the
text content of the articles. In order to achieve this task, we need to take
into account that there are thousands of new articles each day and also
that articles of the same topic can vary according to the present time.
For this reason, the presented approach is based on Evolving Fuzzy Sys-
tems (EFS) and the model that describes a topic area changes according
to the change in the text content of the articles. This approach has been
successfully tested using real on-line news.

Keywords: News Mining, Evolving Intelligent Systems, Fuzzy Rules.

1 Introduction

Modern society generates huge amounts of information every day, specially in
digital format, which obstruct the storage and further processing and analysis.
In particular, an important part of this information is generated by the on-line
newspapers. News websites are daily overwhelmed with plenty of news articles.
According to the Statistical Report on Internet Development released by China
Internet Network Information Center (CNNIC) in July 2013 [1], the number of
online news users had reached 461 million by the end of June 2013 (a growth
of 68.60 millions from June 2012), and the utilization ratio of online news was
78.0%. Thus, online news has become one of the major channels for Internet
users to get news and its utilization ratio has remaining high due to the following
reasons: 1) in the era of mobile Internet, it is one of major activities of Internet
users to read news in their fragmented time; 2) Internet users can get news
through more channels 3) all news media vied with each other to make inroads
into the mobile Internet.

Because of this explosion of information from news paper, data mining is an
essential issue. How to extract knowledge from on-line news is currently an im-
portant research topic and challenge [2] [3]. For this reason, news mining tools,

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 327–335, 2014.
c© Springer International Publishing Switzerland 2014
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techniques, and algorithms are emerging strong during these times. These tech-
niques help to analyze the overflow of information and extract value knowledge
from on-line news sources.

During the last years, there have been many approaches related with web news
mining and news exploration systems [4] [5] [6]. In this sense, there are many
systems which classify news into predefined categories. However, most of these
systems use a predefined and statistic classifier over time. However, the news
articles of the different categories change constantly and these changes should
be considered in the classifier. For this reason, we propose an approach which not
only collects, analyzes and extracts relevant terms from different web news, but
also classifies web news in an evolving manner. Thus, the evolving classifier of
web news that we propose is updated according to the changes in the web news.
This classifier is based on Evolving Fuzzy Systems [7] which allows not only
update the classifier but also cope with huge amounts of web news and process
data in on-line and real time - which is essential in this (web) environment.

The remainder of the paper is organized as follows: Section 2 describes existing
researches and approaches related with the area of web news mining. Section 3
describes our proposed (evolving) approach for the classification of web news.
Section 4 presents the results and analysis of the evaluation of our approach.
Finally, section 5 presents the conclusions and future work guidelines.

2 Background and Related Work

Web news mining is one application of the text mining. The term text mining or
Knowledge Discovery from Text (KDT) was mentioned for the rst time in 1995
by Feldman et al. [2]. They propose to structure the text documents by means
of information extraction, text categorization, or applying NLP techniques as
pre-processing step before performing any kind of KDTS.

Text mining can be defined as the analysis of semi-structured or unstructured
text data. As the text is in unstructured form, it is quite difficult to deal with
it. Thus, the goal of the text mining is to turn text information into numbers
so that data mining algorithms can be applied. It arose from the related fields
of data mining, artificial intelligence, statistics, databases, library science, and
linguistics. As it is detailed in [8], the term text mining has been used to de-
scribe different applications such as text categorization [6], text clustering [9]
and finding patterns in text databases [4].

The term web news mining describes the analysis of web news. During the
last years, there has been many approaches related with web news mining and
news exploration systems. In [3], the authors describe the use of data mining
techniques to analyze web news collected from published on the Web news. In
a different research [5] the authors propose that in order to facilitate an in-
depth analysis of the news it is necessary to extract structured information
(ideally, identifying who, what, whom, when, where and why [10]). In [11] a
quantitative method that identifies weak signal topics by exploiting keyword-
based text mining is presented.
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3 Our Approach

The goal of the approach presented in this research is to classify different news
articles (from the web) into various topic areas (categories) based on the text
content of the articles. This approach consists of two well differentiated phases
(or modules): Term extraction and Evolving Classification. These phases are
represented in the figure 1 and the following subsections will explain them in
detail.

Categorized 
News (.json) 

News 
CATEGORY 1 

News 
CATEGORY 2 

News 
CATEGORY N 

… 
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Term Filtering 
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(New York Times) 

Evolving 
Fuzzy Rules 

Fig. 1. Our approach: Web News Classification

3.1 Term Extraction

This module is responsible for extracting documents of different topic areas from
the web and label each document with a set of terms. Each term (extracted from
the document) has its corresponding relevance value which allows us to score the
terms.

The first part of this module is to collect web news from online newspapers.
Although we can use any source for this process, we are collecting the news
articles from the New York Times (NYT) online newspaper1. In this research, we
use the NYT API2 called Article Search API v2 with which we can search NYT
articles from September 18, 1851 to today, retrieving headlines, abstracts, lead
paragraphs, links to associated multimedia and other article metadata. Using this
API, we can obtain a JSON response with several parameters. In this research,
we will need only the content of the parameter lead paragraph which contains
the first paragraph of the web news as it was published in the web.

1 http://www.nytimes.com/
2 http://api.nytimes.com/svc/search/v2/articlesearch
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This step was done by using an automated process which allows to obtain
as many web news articles as we need. The news articles obtained (which are
already categorized) are converted into a string. For the purpose of this paper, we
collect hundreds of web news articles which are already categorized in 7 different
topics: Art, Bussines, Health, Science, Sports, Technology and Travel.

As we can see in figure 1, once the categorized web news articles (strings)
have been collected, they need to be analyzed by applying the following 2 steps:

Term Generation: In this step we will obtain the relevant terms of the articles.
This task will be done by using the open-source tool RapidMiner [12]. Rapid-
Miner is one of the most popular tools for data mining and predictive analysis.
In this research, we will use this tool for executing the following steps:

1) Tokenization: This step breaks a stream of text up into phrases, works,
symbols, or other meaningful elements called tokens.

2) Stopword elimination: The most common words that unlikely to help text
mining such as prepositions, articles, and pro-nouns are considered as stopwords.
This step eliminates these words from the text document because they are not
useful for the text mining applications.

3) Stemming or lemmatization: This step reduces the words into their stems,
base or root. In this case, we have used the Snowball stemmer [13].

Term Filtering: The term generation module produces a set of terms asso-
ciated with each document. However, the relevance of these terms should also
take into account. In order to assign a relevance value to each term, we propose
an information retrieval (IR) approach. In this case, the term relevance with
respect to a news article collection is obtained by using one of the most suc-
cessful and well-tested techniques in IR: tf-idf [14] (Term Frequency - Inverse
Document Frequency). tfidf is a metric that determines the relative frequency
of words in a specific news article compared to the inverse proportion of that
word over the entire news article corpus. This calculation provides how relevant
a given word is in a document. Those words which appear in a small group of
articles will have higher tf-idf value than those words which are very common
such as prepositions or pronouns. Thus, in this process what we get is a set of
words (strings) per web news article, and its corresponding tf-idf value which
determines how relevance is that word in the set of articles.

3.2 Evolving Classification

This module is responsible for not only classifying a specific news article (set
of scored terms) into a topic area, but also updating the structure of the clas-
sifier according to the changes in the articles. The structure consists of a set of
(evolving) fuzzy rules which can be interpreted by humans.

eClass is a fuzzy rule-based classifier which uses (fuzzy) rules that evolve
from streaming data. In particular, eClass0 possesses a zero-order Takagi-Sugeno
consequent, so a fuzzy rule in the eClass0 model has the following structure:
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Rulei = IF (X1 is Prot1) AND . . . AND(Xn is Protn)

THEN Category = Categoryi

where i represents the number of rule; n is the number of input variables
(corpus); the Xi stores the tf-idf of the set of words (article) to classify, and the
Proti stores the tf-idf of the words of one of the prototypes (cluster center) of
the corresponding class (category). Category ∈ {set of different categories}.

The eClass0 model is composed of one or several fuzzy rules per category (the
number of rules depends on the heterogeneity of the news articles in the same
category). During the training process, a set of rules is formed “from scratch”
using an evolving clustering approach to decide when to create new rules. The
inference in eClass0 is produced using the “winner takes all” rule and the mem-
bership functions that describe the degree of association with a specific prototype
are of Gaussian form. The potential (equation 1) is a Cauchy function of the sum
of distances between a certain data sample and all other data samples in the
feature space, and it is used in the partitioning algorithm.

P (xk) =
1

1 +
∑k−1

i=1 distance(xk,xi)

k−1

(1)

where distance represents the distance between two samples in the data space.
However, in these classifiers, the potential (P) is calculated recursively (which

makes the algorithm faster and more efficient)[15]. The result of this function
represents the density of the data that surrounds a certain data sample.

In this case, the distance (similarity) between two samples is measured by the
cosine distance(cosDist). However, this expression requires all the accumulated
data sample available to be calculated, which contradicts to the requirement for
real-time and on-line application proposed in this research. For this reason, in
[15] it is developed a recursive expression cosine distance. All details about the
eClass0 model and the learning algorithm can be found in [7].

The procedure of this classifier for creating and updating the fuzzy rules is:

1. Calculate the potential of the new news article (set of words/strings) to be
a prototype. This calculation is done by using a function of the accumulated
distance between a sample and all the other set of strings in the data space
[15]. The result represents the density of the data that surrounds a certain
data sample.

2. Update all the prototypes considering the new article. The density of the
data space surrounding certain prototype changes with the insertion of each
new article and the existing prototypes need to be updated.

3. Insert the new article as a new prototype if needed. The potential of the new
article is calculated recursively and the potential of the other prototypes is
updated.

4. Remove existing prototypes if needed. After adding a new prototype, we
check whether any of the already existing prototypes are described well by
the newly added prototype.
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As we can see in Figure 1, this process updates the Fuzzy Rules that define the
different categories. More details about this procedure and the learning algorithm
can be found in [7] (and other application of these algorithm in [16]).

4 Experimental Design and Results

In order to evaluate the presented approach, we have collected 200 news arti-
cles for each of the 7 categories (in total, 1400 categorized web news articles).
Although this approach is designed to be used in real-time, we have used this
dataset in order to have comparable results with other techniques. The main
terms of these 1400 articles were extracted as it was proposed in the Term Ex-
traction module. However, since the number of different terms is very high (more
than 5000 different terms), we have applied a terms reduction technique. This
reduction has been done taking into account that the tf-idf of several terms is
very low. For this reason, we have removed those terms with a low tf-idf value
(or 0) in all the documents. Specifically, we sum the tf-idf values of a particular
term in all the documents. If this value is lower than a threshold, it is removed
from the dataset. In this research, we have used several thresholds from 0.3 to
3. As higher the threshold is, as smaller the dataset is. We should consider that
the number of terms removed using the threshold 3 is very high. In this case,
if there is no reduction, the number of different terms is 5315; however, using a
threshold of 3, this number is drastically reduced to 26. In addition, after ap-
plying this terms reduction, there were several articles which were represented
only by terms with value 0. These articles were removed from the dataset.

Once this data reduction was applied, we created several sets of data which
combine two or more categories. The datasets that we created were: 1) Health vs.
Science, 2) Science vs. Techonology, 3) Health vs. Science vs. Sports, 4) Business
vs. Health vs. Science vs. Sports, 5) Arts vs. Business vs. Health vs. Science vs.
Sports vs. Travel.

The results are shown in the figure 2, where the different lines (different col-
ors) represent the percentage of articles correctly classified in the corresponding
categories. Also, the x-asis represent the threshold that has been used to reduce
the original dataset.

Figure 2 shows how if we classify a news into only two categories (Science
or Technology), the percentage of correctly classified is around 90%. Also, we
can observe that the best classification is done using a reduction tf-idf threshold
of 2 (59 terms). It is important to highlight that using this classification, the
results are better when the terms reduction is high (using a tf-idf threshold
higher than 1). This aspect is important since we do not need all the terms of
the news in order to be able to classify them with a high percentage. Also, as
we already supposed, if the number of categories (classes) is more than two, the
percentage of news correctly classified decrease. However, for example, using 6
different categories, we obtain a percentage of news correctly classified of 38,85 -
what is a good results if we take into account the reduced number of terms that
we have used for this task.
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Fig. 2. Results taking into account the data reduction using tf-idf

Finally, in order to evaluate the performance of these results, the proposed
classifier is compared with 3 different types of classifiers: 1) The C4.5 algo-
rithm (decision-tree-based classifier), 2) The Naive Bayes Classifier, which is a
simple probabilistic classifier based on applying Bayes theorem with indepen-
dence assumptions and 3) The K Nearest Neighbor Classifier (kNN) which is
an instance-based learning technique based on closest training examples in the
feature space. This classification is done taking into account 3 datasets with a
data reduction using the sum of the tf-idf as 1,5. In table 1 we observe that the
proposed evolving classifiers achieves the better results. However, what it more
important, the proposed classifier is the only classifier which is able to process
streaming data in online and in real time.

Table 1. Comparison of the Different Classifiers

DataSets eClass0 Decision Naive K-NN

(Categories in the classification) (evolving classifier) Tree (C4.5) Bayes

Health-Science 79,45 49,32 57,53 67,12

Science-Technology 90,77 49,23 66,15 73,85

Health-Science-Sports 67,00 34,00 54,00 53,00

5 Conclusions and Future Work

An evolving approach for classifying different web news articles into various topic
areas based on the text content of the articles has been proposed in this paper.
In order to get the relevance of the different terms of the web news, we have
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seen that tf-idf is a simple but powerful and efficient numeric measure for this
task. Related to the proposed (evolving) classifier, it is important to highlight
that it is very simple and it works very fast. Also, the proposed classifier is one
pass, non-iterative, recursive and it can be used in an interactive mode. Since
the number of web news articles is very high, this method can also cope with
huge amounts of news and process them quickly. Although the amount of terms
from the articles is huge, we can extract the most important terms with no need
to store all the news in memory. The approach has been successfully tested using
real on-line news, and according to the results we can see that it works quite
well even using a (very) small number of terms.

As future work we propose to increase the number of web news and categories
and employ other different measures to score the different terms of an arti-
cle. Also, since a web news article is represented as a set of terms, this approach
could be used in other areas such as the classification of tweets or short messages.
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Abstract. This paper proposes the utilization of rough set theory for predicting 
student scholar performance.  The rough set theory is a powerful approach that 
permits the searching for patterns in e-learning database using the minimal 
length principles. Searching for models with small size is performed by means 
of many different kinds of reducts that generate the decision rules capable for 
identifying the final student grade. 

Keywords: education data mining, rough set theory, decision rules, learning 
management system. 

1 Introduction 

Predicting students’ performance is one of the most important and useful applications 
of educational data mining and its goal is to score or mark from student course beha-
vior and activity [14]. In this study, the rough set technique is used to offer methods 
for understanding, processing and modelling data, resolving the limitations of the e-
learning systems. 

The rough set theory was discovered by Zdzislaw Pawlak [1] and is a powerful ma-
thematical tool for modeling the imperfect and incomplete knowledge [2]. Rough set 
theory has also excellent results in approximate reasoning [5], mathematical logic 
analysis and reduct [6, 7, 8], building of predictive models [9], and decision support 
system [10, 11, 12]. Many studies have shown that the use of rough set theory formu-
late a clear decision-making projects and enhance the effectiveness of the research 
while doing optimization [7].  The research related to education of Qu and Wang 
[11] provided a basis of personalized teaching strategies in distance learning website 
by analysis of reduct and attribute significance. In [13] the study analyzed students’ 
misconception based on rough set theory. Although the rough set theory is rarely used 
in education, in this study we use its characteristics, which are very suitable for disco-
vering rules useful in educational process.  

2 Student Representation and Discretization 

We have collected data from on-line course activity provided by Moodle [15] that is 
one of the most widely used open source learning management system. In fact, we 
have used the following data based on student ‘Database’ course activity [14]: 
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Nassignment – number of assignments taken; Nquiz - number of quiz taken;  
Nquiz_p - number of quiz passed; Nquiz_f - number of quiz failed; Nmessages - num-
ber of messages sent to the chat; Nmessages_ap - number of messages sent to the 
teacher; Nposts - number of messages sent to the forum; Nread - number or forum 
messages read; Total_time_assignment- total time spent on assignment; To-
tal_time_quiz – total time used in quizzes; Total_time_forum- total time used in forum; 
Mark- final mark the student obtained in the course. 

Since the data provided by Moodle are structured, they didn’t necessitate prepara-
tion [14]. So, we directly discretise them, transforming numerical values into cate-
gorical ones for a good interpretation and understanding. We have used the manual 
method for discretising all attributes, so the teacher has to specify the cut off points. 
The mark descriptor has four values:  insufficient, if value < 5; average, if value > 5 
and < 7; good if value >7 and < 9; excellent if value > 9. The other attributes have the 
values: LOW, MEDIUM and HIGH  [14]. 

A student is represented in Prolog by means of a term:  

student(ListofDescriptors) 

where the argument is a list of terms used to specify the student attributes.  
The term used to specify the student attributes is of the form:  

descriptor(DescriptorName,DescriptorValue) 

The model representation of students is in the following example: 

student([  
descriptor(Nassignment,medium),descriptor(Nquiz,low),  
descriptor(Nquiz_p,low),descriptor(Nquiz_f,high), 
descriptor(Nmessages, medium), descriptor(Nmessages_ap,   
medium),descriptor(Nposts,low),descriptor(Nread,low), 
descriptor(Total_time_assignment,low),  
descriptor(Total_time_quiz,low),  
descriptor(Total_time_forum,low)]). 

3 Modelling of Student Information Using Rough Sets 

3.1 Rough Sets Foundations 

Rough sets theory is an intelligent mathematical tool and it is based on the concept of 
approximation space [1], [3]. In rough sets theory, the notion of information system 
determines the knowledge representation system. In this section, we recall some basic 
definitions from literature [1, 2,  3]. 

Let U denote a finite non-empty set of objects (students) called the universe. Fur-

ther, let A denote a finite non-empty set of attributes. Every attribute , there is a 
function a: U → V, where Vis the set of all possible values of a, to be called the 
domain of a.  A pair IS = (U, A) is an information system. Usually, the specification 
of an information system can be presented in tabular form. Each subset of attributes 

Aa∈
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AB ⊆ determines a binary B–indiscernibility relation IND(B) consisting of pairs of 
objects indiscernible with respect to attributes from B like in (1):  

 a(y)} = a(x) B,a:U×U y) {(x, = IND(B) ∈∀∈  (1) 

IND(B) is an equivalence relation and determines a partition of U, which is de-
noted by U/IND(B). The set of objects indiscernible with an object Ux∈ with respect 
to the attribute set, B, is denoted by IB(x) and is called B–indiscernibility class: 

 IND(B)}y)(x,:U{y(x)BI ∈∈=  (2) 

 U}x:(x)B{IU/IND(B) ∈=   (3) 

Table 1. Student Information System 

U Nmessages Nmessages_ap Mark 

R1 medium low average 

R2 medium low average 

R3 medium low average 

R4 medium high good 

R5 high high good 

R6 medium medium average 

R7 medium medium average 

R8 medium high good 

R9 medium high good 

R10 high low  good 

R11 high low average 

 
It is said that a pair ASB = (U, IND(B)) is an approximation space for the informa-

tion system IS=(U, A), where AB ⊆ . The information system from Table 1 
represents the students enrolled into a course represented in terms of descriptors val-
ues, as described in Section 2. For simplicity we consider only two descriptors as 
attributes, namely the Nmessages and Nmessages_ap. So, our information systems is 
IS = (U, B), where U = {R1, R2, R3, R4, R5, R6, R7, R8, R9, R10, R11} and 
B={Nmessages, Nmessages_ap}.  

Let W = {w1,….,wn} be the elements of the approximation space ASB=(U, IND(B)). 
We want to represent X, a subset of U, using attribute subset B. In general, X cannot 
be expressed exactly, because the set may include and exclude objects which are in-
distinguishable on the basis of attributes B, so we could define X using the lower and 
upper approximation. 

The B-lower approximation X, XB , is the union of all equivalence classes in 

IND(B) which are contained by the target set X. The lower approximation of X is 
called the positive region of X and is noted POS(X). 



 Predicting Students’ Results Using Rough Sets Theory 339 

 

 { } Xiw|iwXB ⊆=  (4) 

The B-upper approximation XB is the union of all equivalence classes in IND(B) 

which have non-empty intersection with the target set X. 

 { }  ∅≠= Xiw|iwXB  (5) 

Example: Let X ={R1, R2, R3, R4, R5, R6, R7, R8 } be the subset of U that we wish to be 
represented by the attributes set B={Nmessages, Nmessages_ap}. We can approx-
imate X, by computing its B-lower approximation, XB and B-upper approximation,

XB . So, XB  ={{R1, R2, R3}, {R5}, {R6, R7}} and XB ={{R1, R2, R3}, {R5}, {R6, 

R7}, {R4, R8, R9}}. The tuple ( XB , XB ) composed of the lower and upper approxi-

mation is called a rough set; thus, a rough set is composed of two crisp sets, one 
representing a lower boundary of the target set X, and the other representing an upper 
boundary of the target set X. The accuracy of a rough set is defined as: cardinality(

XB )/cardinality( XB ). If the accuracy is equal to 1, then the approximation is  

perfect. 

3.2 Dispensable Features, Reducts and Core 

An important notion used in rough set theory is the decision table. Pawlak [1] gives 
also a formal definition of a decision table: an information system with distinguished 
conditional attributes and decision attribute is called a decision table. So, a tuple DT = 
(U, C, D), is a decision table. The attributes C = {Nmessages, Nmessages_ap} are 
called conditional attributes, instead D = {Mark} is called decision attribute. The 
classes U/IND(C) and U/IND(D) are called condition and decision classes, respective-
ly. The C-Positive region of D is given by: 

 XC
DINDX

DCPOS
)(

)(
∈

=   (6) 

Let c∈ C a feature. It is said that c is dispensable in the decision table DT, if POSC-

{c}(D)= POSC(D); otherwise the feature c is called indispensable in DT. If c is an in-
dispensable feature, deleting it from DT makes it to be inconsistent.  

A set of features R in C is called a reduct, if DT’= (U, R, D) is independent and 
POSR(D)=POSC(D). In other words, a reduct is the minimal feature subset preserving 
the above condition.  

3.3 Producing Rules by Discernibility Matrix 

We transform the decision table into discernibility matrix to compute the reducts. Let 
DT = (U, C, D) be the decision table, with U = {R1, R2, R3, R4, R5, R6, R7, R8, R9, R10, 
R11}. By a discernibility matrix of DT, denoted DM(T), we will mean nxn matrix  
defined as: 
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 ))}jd(R)i(d(R and ))ja(R)ia(R:C{(a
)ia(R

ijm ≠≠∈=   (7) 

where i, j=1,2,…,11.  
The items within each cell of the discernibility matrix, DM(DT) are aggregated dis-

junctively, and the individual cells are then aggregated conjunctively. To compute the 
reducts of the discernibility matrix we use the following theorems that demonstrate 
equivalence between reducts and prime implicants of suitable Boolean functions [2], 
[12]. For every object Ri ∈U, the following Boolean function is defined: 
 

)

ijma

a(

UjR

ap)Nmessages_ ,(Nmessages
iRg

∈
∨

∈
∧=

 

(8) 

The following conditions are equivalent [3]: 

1. {ai1, . . . ,ain} is a reduct for the object Ri, i = 1..n. and  

2 inii a..aa ∧∧∧ 21
 is a prime implicant of the Boolean function gRi. 

On Boolean expression the absorption Boolean algebra rule is applied. The absorp-
tion law is an identity linking a pair of binary operations.  For example: a ∨  (a ∧  
b) = a ∧  (a ∨  b) = a 

From the decision matrix we form a set of Boolean expressions, one expression for 
each row of the matrix. 
For the average mark, we obtain the following rules based on the table reducts:  

• (Nmessages=mediu ∨ Nmessages_ap=low) ∧ (Nmessages_ap =low) ∧ (Nmessag-
es=high) 

• (Nmessages_ap =medium) ∧ (Nmessages=medium∨ Nmessages_ap =medium)  
• (Nmessages=high∨ Nmessages_ap =low) ∧ (Nmessages_ap =low)  
For the good mark we obtain the following rules based on the table reducts:   
• Nmessages_ap = high 
• Nmessages=high∨  Nmessages_ap =high 
• Nmessages_ap = high ∧  (Nmessages=high∨  Nmessages_ap =low) 

By applying the absorption rule on the prime implicants, the following rules are  
generated: 

• Rule 1: Nmessages_ap =low ∧  Nmessages=high →average 
• Rule 2: Nmessages_ap =medium→average 
• Rule 3: Nmessages_ap =low→average 
• Rule 4: Nmessages_ap = high→good 
• Rule 5: Nmessages=high∨  Nmessages_ap =high→good 

3.4 Evaluation of Decision Rules 

Decision rules can be evaluated along at least two dimensions: performance (predic-
tion) and explanatory features (description). The performance estimates how well the 
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rules classify unevaluated students. The explanatory feature estimates how interpreta-
ble the rules are [2]. Let be our decision table DT = (U, C, D).  We use the set-
theoretical interpretation of rules. It links a rule to data sets from which the rule is 
discovered [2]. Using the cardinalities of sets, we obtain the 2×2 contingency table 
representing the quantitative information about the rule if descriptors then mark. Us-
ing the elements of the contingency table, we may define the support (s) and accuracy 
(a) of a decision rule by: 

 markSet)orSety(descriptcardinalits(rule) =  (9) 

 
orSet)y(descriptcardinalit

markSet)orSety(descriptcardinalit
a(rule)

=   (10) 

where the set markSetSetdescriptor   is composed from student descriptors which 

have a certain descriptorSet and a certain mark.  
The coverage(c) of a rule is defined by: 

 
y(markSet)cardinalit

markSet)orSety(descriptcardinalit
c(rule)


=   (11) 

For the generated Rule 2, the contingency Table 2 is obtained, where the descriptor 
Nmessages_ap  is denoted by D. For the Rule 2, the support is 2, accuracy is 2/2 and 
coverage is 2/6. In [4], the study suggests that high accuracy and coverage are re-
quirements of decision rules. 

Table 2. Contingency Table Representing the Quantitative Information about the Rule 2 

 mark = average not(mark = average)  

D =medium cardinality(D=medium and 

mark=average) = 2 

cardinality(D=medium and 

not(mark=average)) = 0 

cardinality( 

D =medium)=2 

 

not(D=medium) cardinality(not(D =medium) 

and mark=average)=4 

cardinality(not(D =medium) and 

not(mark=average))=5 

cardinality(not( 

D =medium) )=9 

 

 cardinality(mark=average) 

=6 

cardinality 

(not(mark=average))= 5 

cardinali-

ty(U)=11 

4 Decision Rule Extraction Using Rough Sets Models and 
Experiments 

In this paper we present the application of rough set to discover student rules between 
students’ descriptors and mark categories. A rule is represented using a Prolog fact:   

rule(Mark, Accuracy, Coverage, ListofStudentDescriptors) 
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where Mark, the head of the rule, is the mark category, Accuracy is the rule accuracy 
computed as in (10), Coverage is the rule coverage computed as in (11) the body of 
the rule, is composed by conjunctions of student descriptors, while Mark, the head of 
the rule, is the mark category. 

Decision rules are generated from reducts as described in Section 3. The student 
classification algorithm based on the discovered rules can be resumed as: 

• collect all the decision rules in a classifier, 
• compute for each rule the support, accuracy and coverage, 
• eliminate the rules with the support less than the minimum defined support, 
• order the rules by accuracy, than by coverage, 
• if a student matches more rules select the first one: a student matches a rule, if all 

the descriptors, which appear in the body of the rule, are included in the 
descriptors of the student. 

In the experiments realized through this study, two databases are used for the learn-
ing and testing process. The database used to learn the correlations between student 
behaviour and marks, contains information about 40 students, each described by 11 
descriptors. For each mark class, the following metrics: accuracy, specificity, and 
sensitivity. The counted results are presented in Table 3. 

Table 3.   Results recorded for different marks 

Mark Accuracy(%) Sensitivity(%) Specificity(%) 

Good 98.3 97 73.1 

Average 97.7 96.1 72.8 

Excellent 97.9 96 72.8 

Insufficient 96.3 95.2 71.7 

5 Conclusion 

In this study, a method based on rough set theory is proposed and developed to assist the 
teacher by doing the pre-evaluation of students during a course study. For establishing 
correlations with the mark, we experimented and selected some descriptors of the stu-
dent activity in the Moodle system for a “Database” course. The results of experiments 
are very promising and show that the methods based on rough set theory are very useful 
for predicting the results of the student during a course activity.  The Prolog language 
used for representation of students’ descriptors and rules makes a simple and flexible 
integration of our methods with other learning management systems. 

In future work, it would be interesting to repeat the analysis  using more data from 
different types of courses and also to select  other student descriptors.  It would be 
also very useful to do experiments using more experts in order to analyse the obtained 
rules for discovering interesting relashionships. 
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Abstract. Discovering objects models from image database has gained
much attention. Although the BoVW (Bag-of-Visual-Words) approach
has succeeded for this research topic, Xia and Hancock pointed out the
two drawbacks of the BoVW: (1) it does not represent the spatial co-
occurrence between local features and (2) it is difficult to select proper
vocabulary size in advance. To overcome these drawbacks, they propose
a novel unsupervised graph-based object discovery algorithm. However,
this algorithm assumes that one image contains only one object. This pa-
per develops a new unsupervised graph-based object discovery algorithm
that treats images with multiple objects. By clustering the local features
without specifying the number of clusters, our algorithm does not have
to decide the vocabulary size in advance. Next, it acquires object models
as frequent subgraph structures defined by a set of co-occurring edges
which describe the spatial relation between local features.

1 Introduction

As the volume of digital images has increased recently, automatic object recog-
nition without human intervention has become more important. However, to
recognize various objects, a lot of object models must be laboriously prepared in
advance. For this reason, unsupervised discovery of object models from an image
database has gained much attention. In literatures, several researches [1] [2] [3]
have devised algorithms to discover object models based on the Bag-of-Visual-
Words (BoVW) scheme [4] which describes an image as a set of visual words,
i.e., representative local features. To acquire object models, these previous works
apply the latent topic model like pLSA (Probabilistic Latent Semantic Analysis)
or LDA (Latent Dirichlet Allocation) to image processing. Then, object models
are learned as visual common topics. Some recent approaches like the geomet-
ric LDA (gLDA) [3] have tried to learn visual topics by jointly modeling the
appearance of local patches and their spatial arrangement.

Although the BoVW approach has succeeded in the context of object discovery
from images, Xia and Hancock [5] pointed out the two drawbacks of the BoVW:
(1) An individual visual word is not discriminative enough. Hence, the object
models should be more directly related to the co-occurrence of local features with
a specific spatial arrangement. (2) it is hard to determine properly the number of
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representative visual words in advance, because the optimal value shall depend
on the diversity of the image database. The number of representative visual
words is called the vocabulary size.

To solve these drawbacks, Xia and Hancock proposed a novel graph-based
object discovery algorithm called SPGC (Similarity Propagation based Graph
Clustering)[5]. SPGC represents an image as a graph whose vertices are the
local features. Then, after clustering the graphs, each graph cluster becomes
one object model. In the graph clustering, the similarity between graphs are
measured based on the SIFT matching without clustering the local features.
Hence, SPGC does not specify the vocabulary size in advance. In addition, SPGC
encodes the spatial relation between local features into the object models with
the graph edges. Despite the above merits, SPGC has the constraint that one
image contains only one object.

Inspired by SPGC, this paper develops a new unsupervised graph-based ob-
ject discovery algorithm that handles images with multiple objects, while keep-
ing the merits of SPGC. First, our algorithm clusters the local features without
specifying the number of clusters and, thus, avoids configuring the proper vocab-
ulary size in advance. Then, object models are discovered as frequent subgraph
structures expressed by co-occurring edges, where each edge captures the spatial
relation between the local features.

This paper is organized as follows. Sect. 2 introduces the previous work SPGC.
Sect. 3 explains our object discovery method. Here, we also discuss the related
works. Sect. 4 reports the experimental results. Sect. 5 is the conclusion.

2 SPGC

SPGC [5] is stated here so that the readers may contrast it with our algorithm
described later. Let S be the image database.

SPGC first extracts the stable SIFT features in each image I ∈ S. Let these
stable features by VI . A point in VI is described with (1) the pixel location
and (2) the 128-dimensional SIFT feature vector. Then, I is represented as the
Delaunay graph GI for VI .

Next, SPGC clusters all the graphs, where the similarity between the graphs
GI1 andGI2 denoted by sim(GI1 , GI2) is proportional to the size of the maximum
common subgraph (MCS). In the computation of the MCS, the SIFT matching
is used to judge the equality of two vertices. When sim(GI1 , GI2) ≥ R where R
is a thresholding parameter, GI1 and GI2 are unified into the same cluster. The
merge operations are performed iteratively such that if either sim(GI1 , GI3) ≥ R
or sim(GI2 , GI3) ≥ R provided that sim(GI1 , GI2) ≥ R, G3 belongs to the same
cluster as GI1 and GI2 . Finally, one graph cluster represents one object class.
Thus, SPGC acquires an object model by seeking frequent graphs.

SPGC smartly avoids the difficulty in choosing the proper vocabulary size
without clustering the local features, where the graph similarity is measured
based on the SIFT matching. In SPGC, an object model can model the spatial
relation between local features with graph edges.
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However, SPGC assumes that one image contains only one object. Hence it
cannot treat images which contain multiple objects. For example, suppose that
we have two graph clusters C1 and C2 such that C1 is associated with the car
object and C2 corresponds to the dog object. Then, if an image I which contains
both a car and a dog appears, I may unify C1 and C2 and make an inappropriate
larger graph cluster, because GI is similar to both C1 and C2.

The above restriction of SPGC motivates us to develop a new unsupervised
graph-based object discovery algorithm that treats images with multiple objects.

3 Our Object Discovery Algorithm

Our discovery algorithm is named as the DCG (Discovery of Co-occurring Graph
structure). DCG aims to keep the merits of SPGC and has the next properties.

– DCG clusters the local features without knowing the number of clusters in
advance unlike the k-means used in the BoVW scheme.

– DCG expresses each image as a graph whose edge represents the spatial
relation between local features and acquires an objects model as a set of
edges co-occurring frequently.

Unlike SPGC, DCG clusters the local features. However, the clustering algorithm
in DCG is able to adapt to the diversity of given images, since it does not require
the number of clusters beforehand. While the entire graph from an image forms
an object instance in SPGC, DCG permits a subgraph structure to become an
object instance, which enables DCG to process images with multiple objects.

DCG executes the next 3 steps in order, so as to find the object models.
Hereafter, let S = {I1, I2, . . . , In} be the image database consisting of n images.
Step 1: The local features extracted from S are clustered.
Step 2: Each image I ∈ S is represented as a graph GI . Now, we have n graphs.
Step 3: Object models are discovered by mining co-occurring edges from them.

Remarkably, DCG uses the graph structure not only to express the images,
but also to perform Step 1 and Step 3 both of which are reduced to some graph
decomposition problems. From now on, we explain each step.

3.1 Clustering Local Features

Step 1 clusters the local features. First, we extract the SIFT features from every
image I. Then, in the same way as SPGC, they are ranked with the ranking
algorithm [6]: 20 artificial images are constructed by applying 20 kinds of trans-
formation operations to I. A feature v in I is ranked according to the frequency
that v is matched to the right features in the 20 artificial images. Then, the top
T features in the ranking are saved as stable feature points and denoted by VI

Next, the SIFT matching is performed between all the image pairs in S.
Namely, VIi are (SIFT-)matched to VIj for 1 ≤ i ≤ n, 1 ≤ j ≤ n, i �= j. Then,
we can build a SIFT-Matching Graph SMG = (V,E) such that V = ∪n

i=1VIi

and the matched feature pairs are connected by the edges in E.
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Then, we cluster the features in V by separating SMG into subgraphs. Let L
be a list of the vertices in V in which they are sorted in the decreasing order of
their degrees. That is, a feature v is prioritized more, as v is matched to more
other features. With L and SMG, the clustering proceeds as follows.

Step (a): Let v be the first vertex in L. We classify v and v’s two-hop neighbor
vertices in SMG into the identical cluster Cv.
Step (b): After subtracting the members of Cv from L and SMG, Step (a) is
recursively executed until all the vertices in V belong to some cluster.

Supported by the SIFT matching, this clustering does not need the cluster
number beforehand. As for Step (a), the rationale to choose the two-hop neighbor
is explained as follows: Despite the robustness of the SIFT matching, two features
v and v′ which correspond to the same object component might not be matched
accidentally. Against such a failure, we expect that v′ is matched to at least one
of the features matched to v, so that v and v′ may belong to the same cluster.

Execution Speed Acceleration
As n increases, the SIFT matching between all the image pairs will consume
much time. Since most image pairs are usually very dissimilar, we introduce a
pre-filtering technique to skip the SIFT matching between such dissimilar image
pairs so as to shrink the execution time.

Our pre-filtering technique first gives some coarse labels to all the features
with a light-weighted clustering algorithm named ROUGH. Then, for an image
pair I1 and I2, we investigate how many features of the same label they share.
I2 is actually SIFT-matched to I1, if I2 belongs to the the top 20% images in S
for I1 with respect to this quantity.

ROUGH scans V only twice. Let vi be the i-th local feature in V . At the first
scan, an incremental clustering algorithm runs only to determine the cluster
centroids. Suppose that vi is inspected at time ti and that F = {f1, f2, · · · , fm}
is the set of m clusters which have been already generated just before ti. F = φ
before t1. If vi is far from all of the m cluster centroids by more than a distance
threshold D, a new cluster fm+1 which consists of vi only is constructed, and
vi becomes the centroid of fm+1. Otherwise, vi joins the existing cluster, say
f , whose centroid is the nearest to vi. Then, we move the centroid of f to the
average vector over all the members in f . After the first scan fixes the cluster
centroids, the second scan assigns the final label to each feature v by relating v
to the cluster centroid nearest to v. Despite its simpleness, ROUGH decides the
cluster centroids adaptively to the point distribution for V in the 128-dimensional
feature space. Furthermore, we need not teach ROUGH the number of clusters.

Graph Representation of Images
In Step 2, DCG transforms each image I into a graph GI by constructing the
Delaunay graph for VI . The vertices have the labels computed as above. Now,
we have the set of n graphs {GI1 , GI2 · · · , GIn}.
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3.2 Discovering Object Models by Mining Co-occurring Edges

First, we explain our idea to discover object models. If the images are represented
as graphs and multiple instances of the same object O exist in different images,
almost the same graph structure will appear at the locations of O’s instances.
Therefore, the edges composing the graph structure corresponding to O are likely
to co-occur one another within each instance of O. Hence, we consider that the
set of edges that co-occur in many images originate from the same object class.
Thus, DCG obtains the object models by gathering the set of edges co-occurring
in many graphs (i.e., images). Especially, DCG collects them via the next 3 steps.

(Step 1) Extraction of frequent edges
(Step 2) Discovering co-occurring frequent edge pairs
(Step 3) Agglomerative clustering of co-occurring frequent edges

(Step 1) counts the frequency of an edge e and regards e as frequent, if e ap-
pears more than ε times, where ε is a parameter. Since ε works as a so-called
minimum support parameter of frequent pattern mining, user are responsible for
configuring ε adequately. When the proper value is unknown, we recommend to
set ε to a rather large value at the beginning and to reduce it gradually until
the satisfying result is derived. This is because, even if ε is too large, it will only
consume a small amount of execution time by accompanying few frequent edges.

(Step 2) examines the degree of co-occurrence between all the frequent edge
pairs. For instance, let eα and eβ be a frequent edge pair. Let Sα (Sβ respectively)
are the set of images which contain eα (respectively eβ). As eα and eβ co-occur
more frequently, Sα becomes more similar to Sβ . Hence, we measure the de-

gree of co-occurrence with the Jaccard coefficient sim(Sα, Sβ) =
|Sα∩Sβ |
|Sα∪Sβ | . When

sim(Sα, Sβ) ≥ θ, we regard eα and eβ as a co-occurring frequent edge pair. In
the implementation, θ = 0.5. Hereafter, the term “Co-occurring Frequent Edge
Pair” is abbreviated as CFEP.

(Step 3) clusters co-occurring frequent edges agglomeratively.We repeat merg-
ing two CFEPs into the same cluster, if they share the same frequent edge. For
instance, if eα and eβ are a CFEP and eβ and eγ are another CFEP, eα, eβ and
eγ will belong to the same cluster, since eβ are common. The merge operation
finishes, when there remains no CFEPs to be merged. After this clustering, one
cluster becomes one object model. Thus, an object model is derived as a set of
co-occurring frequent edges. (Step 3) is reduced to a graph decomposition prob-
lem as follows. We construct a graph named frequent-edge graph (FEG) whose
vertices are the frequent edges. An edge of the FEG connects one CFEP. Then,
(Step 3) is reduced to the decomposition of FEG into connected components,
s.t., one connected component grows one cluster.

Finally, let us illustrate the algorithm to discover object models with the toy
example in Fig. 1. Fig. 1 consists of 4 images with two kinds of fruit. The local fea-
tures have been already clustered, so that every vertex has a label. Because DCG
aims to discover frequent objects, DCG is expected to obtain the apple object
model only, as other fruit appear only once. Note that the graph structures cover-
ing the apple instances are slightly different one another. When ε = 2, the 4 edges
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Fig. 1. Images with Apple Object Instances

(a-b), (b-c), (a-c) and (b-d) become frequent edges, where S(a-b) = {I1, I2, I3},
S(a-c) = {I1, I2, I3, I4}, S(b-c) = {I1, I2, I4} and S(b-d) = {I2, I3}. Since all

the other edges occur at most once, they cannot become frequent edges. Thus,
sim(a-b,a-c) = 0.75, sim(a-b,b-c) = 0.5, sim(a-b,b-d) = 0.67, sim(a-c,b-c) =
0.75, sim(a-c,b-d) = 0.5 and sim(b-c,b-d) = 0.25. Hence, if θ = 0.6, the 3
edge pairs ((a-b) and (a-c)), ((a-b) and (b-d)) and ((a-c) and (b-c)) become the
CFEPs. By merging them at (Step 3), the 4 edges (a-b), (a-c), (b-d) and (b-c)
form the same cluster and are identified as the object model.

3.3 Related Works

Our method in Sect. 3.2 is viewed as an application of frequent pattern mining
to image processing which takes a spatial configuration into account. Hence, we
mention several related works from this viewpoint. [7] [8] and [9] extend the
frequent itemset mining to image processing such that a transaction consists
of spatially close local features. These works expected a frequent itemset to be
more discriminating than a single local feature in the context of image classifi-
cation rather than object discovery. [10] discovered meaningful visual patterns
by merging the spatial frequent itemsets. Gao et al. [11] also studied object dis-
covery. Whereas [11] searched maximal frequent subgraphs directly, we cluster
frequent edges agglomeratively to reduce the computational overhead. Recently,
[12] utilizes the spatial relation among objects to grasp a group of objects for
better scene understanding. Compared with these related works, DCG is unique
in that it is easily accelerated with Min Hash [13], a hashing technique for the
similarity search with the Jaccard coefficient. DCG extends the previous work
[2] supported by Min Hash, so that the spatial relation between near feature
points may be considered.

4 Experimental Results

This section evaluates DCG with the experiment using the the COIL100 image
database which was also used to evaluate SPGC in [5]. The COIL100 consists
of 100 classes of objects. Since every image in the COIL100 includes exactly one
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Fig. 2. 30 frequent object classes Fig. 3. Examples of Discovered Objects

object, we synthesize an image with two objects by merging two images. Each
synthesized image consists of one frequent object and an object randomly chosen
from the whole COIL100 database. As the frequent objects, we choose 30 object
classes shown in Fig. 2.

4.1 Object Discovery from Images with Multiple Objects

We demonstrate that DCG successfully discovers objects from multiple images.
We prepare 300 images by selecting 10 instances for the 30 frequent object
classes. Here, the orientations of the instances range from 0◦ to 45◦ at the interval
of 5◦.

As for the parameters in DCG, T , the number of stable feature points per
image is set to 80. This value is just twice as big as that used in SPGC [5],
because SPGC deals with images with only one object, while each image consists
of two objects in this experiment. ε is set to 3.

Fig. 3 shows several discovered object examples. In this figure, the color of an
edge shows the edge cluster that it belongs to. When a image I contains many
edges of the same color, it implies that an instance of the corresponding object
exists in I. Thus, Fig. 3 shows that DCG discovers the frequent objects well.
We also evaluate DCG quantitatively with precision and recall. The precision
is the percentage that the discovered frequent object instances conform to the
ground-truth. The recall evaluates the ratio of the ground-truth frequent object
instances which are not missed by DCG. To compute the precision and recall,
we must judge if I has an instance of the object model O. We judged that I
contains an instance of O, when at least 3 edges in I belong to the object model
(i.e. edge cluster) for O.

Table 1 summarizes the evaluation result. The left-most 5 columns displays
the result for the 5 object IDs used in the COIL100. The right-most column
termed “Total” presents the overall performance over the 30 frequent objects.
Regarding to the rows,Ni is the number of the ground-truth object instances;Nd

is the number of object instances discovered by DCG. N+
d presents the number of
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Table 1. Quantitative Evaluation

�
��
ID

obj7 obj23 obj27 obj28 obj53 25 other objects Total

Ni 10 10 10 10 10 10 300

Nd 10 8 9 7 9 10 293

N+
d 10 8 9 7 9 10 293

precision 1 1 1 1 1 1 1

recall 1 0.8 0.9 0.7 0.9 1 0.97

Nc 2 2 1 1 1 1 32

the correct object instances out of the Nd discovered object instances. Therefore,

the precision is equal to
N+

d

Nd
, whereas the recall equals

N+
d

Ni
. Finally, Nc displays

the number of object models (that is, clusters of co-occurring edges) associated
with each object class.

The total precision becomes 1 and the total recall reaches 0.97. For 25 classes,
the precision and recall ideally reaches 1.0 both. For the two object classes obj7
and obj23, 2 object models are obtained. However, in the research of unsuper-
vised object discovery, it is allowable that the number of the discovered object
models goes beyond that of the ground truth object classes, since the object
class is defined from the semantic viewpoint without concerning the feature va-
riety among different instances of the same object class. Though the COIL100
database are sampled under controlled imaging conditions, this experimental
result supports that DCG is of much promise and effective.

As for the execution speed, it takes 7.2 minutes on the Intel Single PC plat-
form (Memory: 8GB, OS: Ubuntu Linux). Without this acceleration method, the
execution time is prolonged up to 18.3 minutes. Hence, the acceleration method
shrinks the execution time up to 40%. Interestingly, without the acceleration
method, the total precision and recall decrease to 0.96 and 0.91 respectively.
This phenomenon is interpreted as follows. Without the acceleration method,
the obviously dissimilar image pairs are to be SIFT-matched, which only yields
undesirable matched feature pairs corresponding to different object components.
Such feature pairs affects the clustering of the local features in Sect. 3.1 harm-
fully. Thus, the acceleration method not only shrinks the execution time, but
also improves the accuracy of DCG.

4.2 Vocabulary Size

As mentioned in Sect. 3.1, DCG can decide the vocabulary size adaptively to
the diversity of the image database. To demonstrate this feature, we alter the
diversity of the image database by changing the number of frequent object classes
from 10 to 30 and examine the vocabulary size. Since each frequent object class
has 10 instances, the number of images in the database varies from 100 to 300.
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Fig. 4 shows the experimental result. The vocabulary size increases linearly to
the number of frequent object classes. Therefore, DCG adjusts the vocabulary
size adaptively to the diversity of the image database.

5 Conclusion

Motivated by the fact that the previous graph-based object discovery algorithm
SPGC [5] can only deal with images including one object only, this paper pro-
poses a new unsupervised graph-based object discovery algorithm DCG which
treats images with multiple objects. DCG preserves the merits of SPGC as much
as possible. Different from the well-known BoVW in which the k-means cluster-
ing fixes the vocabulary size, DCG adjusts the vocabulary size adaptively to
the diversity of the image database. After representing each image as a graph,
DCG acquires the object models as a set of frequent co-occurring edges. In this
way, DCG associates a subgraph structure with one object class, which makes
it possible to cope with images with multiple objects.

Acknowledgments. This work is supported by the Ministry of Education,
Culture, Sports, Science and Technology, Grant-in-Aid for Scientific Research
(C) 24500111, 2014.
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Abstract. Extreme Learning Machines (ELMs) are gaining fairly pop-
ularity in training neural networks, since they are quite simple and have
good performance. However, an open problem is the number of neurons
in the hidden layer. This paper proposes a method for pruning the hid-
den layer neurons based on the linear combination of the hidden layer
weights and the input data.

Keywords: Extreme Learning Machines, Pruning, Hidden layer, Linear
dependency.

1 Introduction

The Extreme Learning Machine (ELM) is a training method for Single Layer
Feedforward Neural Network (SLFNs) that gained popularity due to its simplic-
ity and speed. The hidden layer weights are not adjusted, while the output layer
weights are adjusted by using the least squares method. It presupposes a hidden
space of high dimensionality, which is a feasible linearization of the regressors
[6] [7] [5].

In this sense, a question naturally comes: is it possible to remove some hidden
nodes without affecting significantly the machine capability ? This work objec-
tive is to propose a method to remove (prune) hidden layer nodes based on the
linear combination between the hidden layer weights and the input data. For this
purpose the method uses a QR decomposition. Additionally, it is expected with
this prunning that the machine has faster learning and becomes less complex.

The paper is organized as follows: a brief explanation about the ELM training
method is present in Section 2, then, in Section 3, the neural network pruning
method used in the experiments is described. The experiments and main result
are shown in the Section 4. Finally the conclusion and future works are discussed
in Section 5.

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 354–361, 2014.
c© Springer International Publishing Switzerland 2014



A Proposed Extreme Learning Machine Pruning 355

2 Extreme Learning Machine

The ELM is a training method for a SLFN, which does not require the adjust-
ment of the hidden layer weights. Consider a set of N distinct samples in the
form (xi, ti) where xi = [xi1 xi2 . . . xin]

′ ∈ Rn are the inputs of real systems,
i = 1, 2, ...N , apostrophe symbol (′) denotes the transpose of the vector or ma-
trix, and ti = [ti1 ti2 . . . tim]′ ∈ Rm are the real (or desired) system response.
Consider also h as the number of hidden nodes and f(·) an activation function,
mathematically, a SFLN can be modeled as [7]:

oi =

h∑
j=1

βjf(x
′
iwj + bj), i = 1, 2, . . . , N (1)

where oi = [oi1 oi2 . . . oim]′ ∈ Rm are the responses found by SLFNs, wi =
[wi1wi2 . . . wih]

′ ∈ Rh is the weight vector connecting the input and hidden
neurons, βi = [βi1βi2 . . . βim]′ ∈ Rm connecting hidden and output layer, bj is
the threshold of the jth hidden neuron.

In a matrix compact form we get:

Hβ = O (2)

where:

H =

⎡⎢⎣f(x
′
1w1 + b1) . . . f(x

′
Nwh + bh)

... . . .
...

f(x′
1w1 + b1) . . . f(x

′
Nwh + bh)

⎤⎥⎦ ∈ RN×h (3)

β = [β1 . . . βh]
′ and O = [o1 . . . oN ]′ (4)

As aforementioned, the ELM adjusts randomly the values of w and b. Consid-
ering T = [t1 t2 . . . tN ]′, now the objective is to compute the value of β such
that:

min
β

‖T−Hβ‖2 (5)

Using linear least squares, we can calculate the parameter β as:

β = (H′H)−1H′T (6)

In this context, it is important to observe that the number of hidden nodes
may have a strong influence on the β output weight, after the least square
solution application and in its norm.

Moreover, the matrix H may acquire some good or bad properties depending
on its hidden weights, input values and activation function. For example, the
matrix may become singular if its conditioning number is high, or, if the matrix
composed by the result of X′W contains linear dependent columns. In this case,
that column may be discarded.
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3 Proposed Method

The proposed method uses the QR Decomposition, in order to remove useless
nodes of the hidden layer, based on its inputs [8]. It is expected to build a faster
and more compact machine with a smaller conditioning number. It is important
to remark that what is sought by the proposed method is to remove only the
unnecessary nodes and retain those that contribute to the input-output mapping,
based on the training input data and the weights of hidden nodes. Didactically
speaking, suppose a linear system of the type Ax = b, as follows:

A =

⎡⎢⎢⎣
2 3 1 1
4 5 1 2
6 8 1 3
8 9 1 4

⎤⎥⎥⎦b =

⎡⎢⎢⎣
15
25
38
45

⎤⎥⎥⎦
We can calculate the value of x using least squares as: x = (A′A)−1A′b.

Nevertheless, the (A′A) conditioning number is, approximately, 1.9×1016, which
can be considered a very high conditioning number, and clearly the matrix has
one linearly dependent column. Furthermore, it’s not possible to apply the linear
least squares to the matrix A, once it has not inverse (the (A′A) determinant
is equal to zero).

Let QR = A be the QR decomposition of matrix A, where Q is an orthogonal
matrix and R is an upper triangular matrix. Now, we will pay attention to the
R matrix, that have the following values:

R =

⎡⎢⎢⎣
−13.3 −10.9 −1.8 −5.4

0.0 −0.9 0.4 −0.4
0.0 0.0 0.5 0.0
0.0 0.0 0.0 0.0

⎤⎥⎥⎦
where the absolute values of its diagonal are: d = [13.3, 0.9, 0.5, 0.0]′. The result
of diagonal indicates the first three columns are linearly independent and the
4-th isn’t, once its value is equal to 0, evidencing the need of removing it. In the
case of this didactic example, by selecting just the first three columns we get the
reduced matrix C, as follows:

C =

⎡⎢⎢⎣
2 3 1
4 5 1
6 8 1
8 9 1

⎤⎥⎥⎦
Now, the conditioning number of (C′C) is 1.9× 103, which means 13 orders

of magnitude smaller. Applying the linear least square using the new C matrix
we get:

x = (C′C)−1C′b (7a)

x = [2 3 2]′ (7b)
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3.1 Method Development

The QR factorization is a decomposition method of a matrix A ∈ Rm×n (with
m > n) into orthogonal matrix Q ∈ Rm×n and an upper triangular matrix
R ∈ Rn×n [3] [2] [4]. The R diagonal has some interesting properties, such as, to
indicate if some column is or not linearly depend in relation to others. Consider
A = X′W as the result of the product of the input data X and the hidden node
weights W, and QR = A as its QR decomposition.

Using the properties of the diagonal of R, it is possible to reduce the A
dimension, such that just the linearly independent columns, it also means, just
the nodes whose the relationship between inputs and weights contribute to the
input-output mapping.

It is possible just selecting that value of diagonal of R which are greater than
some user defined threshold ε. In the case of the present paper, the threshold
is automatically defined as the greatest value of diagonal of R scaled by the
machine floating-point relative accuracy (e.g. 2−52). The algorithm 1 presents
the basic steps of the proposed method.

Algorithm 1. Algorithm to produce a pruned ELM based on QR factorization

Require: X ∈ R
mn {The elm inputs}

Require: W ∈ R
nh {The elm hidden weights}

Require: T ∈ Rm {The elm hidden weights}
Require: ε {Threshold}

A = X′ ×W ∈ R
mh

[Q,R] = qr(A) {QR factorization}
k = 1
while k ≤ h do

if R(k, k) > ε then
C = [C A(:, k)] {Concatenate the k-th column of A in B}

end if
k = k + 1

end while
H = f(C) {f(·) is the activation function}
β = H+T

4 Experiments and Results

This section evaluates the performance of the proposed method. All simulations
were carried out in MATLAB�. All ELMs use the simple sigmoidal activation
function f(u) = 1/(1+exp(−u)) in the hidden layer. One synthetic case and five
well known benchmark problems were chosen for the experiments. The bench-
mark data set collected from UCI Machine Learning Repository [1], all of them
for regression purpose. In all benchmark experiments the inputs have been nor-
malized into range the [0, 1] (even for nominal features), and the targets in range
the [−1, 1].
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Three measures were used to compare the proposed pruning methods, to as-
sessment the aspects: accuracy, complexity and efficiency. The first is the em-
pirical error (training and testing), the second is the conditioning number of
the hidden space (as a measure of complexity of the machine), the third is the
time elapsed for the training phase (as a measure of efficiency). The Root-Mean-
Square-Error (RMSE) was chosen as the empirical error measure.

An one-dimensional synthetic data set was used, only for didactic purposes, to
demonstrate that the proposed pruning method is capable of generating results
better than the original ELM. The didactic function used is calculated by:

y =
(x − 2)(2x+ 1)

1 + x2
+ ξ (8)

where x ∈ [−10, 10] and ξ is a normal noise N(μ, σ) with μ = 0 and σ = 0.2.
For this experiment 500 samples were used and an initial ELM with h = 40.

The Table 1 shows the comparison between original and pruned results and
the Figure 1.

Table 1. Comparison between the results found by the random initialization method
and the proposed method

Criteria Initial Pruned

Number of hidden nodes 40 18
RMSE 0.0667 0.0674

Conditioning number 1017.29 1013.74

Time elapsed for training phase (in seconds) 0.0133 0.0018

(a) Result of synthetic case using a not
pruned ELM in training phase.

(b) Result of synthetic case using a
pruned ELM in training phase.

Fig. 1. Comparison between initial and pruned ELM. The black dots are the original
function and the red dots are the estimated by ELMs.

It is possible to observe that the empirical error RMSE for training phase was
not significantly affected (only 1% higher). On the other hand, the other criteria
have been improved: the conditioning number of the hidden layer reduced 4
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orders of magnitude and the time elapsed became one tenth of the initial. This
means that the proposed method is able to generate a faster and less complex
learning machine without, thereby, its effectiveness is affected.

In order to verify those properties, the method was also evaluated using five
real-world data set. The characteristic of each data set, number of data used for
training and testing are presented in Table 2.

Table 2. Specification of real-world benchmark data sets

Data sets # Observations # Attributes
Training Testing Continuous Nominal

Abalone 2, 000 2, 177 7 1
Bank 4, 500 3, 692 8 0
California housing 8, 000 12, 460 8 0
Census (house 8L) 10, 000 12, 784 8 0
Delta ailerons 3, 000 4, 19 6 0

For each data set the ELM was arbitrarily defined with a distinct initial
number of hidden nodes. The number of hidden nodes and the number of hidden
nodes after applying the proposed method are presented in the Table 3.

Table 3. Specification of initial ELM hidden nodes and after applying the proposed
method, for each data set

Data sets
# initial
hidden nodes

# hidden nodes
after proposed method

Abalone 25 9
Bank 190 9
California housing 80 9
Census (house 8L) 160 9
Delta ailerons 45 6

Each experiment was run 50 times. The average and standard deviation are
presented. The first comparison is related to the empirical risk. The results of
the training and testing phase, are presented in Table 4. The best results in
both, i.e. the lowest results for RMSE, are marked with the symbol *.

Table 4. Comparison of training and testing RMSE of ELM and Pruned ELM. Between
parentheses are the standard deviation. The values smaller than 0.0001 for were ignored.

Data sets ELM Pruned ELM
Training Testing Training Testing

Abalone *0.0851(0.0016) 0.0891(0.0023) *0.0870(0.0021) 0.0894(0.0029)
Bank *0.0441(−) 0.0592(0.0331) *0.0474(0.0012) 0.0595(0.0336)
California housing *0.1218(0.0025) 0.1436(0.0026) 0.1242(0.0227) *0.0885(0.0029)
Census (house 8L) *0.0731(0.0094) 0.0862(0.0024) 0.0621(0.0079) *0.0443(0.0020)
Delta ailerons *0.0533(−) 0.0566(−) *0.0554(−) 0.0571(−)

Based on this result, it can be observed that the RMSE values were not signif-
icantly affected and, in some scenarios in the testing phase, where, on average,
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were more successful. It must be emphasized that the initial objective of the pro-
posed method is not reducing the RMSE. However, it is desired that the RMSE
is not degraded.

The second measure used to compare the proposed method is the conditioning
number of H. Table 5 presents the result of the comparison.

Table 5. Comparison between the Conditioning number of H of initial ELM and
Pruned ELM. The values are presented in log10 base. The best results are marked with
the symbol *.

Data sets Initial ELM Pruned ELM

Abalone 11.26 * 7.84
Bank 16.80 * 7.84
California housing 17.03 * 9.41
Census (house 8L) 19.17 *16.92
Delta ailerons 17.74 * 9.77

As can be observed, in all cases pruning nodes of the hidden layer generated
a smaller conditioning number. In the most extreme case, the base “California
housing” the difference has reached 8 orders of magnitude. Thus, the proposed
method has demonstrated effective.

The third and last criterion is the time spent in training. The idea is to verify
how much is the gain in training time in case of reduction of nodes in the hidden
layer. Table 6 shows the comparison of the average time spent in training.

Table 6. Comparison between the time spent for training of initial ELM and Pruned
ELM. The values are presented in seconds. The best results are marked with the symbol
*.

Data sets Initial ELM Pruned ELM

Abalone 0.0039 * 0.0022
Bank 0.0690 * 0.0044
California housing 0.0460 * 0.0092
Census (house 8L) 0.1028 * 0.0104
Delta ailerons 0.0107 * 0.0025

Again it is possible to verify that for criterion of time, in all scenarios the
pruning of neurons in the hidden layer led to a training time much lower than
when compared to the initial ELM. With this, is possible to check that the
method leads to ELM a more efficient ELM.

5 Conclusion and Future Works

The experiments demonstrated that the proposed pruning method is able to re-
move neurons, where the relationship between the input data and hidden layer
weights are linearly dependent with other neurons. In addition, pruning of neu-
rons did not significantly affect the empirical error, which may be considered
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that it has remained stable. As can be appreciated, in some cases the validation
error was improved after the application of the method.

The method was well suited reducing the complexity of the machine and the
significant improvement of the training time. The conditioning number of the
hidden layer reached 8 orders of magnitude lower. Likewise, there was a reduction
in training time, which came to be one tenth of the original time.

As future work we recommend: (i) use of other forms of decomposition, (ii)
mathematical proof that the QR decomposition always be able to generate the
minimal machine complexity and (iii) studies of multi objective aspects of the
proposed method.

Acknowledgment. The authors would like to thank CNPq, FAPEMIG and
CAPES for the financial support.
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Abstract. A drowsy driver detection system based on a new method
for head posture estimation is proposed. In the first part, we introduced
six possible models of head positions that can be detected by our algo-
rithm which is explained in the second part. Indeed, there are three key
stages characterizing our method: First of all, we proceed with driver’s
face detection by Viola and Jones algorithm. Then, we extract the image
reference and the non image reference coordinates from the face bound-
ing’s box. Finally, based on measuring both the head inclination’s angle
and distances between the extracted coordinates, we classify the head
state (normal or inclined). Test results demonstrate that the proposed
system can efficiently measure the aforementioned parameters and detect
the head state as a sign of driver’s drowsiness.. . .

Keywords: Drowsiness detection, head posture analysis, face detection.

1 Introduction

Driving while drowsy is a major cause behind road accidents each year, and
exposes the driver to a much higher crash risk compared to driving while alert.
Therefore, the use of assisting systems that monitor a driver’s level of vigilance
and alert the driver in case of drowsiness can be significant in the prevention of
accidents.

In This paper, we introduce a new approach towards detection of driver’s
drowsiness based on video approach to analyse head movement. Thus, fatigue
is estimated through head posture analysis. Then, when head’s inclination ex-
ceed a certain time T and a predefined angle X, that means, the driver is non
concentrated and his gaze direction is detached from the wheel.

Recalling the history, head movement related to sleepiness and fatigue had
been studied by many researchers. Ji and Yang[1] note that head position can
reflect a person’s level of fatigue. If a driver frequently looks in other directions
for an extended time, he is either fatigued or inattentive. Studies that examine
sleep and sleepiness during long haul flights have used inclinometers to measure
head movement[2]. During wakefulness it showed activity, whereas during sleep
it showed no activity and the authors considered head movement to be more of
a general activity rather than an indicator of sleepiness. Kito and all [3] used

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 362–369, 2014.
c© Springer International Publishing Switzerland 2014
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a gyroscope while driving to measuring head movement. But they observed the
driver’s visual behaviour at an intersection rather than the effect of fatigue on
head movements. In 2008, Wuand [4]applied the method of geometric analysis of
five facial points for estimating the posture of the head. But its limit is that the
location of these points is difficult and vulnerable to changes in facial expressions.
Another method, nonlinear nuclear transformation that overcame shortcomings
of linear estimation had been introduced by Lu [5]. However, it requires a large
number of training examples. Chen [6] has used adaboost algorithm for face and
eyes detection and analysed head posture by the characteristics of the triangle
of attributes. But he considered only two simple postures.

The remainder of the paper is organized as follows: Section 2 explains our
proposed algorithm of head posture estimation. Experimental results showing
the robustness of our system is the topic of the third section and section 4 ends
with a conclusion and discussion on possible enhancements.

2 Head Posture Analysis

2.1 Head Inclination Possible States

Our proposed method allows the detection of six possible states of head inclina-
tion, which are: right, left, backward and forward inclination besides the right
and left rotation. Any head posture can be divided into these basic postures as
Fig.1 indicates.

Fig. 1. Different states of head position

2.2 Our Proposed Method of Head Posture Estimation

In video analysis, the captured video stream is segmented into frames F1,. . .,
Fi,. . ., Fn. We supposed that the first frame presents a normal state of alertness
(start of driving), this involves the face detection image, presented in the frame,
as our referencial (normal posture without inclination).
Either:
- Imgr : the reference head image detected in the first frame (F1)
- Imgo : another detected head image in the sequence of frames (head’s image
in any position, not necessarily coinciding with the reference’s image).
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The main steps of our proposed method are:

1. The extraction of the reference image coordinates (face’s image)(F1):
As mentioned before, the first step towards head posture estimation is the detec-
tion of the driver’s face. However, we have assumed that the monitoring camera
is installed inside the vehicle under the front mirror facing the driver at a fixed
angle. For face detection itself, several approaches have been used in the related
literature, we have used in this works, the most famous and commonly used face
detection scheme which is the viola-Jones face detection algorithm [7]. It is able
to efficiently detect faces.
Once the face regions are detected based on viola-Jones algorithm, coordinates
of the face bounding rectangle corners were extracted.
2. The same process is repeated in the sequence of frames (Fi,. . ., Fn).
3. Comparison of the extracted coordinates in both images (Imgr and Imgo).

At this level, our technique can check the position of the head (normal or
inclined). But to judge the state of alertness of the driver, we need other pa-
rameters such as inclination’s angle and duration. In other words, if the head
inclination angle exceeds a certain value X and time T, we can say that the
level of alertness of the driver is down. The posture estimation algorithm is
summarized in Fig.2.

Fig. 2. Algorithm for head posture estimation

Step1: Reference Image Coordinates’s Extraction
Once the face regions are detected based on viola-Jones algorithm, coordinates
of the face bounding rectangle corners were extracted in order to compute two
distances Xir and Yir:

- Xir is the distance between the two corners of the face bounding’s rectangle(A3

and A2) on the X-axis (Xir=|x3 − x2|).
- Yir is the distance between the two corners of the face bounding’s rectangle(A3

and A4) on the Y-axis (Yir=|y3 − y4|).
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Fig. 3. Reference image coordinates’s extraction process

Step2: Non Reference Image Coordinates’s Extraction As indicated in
Fig.4, when there is an inclination, we noted a gap on the position of inclined
face’s bounding rectangle (discontinuous rectangle) relative to the reference
face’s bounding rectangle (continuous rectangle).

Case (a and b)
In a right or left inclination, the size of the flunked face’s bounding rectangle
(discontinuous rectangle) increases in both height and width dimensions.
DH (DH=|Ho −Hr|) and DW (DW=|Wo −Wr|) represent the height and the
width of the difference between the two face boundings rectangles respectively.
With:

Hr: height of the reference face’s bounding rectangle (continuous rectangle).
Ho: height of the flunked face’s bounding rectangle (discontinuous rectangle).
Wr: width of the reference face’s bounding rectangle (continuous rectangle).
Wo: width of the flunked face’s bounding rectangle (discontinuous rectangle).

Case (c and d)
In both cases, just the height of the flunked face’s bounding rectangle (discon-
tinuous rectangle) varies.

Either:

- Xio is the distance between the two corners of the face’s bounding rectangle,
A′

3 and A′
2, on the X-axis (Xio=|x′

3 − x′
2|).

- Yio is the distance between the two corners of the face’s bounding rectangle,
A′

3 and A′
4, on the Y-axis (Yio=|y′3 − y′4|).

Case (e and f):
These cases have the same characteristics as the left and right inclinations. How-
ever the difference lies in the relationship of belonging of both face’s bounding
rectangles (reference image and inclined one). Indeed, for the cases (a) and (b),
we note an inclusion relationship, however for these cases (e and f), it was an
intersection.
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Fig. 4. Extraction of non reference image coordinates in different positions

Step3: Both Images (Imgr and Imgo) Coordinates’s Comparison
When the head position changes, the face bounding’s rectangle will change.

Therefore, we can analyze head posture with rectangle attributes.
If (Xir = Xio) and (Y ir = Y io) Then head in normal state
If (Xir �= Xio) or (Y ir �= Y io) Then head in inclined state

Fig. 5. Estimating head posture based on extracted coordinates

2.3 Inclination’s Degree

For the left and right, in both cases inclination or rotation, according to geo-
metric relationships, we can deduce the angle P̂3 between the eyes to compute
inclination’s degree:

cos(P̂3) =
P3P2

P3P1
(1)

For the others cases (forward and backward inclination), as we have already
said only the value of height varies, so we can know the inclination’s degree (D)
by computing the difference between Hr and Ho (D=|Ho −Hr|).
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Fig. 6. How to estimate inclination degrees

3 Experimental Results

3.1 Head Posture Estimation

The experiment is based on face database which we have built. Table 1 summa-
rizes part of experimental results. We note these characteristics of the reference
image: Xir = 288, Y ir = 288, Hr = 288, Wr = 288.

Fig. 7. Estimating head position

Table 1. Results of head posture estimation

image Xio Yio DH DW result

(a) 329 329 41 41 right inclination
(b) 344 344 56 56 left inclination
(c) 283 283 5 0 backward inclination
(d) 291 283 3 0 forward inclination
(e) 393 393 105 105 right rotation
(f) 301 301 13 13 left rotation

Our algorithm can’t estimate head posture correctly when the head rota-
tion angle is too big, because Viola and Jones algorithm is not suitable for a
large rotation angle[7]. To overcome this limit, we can improve the learning
phase of Viola and Jones algorithm by extending the feature set of pseudo-Haar
characteristics[8]. Besides, Viola and Jones proposed an improvement that can
correct this defect, which involves learning a dedicated cascade for each orienta-
tion or view[9]. Another solution is applying the rotational invariant Viola-Jones
detector [10] which allows the conversion of a trained classifier for any angle.
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3.2 Drowsiness Detection System

Our system has been tested on many subjects (about 60 driver, man and women)
and in various situations (with and without hats). To evaluate its performance, we
compared it to another drowsiness detection system previously developed[11][12].
It was based on eyes closure duration. Figure 8 presents a case of experimental
result of both systems:

Fig. 8. Drowsiness detection systems

We have used the Correct Drowsiness Detection Rate (CDDR)to evaluate our
actual system and the previous one for the different tests:

CDDR =
Number of correct drowsiness detection cases

Real number of drowsiness candidates
. (2)

The proposed algorithm based only on eyes blinking can’t estimate drowsiness
correctly. Here the classification systemmay be affected by the lighting condition.
As a result, we have a false drowsiness detection. We obtained 80% as CDDR.
This problem is rectified by the head movement analysis presented in our actual
system. However, our novel drowsiness detection system, in which we proceed
with comparing the extracted coordinates of both key images (reference and
non reference one) and also with head inclination degree, successfully trigger an
alert to indicate a state of drowsiness.We obtained an accurate result of correct
drowsiness detection equal to 88.33% as CDDR.

4 Conclusion

We have proposed a new system of drowsiness detection based on head position
estimation. By this work we have contributed to establishing a novel approach of
head movement estimation based on the extraction of reference and non reference
images coordinates from the face bounding’s box. This involves computing angle
of head inclination and distances between the extracted coordinates in order to
estimate the head state. Based on the experiment results, the proposed approach
exhibits high performances, which involves the robustness of our new method.
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Abstract.  Health care can be greatly improved through social activities. 
Present day technology can help through social networks and free internet 
games. A system can be built, combining present day technology with 
recommender systems to ensure supervision for the elderly and disabled. Using 
the behavior studied on social networking sites a system was created to match 
games to particular users. Common associations between a user's personality 
and a game's genre were considered in the process and used to create a formula 
for how appropriate a game suggestion is. We found that the games receiving 
the best results from the users were those games that trained those certain users’ 
disabilities not others.  

Keywords: Case Base Reasoning, Rehabilitation, Social Networks, Videogames, 
Recommendation Systems. 

1 Introduction 

Advances in technology have led to an increase in access to and usage of the Internet. 
Videogames and social networks once limited to PC are now available through 
mobile devices. Usage has gradually increased in elderly and disabled populations (as 
identified by the World Health Organization 1), groups generally lacking 
technological literacy. Scientists and engineers are aware these groups have trouble 
and have made great improvements in making the Internet easily accessible. They 
have accomplished this by adapting interfaces to fit these groups of people’s needs, 
through methods such as modifying the graphics interface and creating ergonomic 
keyboards 2. 

Studies have shown that people who socialize every day live longer and happier 
lives 3,4,5,6,7. This proves it necessary for elderly and disabled people to avoid 
solitude. Likewise, statistics show that everyone, including the elderly and disabled, 
are increasing their social network usage 8.  

Medical supervision and services are sometimes insufficient 9. If a patient is in 
need of continuous therapy, for conditions like hemiplegia or aphasia, and left 
untreated, the outcome could be devastating. For these reasons and more, it is 
necessary to create more accessible, user-friendly health services.  
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This recommender system (based in social networks) recommends videogames and 
activities to assist disabled individuals in utilizing personalized mental and physical 
exercises. A novel use of social networks allows ready access to personal and social 
information to help create more personalized, user-friendly recommendation software 
for rehabilitation. It is possible to maintain a simple yet intelligent graphic interface 
environment so that it can be adapted to the visually impaired. Furthermore, the user’s 
feedback can be retrieved from the videogame’s results once the user has finished 
playing and not necessarily asked to the user. In that way, user feedback could be 
voluntary to help to collect greater detail. 

The article is structured as follows: Section 2 describes the background to our 
system, section 3 describes the system we have developed, section 4 validates the 
functions required of our system and section 5 reveals our conclusions. 

2 Background  

Recommendation systems 1011, systems that provide effective recommendations 
about what action users can take or what information they can consume, can be 
effective tools for performing decision-support tasks. Traditional recommender 
systems base their recommendations on quantitative measures of similarity between 
the user's preferences and the current items to recommend (i.e. content-based 
recommenders 12), between the user's profile and the profile of other users with 
similar preferences (i.e. collaborative filtering recommenders 13) and on 
combinations of both (i.e. hybrid recommenders 14).  

In addition, online recommender systems suffer from problems inherent to 
complex social networks: the number of users and/or items to recommend can be very 
high. This can be seen in collaborative filtering, the process of comparing two users 
with the aim of extracting a similarity which requires that they have qualified the 
same objects. This can be unrealistic in large social networks. Another major 
weakness of online recommender systems is their trustworthiness. In an open network 
with a large number of users it is impossible to ensure that all views expressed are 
true opinions of users and there is no tampering with the resulting recommendations. 
In order to overcome these problems, it is necessary to embed a social layer in current 
recommender approaches, taking into account aspects such as reputation and trust 
among users. Therefore, there are a number of open challenges for the development of 
a new generation of recommender systems 15, such as exposing underlying 
assumptions behind recommendations, approaching trust and trustworthiness from the 
perspective of backing recommendations and providing rationally compelling 
arguments for recommendations. 

The recommender system incorporates problem solving to the already discovered 
issues. It relies on social network for information but prevents tampering or faulty 
results. It would recommend videogames and activities that will help all people in 
need improve their disabilities, stay involved with social activities and utilize mental 
and physical exercises. 
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3 Elderly and Disabled Impairment Training – EDIT 

Elderly & Disabled Impairment Training (EDIT) is a case-based recommender system 
that matches patients with condition-specific rehabilitation games. 

In designing EDIT, a list of disabilities recognized by the World Health 
Organization (WHO) is used 1. In this list, the WHO grouped all notable disabilities 
and tagged them with a special code. This information was used to collect and 
combine with a list of games that help train each disability. It was then made into an 
ontology (see Figure 1), using both lists, with leaves representing games and branches 
representing codes describing disabilities. 

 

Fig. 1. Ontology tree for WHO disabilities classification 

3.1 Case Structure 

Each case has a game description and a solution, as in any normal case, but the 
novel query procedure takes a user description (social network information and 
questionnaire 16 results) and uses it within the game description (case description). 
Then the game description is used as a query to get a case solution.  

Game descriptions are based on: 

Table 1. Structure of Case Description 

Disability and sub-disability Based on WHO categorization 

Level of difficulty How hard the game is 

User’s personality Matches genre to the user’s taste 

Any necessary extra details Determined by whether or not the game trains any special areas 

of the body; defaults to none 
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An algorithm helps find the user’s personality using social network information 17. 
User personality is used because their personality has to do with their tastes in Genres. 
Papers have documented a correlation between people with a specific personality and 
their taste in videogames18. For this reason, priority is given to the case solution 
correlated with the games a user might find appealing. Conversely, unappealing game 
suggestions are reduced. 

The cases’ solution includes information contained in a list of free internet games 
that are suitable for disability training: 

Table 2. Structure of Case Solution 

Max score Maximum score reachable in the game 

Number of levels Highest level reachable in the game 

Game’s name The name of the game 

Game’s URL A web link to the game 

Time limit Maximum time that one can be playing  

Number of times played The sum of times users have played the game through the recommender 

List of scores  Array of scores achieved by the users 

List of times Array of the length of time the users have played the game per session 

Number of likes Positive feedback and reviews 

Number of dislikes Negative feedback and reviews 

Average level reached Mean level played until by users 

Ideal personality Personality traits associated with the game 

 
Static information (name, max level, etc.) and variable information (number of 

times played, number of likes, etc.) are both included. Also, games designed for a 
specific personality could be assumed to work with other personalities. The system 
will learn a new case when a person plays a game with a different personality so that 
this game can later relate with that kind of personality depending on the users’ 
experiences. 

3.2 CBR Phases 

The user has to be logged into the social network in order to use EDIT. The network 
currently is operable solely on Facebook but plans are to expand. The system asks for 
permissions in order to gather profile and social information about the user. 
Afterwards, if needed, the user is prompted with a short questionnaire to identify all 
possible disabilities. Once all necessary fields are filled in the user description, the 
recommendation cycle will begin. Regular CBR recommendation process will be 
followed as proposed by Aamodt and Plaza 19. 

3.2.1. Retrieval and Reuse Phases 
Using the user’s description, a videogame description is derived. For example the 
user’s disability helps determine the disability in the game description. Certain  
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qualities like “level of difficulty” are not directly listed. An algorithm consisting of 
the age of the user, the level of disability, and their educational level, is used to imply 
the level of difficulty for the game description. 

A user with more than one disability will have a set of games for each disability 
gathered. After the list of games to recommend is completed, the top k-
Recommendations are reorganized with a custom function. Only the game with the 
highest score is recommended. Items considered for calculation: 

• The user’s votes on the game: 
votes=(NumLikes-NumDislikes)/(NumLikes+NumDislikes); 

• The total amount of times played compared to other retrieved games: 
numPlayed = Num/totalTimesPlayedRetrievedCases; 

• The average time users have played the game over the maximum time users 
can play the game. The same is done for average and maximum scores, and 
average and maximum levels: 

times = getAverageTimePlayed/getTimeLimit; 

scores = getAverageScores/getMaxScore; 

levelsPlayed = getLevel/getMaxLevel; 
• The similarity level (sim). sim is set to 1 when the game’s disability and the 

user’s disability are on the same leaf of the ontology tree, set to 0.5 if they are 
not, but share the parent branch. If there is no correlation, sim is set to 0. This 
measures how suitable a retrieved game is for the user’s disability. 

 
This information is calculated as a value between zero and one. To do so, different 

weights for each of the above items are used as such: 

weight = w1*votes + w2*numPlayed + w3*times + w4*scores + w5*levelsPlayed 

+ w6*sim; 

Thus, various configurations can be used to study their effects on the results. 
 

3.2.2.  Revision and Retention Phases 
After the user finishes playing the game, the session information is added to the case. 
Each time a game is played, its case will be modified following the rules in Table 3:  

Every time a new recommendation cycle is started, the above functions will 
depend on the feedback the users give to the game in order to reorganize the top k-
Recommendations. The more the system is used, the better recommendations it will 
make. If the disability of the user matches the disability described by the game, and 
there isn’t a case in which the user and the game’s personality coincide, a new case is 
created where the game’s ideal personality is set to the user’s personality (as also 
shown in Table 3). 
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Table 3. Rules for Case Modifications 

Number of times played  +1 

List of scores   Add new score 

List of times  Add new time 

Number of likes  If the user liked the game: +1 

 If the user didn’t like it: +0 

Number of dislikes  If the user liked the game: +0 

 If the user didn’t like it: +1 

Number of levels 

reached 

 If the level reached is past the highest level previously reached: 

Change this to the last level reached 

Ideal personality  If the ideal personality for the game is the same as the user’s 

personality: No change necessary 

 If the ideal personality for the game is different than the user’s 

personality: a new case is created with the current session 

information 

4 Validation 

EDIT is implemented with jColibry 20. All users’ information is retrieved from an 
experimental program for Augmented Reality rehabilitation. Also, users’ information 
is only retrieved after agreement with the privacy policy. 

 
Once the databases are created, they are used in the following steps:  
1) EDIT retrieves a list of the most suitable games for the user by checking their 

disabilities and finding the best games that would improve the faster way the 
user’s abilities. 

2) Simultaneously, EDIT learns by performing recommendations to a set of users 
and retrieving their experiences. 

3) For evaluating EDIT’s functioning, more recommendations are sent. The 
system is a success when these recommendations coincide with 1). 

 
Figure 2 shows how the system works as the cases database is expanded. 10% of 

the total amount of cases is added each time until the 100% is reached. In this 
prototype, 100% is equal to 124 cases. Each variable within the EDIT function is 
weighted the same except for the following. Each line of Figure 2 represents the 
behavioral change in the system: 

• sim is emphasized when increasing w6. 
• votes is emphasized when increasing w1. 
• numPlayed is emphasized when increasing w2. 
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As seen in Figure 2, the best results are produced when the database is at 80%-90% 
completion. When sim is the weighted variable, the most accurate precision is 
produced (close to 20% higher than the least precise weighted variable). 

Similarly to Figure 2, the system has been tested to evaluate the learning 
mechanism. The system was executed with iterations in which the system returned a 
set of recommendations and calculated the average precision. As illustrated in Figure 
3, EDIT learns faster after 5-10 iterations are performed. Once again, the variable 
most closely related to a higher precision is sim. 
 

 

Fig. 2. Database size influence on precision  Fig. 3. Iterations influence on precision 

5 Conclusions 

EDIT is a social recommendation system for activities/games to help elderly or 
disabled people. The system has a virtual environment via the web. Instructions are 
simple and easy to understand and follow by any user with any disabilities, including 
those with cognitive impairment, because feedback is automatically retrieved from the 
videogame’s results. The scope of the paper does not include the virtual environment. 
The recommendation process is becoming increasingly faster and more accurate and 
new functionalities are being added to the system.  

Every recommendation was completed using jColibry recommender. Lenskit 21 for 
collaborative recommendation has also been tested and the results were satisfactory. 
Due the small user’s database in this prototype, results with Lenskit were excluded. 
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Abstract. Nowadays, large collections of digital images are being created. 
Many of these collections are the product of digitizing existing collections of 
analogue photographs, diagrams, drawings, paintings, and prints. Content-
Based Image retrieval is a solution for information management. Image retriev-
al combining low level perception (color, texture and shape) and high level one 
is an emerging wide area of research scope. In this paper, we presented a new 
semantic approach based on extraction of shape refined with texture and color 
features extraction, using 2D Beta Wavelet Network (2D BWN) modeling. The 
shape descriptor is based on Best Detail Coefficients (BDC), the texture de-
scriptor is based on Best Approximation Coefficients (BAC) and the one  
for color is calculated on the approximated image by applying the first two 
moments. 

Experimental results for Wang database showed the effectiveness of the 
proposed method.  

Keywords: Beta wavelet network modeling, color, texture, shape, features  
extraction. 

1 Introduction 

Historically, for humans, the image is an indispensable means of communication and 
backup that express the past, present and future times. Image search was, indeed, an 
essential ongoing need. Nowadays, with the evolution of the digital world, the crea-
tion and image management have become progressively easy and accessible. There-
fore, the search for images is becoming more difficult and complicated. As a solution, 
many researchers have focused on the domain of Content-Based Image Retrieval 
(CBIR).  CBIR aims to retrieve similar images to a query one, from large databases 
using visual contents. The problem is to how bridge the lack of coincidence between 
the information extracted from those data, and the interpretation that the same data 
have for a user in a given situation. This is called semantic CBIR. Many techniques 
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have evolved for this problem, such as Machine Learning Techniques [1], Relevance 
Feedback (RF) [2]. Other approaches [3, 4, 5] are based on low features 
(shape/texture/color) combination. Also, we can cite the work of Prabhu [6] which 
present a new approach based on Haar wavelet in order to extract color histogram and 
texture features. Neural Network (NN) and Wavelet Neural Network (WNN), particu-
larly Beta Wavelet Network (BWN) are computational models known by their capa-
bility of learning and pattern recognition, and used to solve a wide variety of complex 
tasks. Since Beta wavelet [7] was an effective tool in various fields such as image 
compression [8], face recognition [9], 3D face recognition [10], image classification 
[11, 12], phoneme recognition [13], speech recognition [14] and in particular Arabic 
word recognition [15] and hand tracking and recognition [16]; this study used the 
BWN modeling to propose a new semantic approach for CBIR.  

Human eye is sensitive to the shape of the object since it represents the first char-
acteristic defining the object [17]. So, a new 2D BWN modeling-based 
shape descriptor was presented in this study. Then, the output was refined by extract-
ing texture and color features, based on 2D BWN modeling respectively. 

The paper is organized as follows: Section 2 describes the main idea of proposed 
approach. Section 3 describes the methodology used to extract the three descriptors 
shape, texture and color. Section 4 is devoted to present the obtained results. 

2 Proposed Approach 

Any CBIR system is based on two stages: indexation stage and retrieval stage. The 
principle of our approach can be explained by the two following algorithms: 

2.1 Indexing Algorithm (off-line stage) 

1. Each reference image (RI) will be normalized into a same size 256*256 and con-
verted to hsv color space.  

2. Then, it will be analyzed with 2D BWN modeling.  
3. Features extraction (shape, texture and color) based on 2D BWN modeling. 
4. Features indexing in three vectors for shape texture and color respectively. 

2.2 Retrieval Algorithm (on-line stage) 

1. Each query image (QI) will be normalized into a same size 256*256 and convert-
ed to hsv color space. 

2. Then, it will be analyzed with 2D BWN modeling.  
3. BDC-based shape extraction. 
4. Measuring the similarity between this QI and all of those RI. 
5. The output of step4 will be refined by comparing their textures with those of QI: 

first, we extract BAC-based texture extraction of QI. Then, we select the texture 
descriptors only of the top 50 retrieved RI (based on the shape content) corre-
sponding to the step4 output. Finally, we measure the similarity between them. 
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6. Refinement of step5 output, by extracting color features: first, we extract color 
descriptor of the approximated images (approximated QI and all of approximated 
RI corresponding to the output of step5). Then, we measure the similarity between 
them.  

7. The system will retrieve the most relevant and similar images to the query one, 
based on visual contents (shape refined by texture and color).  

 
The overview of the proposed approach is illustrated in Fig.1. 

 

Fig. 1. Overview of proposed approach 

3 Features Extraction 

In this work, we propose a new method of descriptors extraction based on 2D BWN 
modeling (see Fig.2). This choice was selected for many reasons: 

• A Wavelet Network is a Neural Network who’s the hidden layer is composed 
with wavelet and scaling functions (more information about our Beta wavelet can 
be found in [7, 8]. 

• The specificity of our 2D BWN architecture is that the hidden layer is composed 
only by wavelet and scaling ones contributing more in the reconstruction of the 
signal (image); which reduces enormously and compresses the network size 
[10,11].   

• With the learning aspect, wavelet network can model and edit unseen visual con-
tent (shape, texture and color). 

• It's very important to determine features invariant to translation, scale and rota-
tion and with low complexity and wavelet network can be an effective solution 
for such problem. 
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Given that an image can be characterized with three vision content (shape, texture 
and color), it was ensured, by scientists and psychologists, that the shape is the most 
important characteristic for human vision [17]. For this reason, in this paper we were 
beginning by comparing images based on their shape features. 

 

Fig. 2. 2D BWN modeling-based features extraction 

3.1 Shape Feature Extraction 

Shape detection, characterizing the content of an image, is obtained after the valida-
tion of the following steps:  

• Step1 (Image filtering): This step consists on image denoising, which count the 
number of different colors containing in the matrix of the indexed image L. If this 
number is greater than a predetermined threshold (presence of noise), the colors 
of the entire image will be eliminated.  

• Step2 (Shape detection with 2D BWN modeling): The image will be projected on 
the 2D BWN. The coefficients of detail wavelets having best contributions in the 
reconstruction of image, called Best Detail Coefficients (BDC), will be summed in 
order to obtain the shape.  

• Step3 (Calculation of Hue moments): Once we detected the shape with 2D BWN 
modeling, we will calculate the seven geometric moment’s of Hue blocks by divid-
ing the found binary image into four sub-equal parts. The moments are calculated 
by applying the following equation (1): 

, ∑ ∑ ( , )                                                       (1) 
Where: (p, q) correspond to the moment order and I(x, y) represents the pixel value at 
position (x, y). 

3.2 Texture Feature Extraction 

The proposed texture descriptor algorithm can be detailed in the following steps: 

• Step1: The image will be projected on 2D-BWN.  
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• Step2: The approximation coefficients of scaling functions having optimal con-
tributions in the reconstruction of image, called Best Approximation Coefficient 
(BAC) will be extracted.  

• Step3: Energy computing of BAC for each level of performed wavelet decompo-
sition (2).  ∑ ∑ | ( , )|                                                          (2) 

m and n are the dimensions of the image and X (i, j) is the pixel value of the image X, 
of i and j.  K is the number of decomposition level. In total, we get a vector texture 
with five components corresponding to energies of approximation coefficients at each 
decomposition level and a sixth component is the energy of the original image. 

3.3 Color Feature Extraction 

An efficient color descriptor must characterize two important things: indication of the 
color content of an image and information about the spatial distribution of the colors. 
Color moments can be an effective descriptor.  

In this work, all images will be converted into hsv color space for better correspond-
ence with human perceptions of color similarities than other color spaces [18, 19]. 

So, each color channel (h, s and v) will be approximated with a 2D BWN. Then the 
first and second moments, of the color distribution given by Stricker and Orengo [20], 
will be computed. 

The first moment is Mean (3), which can be considered as the average color value 
in the image: ∑                                                                         (3) 

The second moment is Standard deviation, i.e. the square root of the variance of the 
distribution as shown in (4). 
 

 (  ∑  ( ) )                                                       (4) 

 Therefore, each image is characterized by six moments (two moments for each 
color channel).  

3.4 Measure of Similarity  

The similarity distances (shape, texture and color moments) of the image i are calcu-
lated by applying the Euclidean distance. If we note, for example, Minds and 
Maxds the minimum and maximum values of the similarity distances shape of n im-
ages of the dataset, the normalized value dsni is calculated by (5):                                                                (5) 



 A New Semantic Approach for CBIR 383 

 

4 Results 

In our experiments, we have used Wang dataset in order to test the performance of 
our approach for CBIR. This base contains 1000 images. The images are of the size 
256 x 384 and classified into ten clusters (100 images per cluster) as shown in Fig.3. 
From each cluster, 50 images are randomly selected as query images. 

 

Fig. 3. Example of Wang clusters 

The performance of retrieval of the system can be measured in terms of its precision. 
Precision measures the ability of the system to retrieve only the models that are 

relevant. It is defined as:                                           (6) 

Table 1 compares our approach with the approach combining color histogram and 
texture features based haar wavelet [6]. The results clearly show the robustness of the 
Wavelet Network, because of its capability of learning, instead of the use of simple 
wavelet.  Furthermore, the combination of Hue moments and statistic approaches like 
energy computing with wavelet network increases the efficiency of the shape and 
texture descriptors respectively. 

Table 1. Comparison between average precision of our approach with other approach 

 
 
Concerning the execution time, the proposed approach was able to definitely de-

crease the execution time of our application, as shown in Table 2.  
As we can see, the average execution time of a QI, of the proposed approach, is 

less about three times. 
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Table 2. Average execution time of proposed approach for a query image 

 

5 Conclusion 

In this paper, we presented a new local and semantic approach for CBIR. First, we 
extracted the 2D BWN modeling-based shape feature from a query image. Then, the 
results of the latter were refined by extracting 2D BWN-based texture and color fea-
tures respectively, in order to strengthen our system efficiency. Results reported seem 
very promising and our approach provides better performance than using simple 
wavelet decomposition.  
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Abstract. This paper introduces the use of an ant colony optimization
(ACO) algorithm, called Ant System, as a search method in two well-
known feature subset selection methods based on correlation or consis-
tency measures such as CFS (Correlation-based Feature Selection) and
CNS (Consistency-based Feature Selection). ACO guides the search using
a heuristic evaluator. Empirical results on twelve real-world classification
problems are reported. Statistical tests have revealed that InfoGain is a
very suitable heuristic for CFS or CNS feature subset selection methods
with ACO acting as search method. The use of InfoGain is shown to be
the significantly better heuristic over a range of classifiers. The results
achieved by means of ACO-based feature subset selection with the suit-
able heuristic evaluator are better for most of the problems comparing
with those obtained with CFS or CNS combined with Best First search.

Keywords: Feature selection, classification, ant colony optimization,
heuristic evaluator, filter, feature subset selection.

1 Introduction

Ant colony optimization (ACO) meta-heuristic [6] was proposed by Dorigo et al.
and is inspired in the behaviour of real ant colonies. Depending on the amount
of pheromone deposited by the ant in their walk there would be some points that
are more likely to be visited by the next ants [4]. The (artificial) ants in ACO
define a randomized construction heuristic which makes probabilistic decisions
depending on the strength of artificial pheromone trails and available heuristic
information. As such, ACO can be interpreted as an extension of traditional
construction heuristics, which are readily available for many combinatorial op-
timization problems. Yet, an important difference with construction heuristics
is the adaptation of the pheromone trails during algorithm execution to take
into account the cumulated search experience. As construction algorithms work
on partial solutions trying to extend these in the best possible way to complete
problem solutions.
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In essence, feature selection (FS) is a NP-hard combinatorial optimization
problem. Often, FS is tackled with classical search methods for avoiding the
prohibitive exhaustive search. Instead of looking for the optimal solution, ob-
taining a good solution in a reasonable time might be preferable for certain
problems. On one hand, the typical NP-hard Travelling Salesman Problem has
been treated successfully with ACO. On the other hand, ACO was applied for
feature selection in [9] in the context of rough set reducts with very promising
results. Here, we apply ACO as a stochastic procedure for quickly finding high
quality solutions, in the scope of ordinary or crisp sets for FS in classification
tasks. In this context, feature subset selection (FSS) problem is formulated using
a graph with the purpose of getting a subset of attributes that is relevant for
the problem at hand. FSS needs a search method, that usually is any kind of
artificial intelligence heuristic technique. The current proposal shifts the search
from an heuristic non-stochastic perspective to a stochastic angle.

This paper goals to address the suitability of using the ant colony optimization
meta-heuristic as a search method built-in in the CFS and CNS feature subset
selectors for classification problems.

The rest of this article is organized as follows: Sect. 2 describes some concepts
about ACO meta-heuristic and feature selection; Sect. 3 presents our proposal;
Sect. 4 details the experimentation; then Sect. 5 shows and analyzes statistically
the results obtained; finally, Sect. 6 states the concluding remarks.

2 Background

2.1 Ant Colony Optimization Meta-Heuristic

Artificial ants used in ACO are stochastic solution construction procedures that
probabilistically build a solution by iteratively adding solution components to
partial solutions by taking into account a) heuristic information about the prob-
lem instance being solved, if available, and b) (artificial) pheromone trails which
change dynamically at runtime to reflect the agents’ acquired search experience.

The problem representation is a graph where the nodes represent the different
points that the ants can visit and the edges are the link between points. Links
are unidirectional and there are no cycles, so it is not possible to go back to a
point previously visited. At the beginning of the algorithm every ant is located
in a point and will construct a solution taking several decisions until the stop
condition is met. At the end each ant has found a candidate solution to the
problem at hand.

The main steps of the algorithm are the following:

1. Initialisation. The algorithm starts and all the pheromone variables are ini-
tialized to a value τ0 which is a key parameter.

2. Construct Ant Solutions. This action starts the algorithm loop and is re-
lated with sending ants around the construction graph. An ant in the node
i chooses the j one according to a probabilistic decision rule, which is a
function of the pheromone τ and the heuristic η. A set of na ants constructs
solutions to the concrete problem being tackled.
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3. Update Pheromones. The purpose of this part is to change the values of the
pheromones, by both depositing and evaporating.

Among the several variants of ACO, hereinafter we focus on Ant System (AS)
that was introduced in 1991 by Dorigo and published a few years later by Dorigo
et al. [5].

2.2 Feature Selection

Feature selection methods try to pick a subset of features that are relevant to
the target concept [2]. According to Langley [10], the different approaches for
feature selection can be divided into two broad categories (i.e., filter and wrap-
per) based on their dependence on the inductive algorithm that will finally use
the selected subset. Filter methods are independent of the inductive algorithm,
whereas wrapper methods use the inductive algorithm as the evaluation function.

FS involves two stages: a) to obtain a list of attributes according to an at-
tribute evaluator and b) to perform a search on the initial list. All candidate lists
would be assessed using a measure evaluation and the best one will be returned.

Two of the most widespread feature subset selectors are Correlation-based
Feature Selection (CFS) [8] and Consistency-based feature selection (CNS) [3]
that work in combination with a search method such as Greedy Search, Best
First (BF) or Exhaustive Search. Generally speaking, BF is a powerful search
method [7] which is the reason to be used very frequently by the machine learn-
ing community nowadays. We have chosen CFS and CNS as representative FSS
methods, because they are based on different kind of measures, have few pa-
rameters and have provided a good performance inside the supervised machine
learning area. Often, BF search is the preferable option by the researchers for
both FSS algorithms. CFS is probably the most used FSS in data mining. CNS
is also powerful, however the amount of published works is more reduced.

3 Proposal

Firstly, the graph meaning may be reformulated in order to deal with a feature
selection problem by means of ACO meta-heuristic. Here, the nodes represent
features and edges the link between nodes and the possibility to add another
feature to the current solution. The search for a candidate solution is a walk
through the graph. Once an ant visits an edge it contains a weight indicating
the strength of this solution component.

In the current work, ACO, implemented following the AS model, is considered
as search strategy in the context of CFS and CNS methods after the attribute
evaluation phase. ACO guides the search by means of a heuristic evaluator.
As heuristic evaluators, on one hand we have considered for CFS and CNS
approaches the own attribute evaluator, obtaining the pure versions for CFS-AS
and CNS-AS. On the other hand, we have tried Information Gain (InfoGain
as abbreviation) [1] as evaluator resulting an hybrid approach. Moreover, CFS,
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CNS and InfoGain compute different kinds of measure to evaluate the relevance,
such as correlation, consistency and information, respectively.

The probabilistic transition rule is defined in the same way as in [9] and is
the most widely used in AS [5]:

pij =
ταij · [ηij ]β∑

il∈N (x) τ
α
il · [ηil]β

, ∀ij ∈ N (x). (1)

where pij represents the probability that current ant at feature i would travel
to feature j, τij is the amount of pheromone on the ij edge, ηij is the heuristic
desirability of the ij transition and N (x) the set of current feasible components.
Lastly, α and β are parameters that may take real positive values –according
to the recommendations on parameter setting in [5]– and are associated with
heuristic information and pheromone trails, respectively.

All ants update pheromone level with an increase of small quantities, depend-
ing directly on the heuristic desirability of the ij transition given by the measure
(merit) of the subset attribute evaluator used as heuristic evaluator and inversely
proportional to the subset size.

4 Experimentation

Table 1 depicts the feature subset selection methods applied in the experimental
process. We have grouped them according to the attribute evaluator and search
method.

Table 2 summarizes the main parameters along with their symbols and nu-
merical or conceptual values for all the feature subset selection methods used
for the experiments. On one hand, in relation to ACO-based feature subset se-
lection, the na and gen parameters have been set to fix values to our choice. For
τ0 parameter, in [5] there is a suggestion to assign a small positive constant and
hence we have defined a value of 0.5. The trade-off between α and β parameters
may influence in the behaviour of the algorithm thus for their determination a
preliminary experimental design by means of a five-fold cross validation on the
training set has been carried out with a couple of values for each one parameter
(1 and 2). On the other hand, for BF-based search method in the context of CFS
and CNS, we have followed the recommendations of the authors ([8] and [3] for
the number of expanded nodes; the search direction has been fix according to
our previous experiences).

Table 3 represents the data sets employed throughout the experimentation.
They come mostly from binary and multi-class classification real-world prob-
lems (Cl. column specifies the number of classes) taken from the public UCI
repository. The number of instances ranges from more than one hundred to ap-
proximately fourteen thousands, thus problems with a medium size, and the
dimensionality varies between nineteen and one hundred and twenty nine. Also,
we have included the number of selected features for every feature subset selec-
tor obtained in the training set. Last row shows the dimensionality reduction
(higher is better) in mean over the original data sets for each filter.
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Table 1. List of feature subset selectors for the experimentation

Attribute evaluator Search method Heuristic evaluator Abb. Name

CFS AntSearch CFS CFS − AS h1
InfoGain CFS − AS h2

BestF irst − CFS −BF

CNS AntSearch CNS CNS − AS h1
InfoGain CNS − AS h2

BestF irst − CNS −BF

Table 2. Parameter values for ACO-based feature subset selection approaches (CFS-
AS and CNS-AS) and BestFirst-based ones (CFS-BF and CNS-BF)

Search method Parameter Symbol Value

Ant search Number of ants na 10
Number of generations gen 10
Pheromone trail influence α 1
Heuristic informacion value β 2
Pheromone initial value τ0 0.5

Best F irst Consecutive expanded nodes without improving 5
Search direction Forward

Table 3. Summary of the data sets used and selected features for each feature subset
selector

Data set Size T rain Test Feat. Cl. Selected features

CFS CNS

AS BF AS BF

h1 h2 h1 h2

batch(gas) 13910 10432 3478 129 6 7 13 20 7 10 6
cardiotoc. 2126 1595 531 22 10 12 12 12 15 15 13
hepatitis 155 117 38 19 2 10 9 10 15 11 11
ionosphere 351 263 88 33 2 9 10 11 9 9 9
libras 360 270 90 90 15 8 34 23 47 55 20
lymph. 148 111 37 38 4 11 8 12 19 13 10
promoter 106 80 26 58 2 10 10 10 15 8 8
satimage 6435 4435 2000 36 6 20 21 23 13 13 12
sonar 208 104 104 60 2 4 7 8 14 9 9
soybean 683 511 172 82 19 22 22 25 39 58 16
SPECTF 267 80 187 44 2 10 8 12 12 10 8
waveform 5000 3750 1250 40 3 12 14 14 14 13 12

Averages 2479.08 1812.33 666.75 54.25 6.08 11.25 14.00 15.00 18.25 18.67 11.17

Dim. reduction 79.26 74.19 72.35 66.36 65.59 79.42
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The experimental design follows a stratified hold-out cross validation with
three and one quarters for the training and test sets, respectively. Sometimes,
these proportions do not match since the original data are prearranged. For the
statistical analysis between two feature subset selection methods we have carried
a Wilcoxon signed-ranks test with the test accuracy results obtained.

5 Results

Tables 4 and 5 report the accuracy test results for the FSS based on ACO with
CFS and CNS -that is, CFS-AS and CNS-AS, respectively- with two different
heuristic evaluators, their difference (Diff.) and its ranking (R.). Ten executions
with different seeds were run and the most frequent solution was considered for
the assessment. We have carried out experiments with three kind of determinis-
tic classifiers such: a) C4.5, based on decision trees, b) SVM, founded in support
vectors, and c) PART, a rule-based approach. The reason for the choice of these
classifiers is motivated by the fact that their overall performance is good in the
feature selection scope [11]. The best results, excluding ties, for each pair (clas-
sifier, FSS method) have been highlighted with boldface. According to Wilcoxon
signed-ranks test, since there are 12 data sets, the T value at α = 0.05 should
be less or equal than 14 (the critical value) to reject the null hypothesis. On
one hand, in relation to CFS-AS, for classifiers C4.5 and SVM the h2 heuristic
evaluator is significantly better than h1. On the other hand, for CNS-AS the
performance of h2 with PART is the significant best option.

Table 4. CFS-AS: Accuracy test results and statistical tests

Data set C4.5 SVM PART

CFS − AS CFS − AS CFS −AS

h1 h2 Diff. R. h1 h2 Diff. R. h1 h2 Diff. R.

batch(gas) 93.99 96.87 2.88 8 72.28 78.21 5.92 9 93.73 96.35 2.62 7
cardiotoc. 61.58 61.58 0.00 2 67.98 67.80 −0.19 2 60.45 62.52 2.07 5
hepatitis 84.21 89.47 5.26 10 86.84 89.47 2.63 6 84.21 86.84 2.63 8
ionosphere 90.91 87.50 −3.41 9 82.95 89.77 6.82 10 90.91 93.18 2.27 6
libras 52.22 65.56 13.33 12 50.00 63.33 13.33 12 54.44 65.56 11.11 12
lymph. 81.08 81.08 0.00 2 81.08 83.78 2.70 8 72.97 70.27 −2.70 9
promoter 73.08 73.08 0.00 2 73.08 73.08 0.00 1 80.77 80.77 0.00 1
satimage 86.05 86.25 0.20 5 83.80 84.50 0.70 3 85.00 83.55 −1.45 2
sonar 67.31 74.04 6.73 11 67.31 75.00 7.69 11 68.27 75.96 7.69 11
soybean 88.95 91.28 2.33 6 94.19 95.35 1.16 5 90.70 92.44 1.74 3
SPECTF 66.84 69.52 2.67 7 66.31 63.64 −2.67 7 70.59 76.47 5.88 10
waveform 74.32 74.40 0.08 4 85.92 86.88 0.96 4 78.88 77.04 −1.84 4

T = min{66, 12} = 12 T = min{68.5, 9.5} = 9.5 T = min{62.5, 15.5} = 15.5

Table 6 outlines the global accuracy test results of the best CFS-AS and CNS-
AS approaches versus based-BF CFS or CNS. The best results, in each data set,
are marked in bold. We can assert the following statements in relation to the
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Table 5. CNS-AS: Accuracy test results and statistical tests

Data set C4.5 SVM PART

CNS − AS CNS − AS CNS − AS

h1 h2 Diff. R. h1 h2 Diff. R. h1 h2 Diff. R.

batch(gas) 96.00 95.54 −0.46 3 64.49 69.15 4.66 10 95.46 95.46 0.00 1.5
cardiotoc. 63.84 66.48 2.64 6 61.39 64.41 3.01 9 58.76 64.22 5.46 8
hepatitis 84.21 86.84 2.63 5 86.84 84.21 −2.63 8 76.32 84.21 7.89 10
ionosphere 88.64 93.18 4.55 12 81.82 84.09 2.27 7 89.77 95.45 5.68 9
libras 56.67 61.11 4.44 11 67.78 70.00 2.22 6 55.56 64.44 8.89 11
lymph. 78.38 81.08 2.70 8 91.89 83.78 −8.11 11 78.38 64.86 −13.51 12
promoter 84.62 80.77 −3.85 10 73.08 84.62 11.54 12 76.92 80.77 3.85 5
satimage 84.70 84.75 0.05 2 84.50 83.70 −0.80 4 85.50 86.25 0.75 4
sonar 75.96 73.08 −2.88 9 75.96 75.00 −0.96 5 72.12 75.96 3.85 6
soybean 91.86 91.86 0.00 1 95.35 94.77 −0.58 3 92.44 92.44 0.00 1.5
SPECTF 69.52 66.84 −2.67 7 64.71 64.71 0.00 1 65.24 69.52 4.28 7
waveform 76.00 74.88 −1.12 4 85.12 85.36 0.24 2 77.36 77.84 0.48 3

T = min{44.5, 33.5} = 33.5 T = min{51.5, 26.5} = 26.5 T = min{64.5, 13.5} = 13.5

Table 6. Global accuracy test results of CFS-BF and CNS-BF versus CFS-AS and
CNS-AS

Data set C4.5 SVM PART

CFS −BF CFS − AS CFS −BF CFS − AS CNS −BF CNS − AS

h2 h2 h2

batch(gas sensor) 95.92 96.87 83.04 78.21 98.30 95.46
cardiotoc. 61.58 61.58 67.80 67.80 61.02 64.22
hepatitis 84.21 89.47 86.84 89.47 84.21 84.21
ionosphere 92.05 87.50 88.64 89.77 88.64 95.45
libras 61.11 65.56 57.78 63.33 55.56 64.44
lymph. 81.08 81.08 81.08 83.78 67.57 64.86
promoter 73.08 73.08 73.08 73.08 69.23 80.77
satimage 85.60 86.25 83.85 84.50 85.45 86.25
sonar 73.08 74.04 75.00 75.00 75.96 75.96
soybean 93.02 91.28 94.77 95.35 93.02 92.44
SPECTF 66.84 69.52 73.26 63.64 66.31 69.52
waveform 74.40 74.40 86.88 86.88 76.16 77.84

Wins by pairs 2 6 2 6 3 7
Global wins 0 3 3 5 2 4

Averages
Accuracy 78.50 79.22 79.33 79.23 76.79 79.29
Selected feat.(%) 27.65 25.81 27.65 25.81 20.58 34.41

achieved results. First, the comparison between pairs of FSS methods for each
classifier and data sets points out that: a) C4.5 with CFS-AS gets better results
6 times, b) SVM with CFS-AS wins in 6 problems, and c) PART classifier with
CNS-AS 7 times. Second, a global analysis from a qualitative point of view means
that (SVM, CFS-AS) pair reaches the best results 5 times, followed by (PART,
CNS-AS) with 4 wins. Third, the percentage of selected attributes in (SVM,
CFS-AS) pair is close to 25, while with (PART, CNS-AS) is slightly greater and
takes a value near 35.
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6 Conclusions

CFS-AS and CNS-AS were presented. Experiments revealed that ACO-based
search via AS in feature subset selection with InfoGain heuristic is better, and
in some cases with significant differences, than the pure versions of ACO-based
filters (that is, a concrete subset attribute evaluator with the homonymous
heuristic evaluator, e.g. CFS-AS with h1). It is very important to stress that
ACO-based feature subset selector with the proper heuristic evaluator is better
in more than the half of the problems that the traditional Best First search in
CFS or CNS. The two preferred classifier-FSS pairs, bearing in mind the per-
formance regarding the accuracy and number of selected attributes are, in this
order, (SVM, CFS-AS) and (PART, CNS-AS).
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References

1. Cover, T.M., Thomas, J.A.: Elements of Information Theory. Wiley (1991)
2. Dash, M., Liu, H.: Feature selection for classification. Intelligent Data Analy-

sis 1(3), 131–156 (1997)
3. Dash, M., Liu, H.: Consistency-based search in feature selection. Artificial Intelli-

gence 151(1), 155–176 (2003)
4. Dorigo, M., Di Caro, G., Gambardella, L.M.: Ant algorithms for discrete optimiza-

tion. Artificial Life 5(2), 137–172 (1999)
5. Dorigo, M., Maniezzo, V., Colorni, A.: Ant system: optimization by a colony of

cooperating agents. IEEE Transactions on Systems, Man, and Cybernetics, Part
B: Cybernetics 26(1), 29–41 (1996)
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Abstract. Increased popularity of social media sites such as Twitter,
Facebook, Flickr, etc. have produced an enormous amount of spatio-
temporal data. One of the application of this type of data is event de-
tection. Most of event detection techniques have focused on temporal
feature of data for detecting an event. However, location associated with
data has to be taken into consideration to detect locality based event
(local event) such as local festival, sporting event or emergency situa-
tions. Users in proximity of the location of an event are more likely to
post messages about an event compared to users distant from the loca-
tion of that event. In this paper, we are proposing a framework, called
EventStory. Our framework first identifies locally significant key-words
(LSK) by monitoring changes in the bursty nature of keywords in both
local and global regions. Candidate event clusters are created based on
co-occurrence of locally significant keywords (LSK) in the each keyword
cluster. A cluster scoring scheme is used which uses the features of cluster
to filter irrelevant clusters. A case study is presented to show effectiveness
of our approach.

Keywords: Event Detection, Keyword Clustering, Local Event Detec-
tion, Social Media Analytics.

1 Introduction

Today various social media sites such as Facebook, Twitter, Google+, Flickr,
etc., provide a medium to share something interesting with other users. Twit-
ter is one of the social media sites which has shown an exceptional growth in
the amount of data being generated. Currently, twitter have 640 million active
users generating 9,100 tweets per second1. Twitter allows its user to share their
thoughts, an activity or information about an event by using short text mes-
sages called tweets with a restriction of 140 characters per tweet. Along with
text, tweets have features associated with it such as timestamp of tweet, user
information, and geo-location. But there are following issues with tweet. First,
amount of data is posted with rapid rate which requires scalable and efficient
techniques. Secondly, not all tweets are significant compared to news articles

1 http://www.statisticbrain.com/twitter-statistics/
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where all documents are significant. Lastly, due to limits in number of charac-
ters, tweet contain noisy data in the form of misspellings and abbreviations such
as ”2mmrw, tomorow” for word ”tomorrow”.

Most of the event detection techniques does not exploit the location associated
with tweets. Hence, these techniques are not helpful in detecting locality based
events, i.e. events specific to small geographic regions such as local festival, local
sporting event, emergency situations.

In this paper, we propose a framework EventStory, which takes temporal
occurrence of a keyword in both local region and region global region in consid-
eration to identify locally significant keywords (LSK). The granularity of local
region ranges from a sub-area in a city to an entire state while the granularity
of global region ranges from a country to entire world. The reason behind com-
paring temporal occurrence is that, a keyword related to a local event will have
more significance in local region compared to global region. A LSK vector for
each keyword cluster is created based on occurence of LSKs in associated tweets
in cluster. This vector is used to find similarity between keywords for clustering
related keywords. Relevance of an event is computed using temporal feature, lo-
cality feature and textual feature of event clusters. Finally, event representative
keywords are generated to describe the event.

2 Related Work

Event detection can be defined as identifying unusual occurrence of an activity
compared to the previous occurrence of that activity. Research has been primar-
ily focused on detecting, summarizing and tracking of events based on temporal
aspect of messages[1,2,7].

Most of the techniques do not take geographic property of tweets into con-
sideration. Hence, these approaches have issues detecting event happening in a
local region only. There are some existing approaches for local event detection
but they come with certain disadvantages. [3] used spatio-temporal information
present in Flickr photos for detecting events. However, this approach is suitable
for static data only, which is not useful for continuous stream of twitter data. [4]
exploited mentions of popular places in tweets to detect an event. The drawback
of this approach is that the tweet related an event might not have mention of a
place in it. In [5], their method uses log-likelihood ratio for geographic and time
dimension to find significant terms while our approach uses the global burst score
and local burst score to find locally significant terms. [6] proposed an approach
in which each bursty keyword is assigned a spatial signature and keywords are
clustered using that spatial signature. Relevance of events are determined using
the score for each keyword. The problem with their approach is in detecting two
different events happening simultaneously at nearby location. Since keywords
related to these events have same spatial signature, a single cluster is created
rather than different clusters.

Related to clustering related terms and finding relevant clusters, [2] clustered
event segments using the frequency distribution similarity and content similarity
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in sub-windows. They used metadata of Wikipedia to find newsworthiness of an
event segment. But, due to unavailability of metadata related to a new type
of event, the event segments will be considered less newsworthy. We are using
only the features associated with cluster to find relevant clusters. In [7] author
used co-occurrence between frequent bigrams in multiple time windows to clus-
ter related bigrams. Co-occurrence doesnt work properly for tweets because they
are shorter than normal text. To overcome this limitation, we are using content
similarity in the form of vectors of occurrence of LSK.

3 Proposed Work

In this paper, we propose a framework EventStory which mainly focusses on
finding locally significant keywords (LSK) and clustering related keywords. The
flow diagram of framework is given in fig. 1. The framework can be divided into
following blocks:

Fig. 1. Flow diagram of Proposed Framework

– Data Repository Creation and Pre-processing
– Locality based Event Detection
– Event Analysis

These blocks can be further divide into sub-blocks. These sub-blocks are de-
scribed below -
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3.1 Preprocessing

Twitter data is noisy in nature. Pre-processing steps are taken to handle issues
such as misspellings, non-event words, abbreviations and stop words. Fig 2 shows
the flow of preprocessing. Blocks in preprocesing are described below

– Remove multiple ocurrences of word because we are interested in only
document (tweet) frequency of words, not the term frequency.

– Remove non-ascii words such as punctuations, emoticons, etc. because
they doesnot provide any information about an event.

– Resolve Abbreviations and Misspellings: To handle misspellings and
abbreviations, a dictionary is used which contains misspellings, abbreviations
and their corresponding correct word(for e.g. ”2day”, ”2dae” for ”today” or
”kno”, ”knw” for ”know”).

– Remove Stop words: Stop words are removed with the help of list con-
taining english stop words and social media specific stop words such as lol,
hmm, etc.

In our approach, retweets are removed because they does not provide new infor-
mation about an event.

Fig. 2. Preprocessing Flow diagram

3.2 Term Frequency Extraction

The function of this block is to divide the tweets in multiple buckets such that
each bucket contains tweets posted in a particular time window. All the time
windows have equal time duration and are non-overlapping (w1, w2,. . ., wc−1,
wc) where wc represents the current time window. For a keyword k, uk

i (where i
<c) denotes the number of users mentioning keyword k in a time window i. uk

i

is normalized by dividing by total number of users in window wi.
As described in [2] we are using user frequency in place tweet frequency be-

cause it might be possible that a same set of user is mentioning same term
multiple times in a time window. Each uk

i is taken as a data point and value of
uk
i is independent of previous values, so according to central limit theorem the

distribution of uk
i can be considered normal distribution.
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3.3 Burst Detection

Burst detection is based on the discrepancy paradigm [8] to measure the devia-
tion of actual frequency from expected frequency. Given a set of keywords Kc in
time window (wc), we want to extract a subset of keywords (bursty keywords)
, Lc ⊂ Kc which might rpresent an event. To find these bursty keywords, nor-
malized frequency of users mentioning keyword k i.e. uk

c in current window wc

is compared with the expected frequency (μk) calculated using historic data.
Expected value (μk) and deviation (σk) are estimated using data from fixed
number of previous time windows by applying maximum likelihood estimation
considering distribution as normal distribution.

We are using the mechanism used in [9] to calculate burst-score, but for calcu-
lating expected frequency we have taken all the time windows of previous week,
compared to taking only selected time window from previous time windows. It
is not necessary to have historic time window of 1 week only but it needs to be
of fixed size. Keywords showing high deviation from expected value have higher
burst score. Burst-score is defined by z-score value of uk

c as,

Burst− score =
uk
c − μk

σk
(1)

Keywords with burst score two standard deviation more than mean are con-
sidered as bursty keywords. Bursy keywords are identified for local region and
in next block it is determined whether a bursty keyword is locally significant
keyword (LSK) or not.

3.4 Identification of Locally Significant Keywords

Burst score is calculated for keyword with respect to both local and global re-
gion. Burst score calculated using local region data is defined as burlocal and
burst score calculated using global region data is defined as burglobal.

Burst-scores are z-scores of keyword frequency and z-scores can be directly
compared[10]. A significance value is calculated by equation 2 where relative dif-
ference between burlocal and burglobal with respect to burlocal. Value of signifcane
ranges between 0 to 1 (1 when burglobal is negative or zero, 0 when burlocal is
less than equal to burglobal). If significance is above a threshold (α) then key-
word is added to locally significant keywords (LSK) set for current window wc.
Threshold value is established using empirical analysis of previous data related
to same local and global region.

significance =
burlocal − burglobal

burlocal
(2)

The reason behind using significance is that the frequency distribution of
keywords related to a global event will closer in both local and global region,
compared to a local event. Significance is important for two reasons. First, it
helps in filtering global event keywords. Secondly, virtual events keywords such
as memes gets less significance score.
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3.5 Keyword Based Clustering

Similarity Measure. Co-occurrence [7] has been used as similarity measure for
finding similarity between keywords but it doesnt work properly in case of tweets
because of short nature of tweets. To find the relatedness between two keywords,
we need to find whether the tweets belonging to both keywords contain the
similar pattern of locally significant keywords (LSK). Keywords having higher
similarity are more likely to represent same event.

A set of LSK, K = {K1,K, . . . ,Kl} is obtained from previous block, where l
is the number of LSK identified. For each Ki, a cluster (Ci) is formed containing
associated tweets (Ti), keyword list (Li) which initially contains Ki only.

Based on occurrence of LSK in set Ti, a LSK Vector Vi is created using eq. 3

Vi = K1.o1 +K2.o2 + ...+Kj .oj + ....+Kl.ol (3)

where oj is the occurrence value of Kj in cluster Ci and is defined by

oj =

|Ti|∑
i=1

Itk (4)

,I is the indicator function of presence of Kj in tweet tk.
Keywords belonging to same event share similarpattern of keywords in their

cluster. Similarity between LSK vectors will be more for the keywords belong-
ing to same event. Finding similarity between two LSK vectors can be reduced
to finding similarity between two documents where LSK vectors represent the
document vectors. To find the correlation between two LSK vectors we are using
cosine similarity.

cos(Cm, Cn) =
Vm.Vn√∑l

i=1 V
2
mi

.
√∑l

i=1 V
2
ni

(5)

where Vm.Vn is the dot product between LSK vectors of clusters Cm and Cn

Clustering Keywords. We are using agglomerative hierarchical clustering
with modified similarity metric to cluster related keywords that might repre-
sent same event as shown in algorithm 1. The algorithm 1 returns a list of
candidate event clusters E = {E1, E2, . . . , Ez}. For an event, at least two key-
words are required to represent the event. Only those clusters are considered as
candidate event clusters which contain two of more keywords in its keyword list.

3.6 Cluster Scoring

For each candidate event Ei present in candidate event list E, cluster score is
computed to determine the relevance of event Ei. Ei is represented by tuple
(Li, Bi, Sigi, simi, Uj) where Bi is the set of burst score (bj) of keywords in
keyword list Li, Sigi is the set of significance score of keywords in keyword list
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Algorithm 1. Clustering Related Keywords Using LSK Vector

Input: A finite set of C = {C1, C2, . . . , Cl} individual LSK clusters
Output: A finite set of E = {E1, E2, . . . , Ez} candidate event clusters

1 max sim = cos(C1, C2)
2 repeat
3 for each pair of clusters (Ci, Cj) inC do
4 calculate cos(Ci, Cj)

5 max sim = max{cos(Ci, Cj)}, 1 ≤ i ≤ |C|
, 1 ≤ j ≤ |C|, i �= j

max pair = m,n //cluster pair with max similarity if max pair ≥ β
then

/*Merging*/
CreateCluster ,
Cmn = {Lmn, Tmn, Gmn, Vmn}
Lmn = Lm ∪ Ln

Tmn = Tm ∪ Tn

Gmn = Gm ∪Gn

Vmn is calculated fromTmn andK using eq. 3
remove Cm, Cn from C
add Cmn to C

6 until max sim > β
7 return C

Li, simi is the cosine similarity obtained from merging clusters, Uj is the set
of number of users mentioning keywords in keyword list Li. Cluster score is
computed as,

Score(Ei) = (

m∑
j=1

bj.log(uj).sigj).simi (6)

where m is the number of keywords in keyword list Li. Following features are
used in computing cluster score :

– Temporal Feature, bj : As described in [2], logarithm of number of users
(uj) mentioning keyword (lj) can be used to give more weightage to bursty
keyword with higher frequency, compared to bursty keyword having same
burst score with lower frequency.

– Locality Feature, sigj : It is used to give more weightage to keyword having
higher level of significance in the locality.

– Content Feature, simi : It is used to define the content similarity between
clusters which formed the current cluster Ci

Based on score computed, it is determined whether the candidate event cluster
is relevant or not (i.e the intensity of cluster is determined).
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3.7 Event Summarization

Event summarization is done by generating event representative keywords from
tweets present in event cluster. If LSK Kj is present in equal to or more than
half of the tweets in Ti, then Kj is added to event representative terms set. Fi-
nal result generated contains event clusters alongwith their corresponding event
representative keywords and cluster score calculated using equation 6.

4 Experiments

4.1 Dataset

Data is collected from Twitter using their public streaming API2. It provide
only 1% sample of public live tweet stream. Details of the datset is given in
table 1. Data from 1/3/2014 to 8/3/2014 has been used to calculate the expected
frequency (μ) and standard deviation (σ) for all the keywords occuring during
this period. Events were detected on 9/3/2014. The parameters are dependent on
the regions chosen for local and global regions. A suggested guessing and result
comparison on already existing database is done to determine these parameters.
We set α=0.45 and β=0.3 to find a reasonable balance between results.

Table 1. Details of dataset collected during 1 Mar 2014 to 9 Mar 2014

Region Bounding Boxes No. of Users No. of Tweets

London (Local Region) [-0.563, 51.2613, 0.2804, 51.6860] 95105 871776

United Kingdom
(Global Region)

[-13.4139, 49.1621, 1.5690, 60.8547] 405260 3553428

4.2 Case Study of Detected Events

We have done a case study of events happened in London on 9/3/2014 during
the duration 11.30 AM to 8.30 PM, GMT Timezone (12.30 PM to 9.30 PM Local
Time, BST) as shown in Table 2. We have chosen 9/3/2014 for detection purpose
because many such as England vs Wale Rugby, FA Cup draw, Ellie Goulding
concert were happening on same day.

As seen from Table 2, related to England vs Wales rugby match, before start
of the match event representative keywords were about match(”engvwal”) and
place (”twickerham”) where match was scheduled. During first time window the
intensity of keywords is high even though game started at 3.00 pm because peo-
ple were posting about their activity of going to the stadium. Around the game
time (3.00 pm) , the events representative keywords included were people sup-
porting Teams (”comeonengland”) and name of players (”owen farell”, ”lawes
courtney”,” leigh halfpenny”). At the end of the game people are talking about

2 https://dev.twitter.com
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Table 2. Represents events detected 11.30 am to 8.30 pm (in GMT) on 9 March
2014 in the London region, Timezone (12.30 pm to 9.30 pm Local Time, BST). Each
column under event representative keywords represent a one hour time window (Here
last character in each cell represents the intensity (score) of event cluster. H represents
high cluster intensity, M represents moderate cluster intensity and L represents low
cluster intensity).

Event Event Representative Keywords

England
vs Wales
Rugby

engvwal, twickenham
H

twickenham,
engvwal

L

twickenham,
engvwal

L

davies, curtis,
wales, eng,

rugby, comeonengland
H

engvwal,
carrythemhome,

wales, ht,
jenkins, gethin,
leigh, halfpenny,
farrell, owen,

lawes, courtney
H

lawes,courtney,
chariot,
swing
H

FA Cup

fa, draw,
hull, sheff, utd,
semi, finals

M

wafc,facup,
fa, fixtures,
semis, wigan

M

semi, finals ,
fa
M

finals,
semi
L

Ellie
Goulding
Concert

greater, o2
L

ellie,
goulding

M

Westwood
Vivienne
Interview

westwood,
vivienne, shami

L

Dancing on ice
doi,bolero

M
doi,christine

M

Other Events

burnley,
blackburn

M
hydepark,

hyde
M

burnley,
blackburn

M

hampstead,
heath
L

suspected,
vietnam

L

hampstead,heath
L

hampstead,
heath
L

lescott,
interfering

L

hydepark,
hyde
M

lawes courtney who was the best player in match and people singing Sweet Low,
Sweet Chariot song. Other event detected was FA Cup Semi-Final Draw. Event
representative keywords realted to this event were semi-final and name of teams
playing in semi-final (for e.g. Hull City vs Sheffield United).

One of the event deteted was Ellie Goulding concert. Event representative key-
words obtained were singer’s name (”Ellie Goulding”) and place of concert (”O2
Arena”). Our framework is able to detect low key event such as Viviennne West-
wood Interview taken by Shami. Other events detected were Dancing on ice with
performers name (”bolero”, ”christine”) as representative keywords, mentions of
popular places (”hyde park” and ”hamstead heath”) in london on that day.

Events occurring outside London such as match between Burnley and Black-
burn occurring in Lancashire (”blackburn”,”burnley”), for suspicion regrading
missing malaysian plane MH370 near vietnam (”suspected”,”vietnam”) and a
player activity in a game happening outside london(”lescott”,”interfering”) were
also detected. The possible reason behind occurrence of these terms is that the
frequency of people tweeting about these event were higher in london, causing
higher local burst than global burst.

5 Conclusion and Future Work

In this paper, we have proposed a framework called EventStory to detect locality
based real world event using twitter stream. Events detection has been done by
detecting locally significant keywords (LSK) using comparison of burst score in
local and global region. Repeated terms such as ”Happy”, ”Morning”,”Birthday”
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are eliminated by the means of calculating expected frequency and deviation of
terms using historic data. Our framework have shown a novel approach to cluster
related keywords based on LSK vector which is created based on occurence of
LSK in a cluster and finding relevant clusters using cluster features which also
include locality feature. We were able to detect many local events and find the
relevance of detected events. Locality feature is used to give more weightage to
locally significant keywords. Our case study has shown the evolution of events
representative terms during different phases of the event.

One of the issue with our framework is the value of parameter α depends on the
combination of local and global region. This framework is not specific to twitter
data. Other social media data can be used by making changes in parameters. In
future work, we would like classify events based on tweet content. Also analysis
of sentiments of people related to event in local and global region can be done
to analyse change in reactions related to event in different regions.
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Abstract. This paper presents an extension of the continuous Uni-
variate Marginal Distribution Algorithm with the prediction mechanism
based on a Markov chain model in order to improve the reactivity of the
algorithm in continuous dynamic optimization problems. Also a popula-
tion diversification into exploring, exploiting and anticipating fractions
is proposed with the auto-adaptation mechanism for updating dynami-
cally the sizes of these fractions. The proposed approach is tested on the
popular benchmark functions with the recurring type of changes.

1 Introduction

A great deal of Dynamic Optimization Problems (DOPs) at some point becomes
predictable, i.e. after observing the history trail of the environmental changes for
some time, one can often anticipate the future location of an optimum using e.g.
extrapolation, linear regression or pattern matching techniques. Particularly, the
class of DOPs where optima tend to recur in the same (or nearly the same) points
in the search space seem most likely to become predictable in that sense.

Van Hemert et al. [12] suggested a “futurist” approach to DOPs that em-
powered Simple Genetic Algorithm (SGA) by directing the population into the
future promising regions thus helping it track moving optima. Numerous other
anticipation mechanisms based on Kalman filter [7,10], auto-regressive models
[1] or time series identification [13] were proposed. An interesting approach us-
ing an auto-regressive model for predicting when the next change will occur
and a Markov chain predictor [6] for anticipating the future landscape was re-
cently presented in [9]. The latter approach was tested on the popular bit-string
problems where it proved its rapidness in reacting to the recurring changes.

In this paper the applicability of the above Markov chain predictor is ex-
tended to the continuous domain. Note that, unlike bit-string problems where
identifying the states of the environment is rather straightforward, in the case
of continuous domain some parametrization is required for storing information
about the landscape. For this purpose Evolution Strategies [8] or Evolutionary
Programming [11] could be used. However, a stochastic parametrization utilized

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 404–411, 2014.
c© Springer International Publishing Switzerland 2014
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in Estimation of Distribution Algorithms (EDAs) [2] seems most adequate since
it models the exact spatial locations of the best candidate solutions.

EDAs are the class of Evolutionary Algorithms (EAs) that search for the
optima by building up a probabilistic model of the most promising regions in
the vector space. They typically begin with a zero knowledge or a very rough
estimation concerning the expected location of the optimum. Later on, the more
exact model of the landscape is acquired iteratively by performing a random
sampling in the area of interest and then narrowing down this area by cutting
off the regions containing “the worst samples”. Then, sampling it again and so
on until convergence.

Univariate Marginal Distribution Algorithm (UMDA) [5] falls under the um-
brella of EDAs. It estimates the distribution of the best individuals in the d-
dimensional search space (d > 1) however the mutual independence of all d
coefficients is assumed in order to simplify the computation. Although UMDA
was originally designed for discrete optimization problems, a modification of this
algorithm that is capable of exploring the continuous search spaces (by replacing
the original binomial distribution model with Gaussian) was introduced [4].

The main contribution of this paper is in applying a Markov chain predictor to
(the continuous) UMDA1 in order to improve the reactivity of the algorithm to
the environmental changes in continuous DOPs. Also a population diversification
into exploring, exploiting and anticipating fractions is proposed with the auto-
adaptation mechanism for updating dynamically the sizes of these fractions.

In the next section the proposed prediction model is presented in details.
Later on, the suggested modification of UMDA is introduced. In Section 4 the
experimental results are discussed. Section 5 concludes the paper.

2 Prediction Model

The proposed prediction mechanism is based on a Markov chain model [6] —
a tool that is frequently applied in statistics and data analysis. In the most
general form a Markov chain can be formulated as a sequence of random variables
(Xn)n∈N, i.e. X1, X2, X3, . . ., such that for all n ∈ N

P(Xn+1 = x |Xn = xn, . . . , X1 = x1) = P(Xn+1 = x |Xn = xn). (1)

It means that the instance of Xn+1 depends only on its predecessor Xn, regard-
less the remaining of the history trail.

A discrete chain Markov model can be defined as a tuple (S, T, λ), where
S = {S1, S2, . . . , Sm} ⊂ Rd (for d ≥ 1) is a finite set of possible states (i.e.
a domain of Xn), T = [tij ] is a transition matrix containing probabilities of
switching from state Si to Sj (for 1 ≤ i, j ≤ m), and λ = (λ1, λ2, . . . , λm) is the
initial probability distribution of all the states in S.

Starting from the prior knowledge, which in practice is often a zero knowl-
edge, i.e. λ = (1/m, 1/m, . . . , 1/m), and by assuming that the variables Xn are
sampled from some unknown stochastic process, the characterization of this pro-
cess is built iteratively by observing instances of Xn and updating the transition

1 For the remainder of this paper the continuous UMDA will be referred to as UMDA.
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matrix T as follows. Let C = [cij ] be an intermediary matrix for counting the
past transitions. For all 1 ≤ i, j ≤ m the coefficients cij hold the number of tran-
sitions from state Si to Sj that occurred so far. After each such transition the
value of cij is incremented. The matrix T is then built up with the row-vectors
Ti = [ci1/c, ci2/c, . . . , cim/c] for i = 1, . . . ,m, where c =

∑m
j=1 cij .

The assumption stated in Equation 1 implies that any row Ti of matrix T
indeed estimate the probability distribution of switching from the state Si to any
of the possible states Sj ∈ S. As a consequence, the model of changes encoded
in T can be used further for predicting the future value of Xn for at least one
step ahead by simply picking up the most probable transition originating at
the present state. This mechanism is typically referred to as a Markov chain
predictor.

In this paper a Markov chain predictor is used for anticipating the most
probable future landscapes in the changing environment. It is assumed that the
environmental changes follow some unknown yet repeatable pattern, i.e. the same
sequences of transitions recur many times, which is substantial for training the
transition matrix correctly.

The fundamental aspect in applying a Markov chain predictor is the definition
of S. Ideally, the states S1, S2, . . . , Sm should play the role of snapshots, i.e. the
exact models of the landscape at the given time. However, when dealing with
optimization problems the main impact is on localizing the optimum, thus the
quality of the model for the remaining part of the search space is negligible.

In the proposed approach, the states of the environment are characterized
with Gaussian distributions that model the spatial locations of best candidate
solutions in the search space. For all i = 1, . . . ,m holds Si ≡ (μi, Σi) where
μi ∈ Rd is a mean vector and Σi = [σkl]1≤k,l≤d is a covariance matrix. These
parameters are estimated and delivered by UMDA as described further in Sec-
tion 3. Later on, the outputs of a Markov chain predictor are utilized by the
same UMDA to direct the optimization towards the future promising regions.

3 Algorithm

The proposed modification of UMDA, named UMDA-MI2, maintains the three
fractions of candidate solutions — exploring, exploiting and anticipating. The
first one is filled up with random immigrants sampled with the uniform distri-
bution across the search space. It is aimed at identifying the newly appearing
optima located presumably beyond the present area of interest.

Let Φ and Φ̃ be Gaussian distributions. The remaining two fractions are
formed with the individuals sampled as follows. The exploiting fraction uses
the present distribution model Φ that is updated iteratively during the run of
UMDA-MI whereas the anticipating fraction uses the foreseen distribution model
Φ̃ obtained from the Markov chain predictor.

One of the key aspects of UMDA-MI is a selection of the proper sizes of the
three fractions such that all of them could participate in tracking the moving

2 The letter ’M’ stands for a Markov chain predictor while ’I’ for random immigrants.
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Algorithm 1. Univariate Marginal Distribution Algorithm with the Markov
Chain predictor (Ngen – number of generations, Nsub – number of subiterations)

Initialize estimation of distribution Φ1 randomly
Initialize Markov Chain predictor by setting: (S, T, λ) = (∅, [ ], 1) and Φ̃1 = Φ1

for t = 1→ Ngen do
Φt1 = Φt

Initialize fraction sizes: sizeexplore, sizeexploit and sizeanticip

for k = 1→ Nsub do
Pexplore = RandomImmigrants(sizeexplore)
Pexploit = GenerateFraction(Φtk , sizeexploit)

Panticip = GenerateFraction(Φ̃t, sizeanticip)
Ptk = Pexplore ∪ Pexploit ∪ Panticip

Evaluate(Ptk)
UpdateEstimation(Φtk , Ptk)
UpdateFractionSizes(Pexplore, Pexploit, Panticip)

end for
S = S ∪ {Φtk}
if size(S) = max-size(S) then

Find a pair {Si, Sj} of the most similar states in the set S
Sij = AverageState({Si, Sj})
Replace {Si, Sj} with Sij in the set S

end if
Update transition matrix T
Assign Φt+1 to the most similar state to Φtk in the set S

Φ̃t+1 = PredictNextState(Φt+1)
end for

optima without dominating the whole process. Note that too strong exploring
fraction (parameter sizeexplore) may lead to the excessive diversification of can-
didate solutions. On the other hand, too many exploiting individuals (parameter
sizeexploit) would significantly slow down the convergence while the surplus of an-
ticipating ones (parameter sizeanticip) may result in loosing the track of moving
optima in case of misleading forecasts. The exact values of sizeexplore, sizeexploit
and sizeanticip may either be the predefined constants or the self-adapted vari-
ables, yet they are required to sum up to the population size M > 0.

Algorithm 1 presents the main loop of UMDA-MI. It begins with a random
selection of the distribution Φ1 = (μ1, Σ1) and defining the empty chain predictor

(S, T, λ) = (∅, [ ], 1). The anticipated distribution Φ̃1 is set to Φ1 as for UMDA-
MI it is established that in case of no clear forecast about the next environmental
change, the best prediction available is in fact the present distribution Φt.

The algorithm runs for Ngen > 0 generations, each of which is split into
Nsub > 0 intermediary steps called subiterations. Every k-th subiteration (for
k = 1, . . . , Nsub) includes generating the three fractions of candidate solutions
as follows. The exploring fraction is filled with sizeexplore random individuals,
while the exploiting and anticipating fractions are formed with sizeexploit and

sizeanticip candidate solutions sampled with the distribution models Φtk and Φ̃tk
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Algorithm 2. UpdateFractionSizes(Pexplore, Pexploit, Panticip) step (M – popu-
lation size)

(best,medium,worst) = RankFractions(Pexplore, Pexploit, Panticip)
distmedium = |BestEvaluation(Pbest) − BestEvaluation(Pmedium)|
distworst = |BestEvaluation(Pbest) − BestEvaluation(Pworst)|
sizebest = min {sizemax, sizebest + ε}
sizemedium = max

{
sizemin, (M − sizebest) · distworst

distworst+distmedium

}
sizeworst = M − sizebest − sizemedium

respectively. Next, all the fractions are grouped together and evaluated. Among
them the top 0 < Mbest < M individuals p1, p2, . . . , pMbest

∈ Rd are filtered out
and utilized for updating the estimation of distribution Φtk = (μtk , Σtk) using
the following formula

μtk =

Mbest∑
i=1

pi
Mbest

, σtk =

√∑Mbest

i=1 (pi − μtk)
2

Mbest
.

Unless the fraction sizes are fixed constants, UMDA-MI sets all of them to
M/3 at the beginning of each generation and then updates them automatically
Nsub times, i.e. once per subiteration. The updating rule is presented in Al-
gorithm 2. It begins with finding a single best individual per fraction as its
representative. Then, all the three fractions are given labels adequate to the
fitness of their respective representatives. The fraction containing the best rep-
resentative is labeled best, the second best is labeled medium and the last one
— worst. Next, the size of the best fraction is increased by the small constant
ε > 0. The remaining M − sizebest “vacant slots” are disposed between the
medium and worst fractions proportionally to the differences in fitness of their
representatives and the representative of the best fraction. As it was mentioned,
all the three sizes must sum up to M . They are also restricted to the range
[sizemin, sizemax] where 0 < sizemin < sizemax < M in order to prevent from
the excessive domination of a certain fraction causing the exclusion of the others.

After completing all of the Nsub subiterations, the Markov chain predictor is
launched (once per generation). Firstly, it adds the obtained distribution Φtk to
the set of possible states S. Later, if the number of elements of S (after extending)
reaches the predefined maximum size, the following replacement procedure is
executed. Among all the elements in S a single pair of the two most similar
states {Si, Sj} ⊂ S is identified and replaced with their average Sij . In order to
find the most similar state to Si, for all i = 1, . . . , size(S) a number of random
samples is generated according to Si and compared with S \ {Si}. A Gaussian
with the highest response to these samples is selected as Sj . In the case when Si

or Sj is the present state of environment, the state Sij takes over its role.
The transitionmatrixT is built andmaintained using the intermediary counting

matrix C as described in Section 2. However, each time the two states Si and Sj

are unified, the corresponding j-th row and j-th column of C are removed while
their values are added to the respective elements of i-th row and i-th column.
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Finally, the most probable future state according to T is picked and used as

the distribution model for the next anticipating fraction Φ̃t+1.

4 Experimental Results

Experiments were performed on the DOPs generated with the Dynamic Com-
position Benchmark Generator (DCBG) [3] which rotates and aggregates the
functions given as input in a time-dependent manner following the formula

F (t)(x) =

m∑
j=1

wj

[
fj

(
x−Oj(t) +Oold

j

λjMj

)
+Hj(t)

]
,

where x = (x1, . . . , xd), Mj are the orthogonal rotation matrices for the mixture
components fj, Oj(t) are the optima of the rotated fj functions at the time t,
Oold

j are the optima of the original fj functions, wj and λj are the weighting
and stretching factors (respectively) andHj(t) are the peak heights. The detailed
description of the above parameters can be found in [3].

During the experiments, the following component functions [3] were used

(1) Sphere function: f(x) =
∑d

i=1 x
2
i

(2) Rastrigin function: f(x) =
∑d

i=1(x
2
i − 10 cos(2πxi) + 10)

(3) Griewank function: f(x) = 1
4000

∑d
i=1 x

2
i −

∏d
i=1 cos(

xi√
i
) + 1

(4) Ackley function: f(x) = −20 exp

[
−0.2

√
1
d

∑d
i=1 x

2
i

]
− exp

[
1
d

∑d
i=1 cos(2πxi)

]
+ 20 + e

All the examined algorithms were run for Ngen = 100 generations, each of
which contained Nsub = 2, 5, 10 or 20 subiterations. For every benchmark prob-
lem the environment was changing recurrently (which means that the same land-
scape recurred from time to time) in a synchronous manner — one change per
generation. The population size (or its equivalent in EDA) M was set to 100,
thus the changes took place every Nsub · 100 evaluations. The two variants of
dimensionality of each problem were considered: d = 5 and d = 10.

Regarding the Markov chain predictor: the size for the set of states S was
limited to 10 and (for the auto-adaptation mechanism) the updating step ε = 10
was used with the lower and upper bounds: sizemin = 10 and sizemax = 80.

The proposed algorithmUMDA-MI was compared with the Simple Genetic Al-
gorithmwith a re-initialization after each environmental change (SGA-R) and con-
tinuous UMDA. The results presented as UMDA-M are the best scores reached by
the separate runs of UMDA-MI with the fixed fraction sizes set to sizeexplore = 0
and each of the variants among sizeanticip = 0, 10, 20, . . . , 90.Analogously,UMDA-
I are the best scores among sizeexplore = 0, 10, 20, . . . , 90 and sizeanticip = 0. The
algorithms were compared with the best-of-generationmeasure that takes into ac-
count the best solution found just before the next environmental change.
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Table 1 summarizes the results averaged over 50 independent runs. Note, that
although UMDA-I always outperformed UMDA-M, however it was UMDA-MI
that scored the best results in nearly all the cases due to the adaptive balancing
of the three fraction sizes.

The evaluation of best individuals during the sample runs of SGA-R, UMDA
and UMDA-MI for the composition of Sphere’s functions is illustrated on Fig-
ure 1. It is evident that after a short period (≈ 12 generations) the Markov chain

(a) SGA-R
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0
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400

600

(b) UMDA
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(c) UMDA-MI
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0
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Fig. 1. The evaluation of best individuals during the sample runs of SGA-R, UMDA
and UMDA-MI for the composition of Sphere’s functions (d = 10, Nsub = 10)

Table 1. The best-of-generation results averaged over 50 independent runs for the
compositions of Sphere, Rastrigin, Griewank and Ackley functions

Dimensions 5 10

Function Nsub 2 5 10 20 2 5 10 20

SGA-R 216.0 149.7 90.4 59.7 441.0 350.2 246.5 129.0
UMDA 129.6 92.8 78.1 71.5 151.5 107.7 89.2 77.5

Sphere UMDA-M 120.3 79.4 63.5 62.4 143.7 97.4 75.4 69.1
UMDA-I 102.9 78.7 67.1 61.2 120.9 97.4 81.9 69.9
UMDA-MI 94.4 62.1 57.7 56.5 109.8 77.4 62.2 59.0

SGA-R 586.3 438.1 350.0 312.1 845.6 717.1 621.4 585.8
UMDA 560.3 429.6 438.8 354.8 713.1 608.6 533.9 462.0

Rastrigin UMDA-M 533.1 418.1 390.7 354.8 713.1 608.6 533.9 462.0
UMDA-I 335.3 290.7 256.4 220.4 517.3 467.6 429.9 389.5
UMDA-MI 370.9 312.1 263.7 229.5 532.9 488.0 441.7 409.2

SGA-R 350.9 272.7 202.3 159.9 522.8 437.7 335.7 224.3
UMDA 224.5 188.4 153.5 132.2 234.6 201.7 176.7 158.2

Griewank UMDA-M 222.9 177.7 144.2 120.6 231.1 187.4 164.6 150.7
UMDA-I 203.5 172.9 144.9 122.7 214.8 189.4 170.9 153.2
UMDA-MI 203.9 160.7 129.9 113.2 205.4 172.0 148.9 140.2

SGA-R 1687.4 1508.6 1176.4 665.5 1886.9 1831.2 1740.7 1507.2
UMDA 1657.3 1613.6 1476.2 1364.6 1597.2 1587.4 1441.6 1343.2

Ackley UMDA-M 1578.7 1254.0 1128.7 1178.3 1597.2 1452.1 1259.0 1248.3
UMDA-I 1015.6 835.3 624.7 495.2 1119.5 979.1 837.9 692.5
UMDA-MI 965.9 742.3 485.6 403.9 1093.4 858.9 645.7 516.0
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predictor began recognizing correctly the environmental changes thus the loca-
tions where anticipating individuals were being injected became very accurate.
That is why the plot in Figure 1(c) is rather flat compared to the remaining two.

5 Conclusions

The preliminary experiments revealed that the application of a Markov chain
predictor together with the introduction of random immigrants into UMDA
significantly improved the algorithm’s reactivity to the recurrently changing
environments. The comparison to SGA-R proved the superiority of a predic-
tive approach over a re-initialization of the population after each environmental
change. It is probable that the accuracy of a Markov chain predictor may dete-
riorate in other than recurrent types of changes. The future work should cover
that as well as dealing with the presence of constraints.
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Abstract. In this paper, we address a project scheduling problem. This problem 
considers a priority optimization objective for project managers. This objective 
implies assigning the most effective set of human resources to each project  
activity. To solve the problem, we propose a hybrid evolutionary algorithm. 
This algorithm incorporates a diversity-adaptive simulated annealing algorithm 
into the framework of an evolutionary algorithm with the aim of improving the 
performance of the evolutionary search. The simulated annealing algorithm 
adapts its behavior according to the fluctuation of diversity of evolutionary  
algorithm population. The performance of the hybrid evolutionary algorithm on 
six different instance sets is compared with those of the algorithms previously 
proposed in the literature for solving the addressed problem. The obtained  
results show that the hybrid evolutionary algorithm significantly outperforms 
the previous algorithms.  

Keywords: project scheduling, human resource assignment, multi-skilled  
resources, hybrid evolutionary algorithms, evolutionary algorithms, simulated 
annealing algorithms. 

1 Introduction 

A project scheduling problem implies defining feasible start times and feasible human 
resource assignments for project activities in such a way that the optimization 
objective, defined as part of the problem, is reached. Besides, to define human 
resource assignments, it is necessary to have knowledge about the effectiveness of the 
available human resources in relation to different project activities. This is mainly 
because the development and the results of an activity depend on the effectiveness of 
the human resources assigned to it [1, 2]. 

Until now, many different kinds of project scheduling problems have been 
formally described and addressed in the literature. However, to the best of our 
knowledge, only few project scheduling problems have considered human resources 
with different levels of effectiveness [3, 4, 5, 6, 7, 10], a fundamental aspect in real 
project scheduling problems. These problems state different assumptions about the 
effectiveness of the human resources.  
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The project scheduling problem described in [6, 7] considers that the effectiveness 
of a human resource depends on various factors inherent to its work context (i.e., the 
activity to which the resource is assigned, the skill to which the resource is assigned 
within the activity, the set of human resources that has been assigned to the activity, 
and the attributes of the resource). This is a really significant aspect of the project 
scheduling problem described in [6, 7]. This is mainly because, in real project 
scheduling problems, the human resources usually have different effectiveness levels 
in relation to different work contexts [8, 1, 2] and, therefore, the effectiveness of a 
human resource needs to be considered in relation to its work context. To the best of 
our knowledge, the influence of the work context on the effectiveness of the human 
resources has not been considered in other project scheduling problems. Because of 
this, we consider that the project scheduling problem described in [6, 7] states 
valuable and novel assumptions about the effectiveness of the human resources in the 
context of project scheduling problems. In addition, this problem considers a priority 
optimization objective for managers at the early stage of scheduling. This objective 
involves assigning the most effective set of human resources to each project activity. 

The project scheduling problem described in [6, 7] can be seen as a special case of 
the RCPSP (Resource Constrained Project Scheduling Problem) [9] and, therefore, is 
a NP-Hard problem. For this reason, exhaustive search algorithms only can solve very 
small instances of the problem in a reasonable period of time. Thus, heuristic search 
algorithms have been proposed in the literature to solve the problem: an evolutionary 
algorithm was proposed in [6], and a memetic algorithm was proposed in [7] that 
incorporates a hill-climbing algorithm into the framework of an evolutionary 
algorithm. The memetic algorithm is the best of both algorithms, as reported in [7]. 

In this paper, we address the project scheduling problem described in [6, 7] with 
the aim of proposing a better heuristic search algorithm to solve it. In this respect, we 
propose a hybrid evolutionary algorithm. This algorithm integrates a diversity-
adaptive simulated annealing algorithm within the framework of an evolutionary 
algorithm. The behavior of the simulated annealing algorithm is adaptive based on the 
fluctuation of diversity of evolutionary algorithm population. The integration of a 
diversity-adaptive simulated annealing algorithm is meant to improve the 
performance of the evolutionary search [18, 19].  

We propose the above-mentioned hybrid evolutionary algorithm based on the 
following reasons. The hybridization of evolutionary algorithms with other search and 
optimization techniques has been proven to be more effective than the classical 
evolutionary algorithms in the resolution of a wide variety of NP-Hard problems [18, 
19, 20, 21] and, in particular, in the resolution of scheduling problems [22, 7, 21, 20, 
19]. Besides, the hybridization of evolutionary algorithms with simulated annealing 
algorithms has been shown to be more effective than the hybridization of evolutionary 
algorithms with hill-climbing algorithms in the resolution of different NP-Hard 
problems [18, 19]. Thus, we consider that the proposed hybrid evolutionary algorithm 
could outperform the heuristic algorithms previously proposed to solve the problem. 

The remainder of the paper is organized as follows. In Section 2, we give a brief 
review of published works that consider the effectiveness of human resources in the 
context of project scheduling problems. In Section 3, we describe the problem 



414 V. Yannibelli and A. Amandi 

addressed in this paper. In Section 4, we present the proposed hybrid algorithm. In 
Section 5, we present the computational experiments carried out to evaluate the 
performance of the hybrid algorithm and an analysis of the results obtained. Finally, 
in Section 6 we present the conclusions of the present work. 

2 Related Works 

Different project scheduling problems described in the literature have considered the 
effectiveness of human resources. However, these project scheduling problems state 
different assumptions about the effectiveness of human resources. In this respect, only 
few project scheduling problems have considered human resources with different 
levels of effectiveness [3, 4, 5, 6, 7, 10], a fundamental aspect in real project 
scheduling problems. In this section, we focus the attention on analyzing the way in 
which the effectiveness of human resources is considered in project scheduling 
problems reported in the literature. 

In [12, 11, 13, 14, 15, 16, 17], the authors describe multi-skill project scheduling 
problems. In these problems, each project activity requires specific skills and a given 
number of human resources (employees) for each required skill. Each available 
employee masters one or several skills, and all the employees that master a given skill 
have the same effectiveness level in relation to the skill (homogeneous levels of 
effectiveness in relation to each skill).  

In [3], the authors describe a multi-skill project scheduling problem with 
hierarchical levels of skills. In this problem, given a skill, for each employee that 
masters the skill, an effectiveness level is defined in relation to the skill. Thus, the 
employees that master a given skill have different levels of effectiveness in relation to 
the skill. Then, each project activity requires one or several skills, a minimum 
effectiveness level for each skill, and a number of resources for each pair skill-level. 
This work considers that all sets of employees that can be assigned to a given activity 
have the same effectiveness on the development of the activity. Specifically, with 
respect to effectiveness, such sets are merely treated as unary resources with 
homogeneous levels of effectiveness. 

In [4, 5], the authors describe multi-skill project scheduling problems. In these 
problems, most activities require only one employee with a particular skill, and each 
available employee masters different skills. Besides, the employees that master a 
given skill have different levels of effectiveness in relation to the skill. Then, the 
effectiveness of an employee in a given activity is defined by considering only the 
effectiveness level of the employee in relation to the skill required for the activity. 

Unlike the above-mentioned problems, the project scheduling problem described in 
[6, 7] considers that the effectiveness of a human resource depends on various factors 
inherent to its work context. Then, for each human resource, it is possible to define 
different effectiveness levels in relation to different work contexts. This is a very 
important aspect of the project scheduling problem described in [6, 7]. This is 
because, in real project scheduling problems, the human resources have different 
effectiveness levels in relation to different work contexts [8, 1, 2] and, therefore, the 
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effectiveness of a human resource needs to be considered in relation to its work 
context. Based on the above-mentioned, we consider that the project scheduling 
problem described in [6, 7] states valuable assumptions about the effectiveness of the 
human resources in the context of project scheduling problems. 

3 Problem Description 

In this paper, we address the project scheduling problem presented in [6, 7]. A 
description of this problem is presented below. 

Suppose that a project contains a set A of N activities, A = {1, …, N}, that has to be 
scheduled (i.e., the starting time and the human resources of each activity have to be 
defined). The duration, precedence relations and resource requirements of each 
activity are known. 

The duration of each activity j is notated as dj. Moreover, it is considered that pre-
emption of activities is not allowed (i.e., the dj periods of time must be consecutive). 

Among some project activities, there are precedence relations. The precedence 
relations establish that each activity j cannot start until all its immediate predecessors, 
given by the set Pj, have completely finished. 

Project activities require human resources – employees – skilled in different 
knowledge areas. Specifically, each activity requires one or several skills as well as a 
given number of employees for each skill.  

It is considered that organizations and companies have a qualified workforce to 
develop their projects. This workforce is made up of a number of employees, and 
each employee masters one or several skills. 

Considering a given project, set SK represents the K skills required to develop the 
project, SK = {1,…, K}, and set ARk represents the available employees with skill k. 
Then, the term rj,k  represents the number of employees with skill k required for 
activity j of the project. The values of the terms rj,k are known for each project 
activity. 

It is considered that an employee cannot take over more than one skill within a 
given activity. In addition, an employee cannot be assigned more than one activity at 
the same time.  

Based on the previous assumptions, an employee can be assigned different 
activities but not at the same time, can take over different skills required for an 
activity but not simultaneously, and can belong to different possible sets of employees 
for each activity. 

As a result, it is possible to define different work contexts for each available 
employee. It is considered that the work context of an employee r, denoted as Cr,j,k,g, 
is made up of four main components. The first component refers to the activity j 
which r is assigned (i.e., the complexity of j, its domain, etc.). The second component 
refers to the skill k which r is assigned within activity j (i.e., the tasks associated to k 
within j). The third component is the set of employees g that has been assigned j and 
that includes r (i.e., r must work in collaboration with the other employees assigned to 
j). The fourth component refers to the attributes of r (i.e., his or her experience level 
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in relation to different tasks and domains, the kind of labor relation between r and the 
other employees of g, his or her educational level in relation to different knowledge 
areas, his or her level with respect to different skills, etc.). It is considered that the 
attributes of r could be quantified from available information about r (e.g., curriculum 
vitae of r, results of evaluations made to r, information about the participation of r in 
already executed projects, etc.). 

The four components described above are considered the main factors that 
determine the effectiveness level of an employee. For this reason, it is assumed that 
the effectiveness of an employee depends on all the components of his or her work 
context. Then, for each employee, it is possible to consider different effectiveness 
levels in relation to different work contexts. 

The effectiveness level of an employee r, in relation to a possible context Cr,j,k,g for 
r, is notated as erCr,j,k,g. The term erCr,j,k,g  represents how well r can handle, within 
activity j, the tasks associated to skill k, considering that r must work in collaboration 
with the other employees of set g. The mentioned term erCr,j,k,g takes a real value over 
the range [0, 1]. The values of the terms erCr,j,k,g inherent to each employee available 
for the project are known. It is considered that these values could be obtained from 
available information about the participation of the employees in already executed 
projects. 

The problem of scheduling a project entails defining feasible start times (i.e., the 
precedence relations between the activities must not be violated) and feasible human 
resource assignments (i.e., the human resource requirements must be met) for project 
activities in such a way that the optimization objective is reached. In this sense, a 
priority objective is considered for project managers at the early stage of the project 
schedule design. The objective is that the most effective set of employees be assigned 
each project activity. This objective is modeled by Formulas (1) and (2). 

Formula (1) maximizes the effectiveness of the sets of employees assigned to the N 
activities of a given project. In this formula, set S contains all the feasible schedules 
for the project in question. The term e(s) represents the effectiveness level of the sets 
of employees assigned to project activities by schedule s. Then, R(j,s) is the set of 
employees assigned to activity j by schedule s, and the term eR(j,s) represents the 
effectiveness level corresponding to R(j,s). 

Formula (2) estimates the effectiveness level of the set of employees R(j,s). This 
effectiveness level is estimated calculating the mean effectiveness level of the 
employees belonging to R(j,s).  

For a more detailed discussion of Formulas (1) and (2), we refer to [6]. 
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4 Hybrid Evolutionary Algorithm 

To solve the problem, we propose a hybrid evolutionary algorithm. This algorithm 
incorporates a diversity-adaptive simulated annealing stage into the framework of an 
evolutionary algorithm. The behavior of the simulated annealing stage is adaptive 
based on the diversity within the underlying evolutionary algorithm population. The 
incorporation of a diversity-adaptive simulated annealing stage pursues two aims. 
When the evolutionary algorithm population is diverse, the simulated annealing stage 
behaves like an exploitation process to fine-tune the solutions in the population. When 
the evolutionary algorithm population starts to converge, the simulated annealing 
stage changes its behavior from exploitation to exploration in order to introduce 
diversity in the population and thus to prevent the premature convergence of the 
evolutionary search. Thus, the evolutionary search is augmented by the addition of 
one stage of diversity-adaptive simulated annealing [18, 19]. 

The general behavior of the hybrid evolutionary algorithm is described as follows. 
Given a project to be scheduled, the algorithm starts the evolution from a random 
initial population of feasible solutions. Each of these solutions codifies a feasible 
project schedule. Then, each solution of the population is decoded (i.e., the related 
schedule is built), and evaluated according to the optimization objective of the 
problem by a fitness function. As explained in Section 3, the objective is to maximize 
the effectiveness of the sets of employees assigned to project activities. In relation to 
this objective, the fitness function evaluates the assignments of each solution based on 
knowledge about the effectiveness of the employees involved in the solution.  

After the solutions of the population are evaluated, a parent selection process is 
used to determine which solutions of the population will compose the mating pool. 
The solutions with the greatest fitness values will have more chances of being 
selected. Once the mating pool is composed, the solutions in the mating pool are 
paired, and a crossover process is applied to each pair of solutions with a probability 
Pc to generate new feasible ones. Then, a mutation process is applied to each solution 
generated by the crossover process, with a probability Pm. The mutation process is 
applied with the aim of introducing diversity in the new solutions generated by the 
crossover process. Then, a survival selection strategy is used to determine which 
solutions from the solutions in the population and the solutions generated from the 
mating pool will compose the new population. Finally, a diversity-adaptive simulated 
annealing algorithm is applied to the solutions of the new population. The simulated 
annealing algorithm behaves like either an exploitation process or an exploration 
process depending on the diversity of the population. Thus, the simulated annealing 
algorithm modifies the solutions of the population. 

This process is repeated until a predetermined number of iterations is reached. 

4.1 Encoding of Solutions and Fitness Function 

In relation to the encoding of solutions, we used a representation proposed in [6]. 
Each solution is represented by two lists having as many positions as activities in the 
project. The first list is a standard activity list. This list is a feasible precedence list of 
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the activities involved in the project (i.e., each activity j can appear on the list in any 
position higher than the positions of all its predecessors). The activity list describes 
the order in which activities shall be added to the schedule. 

The second list is an assigned resources list. This list contains information about 
the employees assigned to each activity of the project. Specifically, position j on this 
list details the employees of every skill k assigned to activity j. 

In order to build the schedule related to the representation, we used the serial 
schedule generation method proposed in [6]. In this method, each activity j is 
scheduled at the earliest possible time. 

To evaluate a given encoded solution, a fitness function is used. This function 
decodes the schedule s related to the solution by using the serial method above-
mentioned. Then, the function calculates the value of the term e(s) corresponding to s 
(Formulas (1) and (2)). This value determines the fitness level of the solution. The 
term e(s) takes a real value over [0, …, N]. 

To calculate the term e(s), the function utilizes the values of the terms erCr,j,k,g 

inherent to s (Formula 2). As was mentioned in Section 3, the values of the terms 
erCr,j,k,g  inherent to each available employee r are known.  

4.2 Parent Selection, Crossover, Mutation and Survival Selection 

To develop the parent selection, we used the process called deterministic tournament 
selection with replacement [18], where the parameter t defines the tournament size. 
This process is a variant of the traditional tournament selection process [18]. 

To develop the crossover and the mutation, we considered feasible processes for 
the representation used for the solutions. Thus, the crossover operator contains a 
feasible crossover operation for activity lists and a feasible crossover operation for 
assigned resources lists. For activity lists, we considered the one-point crossover 
proposed by Hartmann [22]. For assigned resources lists, we considered the 
traditional uniform crossover [18]. The crossover operator is applied with a 
probability of Pc. 

The mutation operator contains a feasible mutation operation for activity lists and a 
feasible mutation operation for assigned resources lists. For activity lists, we 
considered the simple shift operator described in [22]. For assigned resources lists, we 
considered the traditional random resetting [18]. 

To develop the survival selection, we applied the process called deterministic 
crowding [18]. This process preserves the best solutions found by the hybrid 
evolutionary algorithm and preserves the diversity of the population. For a detailed 
description of the deterministic crowding process, we refer to [18]. 

4.3 Diversity-Adaptive Simulated Annealing Algorithm 

A diversity-adaptive simulated annealing algorithm is applied to each solution of the 
population obtained by the survival selection process, except to the best solution of 
this population. The best solution of the population is maintained into this population. 
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The simulated annealing algorithm applied here is an adaptation of the one proposed 
in [23], and is described as follows. 

The simulated annealing algorithm is an iterative process that starts considering a 
given encoded solution s for the problem and a given initial value T0 for a parameter 
called temperature. In each iteration, a new solution s’ is generated from the current 
solution s by a move operator. If the new solution s’ is better than the current solution 
s (i.e., the fitness value of s’ is higher than the fitness value of s), the current solution 
s is replaced by s’. Otherwise, if the new solution s’ is worse than the current solution 
s, the current solution s is replaced by s’ with a probability equal to exp(-delta / T ), 
where T is the current temperature value and delta is the difference between the 
fitness value of s and the fitness value of s’. Thus, the probability of accepting a new 
solution that is worse than the current solution mainly depends on the temperature 
value. If the temperature is high, the acceptance probability is also high, and vice 
versa. The temperature value is decreased by a cooling factor at the end of each 
iteration. The described process is repeated until a predetermined number of iterations 
is reached. 

Before applying the simulated annealing algorithm to the solutions of the 
population, the initial temperature T0 is defined. In this case, the initial temperature T0 
is inversely proportional to the diversity of the population, and this diversity is 
represented by the spread of fitnesses within the population. Specifically, T0 is 
calculated as detailed in Formula (3), where fmax is the maximal fitness into the 
population and fmin is the minimal fitness into the population. Therefore, when the 
population is very diverse, the value of T0 is very low, and thus, the simulated 
annealing algorithm only accepts movements that improve the solutions to which it is 
applied, behaving like an exploitation process. When the population converges, the 
value of T0 rises, and thus, the simulated annealing algorithm increases the probability 
of accepting worsening movements. A consequence of this is that the simulated 
annealing algorithm will try to move away from the solutions to which it is applied, 
exploring the search space. Eventually, the diversity of the population will increase, 
and thus, the temperature T0 will decrease. Based on the above-mentioned, the  
self-adaptation of the simulated annealing algorithm to either an exploitation or 
exploration behavior is governed by the diversity of the population. 

 
minmax ff

T
−

= 1
0  (3) 

In relation to the move operator used by the simulated annealing to generate a new 
solution from the current solution, we considered a feasible move operator for the 
representation used for the solutions. Thus, the move operator contains a feasible 
move operation for activity lists and a feasible move operation for assigned resources 
lists. For activity lists, we considered a move operator called adjacent pairwise 
interchange [22]. For assigned resources lists, we considered a move operator that is a 
variant of the traditional random resetting [18]. In this variant, only one randomly 
selected position of the list is modified. 
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5 Computational Experiments 

To develop the computational experiments, we used the six instance sets presented in 
[7]. Table 1 shows the main characteristics of these instance sets. Each instance of 
these six instance sets contains information about a number of activities to be planned 
and information about a number of employees available to develop the activities. For 
a detailed description of these instance sets, we refer to [7].  

Each instance of the six instance sets has a known optimal solution with a fitness 
level e(s) equal to N (N is the number of activities of the instance). These optimal 
solutions are considered here as references.  

The hybrid evolutionary algorithm was run 20 times on each of the instances of the 
six instance sets. After each one of the 20 runs, the algorithm provided the best 
solution of the last population. To perform these runs, the algorithm parameters were 
set with the values shown in Table 2. The parameters were fixed thanks to preliminary 
experiments that showed that these values led to the best and most stable results.  

Table 1. Characteristics of instance sets 

Instance set Activities per 
instance 

Possible sets of employees per 
activity 

Instances 

j30_5 30 1 to 5 40 
j30_10 30 1 to 10 40 
j60_5 60 1 to 5 40 
j60_10 60 1 to 10 40 
j120_5 120 1 to 5 40 
j120_10 120 1 to 10 40 

Table 2. Parameter values of the hybrid evolutionary algorithm 

Parameter Value 
Population size 90 
Number of generations 300 
Parent Selection process  

t (tournament size) 5 
Crossover process  
     Crossover probability Pc 0.8 
Mutation process  
     Mutation Probability Pm 0.05 
Simulated annealing algorithm  

Number of iterations 25 
Cooling factor 0.9 

 
Table 3 reports the results obtained by the experiments. The second column reports 

the average percentage deviation from the optimal solution (Av. Dev. (%)) for each 
instance set. The third column reports the percentage of instances for which the value 
of the optimal solution is achieved at least once among the 20 generated solutions 
(Optimal (%)). 
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Table 3. Results obtained by the computational experiments 

Instance set Av. Dev. (%) Optimal (%) 
j30_5 0 100 
j30_10 0 100 
j60_5 0 100 
j60_10 0 100 
j120_5 0.64 100 
j120_10 0.8 100 

 
The results obtained by the algorithm for j30_5, j30_10, j60_5 and j60_10 indicate 

that the algorithm has reached an optimal solution in each of the 20 runs carried out 
on each instance of the sets. 

The Av. Dev. (%) obtained by the algorithm for j120_5 and j120_10 is greater than 
0%. Taking into account that the instances of j120_5 and j120_10 have known 
optimal solutions with a fitness level e(s) equal to 120, we analyzed the meaning of 
the average deviation obtained for each one of these sets. In the case of j120_5 and 
j120_10, average deviations equal to 0.64% and 0.8% indicate that the average value 
of the solutions reached by the algorithm is 119.232 and 119.04 respectively. 
Therefore, we may state that the algorithm has obtained very high quality solutions 
for the instances of j120_5 and j120_10. 

In addition, the Optimal (%) obtained by the algorithm for j120_5 and j120_10 is 
100%. These results indicate that the algorithm has reached an optimal solution in at 
least one of the 20 runs carried out on each instance of the sets. 

5.1 Comparison with a Competing Algorithm 

To the best of our knowledge, only two algorithms have been previously proposed for 
solving the addressed problem: a classical evolutionary algorithm [6], and a classical 
memetic algorithm [7] that incorporates a hill-climbing algorithm into the framework 
of an evolutionary algorithm. According to the experiments reported in [7], both 
algorithms have been evaluated on the six instance sets presented in Table 1 and have 
obtained the results that are shown in Table 4. Based on the results in Table 4, the 
memetic algorithm is the best of both algorithms. Below, we compare the 
performance of the memetic algorithm with that of the hybrid evolutionary algorithm. 

The results in Table 3 and Table 4 indicate that the hybrid evolutionary algorithm 
and the memetic algorithm have reached the same effectiveness level (i.e., an optimal 
effectiveness level) on the first three instance sets (i.e., the less complex sets). 
However, the effectiveness level reached by the hybrid evolutionary algorithm on the 
last three instance sets (i.e., the more complex sets) is higher than the effectiveness 
level reached by the memetic algorithm on these sets. Thus, the performance of the 
hybrid evolutionary algorithm on the three more complex instance sets is better than 
that of the memetic algorithm. The main reason for this is that the simulated annealing 
algorithm in the hybrid evolutionary algorithm adapts its behavior according to the 
fluctuation of population diversity and thus prevents the premature convergence of the 
evolutionary search, whereas the hill-climbing algorithm in the memetic algorithm 
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usually leads to a premature convergence of the evolutionary search. Thus, the hybrid 
evolutionary algorithm can reach better solutions than the memetic algorithm on the 
more complex instance sets. 

Table 4. Results obtained by the algorithms previously proposed for the addressed problem 

Instance set Evolutionary algorithm [6] Memetic algorithm [7] 
 Av. Dev. (%) Optimal (%) Av. Dev. (%) Optimal (%) 
j30_5 0 100 0 100 
j30_10 0 100 0 100 
j60_5 0.42 100 0 100 
j60_10 0.59 100 0.1 100 
j120_5 1.1 100 0.75 100 
j120_10 1.29 100 0.91 100 

6 Conclusions 

We proposed a hybrid evolutionary algorithm to solve the project scheduling problem 
described in [6, 7]. This algorithm incorporates a diversity-adaptive simulated 
annealing algorithm into the framework of an evolutionary algorithm to improve the 
performance of the evolutionary search. The behavior of the simulated annealing 
algorithm is adaptive to either an exploitation or exploration behavior based on the 
fluctuation of population diversity. The presented computational experiments show 
that the hybrid evolutionary algorithm significantly outperforms the algorithms 
previously proposed for solving the addressed problem.  

In future works, we will evaluate other parent selection, crossover, mutation and 
survival selection processes. Besides, we will investigate the incorporation of other 
search and optimization techniques into the framework of the evolutionary algorithm. 
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Abstract. A rapid shift of computing platforms for large-scale multi-agent simu-
lation (MAS) towards higher parallelism using tools from simulation frameworks 
has made the impact of MAS logic on performance become transparent. This lim-
its the perspective of developing MAS logic towards a sustained high perfor-
mance direction. This paper presents a review of 62 works related to large-scale 
MASs published on Scopus from 2010 – April 2014. The review was compiled in 
three aspects (a) the recent direction of computing platforms, (b) the state of the 
art in simulation frameworks, and (c) the synergy between MAS logic and scala-
ble performance achieved. The results confirm that the nature of dynamic interac-
tions of autonomous agents among themselves, groups, and environments has 
most impact on performance of computing platforms. The analysis of the results 
shows the correspondence between the nature of MAS logic and the execution 
model of heterogeneous systems. This features heterogeneous systems as a prom-
ising platform for the even larger-scale MASs in the future.  

Keywords: agent-based simulation, multi-agent simulation, platform, simula-
tion framework, review. 

1 Introduction 

Multi-agent simulation (MAS) is a powerful technique for predicting consequences or 
finding out patterns, emerged from dynamic interactions of multiple autonomous 
entities, of specific complex phenomena. The technique is pure bottom-up. That is, 
the overall behaviour of a target system is derived from unique microscopic actions of 
autonomous entities, so called agents. In MAS, agents can represent life entities, ve-
hicles, digital devices, wearable systems, equipment, buildings etc. Conceptually most 
agents have five features [1-3]. First, they are self-contained, individual, heterogene-
ous, and can be uniquely identifiable. Second, agents are autonomous. They can make 
their own decisions without a central controller. Third, agents are active. They can be 
both ‘reactive’, i.e. having a sense of their surrounding or ‘proactive’, i.e. having 
goals to achieve and their behaviour will correspond to the goals they are set for. 
Forth, agents have a state that varies over time. Last, agents are social. They can have 
dynamic interactions with other agents. Consequently, their behaviour can be adapted 
in response to the interactions.  
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When the more realistic and complex phenomena are of interest, MAS models are 
normally extended to large-scale1. The term large-scale indicates the degree of com-
plexity of a model in many ways [1, 4] i.e., (a) comprising millions of agents; (b) 
having complex rules and parameters; (c) covering the impact or complexity of target 
system to a large extent; or (d) covering a large spatial dimension. Large-scale MAS 
models have been applied as a research tool in many fields such as traffic[5], social 
science [6], emergency response [7], ambient intelligence [8], geography [9], and 
environmental study [10, 11]. To deal with model complexity, large-scale MASs  
requires a high demand on computing resources. Thus, model restructuring or  
exploiting the scalable performance of parallel computing resources have been popu-
lar solutions to keep up the model to the expected complexity [1].  

Since modellers of large-scale MAS are professionals in various fields, the charac-
teristics of models are diverse. Many legacy MAS simulation frameworks have been 
proposed to support MAS implementation on various parallel computing platforms 
e.g.,  FLAME [12], JADE [13], Repast HPC[14], P-HASE [15]. These frameworks 
have successfully provided modellers the high performance, ease of use features for 
executing large-scale MASs. However as the number of frameworks, and simulation 
models has growing rapidly, the perspective of developing MAS logic towards a sus-
tained high performance direction is still an open issue.  

This paper presents a review of recent literatures related to large-scale MASs 
available on the Scopus bibliographic database from 2010 – April 2014. The aim of 
this review is to summary the current direction of MAS computing platforms, and to 
highlight the links between algorithms, logics and strategies used in large-scale MAS 
to the key characteristics of those platforms. Thus, the paper makes three contribu-
tions as follows: 

(1) The recent direction of computing platform for large-scale MAS and 
the state of the art in simulation frameworks are depicted (Section 2-3), 

(2) The synergy between MAS algorithms, logics, strategies and scalable 
performance achieved in various computing platforms is outlined (Sec-
tion 4), 

(3) The perspective of developing MAS logic towards a sustained high per-
formance direction is discussed (Section 5). 

In this review, a list of literatures related to MASs published on the Scopus biblio-
graphic database has been obtained. The search criteria was set to find the words 
‘multi-agent’ or ‘agent-based’ with ‘system’ or ‘simulation’ in the article title, ab-
stract, and keywords. Four document types were selected including, conference paper, 
article, review and article in press. The search results showed 605 literatures, which 
were then stored in a saved list2. The literatures in the saved list were screened using 
three steps. First, 164 papers having irrelevant titles were discards.  Second, the ab-
stracts of the remaining literatures were reviewed. The total of 341 papers addressed 

                                                           
1 This class of MAS is also called massively MAS. 
2 The list of literatures saved contains the search results obtained on April 20, 2014.  
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irrelevant topics3 was discarded. At the final step of screening, ten papers were dis-
carded as their introduction and conclusion confirmed that they addressed irrelevant 
topics. The total of 90 literatures4 remained was grouped into three categories i.e., 
simulation techniques and platforms (21 papers), review papers (7 papers), and model 
implementations (62 papers). The key characteristics of the model implementation 
presented in 62 papers were captured. This is (a) the computing platform and simula-
tion framework used, (b) the MAS strategies presented and (c) the scalable perfor-
mance achieved. 

From 62 papers presenting large-scale MAS models from 15 different fields, the 
results depict that, in average, 77 percent of large-scale MAS studies were based on 
parallel computing platforms (i.e., high performance computers (HPC), multicores, 
distributed systems, and clusters). This follows by 15 percent of models which used 
graphical processing units (GPU) as their platforms. C++ and Java were dominant 
languages used. Three simulation frameworks were most popular. These are Repast, 
JADE and FLAME. The nature of dynamic interactions of autonomous agents among 
themselves, groups, and environments has most impact on performance of computing 
platforms.  The analysis of the results shows that the nature of logic and strategies 
commonly used in large-scale MAS corresponds to the execution of model of hetero-
geneous systems (i.e. having CPUs work together with GPUs or any acceleration 
processors). This findings features heterogeneous systems as a promising platform for 
the even larger-scale MASs in the future. 

2 Computing Platforms  

Since the emergence of multicore era in 2001, the development of computing platforms 
both hardware and software has shifted towards maximising parallelism at every level. 
This impacts the rapid development of parallel programming library and system software 
to support higher level of parallelism. The computing platforms used in large-scale MAS 
clearly support this trend. From hardware perspective, the computing platforms used in 
literatures were grouped into four categories, i.e. (a) parallel computing platforms which 
comprises HPC/multicores or distributed systems/clusters, (b) Grid and Cloud compu-
ting, (c) GPUs or heterogeneous systems, (d) others. The Fig. 1 depicts the numbers of 
literatures which used each type of platforms. The information related to programming 
languages and implementation techniques of the reviewed MAS models is shown in 
Table 1.  The literatures were grouped into 15 different fields i.e., (1) traffic and transpor-
tation, (2) behavioural and social science, (3) disaster/climate/emergency/epidemic man-
agement, (4) computer science/digital forensic and software engineering, (5) ecology, (6) 
geography, (7) energy and power management, (8) engineering, (9) business/finance/ 
management, (10) biology, (11) environmental science, (12) agriculture, (13) military, 
(14) geology, and (15) immunology.  

                                                           
3 Irrelevant works are the models that are not large-scale MASs or those related to multi-agent 

control system, mobile agent computing or multi-agent technology used in federated control, 
distributed computing or business process, and agents from medical subjects. 

4 The complete list of literatures can be found at http://parlab.cs.tu.ac.th/MAS. 
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Fig. 1. Computing platforms used in large-scale MAS researches from 2010 – April 2014 

The HPC/multicores or distributed systems/clusters group of platforms are domi-
nant. From 2010 - 2013, 65 - 91 percent of the reviewed models used this type of 
hardware platforms for large-scale MASs experiments. The ratio of usage for HPC, 
multicores, distributed systems and clusters are quite equal. The platforms are used in 
both custom implementation and the model developed by using an MAS simulation 
framework. As show in Table 1, Java, C and C++ are dominant languages used in the 
MAS model development. These languages are combined with a parallel library such 
as Message Passing Interface (MPI). A few works have been implemented by using 
X10 [5], a partitioned global address space language developed at IBM. From all 
types of literatures reviewed, none of them have used OpenMP, the Intel Threading 
Building Block (TBB) library, or the Microsoft .NET Concurrency Runtime. 

A few works in 2010 – 2011 mentioned the use of Grid and Cloud computing plat-
form to support large-scale MASs.  Wittek and Rubio-Campillo [6] showed that using 
Amazon EC2 Cloud platform for social-based research is viable. Despite the lower 
performance than HPC was observed, the lower cost per hour made it competitive.   

The use of GPUs or heterogeneous systems for large-scale MASs is still a chal-
lenge. Since 2000, the proof-of-concept programs demonstrated that the use of GPUs 
could give dramatic speedups over central processing units (CPUs) for certain algo-
rithms [16]. Maturity of general purpose languages and tools has made GPU plat-
forms viable. Among several GPU languages (e.g, Brook, CUDA, OpenCL, C++ 
AMP, stream), CUDA offers the most advanced development tools. As shown in 
Table 1, many models used CUDA for performance improvement.  Moser et al. [4] 
compared the performance of large-scale MASs implemented by CUDA and Cilk,  
the shared-memory parallel extension of C++ implemented in Intel C/C++ compilers. 
The research found that, using an artificial workload, more than 500 folds of speedup 
observed from the CUDA implementation, up to 36 times speedup on the Cilk. To 
accelerate the MAS performance, many simulation frameworks also offer features to 
support GPU execution (see Section 3). 
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Table 1. Information of literatures reviewed in this article 

Fields 
No. of 
Papers 

Use for1 Implementation Programming Languages 

R M 
Cus-
tom 

Frame-
works 

Java C/C++ Others 
N/
A 

Traffic and  
Transportation 

11 10 1 4 

Aglobe, IBM, 
OMNET+, 
MATSim, 
FLAME 

3 3 
X10, C#, 
CUDA, 

MPI 
2 

Behavioural and 
Social Science 

11 11 - 10 Jason 7 4 
Map-

reduce 
- 

Disaster, Climate, 
Emergency, Epidemic 

Management 
11 11 - 8 

Repast, RRAS, 
JADE, pDYN, 

GSAM 
3 5 

CUDA, 
MPI 

- 

Computer Science & 
SW Engineering 

9 7 2 7 
THEATRE, 

CDS 
- 9 - - 

Ecology 4 4 - 4 Virtual Tawaf 2 2 CUDA - 

Geography 4 3 1 1 
Reprint Of, 

MAG, MAGS 
1 3 

CUDA, 
MPI 

- 

Energy and Power 
Management 

3 2 1 2 JADE 1 2 CUDA - 

Engineering 2 - 2 1 SBAP - 2 MPI - 

Others 7 5 2 2 

JADE,TIM-
SIRS, I-ABM, 

CMSS,  
EvoDOE 

2 5 
JADE-

Android 
- 

Total 62 53 9 39  19 35   

Note1: MAS is used as a research tool (R) or as a management tool (M). 
 
A few literatures fall into the others group. Cui et al. [17] showed the effectiveness 

of using field-programmable gated arrays (FPGAs) to run a cellular model Conway’s 
Game of Life. Interestingly, two works have effectively incorporated some part of 
their MAS models to run on Android mobile devices [10, 13]. The models have been 
implemented on JADE 4.1.1 platform which supports the execution of agents on An-
droid. Despite it is not so popular to accelerate models on mobile devices due to pow-
er limitation; such devices can be competitive as they offer mobility, new parallel 
tools and rapid performance improvement. On Android, applications can be paralle-
lised by interfacing with native codes implemented in OpenMP, OpenCL and MARE, 
a library for parallel computing on mobile from Qualcomm. Thus, mobile devices can 
be an attractive candidate platform for large-scale MASs in the future. 

3 State of the Art in MAS Simulation Frameworks 

Table 2 summarised the key features of four legacy MAS frameworks in terms of 
implementation approaches. The majority of the framework was implemented in C++. 
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The reason can be that there are many C++ libraries which support data and task pa-
rallelisation, and communication among parallel tasks. The implementation of all 
frameworks is based on object-oriented design. Consequently, MAS models devel-
oped on the frameworks are highly modular and extensible. All frameworks listed 
here provide support for both homogeneous and heterogeneous agents.   

Techniques used for parallelising simulation models are grouped into two ap-
proaches as presented in [1] i.e., an ‘agent-parallel’ and an ‘environment-parallel’ 
approach.  Every framework implemented agents and environment in a parallel ex-
ecution context. Thus they can offer high level of parallelism in the model.  Almost 
all frameworks target for executing MAS models on heterogeneous platform (i.e., the 
cooperation on model execution on HPC and another platform) with GPU being a 
strong candidate.   

Table 2. Legacy simulation frameworks supporting large-scale MASs 
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[12] 

Java, 
C++, 

CUDA 

GPU 
Threads 

Thread 
Blocks 

Hetero-
geneous 

XML to X-
machine formal 

RePast (HPC) 
[14] 

C++, MPI 
within 

&between 
processes 

inter-
process 
comm. 

HPC 
Logo language, 
support MMPs  

P-HASE [15] 
C++, 

OpenCL 
GPU  

work items 
CPU 

Threads 
Hetero-
geneous 

using GPU with 
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JADE has many strong features e.g., (a) it can be used as mobile agent system, not 

only for simulation; (b) it supports Android devices which extends the scope of target 
systems for modellers; (c) it has plenty of extensions available for various types of 
MAS models.  JADE implementation complies with the FIPA specifications. It also 
offers a set of tools that supports the debugging and deployment phase.  

FLAME-GPU is a variant of the FLAME platforms. It translates modeller’s XML 
models into the internal X-machine formal. The formal is then used to generate the 
corresponding C code for the simulation executable on CPU and Nvidia GPUs. Using 
X-machine formal, FLAME-based models can be verified by using a state machine. 
Thus modellers exploit the GPU performance without requiring any specific know-
ledge of the underlining platforms.  

Repast HPC is designed especially to support large-scale, distributed platforms. 
The framework can support the execution of models on massively parallel computers 
(MPP) having more than 300,000 nodes. It has a compilation toolchain to translate the 
model definition, in Logo, into the corresponding C++ codes. Thus, it offers the flex-
ibility for modellers to develop MAS models with an easy to use language.  
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Interactions among agents at every level caused the platform to suffer from spee-
dup loss. The interactions among environments and groups were observed as the key 
factors that cause performance loss in large-scale MAS models. Thus, to develop 
MAS logics towards a sustained high performance direction attention should be paid 
on optimising these factors.  

The impact of agent complexity on speedup is still unclear. The standard effect 
shows slightly negative impact (-0.03). However as the number of data pairs is very 
small (4), the 95% confidence interval of the standard effect is nearly ±1. Thus more 
detail studies are required, and no conclusion could yet be drawn on this factor. 

5 Conclusion and Perspectives 

In this paper, the review of literatures featuring large-scale MAS models from 2010-
April 2014 are presented. The review highlights parallel computing platforms (such as 
multicores, distributed systems, and clusters) as the dominant platform used in large-
scale MAS studies, followed by GPUs. All models implemented by using object-
oriented languages, mostly C++ and Java. Three popular simulation frameworks, 
Repast, JADE and FLAME, show the direction to support model execution on hetero-
geneous platform. The reviewed results show that the nature of logic and strategies 
commonly used in large-scale MAS corresponds to the execution of model of hetero-
geneous system. This makes the heterogeneous systems as a promising platform for 
the even larger-scale MASs in the future. 
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Abstract. Nowadays, people often encounter a wide range of products that are 
suitable for them. Offers of suitable products are created based on people’s buy-
ing preferences and previous purchases. In the area of CRM systems it is possi-
ble, and usually necessary, to design suitable products for customers. In this  
paper, a fuzzy tool connected with an expert system to design suitable products 
for customers within CRM system is proposed. All the main steps of the pro-
posed procedure are described in this article. 

Keywords: fuzzy, fuzzy tool, expert system, CRM, product, customer relation-
ship. 

1 Introduction 

Nowadays, products are more and more tailored to customers. For example, repeated 
purchases in an online store are leading the information system of the online store to 
suggest probable product interests next visit. These offers are supported by the target-
ed advertising of the products in the form of short promo videos or newsletters. In-
formation about suitable products are obtained on the grounds of buying preferences, 
the type of goods that were purchased and other factors. A similar principle can be 
used in the CRM system. Customer Relationship Management is a comprehensive 
approach for creating, managing and expanding customer’s relationships and it is the 
basis of marketing and sales branches [1] [2] [3]. The concept of CRM describes a 
model for managing relationships between a company and a customer [4]. CRM sys-
tems organize and automate business processes for marketing and sales activities. 
They also provide customer service and support, and other activities that help compa-
nies to increase sales and profit [5]. The main goals of CRM are: 

• to care about current customers, 
• to find and win new customers, 
• to regain former clients, 
• to reduce the cost of marketing, 
• to improve efficiency of business processes in company, 
• to track product sales, 
• to track projects and their activities. 
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In case of a CRM system, the basics are to design and propose appropriate products 
that can be offered to individual customers. Products that are being offered to custom-
ers should reflect the buying habits, products previously purchased and other factors 
linked to it.  

Nowadays, the primary challenge is to offer customer exactly such products which 
he needs and is interested in in a way leading to immediate purchase [10] [11]. If an 
online shop is able to offer such products within a reasonable time scale, the chances 
of purchase get higher. Therefore, the problem domain, which this paper will focus 
on, is offering suitable products to customers. 

In this paper, a fuzzy tool connected to an e-shop for the selection of appropriate 
products within the CRM system is proposed. An expert system will suggest suitable 
products for specific customers based on various input information. This article is a 
continuation of paper [7]. 

2 Problem Formulation 

Currently there are several approaches to offering suitable products for customers, 
which can be used both in e-shops and CRM systems. 

The first of them is described in [8]. This approach is based on creating so called 
recommendation agent, which offers customers a wide range of alternative products 
on the ground of a given type of product and customer’s preferences. Furthermore, the 
approach proposes so called comparison matrix, which makes alternative products as 
well as their attributes accessible to the customer in a clearly arranged matrix. The 
customer is then able to evaluate which product can be the most suitable for him. In 
reality, this approach is used in several e-shops (namely amazon.com or shop-
ping.com). However, it is determined mainly for the selection of the most suitable 
product within one purchase, other factors, e. g. customer’s online purchase history or 
his long-term preferences based on previous purchases data-mining, are not taken into 
consideration. 

The other approach is described in [9]. This one is based on the idea of the extrac-
tion of semantic qualities of from that a gradual buildup of the knowledge base. The 
suggested recommender system then analyses the descriptions of the products which 
the customer checks or has purchased and creates his model. Subsequently, the sys-
tem offers not only products within the same category (product alternatives), but also 
is able to offer suitable products across various product categories. This approach is 
certainly suitable for some types of e-shops, however, the customer’s personal profile 
and the customer’s qualities are not taken into consideration. 

On the basis of previous purchases, similar products are chosen with the considera-
tion that the customer does not own them yet. Due to this, there are chances that the 
customer will want to make a purchase and therefore it is appropriate to form an at-
tractive offer, using various newsletters, time- limited discounts or offers which look 
like tailor-made for the customer. The disadvantage of this procedure is that the de-
sign of suitable products is based solely on information about previous products pur-
chases or choices. In the CRM system, however, there is not only an overview about 
the products purchased by the customer but all the information about communication 
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profile in the CRM system and also the summary information about his purchases. All 
such information should be stored in the CRM system anyway and therefore there 
should not be a problem to simply obtain them.  
    Important customer information includes: 

• areas of interest 
• age 
• the average amount of purchases 

All retrieved information then forms one of the inputs of the proposed expert  
system. 

3.2 Collection of Important Information about the Purchases 

The next step is to load and analyze in detail the information on the purchases, espe-
cially on the products. Each product can be classified into a certain category of  
products and with price as an important factor. Based on the history of purchased 
products, it is thus possible to determine other important inputs to the proposed expert 
system. Important information about products includes: 

• type of product 
• the price of the product 
• the number of similar products purchases 

Based on this information, it is possible to retrieve a set of products that may be 
suitable for the customer. The information retrieved in these steps will be saved in a 
relational database. 

3.3 Retrieving of a Set of Suitable Products 

In this step the tool retrieves a set of suitable products, from which it will choose the 
most suitable one. A set of suitable products can be retrieved mainly due to differenti-
ation of the type and price of the product. The result of this step will therefore com-
plete the set of suitable products, which can be processed by the expert system that 
will make the selection of the most suitable products. 

3.4 The Design of the Expert System 

This step designs the expert system composed from a knowledge base comprised of 
the IF-THEN rules. IF-THEN rules are established on the basis of the input infor-
mation obtained in the first two steps. The output is a linguistic variable. Every IF-
THEN rule generates a linguistic variable and it represents the level of the suitability 
of the product. The set of IF-THEN rules is therefore gradually evaluating the appro-
priate values of the products that were retrieved in the previous step. Five main input 
parameters were defined by the expert. The expert also defined more than hundred of 
IF-THEN rules.  
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The input linguistic variables are:  

• the age of the customer 
• the average amount of purchases 
• the level of similarity of the purchased products 
• the level of price similarities of the purchased products 
• number of similar purchases 

Here, similarity is defined as the degree of correspondence between a chosen prod-
uct and its parameters (price, type, qualities) and products previously purchased by 
the customer. 

The output is represented by one linguistic variable, which describes the level of 
the suitability of the product.  

The examples of the IF-THEN rules are as follows: 

IF (USER_AGE IS VERY LOW) AND 
(AMOUNT_OF_PURCHASES IS VERY HIGH) AND 
(PU_PR_TYPE_SIMILARITY IS HIGH) AND 
(PU_PR_PRICE_SIMILARITY IS HIGH) AND 
(NUM_OF_SIMILAR_PR IS MANY) THEN 
(PRODUCT_SUITABILITY IS VERY HIGH)  
 
IF (USER IS LOW) AND 
(AMOUNT_OF_PURCHASES IS HIGH) AND 
(PU_PR_TYPE_SIMILARITY IS MEDIUM) AND 
(PU_PR_PRICE_SIMILARITY IS HIGH) AND 
(NUM_OF_SIMILAR_PR IS MANY) THEN 
(PRODUCT_SUITABILITY IS HIGH)  
 
IF (USER IS HIGH) AND 
(AMOUNT_OF_PURCHASES IS LOW) AND 
(PU_PR_TYPE_SIMILARITY IS MEDIUM) AND 
(PU_PR_PRICE_SIMILARITY IS LOW) AND 
(NUM_OF_SIMILAR_PR IS FEW) THEN 
(PRODUCT_SUITABILITY IS LOW)  

For creating the knowledge base of the expert system, the LFLC tool can be used. 
This tool is able to define input and output linguistic variables and IF-THEN rules. 
LFLC tool also has inference mechanisms and implemented defuzzification proce-
dures, so a complete expert system can be created with this tool. LFLC tool is more 
described in [6]. 

The fuzzy sets have both triangular and trapezoid forms, these forms and kernels 
and supreme were defined by experts in a problem domain and reviewed during test-
ing and prototyping. For the defuzzification method, after extensive testing, the COG 
(Simple Center Of Gravity) was selected.  

The creating of the knowledge base of the expert system in the LFLC tool is shown 
in Fig. 2: 
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3.6 The Selection of the Most Suitable Product 

In the last step, the user of the CRM can choose the most appropriate products and 
therefore to present appropriate purchase offers. Due to the large amount of infor-
mation that is entering the expert system, the assessment of the most suitable products 
is comprehensive. The proposed products have therefore a good chance that the cus-
tomer will be interested in the purchases. When the purchase of one or more products 
is conducted, the goal of the expert system is met. 

4 Conclusion 

In this article the selection of the most appropriate products for customers within the 
CRM system was discussed. First, the area of interest was identified and the problem 
domain was defined. Furthermore, a fuzzy tool connected with the expert system was 
proposed. The objective of this expert system is based on the information about cus-
tomers and their purchases and purchased products and afterwards suggests the best 
products that the customer may also be interested in. The main steps of the fuzzy tool 
were introduced in this article. Along with the individual steps of the proposed tool, 
the way of creating a knowledge base of an expert system, as well as the principle of 
operation of the expert system on several examples were introduced. In conclusion, 
the visualization and evaluation of the selection of the appropriate products for a cus-
tomer was presented. 

Future work will be devoted to the verification of the proposed approach in other 
selected CRM systems connected to Internet shops. Also, the aim is to generalize the 
proposed procedure and clearly formalize the main steps of the proposed instrument.  

The plans also involve the expansion of the knowledge base driven by the results 
gained from the practical verification of the proposed procedure. 
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Abstract. In this paper we present a proposal to develop conversational
agents that avoids the effort of manually defining the dialog strategy
for the agent and also takes into account the benefits of using current
standards. In our proposal the dialog manager is trained by means of a
POMDP-based methodology using a labeled dialog corpus automatically
acquired using a user modeling technique. The statistical dialog model
automatically selects the next system response. Thus, system developers
only need to define a set of files, each including a system prompt and the
associated grammar to recognize user responses. We have applied this
technique to develop a conversational agent in VoiceXML that provides
information for planning a trip.

Keywords: Conversational Agents, Spoken Interaction, POMDPs, Ma-
chine Learning, User Modeling, Neural Networks.

1 Introduction

A conversational agent can be defined as a software that accepts natural language
as input and generates natural language as output, engaging in a conversation
with the user [4]. Thus, these interfaces make technologies more usable, as they
ease interaction, allow integration in different environments, and make technolo-
gies more accessible, especially for disabled people. Usually, these agents carry
out five main tasks: Automatic Speech Recognition (ASR), Spoken Language
Understanding (SLU), Dialog Management (DM), Natural Language Genera-
tion (NLG), and Text-To-Speech Synthesis (TTS). These tasks are typically
implemented in different modules of the system’s architecture.

When designing this kind of agents, developers need to specify the system ac-
tions in response to user utterances and environmental states that, for example,
can be based on observed or inferred events or beliefs. This is the fundamen-
tal task of dialog management [4], as the performance of the system is highly
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dependent on the quality of this strategy. Thus, a great effort is employed to
empirically design dialog strategies for commercial systems. In fact, the design
of a good strategy is far from being a trivial task since there is no clear definition
of what constitutes a good dialog strategy [7].

Once the dialog strategy has been designed, the implementation of the system
is leveraged by programming languages such as the standard VoiceXML [6],
for which different programming environments and tools have been created to
help developers. These programming standards allow the definition of a dialog
strategy based on scripted Finite State Machines. With the aim of creating
dynamic and adapted dialogs, the application of statistical approaches to dialog
management makes it possible to consider a wider space of dialog strategies [7].

The most extended methodology for machine-learning of dialog strategies con-
sists of modeling human-computer interaction as an optimization problem using
Markov Decision Process (MDP) and reinforcement methods [2]. The main draw-
back of this approach is the large state space, whose representation is intractable
if represented directly [9]. Partially Observable MDPs (POMDPs) outperform
MDP-based dialog strategies since they provide an explicit representation of un-
certainty [7]. Other interesting approaches for statistical dialog management are
based on modeling the system by means of Hidden Markov Models, stochastic
Finite-State Transducers, or using Bayesian Networks.

Additionally, the design of speech recognition grammars for the ASR and
SLU tasks have been usually built on the basis of handcrafted rules that are
tested recursively, which in complex applications is very costly [3]. However, as
stated by [4], many sophisticated commercial systems already available receive
a large volume of interactions. Therefore, industry is becoming more interested
in substituting rule based grammars with other statistical techniques based on
the large amounts of data available.

As an attempt to improve the current technology, we propose to combine the
flexibility of statistical dialog management with the facilities that VoiceXML
offers, which would help to introduce statistical methodologies for the develop-
ment of commercial (and not strictly academic) dialog systems. To this end, our
technique employs a POMDP-based dialog manager. Expert knowledge about
deployment of VoiceXML applications, development environments and tools can
still be exploited using our technique. The only change is that transitions between
dialog states is carried out on a data-driven basis (i.e., it is not a determinis-
tic process). In addition, the system prompts and the grammars for ASR are
implemented in VoiceXML-compliant formats (e.g., JSGF or SRGS).

Pietquin and Dutoit [5] described a similar proposal based on a graphical inter-
face dedicated to ease the development of VoiceXML-based dialog systems. The
main aim is focused on enabling non-specialist designers to semi-automatically
create their own systems. In this case, the results of a MDP-based strategy learn-
ing method are provided in order to facilitate the design of the dialog strategy for
the VoiceXML system. Speech grammars are not automatized by the proposal.
Our goal is to make developers’ work even easier with a very simple design of
each VoiceXML file (they are only reduced to a system prompt and an automatic
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generated speech grammar) and the complete automation of the dialog strategy
(the next system prompt, i.e. the next VoiceXML file, is automatically selected
by the statistical dialog model).

The remainder of the paper is as follows. Section 2 describes our proposal to
integrate spoken interaction to web-based systems by means of the combination
of a statistical dialog manager and a Voice-XML complaint platform. Section 3
presents the application of our proposal to develop a commercial system for plan-
ning a trip. This section also presents the results of its preliminary evaluation.
Finally, Section 4 presents some conclusions and future research lines.

2 Our Proposal to Provide a Spoken Access to the Web

The application of POMDPs to model a spoken conversational agent is based on
the classical architecture of these systems shown in Figure 1 [7]. As this figure
shows, the user has an internal state Su corresponding to their goal and the
dialog state Sd represents the previous history of the dialog. Based on the user’s
goal prior to each turn, the user decides some communicative action (also called
intention) Au, expressed in terms of dialog acts and corresponding to an audio
signal Yu. Then, the speech recognition and language understanding modules
take the audio signal Yu and generate the pair (Ãu, C).

This pair consists of an estimate of the user’s action Au and a confidence score
that provides an indication of the reliability of the recognition and semantic
interpretation results. This pair is then passed to the dialog model, which is in
an internal state Sm an decides what action Am the conversational agent should
take. This action is also passed back to the dialog manager so that Sm may track
both user and machine actions. The language generator and the text-to-speech
synthesizer take Am and generate an audio response Ym. The user listens to Ym

and attempts to recover Am. As a result of this process, users update their goal
state Su and their interpretation of the dialog history Sd.

Fig. 1. Classical architecture of a conversational agent

One of the main reasons to explain the challenge of building conversational
agents is that Ãu usually contains recognition errors (i.e., Ãu �= Au). As a result,
the user’s actionAu, the user’s state Su, and the dialog history Sd are not directly
observable and can never be known to the system with certainty. However, Ãu
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and C provide evidence from which Au, Su, and Sd can be inferred. Therefore,
when using POMDPs to model a conversational agent, the POMDP state Sm

expresses the unobserved state of the world and can naturally be factored into
three distinct components: the user’s goal Su, the user’s action Au, and the
dialog history Sd. Hence, the factored POMDP state S is defined as:

sm = (su, au, sd) (1)

The belief state b is then a distribution over these three components:

sm = bs = b(su, au, sd) (2)

The observation o is the estimate of the user dialog act Ãu. In the general
case this will be a set of N-best hypothesized user acts, each with an associated
probability

o = [(ãu
1, p1), (ãu

2, p2), · · · , (ãuN , pN )] (3)

where pn = P (ãu
N |o) for n = 1 · · ·N .

The transition function for an SDS-POMDP follows directly by substitut-
ing the factored state into the regular POMDP transition function and making
independence assumptions:

P (s′m|sm, am) = P (s′u, a
′
u, s

′
d|su, au, sd, am) =

= P (s′u|su, am)P (a′u|s′u, am)P (s′d|s′u, a′u, sd, am) (4)

This is the transition model. Making similar reasonable independence assump-
tions regarding the observation function gives,

P (o′|s′m, am) = P (o′|s′u, a′u, s′d, am) = P (o′|a′u) (5)

This is the observation model. The above factoring simplifies the belief update
equation since substituting (8) and (9) into (1) gives

b′(s′u, a
′
u, s

′
d) = k · P (o′|a′u)︸ ︷︷ ︸

Observation model

P (a′u|s′u, am)︸ ︷︷ ︸
User action model∑

su

P (s′u|su, am)︸ ︷︷ ︸
User goal model

·
∑
sd

P (s′d|s′u, a′u, sd, am)︸ ︷︷ ︸
Dialog model

b(su, sd) (6)

As shown in Equation 6, the probability distribution for a′u is called the user
action model. It allows the observation probability to be scaled by the probability
that the user would speak a′u given the goal s′u and the last system prompt am.
The user goal model determines the probability of the user goal switching from
su to s′u following the system prompt am. Finally, the dialog model enables
information relating to the dialog history to be maintained such as grounding
and focus.
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The optimization of the policy is usually carried out by using techniques
like the Point-based Value Iteration or Q-learning, in combination with a user
simulator. Q-learning is a technique for online learning where a sequence of
sample dialogs are used to estimate the Q functions for each state and action.
Given that a good estimate of the true Q-value is obtained if sufficient dialogs
are done, user simulation has been introduced to reduce the too time-consuming
and expensive task to obtain these dialogs with real users.

Simulation is usually done at a semantic dialog act level to avoid having to
reproduce the variety of user utterances at the word or acoustic levels. At the
semantic level, at any time t, the user is in a state su, takes action au, transitions
into the intermediate state s′u, receives machine action am, and transitions into
the next state s′′u. To do this, we propose the use of a recently developed user
simulation technique based on a classification process in which a neural network
selects the next user response by considering the previous dialog history [1].

We also propose to merge statistical approaches with VoiceXML. To do this,
a VoiceXML-compliant platform (such as Voxeo Evolution1) is used for the cre-
ation of Interactive Voice Response (IVR) applications and the provision of tele-
phone access. Static VoiceXML files and grammars can be stored in the voice
server. We propose to simplify these files by generating a VoiceXML file for each
specific system prompt. Each file contains a reference to a grammar that defines
the valid user’s inputs for the corresponding system prompt.

The conversational agent selects the next system prompt (i.e. VoiceXML file)
by consulting the probabilities assigned by the POMDP-based statistical dia-
log manager to each system prompt given the current state of the dialog. This
module is stored in an external web server. The result generated by the statis-
tical dialog manager informs the IVR platform about the most probable system
prompt to be selected for the current dialog state. The platform just selects the
corresponding VoiceXML file and reproduces it to the user.

3 Development of a Conversational Agent to Plan a Trip

We have applied our proposal to develop and evaluate the Your Next Trip sys-
tem, which provides tourist information useful to plan a trip. The system was
developed to provide telephonic access to the contents of a web portal that is
updated dynamically from different web pages, databases, and the contribution
of the users, who can add and edit the contents.

Figure 2 shows different snapshots of the portal, which contents include cities,
places of interest, weather forecast, hotel booking, restaurants and bars, shop-
ping, street guide, cultural activities (cinema, theater, music, exhibitions, lit-
erature and science), sport activities, festivities, and public transportation. In
addition to provide specific information related to the previously described cat-
egories, the system also provides user-adapted recommendations based on the
opinions and highest rated places in the application.

1 http://evolution.voxeo.com/
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Users can access these functionalities visually by means of the different web
pages or orally by means of the application of our proposal with the combina-
tion of the POMDP-based dialog manager and the Voxeo Evolution Voice-XML
complaint platform.

Fig. 2. Different snapshots of the Your Next Trip system

With regard the POMDP-based dialog manager, rewards in the conversational
agent were given based on the task completion rate and the number of turns
in the dialog. The user modeling module described in [1] was initially trained
using the 100 dialogs acquired with a Wizard of Oz experiment in which an
expert simulated the system operation. The dialog manager was implemented
and trained via interactions with the simulated user model to iteratively learn
a dialog policy. A total of 150,000 dialogs was simulated. Using the definitions
described in [8] for the summary Q-learning algorithm, the POMDP system was
given 20 points for a successful dialog and 0 for an unsuccessful one. One point
was subtracted for each dialog turn.

To assess the benefits of our proposal, we have already completed a prelimi-
nary evaluation of the developed system with recruited users and a set of scenar-
ios covering the different functionalities of the system. A total of 150 dialogs for
each agent was recorded from the interactions of 25 recruited users. These users



Giving Voice to the Internet by Means of Conversational Agents 447

followed a set of scenarios that specify a set of objectives that must be fulfilled
by the user at the end of the dialog and are designed to include the complete
set of functionalities previously described for the system.

We asked the recruited users to complete a questionnaire to assess their opin-
ion about the interaction. The questionnaire had seven questions: i) Q1: How
well did the system understand you? ; ii)Q2: How well did you understand the
system messages? ; iii) Q3: Was it easy for you to get the requested information? ;
iv) Q4: Was the interaction with the system quick enough? ; v) Q5: If there were
system errors, was it easy for you to correct them? ; vi) Q6: How did the sys-
tem adapt to your preferences? ; vi) Q7: In general, are you satisfied with the
performance of the system? The possible answers for each questions were the
same: Never/Not at all, Seldom/In some measure, Sometimes/Acceptably, Usu-
ally/Well, and Always/Very Well. All the answers were assigned a numeric value
between one and five (in the same order as they appear in the questionnaire).

Also, from the interactions of the users with the system we completed an
objective evaluation of the application considering the following interaction pa-
rameters: i) question success rate (SR), percentage of successfully completed
questions: system asks - user answers - system provides appropriate feedback
about the answer; ii) confirmation rate (CR), computed as the ratio between
the number of explicit confirmations turns and the total of turns; iii) error cor-
rection rate (ECR), percentage of corrected errors.

Table 1 shows the average results of the subjective evaluation using the de-
scribed questionnaire. It can be observed that the users perceived that the system
understood them correctly. Moreover, they expressed a similar opinion regard-
ing the easiness to understand the system responses. In addition, they assessed
that it was easier to obtain the information specified for the different objectives,
and that the interaction with the system was adequate and adapted to their
preferences. An important point remarked by the users was that it was difficult
to correct the errors and misunderstandings generated by the ASR and NLU
processes in some scenarios. Finally, the satisfaction level also shows the correct
operation of the system.

Table 1. Results of the preliminary evaluation with recruited users (For the mean
value M: 1=worst, 5=best evaluation)

Q1 M = 4.45, SD = 0.49

Q2 M = 4.37, SD = 0.47

Q3 M = 4.05, SD = 0.55

Q4 M = 3.66, SD = 0.53

Q5 M = 3.19, SD = 0.61

Q6 M = 3.89, SD = 0.46

Q7 M = 4.21, SD = 0.32

SR CR ECR

94.36% 19.00% 92.11%
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The results of the objective evaluation for the described interactions show
that the developed system could interact correctly with the users in most cases,
achieving a success rate of 94.36%. The fact that the possible answers to the
user’s responses are restricted made it possible to have a very high success in
speech recognition. Additionally, the approaches for error correction by means
of confirming or re-asking for data were successful in 92.11% of the times when
the speech recognizer did not provide the correct input.

4 Conclusions and Future Work

In this paper, we have described a proposal to provide spoken interaction to the
web. Our proposal works on the benefits of the POMDP statistically method for
dialog management and VoiceXML, respectively. The former provides an efficient
means to explore a wider range of dialog strategies and also introduce user
adaptation, whereas the latter makes it possible to benefit from the advantages
of using the different tools and platforms that are already available to simplify
system development.

We have applied our technique to develop a conversational agent that provides
information to plan a trip, and have . The results of its evaluation show that the
described technique can predict coherent system answers in most of the cases,
also obtaining a high user’s satisfaction level. As a future work, we plan to study
ways for adapting the proposed statistical model to more complex domains.
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Abstract. We consider Black-Box continuous optimization by Estimation of 
Distribution Algorithms (EDA). In continuous EDA, the multivariate Gaussian 
distribution is widely used as a search operator, and it has the well-known advan-
tage of modelling the correlation structure of the search variables, which univa-
riate EDA lacks. However, the Gaussian distribution as a search operator is 
prone to premature convergence when the population is far from the optimum. 
Recent work suggests that replacing the univariate Gaussian with a univariate 
Cauchy distribution in EDA holds promise in alleviating this problem because it 
is able to make larger jumps in the search space due to the Cauchy distribution's 
heavy tails. In this paper, we propose the use of a multivariate Cauchy distribu-
tion to blend together the advantages of multivariate modelling with the ability 
of escaping early convergence to efficiently explore the search space. Experi-
ments on 16 benchmark functions demonstrate the superiority of multivariate 
Cauchy EDA against univariate Cauchy EDA, and its advantages against multi-
variate Gaussian EDA when the population lies far from the optimum. 

Keywords: Multivariate Gaussian distribution, Multivariate Cauchy Distribu-
tion, Estimation of Distribution Algorithm, Black-box Optimization.  

1 Introduction 

Black-box global optimization is an important problem which has many applications 
in lots of disciplines. Optimization is at the core of many scientific and engineering 
problems. Mathematical optimization only deals with very specific problem types, 
while on the other hand the search heuristics like evolutionary computation work in a 
black box manner. They are not specialized on specific kinds of functions although 
they don’t have the guarantees that the mathematical optimizations do. This paper 
presents a method which is classified as a search heuristic, and it is an extension of a 
recent version called Estimation of Distribution Algorithm (EDA).  

EDA is a population based stochastic black-box optimization method that guides 
the search to the optimum by building and sampling explicit probability models of 
promising candidate solutions [2]. In EDA, the new population of individuals is gen-
erated without using neither crossover nor mutation operations, which is in contrast to 
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other evolutionary algorithms. In classical EDA, Gaussian distribution is used as the 
search operator to build a probabilistic model to fit the fittest individuals and create 
new individuals by sampling from the created model. It has been established that 
Gaussian EDA is prone to premature convergence [1], [2], [6] when its parameters are 
estimated using the maximum likelihood estimation (MLE) method. It converges too 
fast and does not get to the global optimum.  

The premature convergence of classical Gaussian EDA attracted many efforts 
geared towards solving this problem [6], [10]. This paper presents the usage of Multi-
variate Cauchy distribution, an extension of [8] with a full matrix valued parameter 
that encodes dependencies between the search variable as an alternative search opera-
tor in EDA. We utilize its capability of making long jumps so as to escape premature 
convergence, which is typical of Gaussian in order to enable EDA algorithms get to 
the global optimum. Although Cauchy has already been used as an alternative search 
distribution for EDA [4], [5], [6], [10], it was the univariate version of Cauchy that 
was utilized, discarding statistical dependences among the search variables. We com-
pare the performance of Multivariate Gaussian EDA with Multivariate Cauchy EDA 
to establish whether and when the long jumps that Cauchy is able make will be advan-
tageous. We also compare the performance to Univariate Cauchy EDA to establish 
the advantages of multivariate modelling.  

2 Differences between Multivariate Gaussian and Multivariate 
Cauchy Distributions 

The main advantage of EDAs is the explicit learning of the dependences among va-
riables of the problem to be tackled and utilizing this information efficiently to gener-
ate new individuals to drive the search to the global optimum [10]. Using univariate 
Cauchy will make it hard to achieve this goal since it does not take on dependences. 
Therefore, this paper to the best of our knowledge is the first to include the modelling 
of dependencies in a Cauchy search distribution based EDA algorithm for black-box 
global Optimization. 

An important difference between Gaussian and Cauchy is that Cauchy is heavier-
tailed. This means that it is more prone to producing values that fall far from its mean, 
thus, giving Cauchy more chance of sampling further down its tail than the Gaussian. 
This gives Cauchy a higher chance of escaping premature convergence than the Gaus-
sian [6], [10]. 

For the same reason, the Gaussian search distribution is good when the individuals 
are close to the optimum while Cauchy is better when the individuals are far from the 
optimum. Both of these findings were previously made in the context of traditional 
evolutionary computation [8] where univariate version of these distributions were 
used to implement the mutation operator. Our hypothesis, which we test in this paper, 
is that these advantages are carried forward to EDA based optimization where in addi-
tion, multivariate modelling enables a more directed search. 

Figure 1 shows the probability density functions for both Gaussian and Cauchy dis-
tributions in one and two dimensions. 
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Fig. 1. Cauchy density (red dashed), along with standard normal density (blue) (Left), Multiva-
riate Cauchy (Top Right) and Multivariate Gaussian (Bottom Right) 

The leftmost plot in figure 1 shows the probability density function of a Cauchy ver-
sus a Gaussian in 1D. We see the heavy tail of Cauchy falling down slower than Gaus-
sian. On the right, the plots depict contour plots of the 2D versions of these densities, 
with Cauchy on the top right and Gaussian at the bottom right. In the 2D versions, 
Cauchy has a flatter tail on the base as can be seen by the wider space between the 
second outermost and the outermost contour lines than those of the Gaussian. The pa-
rameter matrix Σ = [1 .6; .6 1] was used on both 2D version for plotting the contours. 

3 Algorithm Presentation 

The algorithms used in this paper for comparison are Multivariate Gaussian EDA 
(MGEDA), Multivariate Cauchy EDA (MCEDA) and Univariate Cauchy EDA 
(UCEDA). MGEDA takes on board the sample correlations between the variables of 
the selected individuals through a full covariance matrix, and MCEDA encodes pair-
wise dependencies among the search variables through its matrix valued parameter. 
UCEDA neglects dependences among the search variables. Algorithm 1 describes 
generic EDA algorithm. 

1. Set t: =0. Generate M points randomly to give an initial population P.     
   Do  

2.             Evaluate fitness for all M points in P. 
3.             Select some individuals  from P. 
4.             Estimate the statistics of  
5.             Use statistics in step (4) to sample new population  . 
6.             Set P to  

    Until Termination criteria are met. 

Algorithm 1. The Pseudocode of a simple EDA with Population size M. 
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This algorithm is a typical EDA, which proceeds by initially generating a popula-
tion of individuals and then evaluates their fitness to select the fittest ones based on 
their fitness using the truncation selection. For the MGEDA, we compute the maxi-
mum likelihood estimates (MLE) of the mean ( ) and the covariance (Σ) of the fittest 
individuals and use these parameters to generate new ones by sampling from a multi-
variate Gaussian distribution with parameters  and Σ. For MCEDA, we use the same 
estimates to sample from a Multivariate Cauchy distribution in step 5. In UCEDA, we 
use  and the diagonal elements of  Σ to sample each from Univariate Cauchy. The 
new population is formed by replacing the old individuals by the new ones.  

3.1 A Note on Parameter Estimation 

The philosophy in EDA is to estimate the density of the selected individuals so  
that when new individuals are sampled from the model, they will follow the same 
distribution. Fortunately, for Gaussian this works. Parameter estimation in Cauchy 
distributions was studied in statistics [3] where an Expectation and Maximization 
(EM) algorithm was developed to find the maximum likelihood estimate of a multiva-
riate Cauchy distribution from a set of points, which we implemented for our study.   

 

Fig. 2. A plot showing the behavior of EDA when the search distribution is a Cauchy  
distribution 

However, we found that when we estimate the Cauchy’s parameter (Using EM), 
then the obtained model of the selected individuals (a Cauchy density) will disregard 
any outliers. This is of course what a robust density estimator is meant to do- however 
for optimization those outliers may be some rare and very good solutions that got 
close to an optimum. Fig 2 illustrates such an example.  

 
 

 

Outliers in the density 
of selected individuals; 
but close to the global 
optimum  

 
Selected individuals  

Global 
Optimal 
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As you can see in fig. 2, which was a snap shot taken from an iteration of the expe-
riments we conducted, two selected individuals are close to the optimum and as such 
are good individuals but they are outliers with respect to the density of the rest of the 
selected individuals. This is the reason why in algorithm 1, the Multivariate Cauchy 
distribution was used only in the sampling step. 

4 Experiments 

Our hypothesis is that MCEDA has better performance than both UCEDA and 
MGEDA when the initial population is far from the optimum and also when the popu-
lation size is small. In turn Multivariate Gaussian should perform better when the 
population is close to the optimum. To test this hypothesis, we conducted an extensive 
experiment on 16 benchmark functions taken from [7]. In the following subsections, 
we will describe the functions, parameter settings, then we present results with analy-
sis and conclude. 

4.1 Benchmark Test Functions 

The comparisons of the three EDA algorithms were carried out on the suite of 
benchmark functions from the CEC’2005 competition. 16 test functions were used in 
this set of experiments. Among the functions tested, 5 are unimodal and 11 multimod-
al. All the global optima are within the given box constrains. However, problem 7 was 
without a search range and with the global optimum outside of the specified initializa-
tion range.  All problems are minimization. Please see details of the functions in [7]. 

4.2 Parameter Setting 

The dimensionality of all the problems is 2. We carried out three sets of experiments 
with the initial population size set to 20, 200 and 500 respectively. The percentage of 
individuals retained is 30%, which is a most widely used selection ratio. We did 25 
independent runs for each problem on a fixed budget of 10,000 function evaluations 
in each case. The initialization was uniformly random within the search space. We 
also created harder versions of these problems by initializing far from the optimum to 
establish whether MCEDA can still perform in this situation.   

4.3 Performance Criteria 

The main performance criterion was the difference in fitness values (error) between 
the best individual found and the global optimum.  
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Table 1. Statistical Comparison of MCEDA and MGEDA on Problems 01-16 with initial 
Population far from the optimum and has size 200 

 

Table 2. Statistical Comparison of MCEDA and MGEDA on Problems 01-16 with uniform 
initialisation and small Population size 20 

 
 
 
 

 MCEDA MGEDA Rank sum Test 
Mean Std. dev. Mean Std. dev. H P 

P01 0 0 1.6180e+03 508.7709 1 9.72e-011 
P02 0 0 1.4116e+03 287.7206 1 9.72e-011 
P03 0 0 3.8746e+08 1.2402e+08 1 9.72e-011 
P04 0 0 953.7703 183.1595 1 9.72e-011 
P05 0 0 7.0883e+03 411.0024 1 9.72e-011 
P06 0 0 8.0103e+08 1.5906e+08 1 9.72e-011 
P07 0.0621 0.0464 0.7204 0.7672 1 0.0010 
P08 18.0903 3.9646 19.2004 4.0001 0 0.0625 
P09 0.9025 0.6808 1.3412 0.9730 0 0.1057 
P10 0.6757 0.6134 3.8126 2.4724 1 4.04e-007 
P11 1.1429 0.4346 0.0359 0.0993 1 2.47e-010 
P12 193.2284 184.7226 0.4156 0.6739 1 3.93e-009 
P13 0.0067 0.0147 23.858 8.4094 1 6.57e-010 
P14 0.0220 0.0036 0.7357 0.2264 1 1.41e-009 
P15 0.0649 0.0402 52.3710 7.9035 1 1.41e-009 
P16 0 0 1.7225 4.6068 1 0.0412 

 MCEDA MGEDA Rank sum Test 
Mean Std. dev. Mean Std. dev. H P 

P01 0 0 35.1160 163.9960 1 4.4787e-009 
P02 0 0 116.3862 213.6704 1 1.3101e-009 
P03 0 0 7.3128e+04 3.5850e+05 1 3.6574e-010 
P04 0 0 132.4800 311.6559 1 1.3101e-009 
P05 0 0 1.4107e+03 1.2712e+03 1 4.4787e-009 
P06 0 0 14.0273 20.0025 1 3.6574e-010 
P07 0.0858 0.1346 0.4516 1.1137 0 0.2288 
P08 19.7487 4.1438 17.6353 6.5513 1 2.4248e-008 
P09 3.5818 4.0211 0.6134 0.5887 0 0.2111 
P10 0.7562 0.9646 1.3387 1.9365 1 0.0092 
P11 0.5856 1.1481 0.2505 0.3295 1 0.0195 
P12 2.0355e+03 1.1826e+03 10.2325 20.2760 1 9.2160e-010 
P13 0.1538      0.2352 0.0507 0.0531 0 0.1633 
P14 0.6806 0.2313 0.1408 0.0194 1 1.4634e-007 
P15 0.1183 0.1278 1.1885 2.9844 0 0.8613 
P16 0.6865 2.9408 2.2038 3.8294 1 1.1752e-007 
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Table 3. Statistical Comparison of UCEDA and MCEDA on Problems 01-16 with uniform 
initialisation and small Population size 20 

 

5 Results and Discussion 

The results of our experiments are summarized in tables 1 to 3 and bold font indicates 
statistically significant out performance at 95% confidence level. 

Tables 1 and 2 report results from experiments that compare MCEDA with 
MGEDA. MCEDA performed better than MGEDA in most of the 16 benchmark 
functions, see tables 1 and 2. From results omitted for space constraints, we also 
found when the population size was increased to 200, MGEDA outperformed the 
MCEDA, and this was also confirmed in the results of the experiments with popula-
tion size 500. The reason for this is the MGEDA is better when the best individuals 
are close to the optimum, so when we initialized lots of them everywhere, there are 
chances that some of them will be close. To test this hypothesis, we devised two sets 
of experiments with initial population far from the optimum (Results shown in Table 
1), and with uniform initialization everywhere in the search space, but a smaller popu-
lation size of only 20 (Results shown in Table 2). Taken together, these results con-
firm our hypothesis discussed above. MCEDA has performed better than MGEDA, in 
both of these settings. This is because of the long jumps of Cauchy.  

In table 3, we report a comparison between MCEDA and UCEDA. We can  
clearly see from table 3 that MCEDA performed better than UCEDA in most of the 
functions. 

 UCEDA MCEDA Rank sum Test 
Mean Std. dev. Mean Std. dev. H P 

P01 0 0 0 0 0 N/A 
P02 0 0 0 0 0 N/A 
P03 5.2295e+03 6.0844e+03 0 0 1 9.7282e-011 
P04 0 0 0 0 0 N/A 
P05 0 0 0 0 0 N/A 
P06 5.6064 14.1692 0 0 1 9.7282e-011 
P07 0.2708 0.2092 0.0858 0.1346 1 1.4256e-004 
P08 20.5476 0.5120 19.7487 4.1438 0 0.9690 
P09 3.5818 4.0211 6.1954 4.4285 1 0.0289 
P10 0.9154 0.9916 0.7562 0.9646 0 0.3855 
P11 0.1991 0.5776 0.5856 1.1481 0 0.3731 
P12 1.0293e+03 722.7733 2.0355e+03 1.1826e+03 1 0.0108 
P13 0.3313 0.3508 0.1538 0.2352 1 1.7045e-004 
P14 0.8139 0.0550 0.6806 0.2313 1 0.0085 
P15 0.3948 0.1526 0.1183 0.1278 1 5.0089e-007 
P16 0.4866 2.4328 0.6865 2.9408 0 0.5717 
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6 Conclusions and Future Work 

In this paper, we studied the use of a multivariate Cauchy distribution in black-box 
continuous optimization by EDA. Our MCEDA blends together the advantages of 
multivariate modelling with the Cauchy sampling’s ability of escaping early conver-
gence and efficiently explore the search space. We conducted extensive experiments 
on 16 benchmark functions and found that MCEDA outperformed MGEDA when the 
population is far from the global optimum and is able to work even with small popula-
tion sizes. We also demonstrated the superiority of multivariate Cauchy EDA against 
univariate Cauchy EDA. 

Future work is to extend this study to high dimensional search spaces, possibly le-
veraging recent techniques of random projection for optimization [1].  
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Abstract. This paper proposes a multimodal extension of PBILC based
on Gaussian mixture models for solving dynamic optimization problems.
By tracking multiple optima, the algorithm is able to follow the changes
in objective functions more efficiently than in the unimodal case. The
approach was validated on a set of synthetic benchmarks including Mov-
ing Peaks, dynamization of the Rosenbrock function and compositions of
functions from the IEEE CEC’2009 competition. The results obtained in
the experiments proved the efficiency of the approach in solving dynamic
problems with a number of competing peaks.

Keywords: evolutionary algorithms, estimation of distribution algo-
rithms, dynamic optimization problems, multimodal optimization.

1 Introduction

Many real-world optimization problems have a dynamic character, often defined
as the tendency of the objective function or the constraints to change as time goes
by. However, when virtually any parameter can be variable over time, reliable
evaluation of algorithms becomes even harder than with static problems. It might
be the case that, when solving real-world problems, one might benefit from
multimodality. Tracking multiple optima and actively searching for emerging
ones would enable reacting instantly to disruptive changes of objective function.

Estimation of distribution algorithms (EDAs) employ probabilistic models
instead of traditional genetic operators. Typically, at each generation a new
population is drawn from the distribution represented by the model, which is
afterwards updated based on the fittest specimen. Thus, EDAs construct prob-
ability distributions describing good solutions, while carrying the search for op-
tima. EDAs are characterized by the family of those distributions. The model
can be calculated based on frequency of particular genes [4]. Often, estimation of
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one-dimensional distributions takes place, as in UMDA [9,13]. In [14] estimation
of two variables has been proposed. More advanced models include: decision
trees [18], one- and multidimensional Gaussian models [17,5], Boltzmann Ma-
chines [12], Bayesian Networks [8].

Applications of EDAs to DOPs have been little explored [13,17]. Yang et al. [15]
proposed maintaining diversity in the population by using two probabilistic mod-
els; the former optimizes solutions, while the latter is a model with high variance;
mechanisms similar to random immigrants were also investigated. In [17] an ap-
proach ismentioned that controls the pace of convergence of the population through
adjusting theGaussianmodel proposed in [16], where the additionalmodel is being
activated, when the main model is not able to generate good solutions.

Despite the benefits, EDAs are not yet effective at solving DOPs. Probabilis-
tic modeling techniques are either too simple, ignoring intrinsic dependencies, or
too complex for successful estimation of density based on a fairly small popula-
tion. Conversely, EDAs which take into account dependencies between random
variables are usually too computationally demanding to keep up with changes in
the objective function. Most of EDAs model unimodal probability distributions,
focusing on a particular area of the search space. However, broad monitoring of
optimization landscape changes is essential to dynamic optimization.

Recently, there were studies on applications of mixture models, which enable
modeling of multimodal distributions, and therefore facilitate solving optimiza-
tion problems with many similar local optima. This paper proposes a novel
approach to solving DOPs with multimodal EDAs.

2 Algorithm

Multimodality in an EDA might be promoted by modeling the problem at hand
with a mixture model. This publication proposes to employ the Gaussian mixture
model; with M modes, pdf of distribution given by the mixture is

p(x) =
1

M

M∑
i=1

1√
(2π)d|Σi|

exp

(
−1

2
(x− μi)

ᵀΣ−1
i (x− μi)

)
, (1)

whereΣ is diagonal (elements σjj are referred to simply as σj). Such distribution
is used at every generation to draw the entire population, the model is then
adapted to the population based on its fitness.

This paper proposes a new algorithm based on PBILC [11], Multimodal Con-
tinuous Population-Based Incremental Learning (MPBILC), for approaching
DOPs. In the original work PBILC has been applied to continuous domains
by modeling gene distributions with normal distribution. Proposed extension
incorporates mixtures of Gaussians. M models of N (μi,Σi) are maintained at
all times, allowing to model sub-populations focused on different local optima,
which might become global in subsequent timeslices. Update rules parametrized
with (α, β, δ, ρ), similar to those in [11], govern updates of Σi and μi:
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μ
(t+1)
i = (1− α)μ

(t)
i + α(P 1

i − PN
i ),

Σ
(t+1)
i = max

⎛⎜⎝δ, (1− β)Σ
(t)
i + β · stdev(P 1

i , . . . ,P
�ρ·count(i)�
i︸ ︷︷ ︸

�ρ·count(i)�

)

⎞⎟⎠ ,
(2)

where P j
i is the j th fittest individual among the ones assigned to the ith Gaus-

sian, and stdev(·) returns a diagonal matrix of standard deviations.
Pseudocode for MPBILC is shown in Algorithm 1. Gaussians are initialized

randomly in the search space withΣinit; with each timeslice, their μi parameters
are maintained while settingΣi back toΣinit. During sub-evolution, consecutive
populations are drawn at each generation with the underlying Gaussian mixture.
After evaluation, each individual is being assigned to the closest Gaussian, and
their parameters are being updated. Gaussians are expected to iteratively con-
verge towards Dirac delta function and halt with all σs equal to δ.

Algorithm 1. Pseudocode of the MPBILC algorithm

1: M ← InitializeModels(N,Σinit)
2: while not TerminationCondition do � For each timeslice
3: for t← 1 to Ngen do � Begin sub-evolution
4: P ← DrawPopulation(M)
5: EvaluatePopulation(P )
6: if t ≡ 0 (mod tr) then
7: EvaluateModels(M)
8: mw ←WorstModel(M)
9: RandomlyInitializeModel(M,mw,Σr)
10: end if
11: AssignIndividualsToModels
12: M ← AdaptModels(M,α, β, δ, ρ)
13: end for
14: ResetModelsStdev(Σinit)
15: end while

Depending on the objective, it is possible for many modes to converge to the
same optima. A mechanism of randomly scattering the Gaussians, governed by
parameters (tr,Σr) prevents it. We measure the importance of each mixture’s
component by computing its overlap with other components:

M∑
j=1

exp

⎛⎝−
d∏

l=1

(
μ

(t)
i [l]− μ

(t)
j [l]

σ
(t)
i [l]

)2
⎞⎠ , (3)

where μ[l] denotes lth element of μ. Every tr iterations the Gaussian with the
highest overlap with other mixture components is reinitialized in a random search
space location with Σr. Those parameters have to be chosen with care: tr should



460 A. Lancucki et al.

be large enough to allow modes to converge, while Σr should reflect the size of
the search space. Large values create an adverse effect of scattering individuals
across all other Gaussians.

3 Validation of the Approach

3.1 Performance Measures

To assess performance of the proposed algorithm, different measures were em-
ployed during experiments. Nguyen et al. [7] summarizes various measures for
DOPs; not all of them are feasible for EDAs, and some require full knowledge of
the objective function (location of optima). The most general ones were chosen,
with emphasis on measuring multimodality:

m1 : EMO = 1
n

∑n
j=1 eMO(j) m6 : PC

(t)
err = 1

G

∑G
i=1

∑#opt
j=1 err

(t)

best(j)

#opt

m2 : EB = 1
m

∑m
i=1 eB(i) m7 : err

(t)
best =

1
N

∑N
i=1 F (best

(t)
EA)−Min

(t)
F

m3 : I =
∑N

i=1

∑P
j=1(xij − ci)

2 m8 : F̄BOG = 1
G

∑G
i=1

(
1
N

∑N
j=1 FBOGij

)
m4 : explr(t) =

∑N
i=1 dist(ci,i)×f(i)

N m9 : stab
(t)
F,EA = max{0, acc(t−1)

F,EA − acc
(t)
F,EA}

m5 : acc
(t)
F,EA =

F (best
(t)
EA)−Min

(t)
F

Max
(t)
F −Min

(t)
F

m10 : ARR = 1
m

∑m
i=1

∑p(i)
j=1[fbest(i,j)−fbest(i,1)]

p(i)[f∗(i)−fbest(i,1)]

along with peak cover, measuring the number of peaks found at moment t by
having an individual within a peak’s catchment area. In the experiments, catch-
ment area has been simplified to a d -sphere. In addition, this paper introduces
peak cover error (m6) by analogy with avg error of best individual (m7), and ex-
ploration (m4) by analogy with moment-of-inertia (m3) also considering quality
of individuals.

3.2 Experiments

Variants of common benchmarks for DOPs were used in the experiments like the
Moving Peaks Benchmark (MPB) [2], denoted by M1. This paper also introduces
dynamization of the Rosenbrock function’s generalization, denoted by R1:

fros(x) =
d−1∑
i=1

(
(1 − xi)

2 + 100(xi+1 − x2
i )

2
)
. (4)

For each pair of dimensions (i, j), where 1 ≤ i < j ≤ d, rotation angle θij
is drawn from a normal distribution N (0, 0.5) to construct a rotation matrix
Rij(θij). Also, translation vector (s1, . . . , sd)

ᵀ is drawn from N (0, 1) to construct
a translation matrix. The final transformation matrix M(t) is a product of all(
d
2

)
rotation matrices with translation as M(t) = R12R13 · . . . · R(d−1)dT . Then,

the objective function is R1(x, φ, t) = fros( �M(t) · x).



Continuous Population-Based Incremental Learning 461

To hinder solving problems M1 and R1, their variants have been introduced
as M2 and R2 with applied cosine noise similar to that of the Griewank function:

M
(i)
2 (x, φ, t) = M

(i)
1 (x, φ, t)− w

n∏
i=1

cos

(
cixi√

i

)
, (5)

with R2 constructed similarly. To compare the raw performance on composi-
tions of popular functions (Sphere, Rastrigin, Weierstrass, Griewank, Ackley),
MPBILC has been also tested on IEEE CEC’2009 Competition on Dynamic Op-
timization [6] problems F2−F6, dynamized using T1−T6 change types. Revisions
of the benchmark generator have also been present on other similar events.

On M1, M2, R1 and R2, MPBILC was compared with a multimodal adap-
tation of Separable NES (SNES) [10], similar to Algorithm 1, but using SNES
μ and σ update rules. Tests on problems F2 − F6 with change types T1 − T6

were carried out using implementation available online [1]. The results allow for
a direct comparison with a range of other contesting algorithms, using measures
proposed in the competition. However, it should be noted that the benchmarks
nor the employed measures promote multimodality. For this reason, the lim-
itation on the number of function evaluations (FES) between timeslices was
increased.

3.3 Results

Objective functions were parametrized with 5 random seeds chosen as num-
bers 1, . . . , 5, and results averaged over 30 runs for each seed. Thus, objective
functions were always deterministic with respect to a random seed, while the
algorithm behaved randomly with each subsequent run. F (its dynamization T )
parametrized with random seed i is denoted by F (i) (T (i)).

All benchmarks featured similar parameters concerning the amount of in-
volved computations: population sizeN = 300, sub-evolution generationsNgen =
800− 1800. In each case, MPBILC featured M = 10 Gaussians, performing best
in preliminary experiments for most of functions with considered population size.
Every objective function underwent T = 60 timeslices (changes).

Results are presented in Table 1. In MPBs, MPBILC was able to maintain and
track a fair number of optima, resulting in lower errors, though exploration of
search space suffers from fast convergence of Gaussians. Significant performance
was achieved in R1 and R2.

Table 2 presents results of computations. Even though those objective functions
might not necessarily promote multimodality, obtained results are in most cases
comparablewith best-performing algorithms of the competition, like jDE [3]. How-
ever, MPBILC performed poorly on problem F4.
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Table 2. Performance of MPBILC on F2 − F6 objectives. F2 − F6 were run
with (α, β, δ, ρ) = (0.1, 0.05, 0.0001, 0.5) and Ngen = 800; problems F2, F5, F6 with
(α, β, δ, ρ) = (0.4, 0.01, 0.0001, 0.15), Ngen = 1800 and (tr, σr) = (1000, 5). Results
obtained for remaining random seeds 2, . . . , 5 were comparable with those presented.

Problem Errors T
(1)
1 T

(1)
2 T

(1)
3 T

(1)
4 T

(1)
5 T

(1)
6 T

(2)
1 T

(2)
2 T

(2)
3 T

(2)
4

F2

Avg best .0305 .0606 .2396 .2517 .21 .2296 .0549 .0483 .1861 .2995
Avg worst 83.71 90.28 66.68 396.8 90.26 90.25 87.73 9.29 7.384 396.8
Avg mean 38.25 33.35 33.99 230.7 43.88 43.92 39.07 37.82 41.29 229.5

STD 43.8 44.44 28.35 180 47.46 47.86 45.67 51.11 5.691 18.41

F3

Avg best 50.03 47.21 62.59 60.87 49.87 53.87 153.6 192.5 489 424.2
Avg worst 671 694.4 688.6 669.5 685.5 674.7 713.3 73.27 724.4 725.5
Avg mean 268.8 267.7 368.2 506.8 278.8 264.8 646.1 653.5 651.6 625.4

STD 240.8 237.4 254 200.2 242.7 230.3 79.55 8.264 36.06 61.98

F4

Avg best 444.2 408.6 443.4 208.1 424.3 421.2 382.6 375.8 373.1 198.8
Avg worst 542.1 555.3 523.6 682.1 534.2 532.8 75.15 761.1 689.6 635.2
Avg mean 492.7 486.8 482.0 393.6 478.9 479.2 537.9 536.7 489.4 388.5

STD 23.5 33.52 18.39 108.2 27.49 26.64 61.66 7.741 122.8 137.4

F5

Avg best .1047 .1237 .1058 .3768 .2857 .3146 .1047 .1122 .1218 .4221
Avg worst 31.83 44.92 35.55 28.93 20.12 19.53 34.59 35.96 48.5 31.09
Avg mean 3.471 3.8 4.1493 4.195 2.471 1.999 2.682 2.075 1.027 4.735

STD 5.971 35.5 8.7358 1.68 4.833 2.157 6.2 8.532 143.6 2.177

F6

Avg best .1034 .1021 .1051 .1916 .192 .2021 .0992 .0977 .3466 .1913
Avg worst 42.09 8.692 4.355 424.6 67.56 69.22 64.09 87.78 73.47 361.8
Avg mean 14.21 17.02 6.943 24.23 21.45 21.62 2.008 2.088 29.15 23.81

STD 152.4 42.16 23.58 73.3 42.07 41.73 44.27 45.8 41.43 57.88

4 Conclusions

This paper presents a multimodal estimation of distribution algorithm MPBILC,
capable of solving dynamic optimization problems. The algorithm models prob-
lem at hand with a Gaussian mixture model and controls parameters of the
mixture using PBILC-like rules. By iteratively adjusting parameters throughout
sub-generations, modes of the mixture are expected to converge to optima, which
would then be utilized at timeslice to track changes of the objective function.

To assess performance of the proposed algorithm, numerous benchmarks have
been run on popular DOPs under different change functions, noise and random
seeds. Multimodality has been verified through a set of measures promoting di-
versity and peak coverage. The algorithm has outperformed a multimodal modi-
fication of SNES on benchmarks M1,M2, R1, R2 and gave results comparable in
most cases to those CEC’2009 winning algorithm jDE on problems F2 − F6. It
should be noted, however, that as the wide range of possible DOPs is far from
being covered by synthetic benchmarks, MPBILC favors multimodality which is
expected to be found in real-world problems, and not necessarily in benchmarks.
Employed measures revealed that multimodality has been achieved, proving suit-
ability of Gaussian mixtures for solving DOPs.
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Abstract. Zero–Latency Data Warehouse (ZLDW) cannot be devel-
oped and formed on the basis of a standard ETL process, where time
frames are limiting access to current data and blocking the ability to take
users needs into account. Therefore, after profound analysis of this issue
and ones related to workload balancing, an innovative system based on a
Workload Balancing Unit (WBU) was created. In this paper we present
innovative workload balancing algorithm – CTBE (Choose Transaction
By Election), which allows to analyze all incoming transactions and cre-
ate a schema of dependencies between them. Also, cache in the created
WBU ensures ability to store information on incoming transactions and
exchange messages with systems transmitting updates and users’ queries.
By this work we intend to present an innovative system designed to sup-
port Zero–Latency Data Warehouse.

Keywords: Cache, CTBE algorithm, ETL, Workload Balancing, WBU,
WINE–HYBRIS algorithm, Zero–Latency Data Warehouse.

1 Introduction

Continuous development in data analysis and processing domain has led to in-
crease of data warehouses’ significance in both science and industry. Moreover,
growing need for processing the most current informations, without applying
any time frames, became basis for the creation of new requirements, all ful-
filled in the Zero–Latency Data Warehouse (ZLDW) model. Zero latency [1] in
context of data warehousing means that each incoming data must be automat-
ically processed and stored in the ZLDW without any additional delays. The
concept of ZLDW [8,9] emphasizes user’s preferences for analysis of updates and
queries, while abandoning time frames. Thus, it is impossible to use classical
ETL processes [13] to support a new type of data warehouse, since among vari-
ety of problems with adapting aforementioned process [2] to real–time processing
model, its time constraints are unacceptable.

� Project co-financed by the European Union under the European Social Fund. Project
no. UDA-POKL.04.01.01-00-106/09.

E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 465–474, 2014.
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Our first performed work on the ZLDW concerned creation of a suitable Work-
load Balancing Unit [3,6,7,12,10] and modeling of a brand new ETL process,
which would be able to meet imposed requirements. Conducted research resulted
in a system equipped with a pioneering ETL process based on a WINE–HYBRIS
algorithm. The process has been implemented as a part of the WBU, which alone
is responsible for selection of next transaction, response time and data updates.
For increasing computing power, required for analysis and additional calcula-
tions, cloud computing with Windows Azure and Google App Engine were used.
We have also carried out work on CUDA architecture [5] as one of many alter-
natives to provide adequate computing power.

2 WBU–Based Zero–Latency Data Warehouse
Architecture

The ZLDW environment (Figure 1) was created through integration of few com-
ponents, i.e. source devices, Hostimp servers, web–services, cache memory mod-
ule, WBU and finally ZLDW.

Fig. 1. Zero–Latency Data Warehouse system

Measuring devices are able to transfer data to any location through GPRS
modules. Due to the nature of their output stream, in each and every case
information must be decoded and then converted to correct format. This task
involves hostimp servers, which store schemes of reading and processing them
into a format suitable for the WBU. Hostimp servers, which cardinality is not
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limited, transmit data via a web–service to cache. Only then information is
available to the WBU.

Workload Balancing Unit is responsible for global planning and execution of
transactions as well as managing ZLDW’s partitions. WBU was based on the
workload balancing algorithm CTBE, which will be described later. Additionally,
through use of cache, it is possible to accelerate information exchange with source
systems. In systems based on the ’WINE’–based algorithms additional memory
is not utilized, which results in transferring parts of system’s resources for data
sources monitoring.

The WBU was built on the basis of two types of transactions – read–only
and write–only, which are executed in three independent processing pipelines.
Created system is designed to ensure information freshness and minimization
of response time. Data is transferred to cache through web–service so that all
informations received from the hostimp servers are being passed directly into
memory. Processing ends with download to the WBU.

Hostimp Servers are used to receive data from measuring devices and decode
information. Web–service layer in turn mediates communication between servers
and the WBU. With the development of the system it will be possible to use a
greater number of servers, both Hostimp and web–service. Only WBU cannot be
duplicated because of the direct access to the data warehouse. If it had a larger
number of units, it would not be possible to maintain consistency in the ZLDW
system.

3 Workload Balancing Algorithm CTBE

Choose–Transaction–By–Election algorithm was developed specifically for the
ZLDW to manage data extraction. It is implemented in the WBU, where all
transactions are analyzed before sending to the ZLDW and then converted in
an appropriate manner.

The CTBE, through the sake of user’s preferences, is able to correctly pri-
oritize queries as well as updates, thus retaining appropriate balance between
quality of data and service along with allowing to meet high demands of users.
However, due to modifications of enqueueing method, changes in prioritizing and
increasing number of processing queues from two to three, the algorithm is now
able to minimize processing operations. The algorithm is constructed to support
parallel processing, so that it is possible to reduce processing and analysis times
to minimum.

In contrast to algorithms from the WINE group, the CTBE algorithm is
supported by cache, through which all informations are being transferred to and
from the WBU. Transactions entering processing pipeline are analyzed in terms
of type (query or update) and assigned to two of three queues. The first queue,
the queue of transactions T, buffers all queries and updates. The next two are
divided into read–only (queries) and write–only transactions (updates). Queries
are enqueued in two separated queues Q and T : {qi : qi ∈ Q ∨ qi ∈ T }. Updates
as well as queries are written to the T queue, however they are linked to the
update queue, which gives us third one: {uj : uj ∈ U ∨ uj ∈ T }.
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All transactions brought to the T queue are marked with timestamp tqi, which
spells out time of arrival to cache memory. However, queries in both T and Q
queues, in addition to the assigned timestamp tqi, are redescribed further by
QoS (Quality of Service) and QoD (Quality of Data) values. In turn, updates
arriving to the U queue are defined only by timestamp tui in the initial phase,
as it is for the queue of transactions.

Only in the analysis phase, each transaction will be examined and assigned
additional parameters, allowing swift prioritizing.

Preliminary Analysis and Data Partitioning. Before beginning queries
prioritization and determining degree of their freshness, each transaction must
be examined with emphasis to identifying dependencies with ZLDW’s partitions.
The ZLDW system cannot be considered as a coherent whole, because then every
single update would have to have a relationship with every query, which would
lead to unworkable system policies. Therefore, system is divided into n separated
partitions P, which can be represented as ZLDW = {Pi|1 ≤ i ≥ n}. This allows
more precise mapping of relationships between queries and updates. Moreover,
it is possible to link query with more than one partition. Although the system
provides possibility to create more threads, number of links between updates
and partitions should not exceed value of 1.

3.1 Transactions Scheduling

After assigning transactions to appropriate partitions scheduling takes place.
The very first operation is checking number of items in queries, updates and
transactions queues. Number of transactions in the T queue should be as follows:∑

a>0

Ta =
∑
i≥0

Qi +
∑
j≥0

Uj. (1)

Depending on the number of transactions in queues one of three different steps
is executed:

1. when one of U –updates or Q–queries queues is empty,
2. when both U and Q queues are not empty and

∑
QoD >

∑
QoS,

3. when both U and Q queues are not empty and
∑

QoD <
∑

QoS.

First variant, when one of queues (U or Q) is empty, allows to reduce number
of operations and is the simplest of all three options. In processing pipeline all
operations are performed only on transactions buffered in T queue. As a result,
transactions are sorted with ascending timestamp ta order. The basis for this
assumption lies in the absence of one of two, read or write, modes which makes
impossible to link them and determine degree of queries freshness. As a result,
transactions are executed with already established timestamp order, i.e. from
the oldest one.

Two remaining steps are taken into account only when updates and queries
queues have at least one element each. At given time for each query from the Q
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queue values of QoS and QoD are added up. If
∑

QoS ≥ ∑
QoD only queue

of queries will be selected to analysis and a request will be sent to the ZLDW.
First value of QoS’ is calculated, which for incoming queries is 0, in accordance
to following formula:

QoS′(i) =

{
QoS(i) if QoS′(i) = 0;

QoS′(i) +
(

1
|T |∗rmax

)
if QoS′(i) > 0.

(2)

Parameter rmax is an integral part of the system, because every modification
of its value affects the rate of growth of QoS’. Another words, rmax enables
management of processing speed by determining mentioned rate of QoS’ growth.

Calculations for all queries residing in the Q–queries queue are followed by
scheduling – descending in terms of QoS’ values and ascending with timestamp.
Only then query with the greatest value of QoS is executed on the data ware-
house. With the sort based on the values of QoS’, none of queries will be wrinkled.
Therefore, waiting time may lengthen a bit, however due to low value of QoS’
data availability and safety requirements will be fulfilled.

On the other hand, if a higher priority was granted to the update queue
(
∑

QoD >
∑

QoS), users are focused on retrieving the most current responses
and it is required to analyze the update queue. Setting priorities for updates
must be preceded by query’s prioritization. It is made in the same manner as
in the second stage. Without proper ordering the system is unable to determine
which update must be executed first. Updates are scheduled upon values of (u)
measure, also used in the algorithms from WINE group:

w(u) =
∑

∀qi,|Pqi∩Pu|=1

qodqi
1 + posqi

(3)

Upon this equation, updates are dependant of queries, more precisely of their
place in the Q queue and original value of QoD. Calculating value of w(u) for
each of the updates is followed by scheduling – descending according to w(u)
and ascending with timestamp ti. Thanks to scheduling of timestamps we are
avoiding risk of overwriting data with obsolete information.

Example presented in Figure 1 shows how analysis is performed and illustrates
character of input and output data sequences. Input sequence stored in cache
contains only basic informations which are used later in the analysis of transac-
tions. After downloading data from cache by the WBU, transactions are being
allocated to appropriate queues. Each and every inquire is always enqueued in
the T queue, meanwhile queries and updates are assigned the Q and U queues
respectively. After queues’ analysis are updated and filled with relevant data –
such as information on partitions individual queries and updates belong to. After
verification of aggregated values of QoS and QoD, it can be seen that QoS is
grater, which means that query to execution will be chosen on the highest QoS’
value and the smallest timestamp – for example, Q1 query on the Figure 1. After
successful transaction’s commit it will be deleted from the T and Q queue as
well. Then the whole process repeats with another transaction selected – query
or update.



470 M. Gorawski, D. Lis, and A. Gorawska

Fig. 2. Queues in transactions processing pipeline

4 Tests and Comparison

Entire data warehouse environment has been configured on two PCs. On a com-
puter with a processor i5 and 8 GB of RAM, there have been Workload Balancing
Unit and Web–Service launched. In turn, on the second computer based on the
E8400 processor and 3GB of RAM, cache was configured and the ZLDW in-
stalled. During testing phase there has been about 500 measurements obtained,
which allowed to set optimal dependencies between all consecutive elements of
the system. The first test was drawn to the primary system, in which parallel
processing was not taken into account in the WBU. In each test, trial and during
each iteration number of updates and queries was equal.

To illustrate effectiveness of created solution we have performed several tests
of the CTBE algorithm that measure processing times for inquires in update
and queries queues. Moreover, experiments took into account two separate ap-
proaches to processing – single thread and parallel.

Figure 3 presents outcomes for short queues of queries and updates, i.e. less
than 500 items in each queue. By analyzing results it stands out that even for
a small number of queries and updates, processing time is significantly different
for both queues. The reason is hidden in different approaches to processing.
Processing tasks from the updates queue takes the most time – from 100 to 300
ms, as in the analysis and sorting stage, each individual update is analyzed in
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Fig. 3. Processing short queues in a single thread

accordance to each query stationed at that time in the system. In turn, queries
are analyzed and prioritized in isolation from buffered updates.

Fig. 4. Processing semi–long queues in a single thread

During another round of tests system without parallel processing unit was
verified again, but this time at an angle of semi–long queues (Figure 4) process-
ing. Results did not bring any surprise – it is ripening very large discrepancies
in obtained processing times. While for short queues processing time was from
100 to 300 ms, results for slightly longer ones have increased to 2500 – 4000
ms. Due to such great differences the CTBE algorithm had to be adapted to
parallel processing, so for huge inflows of transactions it would be possible to
utilize results in a timely manner.
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Fig. 5. Processing time of update queue’s inquiries

Moreover, Figure 5 shows timing differences in processing queue of updates, for
which time costs were too high. Chart illustrates another point of view – results
obtained for the same data sets but with two different processing methods. First
in which processing time is much higher, was launched in a single–thread mode,
which results in faster increase in processing time. It is not acceptable for larger
systems, like DWs, due to lengthening of delays. However, outcomes from the
system based on parallel processing, highlights possibility of delay minimization
while times did not exceed 20 000 ms for 25000 updates. With this example, it
should also be mentioned that number of queries which were taken for testing,
was equal to number of updates. This is very important because updates depend
on queries and are analyzed with respect to them. This assumption implies that
number of calculations grows polynomially.

Fig. 6. Updates and queries processing time comparison – parallel model
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The last of experiments, results of which are shown in Figure 6, was carried
out for the final version of the system handling the ZLDW. Each of threads in
the initial phase is processing not more than 1000 operations. With increase in
number of operations, each thread (number of threads must not exceed number
of updates) is supplied with additional operations, which is indirectly visible in
values of processing time.

In the chart query queue processing time increases linearly without any radical
strokes. Situation is different for updates where for 4500 – 9000 updates enqueues
(with query queue size is 4500 – 9000 transaction), time begins to grow rapidly,
due to quadratic increase in number of calculations to be performed. For ex-
ample, with 100 objects in each queue, when analyzing query queue only 100
calculations are executed, meanwhile for 100 enqueued updates there will be 100
x 100, which gives us 10 000 main calculation.

With results presented above, it is possible to notice that the system is sta-
ble when processing 50 000 transactions at ones. Challenge of processing such
number of transactions is not only deliverable but trivial, even though created
system was configured for classic PC and not a specialized server or even in
cloud computing environment.

5 Summary

Introduction of a new type of system based on the CTBE workload balancing al-
gorithm has streamlined transaction processing in the ZLDW. Systems designed
based on WINE and WINE–HYBRIS algorithms [4] need high computing power.
With an increase in number of updates and queries such systems were not able to
timely process transactions.With introduction of the CTBE algorithm, there is no
need to use cloud computing or CUDA architecture, because power of a standard
processor i5 is sufficient. In turn, cache enables effortless communication between
modules and reduces Workload Balancing Unit’s resource utilization that peri-
odically retrieves data. Application of the algorithm makes it possible to locate
the entire system inside corporate infrastructure limiting vulnerability to attacks
and intrusion attempts [11] (compared to cloud computing, where whole system
is placed on external servers). Moreover, such construction is compatible with dif-
ferent types of data sources. The WBU does not work directly on data contained
in the transactions but on informations that describe them, which allows yielding
responses in a short period. Therefore aforementioned specific requirements that
emerged from the ZLDW model, has been successfully met.
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Abstract. In this paper, we created the multimedia web application with ITS 
(Intelligent Transportation Systems) implemented in DMIS (Distributed Multi-
media Information System)(http://www.itsdoboj.hostoi.com/cns_admi- nistra-
tor.php),for traffic monitoring and managing in Doboj- Prnjavor regional road 
section, the Republic of Srpska (RS), Bosnia and Hercegovina (BH). The focus 
of the research goals is oriented on the CCMS (Central Control Multimedia  
System) modul for experimental monitoring of public bus transport and the cre-
ation of opportunities for informing the users proactively about the  current lo-
cation of the buses in the Doboj-Prnjavor road section and the time of arrival at 
the destination stop, and monitoring the number of contextual parameters of this 
system.  

Keywords: Intelligent Transportation System, Web application, Quality of Ser- 
vices , Quality of Experiences, traffic monitoring, page load time, Central Cont- 
rol Multimedia System, system performance. 

1 Introduction 

For the functions of the distributed multimedia information systems for transport and 
traffic management many multimedia applications were developed. Most of them 
have been developed for the traffic monitoring and measuring rating of the quality of 
services (QoS). The standard  ITU-T-E.800 defines QoS as „a set of requirements for 
quality of service which describes the behavior of one or a group of media objects of 
a multimedia system”. Seen from a broader point of view, QoS "is a set of 
quantitative and qualitative characteristics of a distributed multimedia system that are 
needed to realize the desired functionality of the application" [3].  According to this 
definition, QoS is on one hand user-oriented (includes subjective user satisfaction), 
and on the other hand reflects the specific  obligation of the network to meet those 
needs. In a narrow sense, QoS identifies the factors that can be directly observed and 
measured at the point where the user accesses the service [3]. In this research, an ap-
plication was developed to complement QoS with the some dimensions of Quallity of 
Experience (QoE) through the implementation of Intelligent Transportation System 
(ITS). Although QoE is much more difficult to determine. The ITU-T P.10/G.100 
standard classifies this dimension of quality as a general acceptability of an applica-
tion or service by the end user perception of the function. Thus, QoE includes the 
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overall  functioning of the system from end to end (user, terminal, network, service 
infrastructure), where as the general acceptability depends on several factors such as 
the content provider, the user expectations, the emotional factor [3]. The analysis of 
the service performance and contribution to the quality of customer satisfaction 
resulting from the implementation of ITS is possible using different methods [1],[5]. 
The information about the degree of satisfaction with the quality of the implemented 
ITS can be obtained by solving the Multi-faceted complex problems. Different user 
groups react differently to certain events beacuse of variety of parameters that have 
direct and indirect impact on that (the previous customer experiences, the level of 
education, emotional factors, etc.) [1]. Relevant information about the quality of 
service and the levels of customer satisfaction can be obtained from the established 
relationship between QoE and QoS [1]. To calculate QoS, the network parameters or 
the communication channels, such as the information flow, the number of packet loss, 
the packet delay, the speed of loading web pages is being observed [2]. For the as-
sessment of the level of the user satisfaction with a service [4], the MOS (Mean Opi-
nion Score) method is often used and it focuses on an "average" user of a product [3]. 
Another method for assessing the degree of the user satisfaction with the application 
or the service is the WQL hypothesis which shows the relation between QoS and QoE 
as a logarithmic function of Waiting time and QoE, on the linear ACR (Absolute Cat-
egory Rating) scale. According to the WQL Hypothesis "The relationship between 
Waiting time t and its QoE evalution on a linear ACR scale is Logarithmic") [3], the 
QoE function can be summarized with the form [3]: 

                                                                                  (1) 

where k and c are the experimentally obtained constants, t is the load time of web 
pages. By the subjective measurement or estimation of MOS, the level of satisfaction 
with the average "type" users with CCMS service is determined. This approach has its 
strengths and weaknesses. In article [17] the authors made another approach to QoE 
measurements, without the use of MOS factors. 

2 Basic Hypothesis 

For the purposes of research and experiments in this paper, we selected an 
experimental section of road Doboj-Prnjavor regional road, the Republic of Srpska, 
BH, and proposed a model of Distributed Multimedia Information System (DMIS) for 
traffic monitoring and managing  at University of East Sarajevo, Faculty of Transport 
and Traffic Engineering, Doboj, BH, which is a separate CCMS (Central Control 
Multimedia System) modul for monitoring and control of the intercity bus transport. 
The structure of DMIS is modular (Fig.1) with four main subsystems: the one for the 
traffic management, for the transport management,  the contextual modul and the 
residual modul with implementing ITS and CCMS. The idea is to design the first 
implemented DMIS with ITS service in the territory of BH, because currently there is 
not any application for the traffic monitoring and managing. The concept of the pro-
posed architecture is based on the recommendations of the European architecture for 
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ITS (FRAME European ITS Framework Architecture) and is in line with the interna-
tional standard ISO 14813-1 according to which the service and the domain of ITS 
were identified as an eleven group system. In the contextual subsystem the CCMS 
functional modules are responsible for certain processes. The sensor module includes 
a GPS/GPRS (Global Positioning System/General Pocket Radio Service) device 
(m:smart phone based on Android OS), which is installed in the bus and is responsible 
for determining the geolocation of the bus in the experimental section of the road.  

 

Fig. 1. Modular structure of the DMIS and CCMS for monitoring and managing of bus 
transport 

The obtained data of the geolocation of the buses using the installed Android apps 
and GPRS technology are sent to the CCMS at the module responsible for the 
monitoring and managing of the public bus services. In order to detect the geolocation 
of  the vehicles and send the data by the GPRS technology to the desired web page, 
the publicly available application "Self Hosted" [5], which is installed on the "smart 
phone", is used. This idea is based on the example of the use of "smart phones" as 
intelligent sensors, which is treated in this paper [6] with the aim of monitoring the 
degree of occupancy of a bus. For the purposes of the experiment the contextual 
functionality of the system is extended so the system is enriched with two cameras for 
monitoring  the traffic at critical points and the software sensor based on a web 
camera and software SpeedCam2012 [7] for measuring the speed of the vehicles on 
the observed section. The graphical display of the geolocation of the elements of the 
system is shown in Figure 2. For the purposes of the experiment and in order to study 
the interaction between the users and the systems, a multimedia tablet device at a bus 
stop in a village of Stanari was built in. The Android applications for the interaction 
with the users and for the connection to CCMS were installed on this device.  The 
flowchart of the data between the users, the tablet devices and CCMS is depicted in 
Figure 3. By using web applications on the bus stop location the users have three 
options for monitoring the system performance: 
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Fig. 2. Space map of layout elements on the road section Doboj-Prnjavor 

 (1) to identify the current location of the buses in the road section and the expected 
arrival time to the bus stop; 
 (2) to review the timetable and the service information related to the road conditions 
and weather parameters, and  
 (3) to receive information on possible causes of bus delays, failures, and other 
contextual information to the end users.    

 

Fig. 3. Flowchart of the data-user-tablet-CCMS 

Another form of interactive access to the system is via the multimedia CCMS 
website at:  http://www.itsdoboj.hostoi.com.  The user interaction with the individual 
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modules of CCMS is designed as multi-modal, including text, audio, haptic and  
graphic visual channel with multimedia web applications. Figure 4 shows the 
homepage of the site.  The algorithm of CCMS includes the following procedures and 
operations:  

1)Vehicle location via the built-in GPS device (m:smart phone Allview P5 Quad);  
2)The obtained data on the geolocation of the buses via HTTP protocol are sent every 
15 seconds to the web site: http://www.itsdoboj.hostoi.com/cns_administrator.php; 

 
Fig. 4. Home Page of CCMS Doboj 

3) PHP (Hypertext Preprocessor) script on the server computer in the CCMS receives 
the data in a text file that contains information about the location of the bus and the 
time of sending data;   
4) The application performs the processing of the data and on the basis of that a 
marker icon with a bus ticket is set on Google.Maps;   
5) The current position of the buses and the distance to the bus stop on the route are 
the input to Google's web service "Distance Matrix API", which was used for the 
estimation of the required time of arrival of the buses and the calculation of the 
current distance;  
6) The obtained data are returned to the user in the form of information of the HTTP 
protocol on the multimedia device about the position or on the website through which 
the users access the applications. 

3 Results and Presentation of Methods 

The research results of the level of the customer satisfaction are related to the registra-
tion of the speed of loading a Web application and the user’s sense of applications 
quality expressed by a subjective evaluation of the tested users. In addition, important 
parameters are also the visual user experience, ease of access to the applications and 
navigation through the application [8]. As already mentioned, parameters such as 
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Bandwidth, Bit Rate, Delay, Jitter and Loss Rate [9], are usually associated with mea-
suring QoS, while on the other hand Responsiveness (Promptness), Interactivity, 
Availability, Resilience, Task completion, Acceptability, Fatigue (Tiredness), Satis-
faction, Delight (Annoyance), Joy [10] and other are usually associated with QoE.  
From the above mentioned factors, it is evident that the QoE evaluation becomes very 
complex and QoE can be expressed in terms of functions which includes several pa-
rameters [3]: f(System, User State, Content, Context).  The methods of measuring 
QoE can be divided into two groups [3]:     

1.Subjective assessment of QoE based on the measurements of:  the customer re-
views, the technology assessments; Objective measurement: performance of execu-
tion of tasks,  behavior;   
2. "Objective" QoE prediction based on: analytical/statistical models, translation of 
the input parameters in the estimated QoE. 

3.1 Web Applications for Evaluation User Experience  

The multimedia web applications used in the experiment are available at 
(www.itsdoboj.hostoi.com) and were developed for the experiment based on the 
technology with open source software such as HTML5, PHP, CSS3. For hosting the 
multimedia web application a free provider of hosting services was selected, which is 
located on the following site www.000webhost.com [11] where the registration is 
made and subdomain is selected (www.itsdoboj.hostoi.com). For Web applications 
testing, the tools freely available on the Internet were selected (XAMPP - Apache 
web server) [12]. The selected parameter for test was the  speed of opening pages 
connected via a form (1) for the user QoE. Using the tools available on the web pages: 
http://tools.pindom.com/,[13]; http://www.webpagetest.org, [14]; http://gtmetrix.com, 
[15]  the testing was carried out and the results obtained are shown in Table 1:  

Table 1.  

TOOLS PERF/GR. 
REQUS

T. 
LOAD 
TIME 

PAGE 
SIZE 

pingdom 80% 17 0.874s 244.1kB 
webpa-getest 41% 19 4.096s 246kB 

gtmetrix 46% 16 4.65s 238kB 

 
Table 1. shows that the speed of loading the pages of the web site for the two test 

programs is fairly homogeneous, (4.096s and 4.65s), while the PLT (page load time) 
to "Pingdom" tool was 0.874s.  

According to the analysis [3],[16] the users considered the page load time of 
0.100s very fast, while the load over 10s usually gets negative ratings and the users 
generally give up on  the  access to such sites. Locations for "Pingdom" tool are in 
New York City-USA, for "webpagetest" in Vienen-Austria and for "gtmetrix" in 
Vancuver-Canada. On the other hand, the analysis of loading the entire page is done 
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with regard to various parameters such as the state of the load cycle and the load time 
spent in elation to the content of the page.  Table 2. shows the results for Load-Time 
Analysis Time per State:   

Table 2.  

Connect 45.52%
DNS 19.57%
Receive 18.19%
Wait 16.69%
Send 0.03%

 
From Table 2. it is evident that for the connection to the server the largest 

percentage of time is spent  45.52%, while sending data to server 0.03% of the time is 
spent. On the other hand, in Table 3. it can be seen that the loading of images and 
photos took the most, about 49% of  the total time was spent.  Table 3. shows the 
results for Time Spent per Content Type:                                                           

Table 3.  

Image 49.01%
HTML 22.01%
Script 16.11%
CSS 12.88%

 
Application testing was made in a sample of 50 users via the MOS factor function 

where the system parameter is PLT. The results obtained are shown in Figure 5.  

 
Fig. 5. MOS factor depending on the PLT 

The coefficients k = -1.0101 and c = 4.5, are obtained from the graph and there are 
used in equation (1), and QoE is presented in the new form:    
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                                                               (1) 

Form (2) shows the relationship between the page load time and the user QoE, which 
follows a logarithmic dependence of QoE on PLT.  

4 Discussion 

When a user accesses CCMS through a web application, he/she has the feeling that 
the system does not have an adequate response if the website load time is very large 
i.e. more than 10 seconds. In such situations, the MOS factor has a value between 0 
and 0.5. For the page loading values less than 1sec the MOS factor is about 4.5. 

The number of lost packets on the other hand is closely associated with the applica-
tion designed for the packet speech.  This paper is not focused on the voice applica-
tions, but the performance analysis of available networks and the Internet service 
provider for the Doboj area was tested, and it was determined that the existing tele-
communications network packet loss was 75 %, while the MOS factor was 4.32 with 
a download speed of 3.09Mbps and upload speed of 0.82Mbps. QoS was around 98 % 
and the RTT ( Round Trip Time) 280ms. By analyzing the page load times depending 
on the content it can be seen that the size of the images has a dominant impact on the 
load time. According to Table 3. for uploading images ther was used 49 % of the 
time. When designing Web applications that contain a lot of photographs, it is 
common to optimize the photographs. For the optimization of them JPG, GIF, PNG 
images formats are usually used. 

5 Conclusion 

The main research results of this paper is the multimedia web application with ITS, 
created as a software interface between the user and the CCMS. To assess the level of 
satisfaction of the customer specific systems or  applications, it is suitable to analyze 
the QoS parameters such as the data speed, the speed of the connection, the 
communication security, the number of lost packets, the speed of loading web pages. 
By linking the measurable QoS parameters and the quality based on QoE which is a 
measurement of the user satisfaction with the offered application or system, it is 
possible to estimate the level of the user satisfaction. For the analysis QoE of 
multimedia application with ITS, the paper proposes a distributed multimedia 
information system (DMIS) used for the experiment, intended to actively monitor and 
control the public intercity bus transport. Using the MOS methods and WQL 
hypothesis, the evaluation of the degree of satisfaction with the implemented system 
or service was assessed. The analyzed performances were: the speed of loading web 
pages, and the number of lost packets in the streaming, which are important from the 
user’s standpoint who accesses the web application with ITS and including the quality 
of services and experience from the interaction between the users and the applications 
it based on open source technologies such as HTML5, JavaScript and PHP language. 
In order to test the application, XAMPP package with the Apache web server was 
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used and its associated modules on the platform (m: smart phone based on Android 
OS) with services (m: Smart phone Quad Allview P5), Google's web service "Dis-
tance Matrix API", and the tools available on the web pages http://tools.pindom.com;  
http://www.webpagetest.org;  http://gtmetrix.com. 
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Abstract. In the firefighter problem the spread of fire is modelled on an
undirected graph. The goal is to find such an assignment of firefighters
to the nodes of the graph that they save as large part of the graph as
possible.

In this paper a multi-objective version of the firefighter problem is
proposed and solved using an evolutionary algorithm. Two different auto-
adaptation mechanisms are used for genetic operators selection and the
effectiveness of various crossover and mutation operators is studied.

Keywords: operator auto-adaptation, multi-objective evolutionary op-
timization, graph-based optimization, firefighter problem.

1 Introduction

The firefighter problem was introduced by Hartnell in 1995 [14]. It can be used
as a deterministic, discrete-time model for studying the spread and containment
of fire, containment of floods and the dynamics of the spread of diseases.

The problem definition is as follows. Let G = 〈V,E〉 be an undirected graph,
and L = {′B′,′ D′,′ U ′} a set of labels that can be assigned to the vertices of
the graph G. The meaning of the labels is ′B′ = burning, ′D′ = defended and
′U ′ = untouched. Let l : V → L be a function that labels the vertices. Initially,
all the vertices in V are marked ′U ′ (untouched). At the initial time step t = 0
a fire breaks out at a non-empty set of vertices ∅ �= S ⊂ V . The vertices from
the set S are labelled ′B′: ∀v ∈ S : l(v) = ′B′. At every following time step
t = 1, 2, . . . a predefined number d of yet untouched nodes (labelled ′U ′) become
defended by firefighters (these nodes are labelled ′D′). A node, once marked
′D′, remains protected until the end of the simulation. Each time step finishes
with the fire spreading from the nodes labelled ′B′ to all the neighbouring nodes
labelled ′U ′. The simulation ends when either the fire is contained (i.e. there are
no undefended nodes to which the fire can get) or when all the undefended nodes
are burning. The goal is to find an assignment of firefighters to d nodes per each
time step t = 1, 2, . . . , such that, when the simulation stops, the number of saved
vertices (labelled ′D′ or ′U ′) is maximal.
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In this paper a multi-objective version of the firefighter problem is tackled
in which there are m values vi(v), i = 1, . . . ,m assigned to each node v in the
graph. Each vi value can be interpreted as a worth of a node with respect to a
different criterion (e.g. the financial worth vs. the cultural value). The objectives
fi, i = 1, . . . ,m attained by a given solution are calculated as follows:

fi =
∑

v∈V :l(v) �= ′B′
vi(v) (1)

where:
vi(v) is the value of a given node according to the i-th criterion.

Many papers published to date on the firefighter problem deal with theoret-
ical properties and concern specific types of graphs and specific problem cases.
Obviously, such results are not applicable in the general case when specific as-
sumptions may not be guaranteed to be true. In the paper [8] a linear integer
programming model was proposed, however it was only a single-objective one. To
date, few papers have been published on using metaheuristic methods for solving
the firefighter problem. A recent paper [4] states even, that before its publication
not a single metaheuristic approach has been applied to the firefighter problem.
In the aforementioned paper an Ant Colony Optimization (ACO) approach was
proposed for a single-objective case. In this paper a multi-objective evolutionary
algorithm with operator auto-adaptation is used.

The rest of this paper is structured as follows. Section 2 presents the algorithm
used for solving the multi-objective firefighter problem. In Section 3 the exper-
imental setup is presented along with the obtained results. Section 4 concludes
the paper.

2 Algorithm

Evolutionary algorithms are often used for multi-objective optimization. The
advantage of this type of optimization methods is that they maintain an entire
population of solutions which may represent various trade-offs between the objec-
tives. Since the problem presented in this paper is multi-objective the NSGA-II
algorithm [7] is used which is used in the literature in many areas including engi-
neering applications [13] and operations research [18]. The optimization problem
considered in this paper involves m objectives which represent the value of the
graph nodes with respect to different criteria. In the algorithm an m+ 1-th ob-
jective is added which represents the number of nodes saved (i.e. labelled either
’D’ or ’U’ at the end of the simulation). This objective is added in order to
promote solutions that allow the fire to be contained early.

The genotype used in the algorithm is a permutation P of Nv elements. This
permutation represents the order in which nodes of the graph are defended by
firefighters. During the simulation of the spreading of fire firefighters are assigned
to d nodes of the graph at the time in the order determined by the permutation
P . If a given node is already labelled ′B′ then a firefighter is assigned to the
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next untouched node from the permutation P . At a given time step d firefighters
are always assigned, even if some nodes are skipped because they are already
marked ′B′.

Genetic Operators: A set of 10 crossover operators and 5 mutation opera-
tors is used for genetic operations. The crossover operators are: Cycle Crossover
(CX) [17], Linear Order Crossover (LOX) [9], Merging Crossover (MOX) [1,16],
Non-Wrapping Order Crossover (NWOX) [6], Order Based Crossover (OBX)
[19], Order Crossover (OX) [11], Position Based Crossover (PBX) [19], Partially
Mapped Crossover (PMX) [12], Precedence Preservative Crossover (PPX) [3,2]
and Uniform Partially Mapped Crossover (UPMX) [5]. The mutation operators
are: displacement mutation, insertion mutation, inversion mutation, scramble
mutation and transpose mutation.

Auto-Adaptation Mechanism: The effectiveness of genetic operators may
vary for different problems, different instances of a given problem and even may
change at different phases of the optimization process. In order to choose the best
performing crossover and mutation operators an auto-adaptation mechanism can
be used [15]. In this paper two auto-adaptation mechanisms are compared. The
first mechanism (RawScore) uses a raw score calculated as the number of times
bi when a given operator produced an improved specimen. Note, that in the case
of the crossover operator each offspring is compared to each parent, so if one
offspring is better than both parents then bi = 2 and if both offspring are better
than both parents then bi = 4. Also, in the case of a multi-objective problem an
improvement along any of the objectives is counted.

The second mechanism (SuccessRate) is based on the success rate of the op-
erators. This mechanism counts the number of times each operator was used ni

and the number of improvements obtained bi. Similarly as with the first mech-
anism each offspring is compared to each parent, so a maximum value of bi = 4
can be obtained (per objective). The success rate is calculated as si = bi/ni if
ni �= 0 or si = 0 if ni = 0.

Each of the Nop operators is given a minimum probability Pmin and the re-
maining 1−NopPmin is divided proportionally to either the raw scores bi (in the
RawScore method) or the success rate values si (in the SuccessRate method)
obtained by the operators. In both methods operators are selected randomly
using a roulette-wheel selection principle. The selection of crossover and mu-
tation operators is performed separately with separate probability assignment
procedures.

3 Experiments and Results

In the experiments the optimization of firefighter assignment was performed for
graphs with various density of edges. The graphs were built as follows. First, a
number Nv of vertices were created. Then, edges were added with a probability
Pedge of creating an edge between any given two vertices. The density of the
graph heavily impacts the progress of the simulation. If the density is low the
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fire is easily contained. If the density is high the fire is very hard to contain and
all nodes burn except those protected by firefighters (no nodes with the label ’U’
at the end of simulation). Therefore, the value of Pedge was selected based on a
preliminary round of tests in order to ensure that on one hand some of the nodes
are left in the untouched state ’U’ and on the other hand the fire is not stopped
immediately. The number of vertices Ns at which the fire started was set to 1,
0.04 ·Nv and 0.1 ·Nv. The number of firefighters Nf assigned at each time step
was set to Nf = 2 · Ns. The parameters of the test instances are presented in
Table 1.

Table 1. Parameters of the test instances

Nv Pedge Ns

50 0.05 1, 2 and 5
100 0.02 1, 4 and 10
500 0.0055 1, 20 and 50

1000 0.0025 1, 40 and 100

The parameters of the evolutionary algorithm were set as follows in the ex-
periments. The number of generations was set to Ngen = 250. In order to allow
larger populations for larger problem instances the population size was set to
be equal to the number of the nodes in the graph Npop = Nv. Specimens for
a new generation were generated by applying a crossover operator and then
mutation operator. The number of new specimens generated by the crossover
operator was equal to the population size Npop and the probability of mutation
was set to Pmut = 0.05. The minimum probability of selecting a particular op-
erator in the auto-adaptation mechanism was set to Pmin = 0.02 for crossover
auto-adaptation and to Pmin = 0.05 for mutation auto-adaptation.

The auto-adaptation mechanism changes the probabilities with which individ-
ual operators are selected. At various stages of the optimization process different
operators may be used more often than others. An example of this effect is vis-
ible in Figure 1 which presents the success rates of crossover operators plotted
against the generation number for the instance with Nv = 1000 vertices and
Ns = 100 fire starting points. Clearly, around generation 40 the MOX crossover
works best followed closely by the PPX. Near the end of the search the OBX
and PBX crossovers work best.

The results of multi-objective optimization performed using different algo-
rithms are often hard to compare because individual solutions may dominate
one another with respect to different objectives. In order to obtain numeric
values that represent the quality of the generated results various measures of
the Pareto front quality are used. Hypervolume indicator introduced in [20] is
very often used for that purpose. It has been proven in [10] that maximizing
the hypervolume is equivalent to achieving Pareto optimality. Table 2 presents
the hypervolume values obtained in the experiments for both auto-adaptation
methods. The presented values are averages calculated from 10 runs of the test
performed for each set of parameters.

In the experiments using the auto-adaptation based on the raw score the
scores bi were recorded for each operator i = 1, . . . , Nop separately for crossover
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Fig. 1. The success rates of crossover operators plotted against the generation number
for the instance with Nv = 1000 vertices and Ns = 100 fire starting points

Table 2. Hypervolume values attained by both auto-adaptation methods

Nv Pedge Ns RawScore SuccessRate
auto-adaptation auto-adaptation

50 0.05
1 4.6143 · 106 5.2143 · 106
2 5.5699 · 107 5.6312 · 107
5 5.2817 · 107 5.4063 · 107

100 0.02
1 4.6310 · 108 7.2057 · 108
4 4.5708 · 108 5.2746 · 108

10 3.9548 · 108 5.1009 · 108

500 0.0055
1 2.0798 · 107 2.1406 · 107

20 3.3457 · 109 3.5775 · 109
50 1.1501 · 1010 0.9089 · 1010

1000 0.0025
1 1.0167 · 108 1.0016 · 108

40 2.7972 · 1010 2.6013 · 1010
100 1.1303 · 1011 1.0949 · 1011

and mutation operators. Recorded scores are presented in Tables 3 and 4. Among
the crossover operators the CX crossover seems to work best as it has obtained
the highest score most often. However, other crossover operators also produced
good results on some instances. In the case of mutation operators the insertion
mutation clearly performs best.

In the experiments using the auto-adaptation based on the success rate the
success rates si were recorded for each operator i = 1, . . . , Nop separately for
crossover and mutation operators. Recorded success rates are presented in Tables
5 and 6. Similarly as with the first auto-adaptation method the CX crossover
achieves high success rates on some instances. Also, the OBX and PBX crossover
operators seem to work well. Again, the insertion mutation achieves the best
success rate outperforming, on average, all the other mutation operators.
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Table 3. Scores obtained by crossover operators in the case of the auto-adaptation
method based on raw scores

Nv Pedge Ns CX LOX MOX NWOX OBX OX PBX PMX PPX UPMX

50 0.05
1 339.7 172.9 312.5 210.7 272.7 148.0 182.6 167.9 140.4 231.3
2 703.9 232.9 159.5 252.4 210.5 121.5 126.7 340.6 335.0 326.6
5 197.9 120.6 598.7 227.2 215.6 270.1 205.8 112.2 149.5 93.6

100 0.02
1 770.7 314.1 269.7 532.3 248.8 106.4 609.1 475.4 447.0 258.8
4 1112.6 949.7 1107.3 1440.8 1160.9 458.6 871.5 801.8 643.8 449.1

10 917.8 1361.1 605.0 828.8 620.6 263.2 1084.6 1267.2 847.1 392.4

500 0.0055
1 4905.4 2907.4 4662.4 3410.5 6970.6 1293.1 8531.8 3733.0 8706.2 4891.3

20 20910.5 12966.6 25450.5 15624.4 17796.1 1330.2 29291.9 7203.9 24431.8 2608.8
50 28899.5 15642.5 14174.3 15757.6 26394.8 2181.3 22251.9 6649.2 11675.2 1408.3

1000 0.0025
1 12264.4 7023.0 9990.5 5643.3 17829.5 2150.1 17231.3 8418.1 20872.6 8802.2

40 60152.2 38021.3 36766.7 47273.8 44378.3 3968.4 47085.1 15657.3 58720.6 2654.3
100 65961.7 33573.6 37139.4 41497.6 59235.0 2671.5 61871.8 15297.6 33518.0 2224.6

AVERAGE 16428.0 9440.5 10936.4 11058.3 14611.1 1246.9 15778.7 5010.4 13373.9 2028.4

Table 4. Scores obtained by mutation operators in the case of the auto-adaptation
method based on raw scores

Nv Pedge Ns displacement insertion inversion scramble transpose

50 0.05
1 16.6 8.7 8.1 8.4 2.3
2 6.3 18.6 3.8 10.8 5.8
5 10.1 8.0 4.1 3.1 5.0

100 0.02
1 16.3 6.1 22.7 15.3 3.8
4 17.3 25.3 13.8 26.6 9.9

10 26.5 23.7 12.3 26.5 10.4

500 0.0055
1 113.7 5.8 111.0 86.8 3.4

20 121.1 401.7 63.5 62.8 163.9
50 80.3 581.1 25.8 63.8 124.9

1000 0.0025
1 132.1 6.6 113.8 162.1 3.5

40 402.8 1107.6 112.5 176.3 353.0
100 243.2 1165.5 53.0 138.7 339.6

AVERAGE 98.9 279.9 45.4 65.1 85.5

Table 5. Success rates of the crossover operators generated by the auto-adaptation
method based on success rates

Nv Pedge Ns CX LOX MOX NWOX OBX OX PBX PMX PPX UPMX

50 0.05
1 0.356 0.329 0.346 0.341 0.411 0.251 0.424 0.331 0.347 0.338
2 0.434 0.422 0.425 0.394 0.432 0.312 0.433 0.409 0.456 0.359
5 0.395 0.330 0.336 0.343 0.356 0.280 0.357 0.318 0.331 0.278

100 0.02
1 0.380 0.325 0.366 0.353 0.396 0.190 0.386 0.292 0.390 0.323
4 0.797 0.718 0.640 0.720 0.696 0.348 0.697 0.644 0.648 0.444

10 0.865 0.802 0.730 0.787 0.743 0.342 0.756 0.706 0.753 0.461

500 0.0055
1 0.795 0.713 0.839 0.713 1.076 0.305 1.068 0.648 1.015 1.016

20 2.601 2.532 2.575 2.540 2.670 0.612 2.684 1.983 2.495 0.875
50 2.563 2.611 2.644 2.606 2.865 0.563 2.874 2.033 2.297 0.885

1000 0.0025
1 0.803 0.671 0.798 0.676 0.990 0.361 0.999 0.574 1.009 0.849

40 3.149 2.924 2.957 2.929 3.142 0.665 3.146 2.101 3.130 0.693
100 3.151 3.082 2.770 3.090 3.399 0.558 3.407 2.140 2.299 0.520

AVERAGE 1.357 1.288 1.286 1.291 1.431 0.399 1.436 1.015 1.264 0.587
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Table 6. Success rates of the mutation operators generated by the auto-adaptation
method based on success rates

Nv Pedge Ns displacement insertion inversion scramble transpose

50 0.05
1 0.054 0.050 0.053 0.033 0.048
2 0.057 0.086 0.031 0.039 0.058
5 0.023 0.050 0.021 0.023 0.049

100 0.02
1 0.056 0.036 0.035 0.041 0.022
4 0.051 0.102 0.058 0.055 0.076

10 0.068 0.089 0.052 0.067 0.045

500 0.0055
1 0.057 0.019 0.044 0.049 0.010

20 0.097 0.213 0.060 0.073 0.131
50 0.074 0.231 0.048 0.051 0.154

1000 0.0025
1 0.049 0.011 0.041 0.040 0.003

40 0.118 0.275 0.078 0.094 0.186
100 0.080 0.263 0.043 0.055 0.168

AVERAGE 0.065 0.119 0.047 0.052 0.079

4 Conclusion

In this paper two auto-adaptation mechanisms for operator selection are tested
on the firefighter problem. One of the auto-adaptation mechanisms uses raw
scores calculated as the number of times each operator produces an improved
specimen. The second mechanism uses scores normalized by the number of tries
(i.e. the number of times each operator was applied). The first mechanism seems
to work better on larger instances, while the second one produces better results
on smaller instances.

Auto-adaptation based on raw scores seems to favor the CX crossover, while
the auto-adaptation based on success rates gives a bit higher priority to the
OBX and PBX crossovers. In the case of mutation both methods give the highest
scores to the insertion mutation operator. The average score and success rate
is clearly the highest in the case of insertion mutation. The inversion, scramble
and transpose mutation operators obtain very poor results and are rarely used.

The fact that success rates of crossover operators vary over the duration of the
optimization process motivates using auto-adaptation mechanisms because the
performance of any individual operator may deteriorate over certain periods of
time.
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Abstract. Cloud computing is very much accepted and acknowledged
worldwide as a promising computing paradigm. On-demand provisioning
based on a pay-per-use business model helps reduce costs through sharing
computing and storage resources. Although cloud computing has become
popular, some business and government organizations are still lagging be-
hind in adopting cloud computing. This study reports the status of cloud
utilization among business and government organizations, and the con-
cerns of organizations regarding the adoption of cloud computing. The
study shows that some government agencies are lagging behind in cloud
computing use, while others are leading the way. Security is identified as
the major reason for delay in adopting cloud computing. The outcomes
of the data analysis process prove that some security measures such as
encryption, access authentication, antivirus protection, firewall, and ser-
vice availability are required by clients for adoption of cloud computing
in the future.

1 Introduction

Cloud computing is a promising computing paradigm where virtualized and dy-
namically scalable resources are provided to clients as services over the Internet.
It has emerged as a popular computing model for big data processing. The cloud
in a broad sense refers to the Internet, and in practice it refers to the data cen-
ter hardware and software that support the clients’ needs, often in the form of
data storage and remotely hosted applications. The idea behind cloud computing
started in the 1960s when John McCarthy thought of computation as a public
utility [1], [2], [3], [4] [5]. Google, with its several services such as Google Docs
is an example that gave a great push and public visibility to cloud computing.
Moreover, Eucalyptus, OpenNebula, and Nimbus were introduced as the first
open source platforms for deploying private and hybrid clouds [6], [7], [8].

Cloud computing provides services to the customers via its three major layers
that form the technology stack. These layers are: Infrastructure (Infrastructure
as a Service or IaaS), which provides managed and scalable resources as ser-
vices to the client; Application platform (Platform as a Service or PaaS), which
provides computational resources as a platform where applications and services
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can be developed and hosted; and Application software (Software as a Service
or SaaS), where–in this model–applications are hosted as a service to the cus-
tomers who access them via the Internet. In addition, the cloud itself has four
deployment models: public, private, community, and hybrid [9], [10], [11], [12].

Although cloud computing is becoming more and more acceptable every day,
some business and government organizations are lagging behind in adopting
cloud computing, while others are leading the way. The term ‘adoption’ here
refers to the use of cloud resources. The problem of cloud adoption has been
observed in many business and government organizations. Addressing the reasons
behind the lag in cloud adoption will benefit both clients and cloud providers.

The goal of this research is to discover the reasons why some business and
government organizations are far behind others in adopting cloud services and
resources, and what factors might induce them to move ahead. The study exam-
ines the current status of the cloud and the movement of organizations toward
using cloud services. With businesses the major factor holding them back at first
was cost and security. However, the cost has gone down so much that using the
cloud actually saves most clients’ money, and security is improved. Nevertheless,
government organizations are still not progressing much toward cloud adoption.

A survey was created after examining the literature in order to get a definitive
view of the current state of cloud adoption and some ideas of why there are differ-
ences in adoption between business organizations and government organizations.
The questions were created in order to support what was found in the literature
and to identify some factors involved in cloud computing. This survey was taken
only by individuals in selected positions within organizations, since most other
professionals have little or nothing to do with Information Technology (IT) or
cloud adoption decisions and no responsibility for security. This paper focuses
on the lag in cloud adoption as an issue in some organizations, and the gap
between business and government organizations. Furthermore, the paper inves-
tigates how security responsibilities are perceived in the view of employees, and
the expected security measures from the cloud service providers.

The remainder part of this paper is organized as follows: Section 2 is dedicated
to explaining the definitions, the benefits, and the issues of cloud computing tech-
nology. In addition, it sheds light on organizations’ adoption of cloud computing.
Investigative work concerning data collection in survey and interviews, and data
analysis toward understanding the lag in adoption by organizations, are reported
in Section 3. Conclusions are drawn and future work is outlined in Section 4.

2 Cloud Computing

There are several definitions for cloud computing. However, the core of these
definitions relies on the scalable and elastic IT resources provided as a service
to the Internet customers [13], [14], [15]. This definition can be expanded to
show the essential characteristics that cloud computing provides. IT capabilities
such as networks, servers, storage, applications, and services can be individually
obtained by a cloud user without the need for human interaction with the service
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provider. Resources thus provided can be dynamically allocated and released.
Regardless of the end-user platform, users can benefit from the cloud. Cloud
providers support multiple clients using a multi-tenant model. Resource usage
is monitored, controlled, and reported for the services used [2], [15], [16].

Cloud computing facilities are provided at three different levels depending on
the required resources. The customer can simply request software as a service
(SaaS), or go deeper to platform (PaaS), or even the whole infrastructure (IaaS)
which gives more control to the allocated hardware resources. Basically it is a
matter of who controls the network, storage, server, services, applications and
data. If the customer intends to use infrastructure as a service, then IT support
and security responsibilities rely on the client, and almost no intervention from
the cloud provider is required [9], [10], [12]. The cloud deployment model depends
on the usability and allocation of the IT resources. This can be a public cloud,
provided by a third party provider, or private (internal) cloud hosted in an
internal network. In addition, community and hybrid clouds emerged from both
public and private clouds [10], [13], [17], [18]. Aside from cloud types, a cloud
developer can support multiple roles like cloud auditor, cloud service provider,
cloud service carrier, cloud service broker, and cloud service consumer [19].

In terms of security, the cloud has both advantages and disadvantages. Com-
paring public cloud to privately owned resources, Wood et al. [20] showed cost
reductions of up to 85% for taking advantage of disaster recovery services through
cloud computing platforms. In addition, the cloud offers 24/7/365 security mon-
itoring capabilities, which small or even medium-sized organizations might not
be able to provide. Looking at the other side of the coin, Subashini and Kavitha
[21] urged the use of strong encryption techniques and fine-grained authorization
to control data access and for secure cloud usage.

2.1 Adoption of Cloud Computing

Cloud adoption refers to embracing the cloud services by following one or more
deployment and delivery models based on the requirements. On-demand service
based on the pay-per-use business model helps reduce costs through sharing
computing and storage resources [22]. It is expected that cloud computing will
become an essential step in the growth of information technology [23]. Cloud
benefits may be perceived differently from the view of IT and non-IT personnel.
Non-IT personnel sees mobility and access on all kinds of devices from anywhere
in the world as a big advantage of cloud. Additionally, running applications
without having to install them and eliminating the need for storage and constant
upgrades are also appreciated. For IT personnel, cloud offers flexibility, elasticity
of storage and access, as well as easy expansions and improvements for their
networks. Denial-of-Service (DoS) attacks [24] would be greatly diminished in
cloud, since security responsibilities are shared with or dedicated to the cloud
provider. Server requirements, equipment to be upgraded and network capacity
require less effort from an IT department when using cloud. In fact, separating
public access from internal operations gives a sense of security and stability for
a network from the perspective of IT personnel.
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It is now apparent that the lag in adopting cloud computing in business and
government organizations is an interesting problem. The adoption lag serves as
a barrier between organization and cloud computing providers, and it leads to
the benefits provided by cloud computing going to waste. Therefore, the focus
of this research is on finding the hidden reasons behind the lag occurring in
both business and governmental organizations. It is assumed that loss of direct
control over data is a concern for many organizations, as is data integrity and
safety. Moreover, data security in the cloud is considered a major issue, which
acts as a barrier for organizations towards cloud computing adoption.

3 Investigation Work

The global variety of political systems and bureaucratic structures is so large
that even if we only consider developed countries, there are far too many vari-
ables concerning socio-cultural groups and political systems among the various
countries, and presenting them all is beyond the scope of this study. This research
fits into the quantitative approach in which questionnaires were used; further-
more, the numerical data was collected and analyzed using mathematically-based
methods. In addition, the short anonymous follow-up interviews used to obtain
in-depth understanding of the problems framed for this study added a qualita-
tive layer to the research. Considering the usage of two or more independent
sources of data or data collection methods is useful for increasing the research
findings reliability [25], [26], [27], [28].

3.1 Data Collection

The primary data collection methods used for this study are interviews and
questionnaire for key people. The secondary data for this study was obtained
from peer reviewed databases, science sites, online and physical libraries, and
the Internet. The information from the literature review serves as basic infor-
mation supporting both the reason for this research and the questions created
for primary investigation. In order to focus upon the class of organizations of
interest and the problems being investigated, the questionnaires/interviews are
targeted at only individuals involved in IT security or management and stake-
holder managers with input into decisions concerning the adoption of cloud. The
study was not limited to government organizations, but the demographic ques-
tions allowed for separation in order to be able to find similarities and differences
between business and government organizations.

This research relies on close-ended questionnaires and semi-structured inter-
views. The questionnaire mainly looks for information regarding the organi-
zation’s background and respondent’s position, how the organization’s data is
maintained, and cloud plans and related security measures. Surveys were dis-
tributed over several weeks and were administered by the researcher after mak-
ing contact with prospective participants via email. Those contacts were asked
for referrals with positions and qualifications matching the requirements for this
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Fig. 1. Business organizations’ adoption of cloud computing

study. Over several weeks, 110 qualified responses were received; out of these, 28
agreed to an interview. The questionnaires were followed up with short anony-
mous follow-up interviews via Skype with those individuals who agreed to par-
ticipate. Fourteen participants with higher responsibility for decisions out of
those agreeing to interviews were asked several follow-up questions concerning
the possibilities of cloud adoption. Questions were created to identify the various
problems and reasons underlying the slow rate of cloud adoption by government
agencies around the world. The variables needed took the positions and respon-
sibility of participants into consideration to ensure that they were knowledgeable
concerning company policy and actions.

The follow-up interviews were done to enrich the data collection; in the view
of Louise Barriball and While [29], using personal interviews as a method for
data collection has a number of advantages. It can compensate for questionnaire
survey in terms of the poor response rates. It is very useful when trying to explore
attitudes, beliefs, values and motives [30]. It can, when discussing sensitive issues,
provide the researcher with the chance to evaluate the validity of the respondent’s
answers by monitoring non-verbal indicators [31]. Moreover, comparability might
be easier since the researcher can ensure that all questions are answered by each
respondent. In fact, it ensures that responses are formulated by the respondent
without receiving support from others.

In light of the research question, the survey questions requesting a measure of
attitude or opinion were created using and arbitrary scale developed on ad hoc
basis through the researchers’ own subjective selection of items. In order to focus
the respondents upon primary factors that affected decisions concerning cloud
adoption, multiple choice answers were created that included all the possibly
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Fig. 2. Government organizations’ adoption of cloud computing

relevant general responses. Before creating any question the expected answers
were anticipated and the range of possibilities was carefully considered. Basically,
the survey was aimed at getting a good picture of the company’s current position
regarding the use of cloud and the stance concerning security, data backup and
cloud use from each respondent. A survey like this, however, is limited to just
those answers allowed. As agreed, the recordings were only kept long enough
to transcribe them and then destroyed in order to insure anonymity. Further-
more, the recorded responses were compared in order to ascertain similarities
and differences.

3.2 Data Analysis Strategy

According to Price and Chamberlayne [32], statistics are classified into three
types: descriptive, multivariate, and inferential. Descriptive statistics provide a
summary of large amounts of information in an efficient and easily understood
format. Multivariate statistics allow comparisons among factors by isolating the
effect of one factor or variable from others that may distort conclusions. Finally,
inferential statistics use a drawn sample from a population to suggest statements
about that population. In short, the relevant statistics type for this survey was
the descriptive one, since the research goal was to summarize the data on hand
in order to provide valuable information as an outcome of this study.

Interviews in this study were transcribed and documented at the beginning.
Keywords and important information that served the goal of this research were
extracted and organized into concepts. The extracted information was reformu-
lated in order to understand the relationship between one another. The data
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Fig. 3. Longevity of data storage in cloud

was evaluated against several available sources to measure the relevance and
further legitimize the data. The findings from the collected data were reported
and conclusions were drawn. Burnard [33], however, elaborated the above steps
to define the process of analyzing qualitative interview transcripts into fourteen
stages, and how it can be performed using a personal computer.

3.3 Data Analysis Outcomes

Data collection and analysis include a number of factors addressed in the survey
and interviews. However, we report here only the most significant factors in cloud
computing adoption we found. These factors encompass business organizations’
adoption status, governmental organizations’ adoption status, longevity of data
storage, reasons for not adopting cloud, and the required security measures.

The status of business organization adoption is shown in Fig. 1. The figure
demonstrates different levels of adoption. However, the most significant levels are
as follows: (41%) of business organizations use their own cloud (private), (5%)
are in process of extending their own cloud, and (29%) are already negotiating
with a public cloud provider, and in the process of cloud adoption. On the
other side, different adoption ratios are apparent for government organizations
shown in Fig. 2. The figure illustrates the usage of private cloud in government
organizations (21%), and (36%) with plans to provide private cloud. On the
other hand, (34%) has no plans to use cloud, which is considered a lag in cloud
adoption for government organizations.

Longevity of data storage can be considered one of the reasons behind the lag
in cloud computing adoption. A comparison between both business and govern-
ment organizations is shown in Fig. 3. It is obvious that government organizations
look for long term backups which, of course, imposes a higher security risk. Secu-
rity concerns in cloud computing appear clearly in Fig.4 as the most significant
reason for not adopting to cloud computing. The business participants indicated
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Fig. 4. Reasons for not adopting of cloud computing

that they tried but did not like the cloud. The rest of these responses were from
participants who work for government organizations. Not only security and cost,
but also service outage, performance, compliance, and private clouds compatibil-
ity requirements can be considered as adoption issues.

As a supplement to this research, we also investigated the security require-
ments of using cloud computing by both types of organizations. The findings
are reported in Fig. 5. A deeper look at this figure, it becomes evident that
all participants indicated that their organizations require at least encryption,
access authentication, antivirus protection, firewall protection, and 24/7 access
monitoring using artificial intelligence with human backup. Businesses were not
as interested in triple redundancy data backup or triple layer access controls,
which were popular among government agencies. Multiple analyses are possible
using this chart, and the implications suggest that government organizations are
far more security-conscious than private industry.

Fig. 5. Required security measures from cloud providers
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4 Conclusions

Cloud computing is a promising computing paradigm that provides infinite re-
sources to clients over the Internet. Although cloud computing offers cost reduc-
tions and ease of use, business and government organizations are not adopting
cloud computing equally. This research has presented the outcomes of addressing
the problem of lag in cloud adoption. The supporting research contained both
survey data and interviews with personnel from business and government orga-
nizations. A descriptive data analysis approach was conducted for processing the
collected data. Our findings confirm that government organizations lag behind
in cloud adoption due to data storage and data security concerns. As a future
solution, negotiating the agreement on level of service with the cloud providers
will become a crucial step towards guaranteeing the security of data, and hence,
increasing the possibly of cloud adoption.
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Computer Networks 57(9), 2093–2115 (2013)

20. Wood, T., Cecchet, E., Ramakrishnan, K.K., Shenoy, P., van der Merwe, J.,
Venkataramani, A.: Disaster recovery as a cloud service: Economic benefits & de-
ployment challenges. In: Proceedings of the 2nd USENIX Conference on Hot Topics
in Cloud Computing, HotCloud 2010, p. 8. USENIX Association, Berkeley (2010)

21. Subashini, S., Kavitha, V.: A survey on security issues in service delivery models
of cloud computing. Journal of Network and Computer Applications 34(1), 1–11
(2011)

22. Armbrust, M., Fox, A., Griffith, R., Joseph, A.D., Katz, R., Konwinski, A., Lee,
G., Patterson, D., Rabkin, A., Stoica, I., Zaharia, M.: A view of cloud computing.
Communications of the ACM 53(4), 50–58 (2010)

23. Kim, W., Kim, S.D., Lee, E., Lee, S.: Adoption issues for cloud computing. In:
Proceedings of the 7th International Conference on Advances in Mobile Computing
and Multimedia, MoMM 2009, pp. 2–5. ACM, New York (2009)

24. Hoque, N., Bhuyan, M.H., Baishya, R., Bhattacharyya, D., Kalita, J.: Network
attacks: Taxonomy, tools and systems. Journal of Network and Computer Appli-
cations 40, 307–324 (2014)

25. Saunders, M., Lewis, P., Thornhill, A.: Research methods for business students.
Prentice Hall (2009)

26. Muijs, D.: Doing Quantitative Research in Education with SPSS. SAGE Publica-
tions (2010)

27. Dawson, C.: Practical Research Methods: A User-friendly Guide to Mastering Re-
search Techniques and Projects. How to books. How To Books (2002)

28. Creswell, J.: Qualitative Inquiry and Research Design: Choosing Among Five Ap-
proaches. SAGE Publications (2012)

29. Louise Barriball, K., While, A.: Collecting data using a semi-structured interview:
A discussion paper. Journal of Advanced Nursing 19(2), 328–335 (1994)

30. Richardson, S., Dohrenwend, B., Klein, D.: Interviewing: Its forms and functions.
Basic Books (1965)

31. Gorden, R.: Interviewing: Strategy, Techniques, and Tactics. Dorsey Press (1987)
32. Price, J., Chamberlayne, D.W.: Descriptive and multivariate statistics. In: Gwinn,

S.L., Bruce, C., Cooper, J.P., Hick, S. (eds.) Exploring Crime Analysis: Readings
On Essential Skills, 2nd edn., pp. 179–183. BookSurge (2008)

33. Burnard, P.: A method of analysing interview transcripts in qualitative research.
Nurse Education Today 11(6), 461–466 (1991)



Erratum: Ensemble-Distributed Approach 
in Classification Problem Solution for Intrusion 

Detection Systems 

Vladimir Bukhtoyarov1 and Vadim Zhukov2 

1 Siberian State Aerospace University, Department of Information Technologies Security, 
Krasnoyarsky Rabochy Av. 31, 660014 Krasnoyarsk, Russia 

vladber@list.ru 
2 Siberian State Aerospace University, Department of Information Technologies Security, 

Krasnoyarsky Rabochy Av. 31, 660014 Krasnoyarsk, Russia 
vadimzhukov@mail.ru 

 

  
 
 
E. Corchado et al. (Eds.): IDEAL 2014, LNCS 8669, pp. 255–265, 2014. 
© Springer International Publishing Switzerland 2014 
 

 
DOI 10.1007/978-3-319-10840-7_60  
  
 
 
 
 
The following acknowledgement was inadvertently omitted from the paper starting on 
page 255 of this volume: 

 
This work was supported in part by the Russian Government under President’s grant 
for young PhDs # 4.124.13.473-MK (04.02.2013). 
 
 
  
 
 
 
 
 
 
 
_______________________________________________ 
The original online version for this chapter can be found at 
http://dx.doi.org/10.1007/978-3-319-10840-7_32 
_______________________________________________ 



Author Index

Abelardo, Amanda 134
Addam, Omar 93
Akhtar, Hassan 77
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