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Preface

Wireless networks of moving objects have drawn significant attention recently. These
types of networks consist of a number of autonomous or semi-autonomous wireless
nodes/objects moving with diverse patterns and speeds while communicating via
several radio interfaces simultaneously. Examples of such objects include smartphones
and other user mobile devices, robots, cars, unmanned aerial vehicles, sensors, actu-
ators, etc., which are connected in some way to each other and to the Internet. With
every object acting as a networking node generating, relaying, and/or absorbing data,
these networks may serve as a supplementary infrastructure for the provision of smart,
ubiquitous, highly contextualized and customized services and applications available
anytime-anywhere-anyhow. Achieving this will require global interworking and
interoperability amongst objects, which is not typical today. To overcome current
shortcomings, a number of research challenges have to be addressed in this area,
ranging from initial conceptualization and modelling, to protocols and architectures
engineering, and development of suitable tools, applications and services, and to the
elaboration of realistic use-case scenarios by taking into account also corresponding
societal and economic aspects.

The objective of this book is, by applying a systematic approach, to assess the state
of the art and consolidate the main research results achieved in this area. It was
prepared as the Final Publication of the COST Action IC0906 “Wireless Networking
for Moving Objects (WiNeMO).” The book contains 15 chapters and is a showcase of
the main outcomes of the action in line with its scientific goals. The book can serve as a
valuable reference for undergraduate students, post-graduate students, educators, fac-
ulty members, researchers, engineers, and research strategists working in this field.

The book chapters were collected through an open, but selective, three-stage sub-
mission/review process. Initially, an open call for contributions was distributed among
the COST WiNeMO participants in June 2013, and also externally outside the COST
Action in September 2013 to increase the book quality and cover some missing topics.
A total of 23 extended abstracts were received in response to the call. In order to reduce
the overlap between individual chapters and at the same time increase the level of
synergy between different research groups working on similar problems, it was rec-
ommended by the book editors to some of the authors to merge their chapters to ensure
coherence between them. This way, 18 contributions were selected for full-chapter
submission and 17 full-chapter proposals were received by the set deadline. All sub-
mitted chapters were peer-reviewed by two independent reviewers (including reviewers
outside the COST Action), appointed by the book editors, and after the first round of
reviews 16 chapters remained. These were revised according to the reviewers’ com-
ments, suggestions, and notes, and were resubmitted for the second round of reviews.
Finally, 15 chapters were accepted for publication in this book.

The book is structured into three parts. Part I, entitled “Communications Models,
Concepts, and Paradigms,” contains seven chapters dedicated to these aspects of



paramount importance for the successful functioning and operation of any type of
network, and especially so of the new network types such as WiNeMO. A new generic
techno-business model, based on a personal IPv6 (PIPv6) address embedded in an
X.509 digital certificate, is put forward in the first chapter entitled “A New Techno-
Business Model Based on a Personal IPv6 Address for Wireless Networks of Moving
Objects.” The authors argue that the new globally significant, network-independent
PIPv6 address will enable real number ownership and full anytime-anywhere-anyhow
portability for future generations of WiNeMO and could serve as a long-term node/
object identity, thus enabling an advanced secure mobility and participation of the
node/object in a variety of evolving dynamic, fluid wireless mobile network scenarios.
The proposed model can also serve enhanced authentication, authorization, and
accounting (AAA) functionality, through which commercially viable ad hoc and open
mesh-networking solutions are realizable. The latter is an important result as com-
mercially viable solutions are sorely lacking for these kinds of networks.

The next chapter, “Information-Centric Networking in Mobile and Opportunistic
Networks,” describes the emerging information centric networking (ICN) paradigm for
the Future Internet, which could support communication in mobile wireless networks
as well as opportunistic network scenarios, where end-systems have spontaneous but
time-limited contact to exchange data. The authors identify challenges in mobile and
opportunistic ICN-based networks, discuss appropriate solutions, and provide pre-
liminary performance evaluation results.

This is followed by the chapter entitled “User-Centric Networking: Cooperation in
Wireless Networks,” which addresses the cooperation in wireless networks, based on
the recently emerged, self-organizing paradigm of user-centric networking (UCN),
whereby the user controls and carries wireless objects with integrated functionality,
which today is part of the network core, e.g., mobility- and resource management. The
user becomes more than a simple consumer of networking services, being also a service
provider to other users. Resource sharing via cooperative elements, based on specific
sharing incentives, is another aspect of this paradigm. The chapter provides UCN
notions and models related to the user-centricity in the context of wireless networks.
The authors also include recent operational data derived from the available user-centric
networking pilot.

The concept of cooperation is also treated in the next chapter “Cooperative Relaying
for Wireless Local Area Networks.” By stating that future wireless systems will be
highly heterogeneous and interconnected, which motivates the use of cooperative
relaying, the authors describe the state of the art in this area with the main focus on
media access control (MAC) layer design, analysis, and challenges, and go on to
explain how cooperative networks can be designed as highly dynamic network con-
figurations comprising a large number of moving nodes.

It is well known that clustering of moving objects in ad hoc wireless networks could
increase the network scalability and improve efficiency, enabling the objects to simplify
communication with their peers. While most of the clustering algorithms and protocols
are applicable in WiNeMO, there are specific challenges induced by mobility. The next
chapter, entitled “Clustering for Networks of Moving Objects,” presents an overview of
the technical challenges and currently available solutions to this problem. The chapter
reviews the current scholarly works on clustering for moving objects, identifies the
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main methods of dealing with mobility, and analyzes the performance of the existing
clustering solutions for WiNeMO.

As node mobility heavily influences the operation of wireless networks, where
signal propagation conditions depend on the nodes’ location and thus may cause drastic
changes in data transmission and packet error rates, the authors of the next chapter,
entitled “New Trends in Mobility Modelling and Handover Prediction,” argue that the
accurate representation of the user mobility in the analysis of wireless networks is a
crucial element for both simulation and numerical/analytical modelling. The chapter
discusses mobility models used in simulating the network traffic, handover optimiza-
tion, and prediction, along with alternative methods for radio signal propagation
changes caused by client mobility.

Analytically capturing the operation of carrier sense multiple access with collision
avoidance (CSMA/CA) networks is the theme of the next chapter entitled “Throughput
Analysis in CSMA/CA Networks Using Continuous Time Markov Networks: A
Tutorial.” The authors use a set of representative and modern scenarios to illustrate how
continuous time Markov networks (CTMN) can be used for this. For each scenario,
they describe the specific CTMN, obtain its stationary distribution, and compute the
throughput achieved by each node in the network, which is used as a reference in the
discussion on how the complex interactions between nodes affect the system
performance.

Part II, entitled “Approaches, Schemes, Mechanisms and Protocols,” contains four
chapters. The first two chapters address energy saving and awareness, which are par-
ticularly important for mobile devices with limited energy capability, because battery
lifetime is expected to increase only by 20 % in the next 10 years. The chapter entitled
“Energy-Awareness in Multihop Routing” discusses how the current multihop routing
approaches could still be utilized by enriching them with features that increase the
network lifetime, based on the energy-awareness concept. The authors cover notions
and concepts concerning multihop routing energy-awareness, show how to develop and
apply energy-awareness in some of the most popular multihop routing protocols, and
provide input concerning performance evaluation and realistic specification that can be
used in operational scenarios, demonstrating that the proposed approaches are back-
ward compatible with the current solutions.

Considering the energy as the most prominent limitation of end-user satisfaction
within the anytime-anywhere connectivity paradigm, the next chapter, “An Overview
of Energy Consumption in IEEE 802.11 Access Networks,” provides readers with
insights on the energy consumption properties of these networks and shows the way for
further improvements toward enhanced battery lifetime. Through experimental energy
assessment, the authors demonstrate the effectiveness of the power-saving mechanisms
and the relevance of wireless devices’ state management in this regard.

By identifying the need for capacity increase in 4G cellular systems for the support
of a diverse range of services, the chapter “Resource Management and Cell Planning in
LTE Systems” introduces a new soft frequency reuse (SFR) scheme, which is able to
increase the cell capacity, by considering the impact of different scheduling schemes
and user mobility patterns. The authors describe an implementation of a consistent SFR
scenario in both NS-3 and OMNeT++ environments, and propose an analytical
approach for the evaluation of the cell capacity with SFR.

Preface IX



Another example of WiNeMO are the networks involving unmanned aerial vehicles
(UAV), which are growing in popularity along with the video applications for both
military and civilian use. A set of challenges related to the device movement, scarce
resources, and high error rates must be addressed in these networks, e.g., by imple-
menting adaptive forward error correction (FEC) mechanisms to strengthen video
transmissions. In the next chapter, “Improving Video QoE in Unmanned Aerial
Vehicles Using an Adaptive FEC Mechanism,” such a mechanism is proposed. It is
based on motion vector details to improve real-time UAV video transmissions,
resulting in better user experience and usage of resources. The authors consider the
benefits and drawbacks of the proposed mechanism, based on analysis of conducted
test simulations with a set of quality of experience (QoE) metrics.

Part III, entitled “M2M Aspects of WiNeMO,” contains four chapters dedicated to
machine-to-machine (M2M) communications. This is a specific strand of WiNeMO
communications, which opens new horizons to the current concept of smart environ-
ments by enabling a new set of services and applications. One of the main M2M
features is the large number of resource-constrained devices that usually perform
collective communication. This particular feature calls for network solutions that
support the data aggregation (DA) of groups of low duty cycling (LDC) devices. In
relation to this problem, in the chapter entitled “Group Communication in Machine-to-
Machine Environments,” - abbreviated as GoCAME, an architecture is set out that
enables joint execution of DA and LDC. This is achieved by taking into account the
two-way latency tolerance and multiple data types, and assuring concurrent execution
of data requests and management of groups of nodes, thereby providing the best
strategy for replying to each data request.

It is well established that a successful simulation platform should be based on a user-
friendly framework and models that support virtualization in order to enable the
incorporation of simulations into day-to-day engineering practice and thereby shrink
the gap between real and virtual developing environments. With this in mind, the next
chapter, “Simulation-Based Studies of Machine-to-Machine Communications,” pre-
sents two showcases – of using the ultra-wide band (UWB) and the IEEE 802.15.4a-
based radio technologies in M2M applications – highlighting the necessity of trust-
worthy simulation tools for M2M communications. A novel open-source simulation
framework “Symphony” is presented at the end as a possible solution for bridging the
gap between simulation and real-world deployment.

Important participants in making M2M systems widely used and applicable in
numerous real-life scenarios are the standardization organizations, which develop
technical specifications addressing the need for a common M2M service layer, realized
through various hardware and software implementations. The next chapter, “Com-
munication and Security in Machine-to-Machine Systems,” presents current M2M
standards and architectures with the focus on communication and security issues, while
also discussing current and future research efforts addressing important open issues
both with respect to aspects not covered by the current standards and in relation to
research proposals, which could be integrated in the future versions of the M2M
standards. A scheme that enables a unique identification of heterogeneous devices
regardless of the technology used is also presented by the authors.
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Continuing with security aspects, the final chapter, entitled “MHT-Based Mecha-
nism for Certificate Revocation in VANETs,” introduces a public-key certificate rev-
ocation mechanism based on the Merkle hash tree (MHT), which allows for the
efficient distribution of certificate revocation information in vehicular ad hoc networks
(VANETs). Within the WiNeMO paradigm, this is another example involving M2M
communications. The proposed mechanism allows each node, e.g., a road side unit or
intermediate vehicle possessing an extended-CRL − created by embedding a hash tree
in each certificate revocation list (CRL) − to respond to certificate status requests
without having to send the complete CRL, thus saving bandwidth and time. The
authors describe the main procedures of the proposed mechanism and also consider the
related security issues.

The book editors wish to thank the reviewers for their excellent and rigorous
reviewing work and their responsiveness during the critical stages to consolidate the
contributions provided by the authors. We are most grateful to all authors who have
entrusted their excellent work, the fruits of many years of research in each case, to us
and for their patience and continued demanding revision work in response to the
reviewers’ feedback. We also thank them for adjusting their chapters to the specific
book template and style requirements, completing all the bureaucratic but necessary
paperwork, and meeting all the publishing deadlines.

July 2014 Ivan Ganchev
Marilia Curado
Andreas Kassler
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A New Techno-Business Model Based
on a Personal IPv6 Address for Wireless

Networks of Moving Objects

Ivan Ganchev(B) and Máirt́ın O’Droma

Telecommunications Research Centre (TRC),
University of Limerick, Limerick, Ireland
{Ivan.Ganchev,Mairtin.ODroma}@ul.ie

http://www.trc.ul.ie

Abstract. A new techno-business model, based on a personal IPv6
(PIPv6) address embedded in an X.509v3 digital certificate, is described
in this chapter. The new globally significant, network-independent PIPv6
address class will enable real number ownership and full anytime-
anywhere-anyhow portability for future generations of wireless networks
of moving objects, such as those in vehicular ad hoc networks (VANETs),
mobile ad hoc networks (MANETs), and other types of ad hoc networks.
The unique PIPv6 address of the network node (object) could serve as its
long-term identity, and enable its advanced secure mobility and partici-
pation in the variety of evolving dynamic, fluid wireless mobile network
scenarios. It can also serve enhanced authentication, authorization and
accounting (AAA) functionality, through which commercially viable ad-
hoc networking and open mesh-networking solutions are realizable. In
these latter, a mobile node (object) acting as a gateway (or a relay) may
offer (or facilitate) wireless Internet access services casually or persis-
tently to other mobile nodes or objects and receive credits for this service.
This solution is exactly the kind of incentivised one that is required for
cooperative relaying over multiple hops, i.e., that available idle mobile
nodes and objects are incentivised to operate and offer service as relay
nodes for other objects which are trying to reach a gateway for access
to specific or general telecommunications services, such as the Internet.
The idle nodes may provide this access directly if that is possible or in
a dynamic collaboration via a multi-hop link.

Keywords: Techno-business model · Personal IPv6 address · X.509
certificate · VANETs · MANETs · WiNeMO

1 Introduction

Many scenarios of evolving dynamic, fluid, wireless mobile networks have been
conceived and described in the ESF “Wireless Networking for Moving Objects”
(WiNeMO) COST IC0906 project (http://cost-winemo.org/index.html), [1].
c© Springer International Publishing Switzerland 2014
I. Ganchev et al. (Eds.): Wireless Networking for Moving Objects, LNCS 8611, pp. 3–13, 2014.
DOI: 10.1007/978-3-319-10834-6 1
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4 I. Ganchev and M. O’Droma

Within the context of this chapter and book we use the acronym WiNeMO as
a communication paradigm which encompasses these scenarios and related con-
cepts, ideas and solutions which have emanated within the studies in this project.
The WiNeMO concept, therefore, envisages a framework and environment to
advance the state-of-the-art concerning all networking aspects and scenarios of
integrating moving objects of any kind into the ‘Internet of the Future.’ It con-
cerns that evolution of the Internet where large numbers of autonomous wireless
objects moving with diverse mobility and functional patterns and speeds while
communicating via several radio interfaces simultaneously are incorporated [1].

Through standard communication protocols and unique addressing schemes,
these objects should be able to interact with other objects in an autonomous
way in order to provide information and services to the end users (e.g., object
owners) [2]. Examples of such objects include robots, cars, unmanned aerial
vehicles, smartphones and other personal devices, sensors, actuators, electronic
tags, etc. The generic object communications profile is that any and every object
may act as a networking node generating, relaying and/or absorbing data [1].

The WiNeMO paradigm encompasses the existing mobile ad hoc networks
(MANETs), wireless mesh networks, vehicular ad hoc networks (VANETs), and
some types of wireless sensor networks (WSN). The endpoint entities and net-
work objects in these networks are typically organized according to the peer-to-
peer (P2P) principle. Such nodes, or objects, then are equal and hence, peers,
with equivalent capabilities and responsibilities to cooperate to achieve basic
and balanced communication in the network, with benefits such as potential to
increase the network performance perceived by the nodes. Each node may act
both as consumer and provider of a communication service at the same time.
Cooperation -and mechanisms used to achieve it- is one of the major issues in
such networks.

The downside of such balanced communication interaction and collaboration
among peers is the open potential for the opposite. As nodes are concerned pri-
marily about their own benefits, cooperation and fairness cannot be guaranteed
at the same time [3]. There is always possibility that some nodes will behave
selfishly, maliciously, faultily or uncooperatively.

Further, this openness and balanced peer relationship has significant poten-
tial for security problems through the launching a variety of attacks by individual
nodes or a groups of nodes operating in concert. Types of attacks include but
are not limited to the following:

– Sybil attacks: This is where a node generates multiple identities for itself
and pretends to be several nodes at the same time for its own benefit, e.g.
to receive more requests for relaying/forwarding of packets of other nodes
and gain more money/credit from them. This kind of behaviour, on the one
hand, can undermine fairness which could have further consequences of dis-
incentiving users to make their idle mobile devices available, and on the other
hand could reduce the potential ‘ad hoc’ networking performance and through-
put by reducing the visibility of idle and available objects, and hogging of
traffic through a node which will become loaded. If the ‘Sybil’ nodes have
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malicious intentions which threaten security and privacy, the attacks take on
a more serious character. To deter these types of attack, a registration sys-
tem, with a certification authority, could be employed. Mobile nodes would
register themselves with the authority in such a way that each node could
only have one identity. Also, the authority could impose a minimum time
period before a node may change its identity [4]. Authentication procedures
with each node would be part of the standardized protocol exchange in the
provision of services such as relay services. The outline of a scheme is pro-
posed in the next section. However as in entering Internet sites, users, by the
nature of them being balanced peers, will have, and will want to have, the
last say on whether or not to use another node as a relay whether or not that
node has acceptable certification. This would be quite the case in consumer-
centric networking [5,6]. In subscriber-based networks such controls can be
more stringently enforced.

– The whitewashing attack allows some mobile nodes (whitewashers) to leave
and re-join the network just to get rid of all drawbacks - e.g. bad reputation,
payment debt, etc. - accumulated under an old identify or to get extra bene-
fits from a cooperation system that rewards newly joined nodes. Apart from
adding to the overall network instability, these whitewashing nodes may also
decrease the efficiency of the cooperative incentives used in the network by
repeatedly getting the benefits of a blank state without being detected [4].
This type of node behaviour cannot be distinguished from the newcomers’
behaviour unless the node identities are persistent over a long period of time.
Further, the incentive to acquire a good standing for a node only providing
service over a certain (long) period of cooperation in the network is not a
satisfactory solution due to diminishing the initiative to participate in the
network at all, especially for short transactions [4].

There are other security problems specific to the WiNeMO paradigm (e.g.,
misbehaviour, malicious attacks, etc.). With these also, the use of a proper node
identity is very important as it could help identify the node that misbehaves
or behaves suspiciously, or is responsible for launching a particular attack. This
identity must persist long enough to cast the so called shadow of the future, i.e.,
to allow for repeated interactions and opportunities for cooperation in the future
[4] and to facilitate the prevention or limiting the effect of some types of attacks,
including those described above.

A brief history and the state-of-the-art of the node identity is provided in
the next section.

The node identity management is a key ingredient for establishing a secure
communication between networked objects along with the trust management.
The aim is to enhance the level of trust between objects, which are ‘friends’ in
the network [2]. The trust can be established by using a centralized trusted third
party (as proposed in this chapter) or by using a distributed trust negotiation
algorithm [1].
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2 Node Identity

The idea of having a unique identification is not new. In 1995 the International
Telecommunication Union’s Telecommunication Standardization Sector (ITU-T)
proposed a personal telephone number to be used for unique user identification
irrespective of the terminal used as part of the ITU-T vision for Universal Per-
sonal Telecommunication (UPT) [7]. The concept of node identifier , e.g. [8],
authors Chelius and Fleury, was proposed to support IP routing for ad hoc
connectivity by uniting all physical-layer multi-hop topologies in a single multi-
graph topology. The node identifier serves to unify a set of wireless interfaces
and identify them as belonging to the same ad hoc node. It consists in a dynamic
assignment of a new non-permanent IPv6 local-use unicast address which would
serve as an ad hoc connector. However, the proposal for static, permanent, per-
sonal IPv6 address [9] gives more flexibility to set up and operate ad hoc net-
works because the node/object can use the same IP address in every case and
in any communication scenario. Further, the commercial dimension and viabil-
ity of ad hoc networking (as well as mesh networking e.g. in a transportation
environment) can be realized and served through this personal address.

Another approach to mobile node identifier is treated in [10]. It arose as a
direct response to the need of a Mobile IPv6 (MIPv6) node to identify itself using
an identity other than the default home IP address during the first registration
at the home agent. For this, a new optional data field within the mobility header
of MIPv6 packets was defined. The proposal for personal IPv6 address [5,6,9]
described in the next section, however, provides the opportunity for more flexible
control over mobility/roaming, e.g. by end-to-end execution of handovers by
users/end-nodes in collaboration with service providers, and independently of
the access network providers, through the use of the multi-homed functionality
of the Mobile Stream Control Transmission Protocol (mSCTP) [11]. Implicit
here is a greatly multiplied functional capability and intelligence at the edge, i.e.
in mobile devices, objects, service entities, etc.

The concept of using a personal address associated with a person instead
of a device was considered in [12,13]. In [12] a networking model is proposed
which treats the user’s set of personal devices as a single logical entity. In effect
individually or collectively they appear as a point of presence for this user to the
rest of the Internet. All communication destined for that person is addressed to
a unique identifier (a single IP address). This identifier is mapped to the actual
device(s) preferred by the user in a particular scenario.

This idea of an invariant address was also proposed to identify users in
[5,13]. That proposed in [5] is described in detail in the next section. In [13] the
ideas of [12] are developed further, by re-iterating the driving principle that the
external world does not need to know which particular user’s device is used for
communication, but needs to address “the person” involved in communication.

The main advantage of such a personal address, as described in [14], is that
the correspondent node involved in a communication session sees at any time
the same address, independently of the other node’s/user’s movements and the
device currently utilized for communication. This way, any migration (handoff
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and/or session transfer) will be transparent to the remote application, which thus
will not require any specific functionality. Additional flexibility could be to have
a personal address being specific for each device, or even for each communication
session and associated with the currently utilized device(s), in order to prevent
the risk to use the same address in multiple contexts [14]. This however implies
that, if the user sets up more than one communication session simultaneously
with multiple other communication entities, s/he will need multiple personal
addresses [14]. The proposal for a personal IPv6 address, described in the next
section, caters for this flexibility.

The idea of personal address has evolved towards the user-centric paradigm
where users play the leading roles - they are the session end-points, while their
devices act as physical terminals only [14,15]. For this, Bolla et al. [15] proposes
the use of static and invariant identifiers, in the form of Universal Resource
Identifiers (URI), which are then translated into temporary personal addresses
depending on the underlying network technology. In contrast to these schemes,
the PIPv6 address proposal described in the next section is both network-
independent and topology-independent.

3 Personal IPv6 (PIPv6) Address

The globally significant, network-independent, personal IPv6 (PIPv6) address,
described here, was first proposed in [5] and later discussed in more details in
[9]. It could be used as a long-term identity solution that can prevent imperson-
ation, Sybil and other types of attacks, can help distinguish whitewashers from
newcomers in WiNeMO, and be useful in schemes to deter security attacks. This
static, permanent, PIPv6 address will give more flexibility to set up and oper-
ate these types of networks because a node (object) can use the same address
(identity) in every case and in any communication scenario. In addition, the
uniqueness of the PIPv6 address (managed and allocated by a global address
supplier) will eliminate the need for duplicated address detection, which is com-
pulsory in IPv6 networks with stateless address autoconfiguration (SLAAC) [8].
This could be useful in developing WiNeMO scenarios, where it would greatly
simplify the establishment and functioning of a network without a need for IP
address allocation by some authority, access network provider, etc., and with
the possibility for each of the network nodes (objects) participating in separate
IP-based service sessions over the network. As the PIPv6 address is network-
independent, a new responsibility arises for the networks providing access service
in that their infrastructure itself must provide some kind of delivery functional-
ity to locate the node/object and deliver IP packets to it from the Internet [14].
Such a requirement can be satisfied by a number of different solutions.

A new IPv6 address class should be identified for this new PIPv6 address by
appropriately assigned class prefix . Figure 1 shows a possible format, with the
space including this field and three other fields, described below. A further small
version field may also be advisable to allow greater restructuring flexibility into
the future.
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Fig. 1. The proposed personal IPv6 address class format

The Address Prefix is the primary field in the PIPv6 address which could be
used to identify the owner (user) of the address. Having the length of the Owner
ID field ranging from 34 to 37 bits will allow addressing of 17–137 billion own-
ers. This may seem plenty in a world population context of 7 billion. However,
perhaps a longer length, such as 40 bits, would be advisable to increase the dura-
tion before a long-lease address automatically reverts to the pool, and to reduce
the cost (e.g., of enforcing leases), stress or necessity on returning addresses
over a few generations. An additional Sub-address field is owner/user assignable
and could be used by the owner for a range of sub-addresses (each for use in
a separate transition scenario or developing wireless scenario). The assignable
sub-address part may also be used as a node/object identifier to facilitate its
smooth participation in MANETs, VANETs, and other WiNeMO types. The
length of this field should be sufficiently large to allow addressing of hundreds
of nodes/objects belonging to the same owner. For instance allowance can be
made for narrowcast addresses which may find use in corporations and various
community and social groupings.

Key to any network-independent personal address is the prevention of dupli-
cates, whether by accident or (malicious) design. A second issue is the eventual
return of unused addresses or addresses whose use has ceased or become defunct.
In the case of the PIPv6 address proposal, this could be achieved by a centralized
purchased scheme through authorized address suppliers, each of which owning a
portion/subset of this new IP address class’ space and identified by an optional
Address Supplier ID field and/or by characteristics in the Owner ID field in the
address. The selling of PIPv6 addresses within a ‘renewable lease-based’ system
would also facilitate unused or defunct addresses being returned to the pool of
available addresses.

Obtaining PIPv6 addresses would be a commercial transaction. In addition,
as there is no reason why owners might not engage in address trading, the
commercial legal arrangements should allow for this, e.g. ownership should be
legally verifiable and transferable without difficulty. Perhaps this responsibility
would ultimately fall to an IANA/ICANN type organization. Address trading
would also incentivize use or return of addresses.

There would be privacy concerns with this permanent PIPv6 address
employed by users for node/object identification and addressing, authentication,
authorization and network access admission. These reflect on possible compro-
mise of privacy related to the potential for tracking of, and gathering statistics
about, a user/node/object as s/he/it moves through different locations. How-
ever, some of the existing mechanisms for privacy protection, c.f. [10], may still



A New Techno-Business Model Based on a Personal IPv6 9

be used in this case, e.g., encrypting the traffic at the data link layer, encrypting
the IP traffic, use of temporary and changing “pseudonyms” as identifiers, etc.

There is also a need for this new PIPv6 address to be securely ‘locked’ to enable
the user/node/object to be uniquely identified and authenticated during commu-
nication. This is a key attribute. It could be achieved by embedding the PIPv6
address into a X.509 public-key digital certificate [16]. The ITU-T’s X.509 authen-
tication framework defines a good model for strong secure authentication with a
minimum number of exchanges. The authentication is performed through sim-
ple automatic exchange of X.509 digital certificates between communication par-
ties (network nodes, objects, entities, etc.). It seems reasonable to employ the
three-way option for mutual authentication, as it does not require the communi-
cation parties to have synchronized clocks. The exchange of certificates will enable
trusted relationship and secure payment of (micro) transactions in WiNeMO. The
extensions defined in the current version 3 of X.509 standard (X.509v3)
provide methods for associating additional attributes to carry information unique
to the owner of the certificate [16]. In particular, the Subject Unique Identifier
field (Fig. 2), which allows additional identities (e.g. e-mail address, DNS name,
IP address, URI etc.) to be bound to the owner, can accommodate the proposed
PIPv6 address. This, however, must be clearly marked as a critical X.509v3 exten-
sion in order to be used in a general context. Because the Subject Unique Identifier
is definitively bound to the public key, all parts of it (including the PIPv6 address)
will be verified by the certificate authority (CA).

A universal X.509-based Consumer Identity Module (CIM) card is proposed
in, through which an owner would use his/her PIPv6 address with whatever
mobile device s/he chooses and through which the usage of services may be
paid. Through the relevant CAs’ public key infrastructures (PKIs), the validity
of the certificates of all parties to a transaction may be mutually checked as
required. To achieve this in the formally infrastructure-less wireless networks,
such as the voluntary dynamic and temporary composition of an ad hoc chain
of wireless relay nodes to serve specific end nodes (objects) gaining ‘short-stay’
access to a legacy access network, each party must supply its complete chain
of certificates up to the root, or at least may be required to so provide their
certificates in order to be included as one of the relay nodes.

The CIM card can be developed by using the Java Card technology [17],
which provides highly secure, market-proven, and widely deployed open-platform
architecture for the rapid development and deployment of smart card applica-
tions meeting the real-world requirements of secure system operations. The Java
card may typically be a plastic card containing an embedded chip. A possible
CIM card architecture is described in [9].

4 Generic Communication Scenario

A generic WiNeMO communication scenario using PIPv6 addresses is depicted
in Fig. 3. The scenario imagines a mobile node (object) seeking and finding a
gateway (GTW) among or through those mobile nodes (MNs) available to it as
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Fig. 2. The X.509v3 certificate format

relays either directly or through other mobile nodes. The GTW is defined as an
access point to connect directly to the Internet and through it - to a particular
correspondent node (CN). First a mutual authentication procedure is executed-
of the object and all other supporting relay nodes in this WiNeMO scenario,
including the GTW; this along with any other procedures to enable authorization
and admission of and by each of the nodes in this cooperative ad hoc network.
This being successfully completed, the GTW decides to allow (or not) the object
to use its Internet connection for a particular period of time. Then the GTW
accepts the PIPv6 address supplied by the object and stores it in its Network
Address Translation (NAT) table along with the corresponding IPv4 address to
be used for this new Internet session for the duration of communication between
the object and CN. Then GTW confirms to the object that it may start using
the Internet for communication with CN. After that, following the standard
Network Address Translation IPv6 to IPv4 (NAT64) procedure, each IPv6 packet
originating from the object will carry its PIPv6 address in the Source Address
field. When this packet reaches the GTW, the PIPv6 address of the object
(used only locally) will be translated into the IPv4 address allocated by the
GTW for global routing on the Internet. In other words, as the IP traffic passes
from this WiNeMO to the Internet, the GTW translates ‘on the fly’ the source
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Fig. 3. A generic communication scenario using PIPv6v6 addresses

address in each packet from the PIPv6 address of the particular object engaged in
communication to (one of) its IPv4 address(es). The reverse address translation
is performed in the opposite direction of communication.

5 Conclusion

A new personal IPv6 (PIPv6) address class together with a secure universal
Consumer Identity Module (CIM) card utilizing X.509v3 digital certificate secu-
rity have been considered in this chapter for use in wireless networks of moving
objects (WiNeMO). The new globally significant, network-independent PIPv6
address class will enable real number ownership and full anytime-anywhere-
anyhow [5,6] portability for WiNeMO scenarios. It is proposed and envisaged
that in future generations of wireless networks, nodes (objects) will have a unique
PIPv6 addresses. These will serve also as a means of long-term node identity in
the network.

The chapter has described a novel techno-business model, based on this
PIPv6 address concept. This model will enable the object to use its PIPv6
address for advanced mobility, i.e. in ways not presently possible, and will enable
continued participation in various evolving WiNeMO scenarios. An example of
a generic communication scenario has been described here.

Through an enhanced authentication, authorization and accounting (AAA)
functionality, this PIPv6-based model has also the potential to enable commer-
cially viable ad-hoc and/or open mesh-networking solutions, where a mobile node
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(object) acting as a gateway (or relay) may offer (or facilitate) wireless Internet
access services casually or persistently to other mobile nodes/objects and be paid
for this service, e.g. through a third-party AAA service provision [5,6]. Realiza-
tion of this would bring about a radical change to the access network business, and
add many new ways whereby mobile users will be able to gain access to network
services.
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Abstract. Information Centric Networking (ICN) as an emerging
paradigm for the Future Internet has initially been rather focusing on
bandwidth savings in wired networks, but there might also be some
significant potential to support communication in mobile wireless net-
works as well as opportunistic network scenarios, where end systems have
spontaneous but time-limited contact to exchange data. This chapter
addresses the reasoning why ICN has an important role in mobile and
opportunistic networks by identifying several challenges in mobile and
opportunistic Information-Centric Networks and discussing appropriate
solutions for them. In particular, it discusses the issues of receiver and
source mobility. Source mobility needs special attention. Solutions based
on routing protocol extensions, indirection, and separation of name res-
olution and data transfer are discussed. Moreover, the chapter presents
solutions for problems in opportunistic Information-Centric Networks.
Among those are mechanisms for efficient content discovery in neigh-
bour nodes, resume mechanisms to recover from intermittent connectiv-
ity disruptions, a novel agent delegation mechanisms to offload content
discovery and delivery to mobile agent nodes, and the exploitation of
overhearing to populate routing tables of mobile nodes. Some prelimi-
nary performance evaluation results of these developed mechanisms are
provided.

Keywords: Information-Centric Networking · Mobility · Opportunistic
networks

1 Introduction and Motivation

Information Centric Networking (ICN) is a new paradigm for the Future Internet
architecture given that the Internet is increasingly used for the dissemination
and retrieval of information rather than just interconnecting a pair of particular
end-hosts. The most important features of ICN are the usage of content or
application-level names/identifiers for addressing, the possibility to cache content
c© Springer International Publishing Switzerland 2014
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in routers as well as the integrated content discovery mechanisms. Employing
content-awareness in the network can help to address a number of limitations in
the current Internet’s architecture, including mobility support, efficient content
distribution and routing, and security.

While most research work investigated the use of ICN in wired networks [1–3]
ICN provides some interesting and beneficial features for wireless networks, espe-
cially when users are mobile and have rather temporary connectivity with the
Internet and between each other, as in opportunistic networking scenarios. This
chapter introduces and motivates the usage of ICN in mobile and opportunistic
networks and reviews the basic ICN approaches proposed so far. Name resolu-
tion (content discovery) and content transfer can be separated as proposed in
decoupled ICN approaches or might be integrated as in coupled ICN approaches,
each having implications for mobility support.

Related work on ICN and especially for mobile and opportunistic networks is
discussed in Sect. 2. ICN concepts nicely support mobility of content consumers,
i.e., receivers of content, since no receiver host address information must be
updated in case of receiver mobility as it is required in today’s Internet mobility
solutions such as Mobile IP. However, if content is moving, e.g., when moved
from one source to another, or when the source of content is moving, e.g., when
content is stored on mobile users’ smart phones or on devices located in cars,
there are certain issues to be solved. Solutions to address the source mobility
problem are extensions of ICN routing protocols, indirection of content discovery
messages, and resolution of location-independent identifiers. These are discussed
in Sect. 3.

In opportunistic networking scenarios connectivity and contact durations
between devices are unpredictable and intermittent. To avoid beaconing and
establishing connections among specific end systems, content discovery mes-
sages can be transmitted (possibly using broadcast) to find relevant content
at neighbour nodes. Section 4 discusses various options for efficient discovery of
content on neighbour nodes as well as other issues related to content transfer. To
overcome possible connectivity disruptions between devices, we propose to inte-
grate resume functions into ICN, which allows content transfer to continue after
connectivity disruptions. Moreover, the chapter discusses the idea of delegating
content discovery and retrieval to agents. Also, it investigates the use of unicast
and multicast/broadcast for content transfer. Finally, Sect. 5 summarizes and
concludes the chapter.

2 Information-Centric Networking

2.1 Coupled and Decoupled ICN Approaches

Information-Centric Network (ICN) architectures depart from the current Inter-
net’s host-centric end-to-end communication paradigm and adopt an information
(or content) centric communication paradigm, where information objects, rather
than host end-points, are named. Receivers (or subscribers) request information
objects by their names and the network is responsible for locating the sources
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(or publishers) of the information objects and transporting the objects from the
sources to the receivers. Three key functions of Information-Centric Networks
are the following:

– Name resolution involves resolving (or matching) the name of an informa-
tion object with its location or its source. Name resolution can be performed
in a hop-by-hop manner or by an independent name resolution system. The
name resolution system can have a hierarchical structure: subscribers and
publishers communicate with a local name resolution server, which in turn
communicates with other name resolution servers if necessary.

– Topologymanagement/routing involves determining a path from the source
to the receiver. Different domains can implement different topology manage-
ment and routing procedures. Similar to the name resolution system, topology
management can be performed in a hierarchical manner.

– Forwarding involves moving information from the sources to the receivers
along the determined path. Possible forwarding mechanisms include hop-by-
hop forwarding based on end-system IDs, label switching, and forwarding
based on a series of link identifiers selected by the source.

Different ICN proposals involve a different degree of coupling between name res-
olution and routing/forwarding [4]. At one extreme (tight coupling), the same
network nodes perform both functions in an integrated manner. This is the app-
roach followed by Content Centric Networking (CCN)/Named Data Networking
(NDN) [5,6]: Receivers express their request for content using Interest packets,
which serve for content discovery. Such Interest packets are routed based on
the name of the requested content, using longest prefix matching, either to the
source that contains a data packet with the requested name or to an interme-
diate network node that has cached the requested data packet. Once the data
packet is found, it is returned to the requester following the reverse path of the
received Interest packet.

At the other extreme (decoupled), the functions are implemented in different
network nodes and/or different modules. This is the approach followed by archi-
tectures such as PSIRP/PURSUIT’s PSI (Publish-Subscribe Internet) [4,7] and
4ward/SAIL’s NetInf architecture [1,8]. With such an approach, the name resolu-
tion system is independent and operates as an overlay of the routing/forwarding
network, which transfers content from the source to the receiver. This has sim-
ilarities with the current Internet’s Domain Name System. Proposals such as
DONA [3] and COMET [9] describe overlay solutions that run on top of an IP
infrastructure, hence inherit IP’s routing and forwarding functionality. A more
detailed survey and comparison of the similarities and differences of the most
important ICN proposals can be found in [4].

Decoupling the resolution and routing/forwarding functions allows more flex-
ibility in where and which entities implement this functionality. This flexibility
can allow existing or new mechanisms, e.g., for routing and forwarding, to be
used in different domains that have specific characteristics or restrictions, such
as satellite networks or home networks. Decoupling allows usage of separate



Information-Centric Networking in Mobile and Opportunistic Networks 17

paths for control traffic and data traffic. Moreover, data transfer can utilize
multiple paths (multi-path) from one or more information publishers (multi-
source) to a subscriber. Another property of decoupling name resolution and
routing/forwarding is that the resolution layer can employ a receiver-driven
(pull-based) communication mode, whereas the routing/forwarding layer can
employ either a receiver-driven (pull-based) or sender-driven (push-based) com-
munication mode. This, for example, allows a receiver to declare (through a
subscription message) its interest in receiving future content related to some
content category. Once the publishers (sources) create such content, they can
send it (push-based) to the receiver without requiring requests for each individ-
ual content object. On the other hand, when resolution and routing/forwarding
are coupled, then implementation of sender-driven (push-based) functionality
requires either overlay solutions to inform receivers of the availability of con-
tent, or polling-based solutions where the receivers periodically poll the sources
for new content. It is interesting to note that for architectures that employ a
similar level of coupling between name resolution, topology control/routing, and
forwarding, the same mechanisms and algorithms can be implemented for the
same functionality.

2.2 Related Work in ICN for Mobile and Opportunistic Networks

CCN in mobile networks has already been the subject of several studies [10].
Early works investigated the applicability of existing MANET routing protocols
for mobile CCN based on analytical models [11]. A hierarchical CCN routing
scheme based on distributed meta information has also been implemented [12].
The Listen First, Broadcast Later (LFBL) [13] algorithm limits forwarding of
interests at every node based on its relative distance to the content source.
However, all these works assume continuous network connectivity and do not
consider intermittent connectivity.

Opportunistic and delay-tolerant communication has been investigated exten-
sively in the last decade. The Bundle Protocol [14] describes a delay-tolerant pro-
tocol stack to support intermittent connectivity. The destinations of messages,
i.e., bundles, are identified by endpoint identifiers. To receive bundles, nodes can
register in endpoint identifiers and these registrations are exchanged when two
devices meet. Thus, bundles are transmitted in bursts and stored locally until the
next forwarding opportunity arises. Haggle [15] describes a data-centric network
architecture for opportunistic networks. The platform uses device discovery to
establish point-to-point connections between devices. Data is described by meta
data composed of multiple key words. Users express and forward interests con-
taining keywords when connected to other devices. All data objects that match
the keywords are forwarded to the requesting node by a push-based dissemina-
tion model. The successor project of Haggle, called SCAMPI [16], developed a
service-oriented platform for mobile and pervasive networks, which benefits from
opportunistic communication paradigms. Routing and opportunistic networking
is hidden from applications through a middleware. It contains a communication
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subsystem, which is responsible for detecting neighbouring peers and exchang-
ing messages. Direct peer sensing mechanisms are applied to discover peers and
services within communication range based on IP multicast or static IP discov-
ery. To discover nodes further away, the platform defines transitive peer discov-
ery, where nodes exchange information about other nodes they have discovered.
Routing of messages in the network is based on discovered peers and controlled
by the routing subsystem.

CCN can support opportunistic networking without device (or peer) dis-
covery because data transmissions are based on content names available in the
current environment. Investigations [17] already identified the potential of CCN
for delay-tolerant networking (DTN).The effectiveness of CCN for opportunistic
one-hop content discovery has been investigated in an earlier work [18]. There are
also related efforts in creating a new content-centric opportunistic networking
architecture inspired by CCN [19].

3 Mobility Support in Information-Centric Networking

This section considers mobility support in ICN architectures in more detail.
Mobility support is particularly important within the context of moving objects
and things that are network connected. Receiver mobility and sender mobility
are discussed separately, since they have different requirements and can involve
different mechanisms.

3.1 Receiver Mobility

ICN architectures promote a receiver-driven information request model, where
nodes receive only the information which they have requested or subscribed
to. This is in contrast to the current Internet’s model, where the sender has
full control of the data he/she can send. Additionally, ICN’s request model
and content transfer from sources to receivers is connectionless, in contrast to
TCP’s connection-oriented (stateful) end-to-end control, which involves location-
dependent addresses. Both the above features allow mobile devices that have
changed their positions (network attachment points) to simply re-issue requests
for information objects they did not receive while they were connected to their
previous attachment point or while they were disconnected [20]. Hence, delay/
disruption tolerant operation in addition to mobility is supported without requir-
ing cumbersome solutions such as Mobile IP.

Specific schemes for enhancing mobility support have also been proposed
in the context of ICN architecture proposals. In rendezvous-based schemes the
rendezvous service has the major role. The (moving) receiver upon re-location
and re-attachment to the network needs to re-issue a subscription for the content
he/she did not receive due to their movement. Upon receipt of this subscription
the rendezvous service returns the new path for connecting the receiver with a
sender (either the same or a new one). Depending on the service (streaming or
file transfer), lost packets (those that were being transferred during the hand-off)
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may need to be recovered or not. If packets need to be recovered, then the new
subscription may also contain a hint about the last successfully received chunk of
content, which the rendezvous service communicates to the newly chosen source,
so that lost packets can be recovered. If it is useless to recover packets (e.g., if
the subscription is for a real-time video stream and the play-out time for the
frames contained in the lost packets has passed) then the rendezvous service
simply returns the new path from the source to the re-located receiver. Some
approaches, such as CCN/NDN, require that subscriptions (or interests) have to
be issued for every packet, so in this case the receiver upon re-attaching to a new
location simply re-issues the non-satisfied interests. In addition to the inherent
support for mobility, additional mechanisms, such as proactive caching [21], can
be further utilized to reduce the delay for obtaining time-critical information.

3.2 Source Mobility

Unlike receiver mobility, source mobility in ICN architectures requires additional
mechanisms. In particular, the following two issues need to be addressed with
source mobility: (a) find the source’s location, which includes finding the source’s
location in the beginning of communication but also tracking the source when it
moves, and (b) session continuity, which involves reducing the impact of mobility,
such as reducing disconnection periods, minimizing/avoiding data loss during
mobility, and supporting graceful disconnection and fast reconnection.

How source mobility can be supported depends on whether name resolution
and data transfer are coupled or decoupled. In CCN/NDN, where name reso-
lution and data transfer are coupled, receivers issue Interest messages, which
contain the name of the requested content; these Interest messages are routed
towards the source based on FIB (Forward Information Base) entries. If the
source changes its location, it will need to issue a new prefix announcement
from its new location. These prefix announcements are distributed (e.g., flooded
using a link state protocol) to other CCN/NDN nodes in the network, which
update their FIB tables. Note that the above approach can have some similari-
ties with service advertisement and discovery; specifically in wireless networks,
the broadcasting nature of the wireless channel can be used to advertise services
locally. Nevertheless, updating routing information in large networks with mul-
tiple domains requires mechanisms for disseminating location information across
multiple domains.

On the other hand, in architectures where name resolution and data trans-
fer are decoupled, source mobility requires updating the resolution information,
which maps names to locators. In cases where multiple sources offer the same
content as the source that moved, the rendezvous service may also choose to
assign some (or all) of the receivers that were served by the source that moved
to other new sources that are closer to the receivers.

There are three approaches for supporting source mobility: (1) the routing-
based approach, (2) the indirection approach, and (3) the resolution approach.

The routing-based approach involves updating the routing tables that are
used to forward information requests, as in the case of CCN/NDN. Issues with
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this approach include convergence time and scalability of the routing tables. The
approach can be enhanced to reduce the routing convergence time by using a
proactive prefix advertisement scheme, similar to the proposal in [22]. Addition-
ally, if mobility prediction information exists, then proactive actions along the
lines of [21] can be utilized.

The indirection approach is based on home agents, which forward interests
to the mobile device and are updated with the mobile device’s current point
of attachment, similar to Mobile IP. The approach also requires agents in the
visited network and location-based identifiers. An advantage of this approach is
that there is no overhead due to a resolution phase. A disadvantage is that all
requests and data packets go through the home agent. Moreover, home agents
would require names with topological/location information to be able to forward
requests to the mobile source.

The resolution approach involves a separate resolution phase: the receiver
first sends a request containing the name of the requested content; it gets a
response containing the location-dependent name or address to use for obtain-
ing the requested content. Hence, this involves a location-identity split and has
similarities with HIP (Host Identity Protocol) [23]. The resolution approach
adds overhead, which however is limited to the first packet. Also, this approach
requires some form of agent in the visited network. If a name resolution function
already exists, then the approach can be implemented by updating the name to
locator binding that is used for resolution. On the other hand, if a resolution
system does not exist, such as in CCN/NDN, then a resolution phase can be
added in two ways: use names that contain location/topology information [22]
or add a locator field in Interest messages [24].

The source mobility solution depends on whether the particular ICN architec-
ture supports only names (location independent identifiers) or both names and
locators (location or topology dependent addresses). If only names are supported,
then only the routing-based approach can be applied. If names are generic, then
some form of location dependence can be added to names, e.g. exploiting some
hierarchical structure of names [22]. In this case, the indirection approach can be
applied. However, note that the addition of location dependence to names can
have implications to mechanisms such as in-network caching and content-aware
processing, which assume that names are location independent. If both names
and locators exist, as advocated by recent proposals [2], then the resolution
approach offers higher flexibility.

4 ICN in Opportunistic Networks

Opportunistic networking defines communication in challenged networks, where
connectivity and contact durations between devices are unpredictable and
intermittent. The main goal is to exploit contact opportunities between users to
support best-effort content and service interactions when fixed network infrastruc-
tures may not be available. Based on exchanged beacons, users detect neighbour-
ing devices as communication opportunities and need to connect to neighbours



Information-Centric Networking in Mobile and Opportunistic Networks 21

individually to perform content discovery and file transmissions. ICN can sup-
port opportunistic networking because all communication can be performed inside
the local network environment. No device discovery is required, because content
availability may be independent of neighbouring devices. Mechanisms for content
discovery are described in Subsect. 4.1, whereas content transfer techniques are
discussed in Subsect. 4.2. All investigations are done using a CCN/NDN imple-
mentation based on the CCNx software [25].

4.1 Content Discovery

Nodes need to transmit requests, i.e., Interest messages, to find available Data.
Therefore, transmissions are only performed if there is a node interested in it.
If a requester moves within the network, the recipients of Interest messages will
change and new content sources or forwarders are discovered automatically. Con-
tent discovery is performed using multicast to quickly detect nearby available
content sources. If a multicast Interest message is not answered by a neighbour-
ing node, no matching content is available, which - in terms of content retrieval
- is equivalent to the unavailability of neighbouring devices. Content discovery
is required in distributed environments without centralized directories to learn
about available content or service options without demanding the content or ser-
vice completely. In the following we describe two different discovery approaches
and an extension to ensure flexibility of content discovery.

Discovery Algorithms. In opportunistic ICN, we assume that content names
follow a hierarchical structure comprising multiple name components. Each data
file consists of one or several segments similar to chunks in Bittorrent. The
hierarchical name structure may not indicate the location of content objects and
content may be stored on one or multiple hosts. The first name component may
be based on the identity of a content publisher and the following components
are arbitrarily chosen based on the publisher’s naming scheme. We designed
two discovery mechanisms: Enumeration Request Discovery and Regular Interest
Discovery [18].

Enumeration Request Discovery (ERD) requires the expression of enu-
meration requests, which are addressed to local and remote repositories only.
A name enumeration request for a certain prefix /A requests next level compo-
nents that are available in a repository, e.g., {a1, b1, c1, d1}. To discover the
entire name space, the algorithm starts from the top of the name tree with the
shortest possible prefix and sequentially moves down to the leaves by extending
the prefix with the discovered name components, e.g., /A/a1 in the next step.
At every iteration and level, the requesting user receives a list of available next-
level components at a specific repository. We assume that mobile repositories
are not synchronized among each other. Therefore, the requesting user has to
address each repository that holds content with a specific prefix separately until
no information is received anymore, i.e., timeout event.
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Regular Interest Discovery (RID) is based on recursive expression of regular
Interest messages. The user expresses an Interest in a prefix /A and receives the
first data segment of a content object in response, e.g., /A/B/C/segment 0.
Although this leads to overhead because only the content name and no data is
required, it is still more efficient than retrieving all segments in complete file
downloads. The requester knows the complete name of a content file at the leaf
of the tree after only one content request and can sequentially browse its way
up to the root. In contrast to ERD, where every component list is unique due
to the repository that created it, although it may contain the same information,
duplicate content transmissions can be identified and suppressed.

Evaluations have shown that multicast discovery is advantageous in wireless
environments, because it addresses multiple content sources simultaneously. If
nearby content sources provide different diverse content, a single discovery Inter-
est can pull multiple content objects at the same time. Only exact duplicates
of the same content are suppressed. ICN systems enforce one-to-one relations
between Interest and Data messages. However, in wireless networks it is ben-
eficial to keep unsolicited content for a short time in the cache so that it can
be retrieved in follow-up requests resulting in fewer transmitted messages and
higher discovery efficiency.

Two delay values are important for multicast discovery: transmission delay
(TD) and requesting delay (RD). The transmission delay defines the transmis-
sion interval [TD, 3·TD] within which each host randomly selects a time to reply
with a content object. Once scheduled, the content object stays in the senders’
send queue until the transmission delay is due enabling duplicate suppression
by removing overheard content from the send queue. Larger TD values result in
fewer collisions and duplicate content transmissions but increase discovery time.
However, even large TD values result in non-negligible duplicate content trans-
missions. To reduce duplicate content transmissions to nearly zero, a request-
ing delay of 2·TD is required. The requesting delay defines the delay between
subsequent Interest requests and equals the maximum difference in the trans-
mission interval [TD, 3·TD] to ensure that another response is received and can
be found in the cache without additional re-expression. If a requester transmits
the next request quicker, not all answers from other content sources may have
been received yet. If the next Interest arrives at a content source just after it has
answered the previous request, the same content object will be returned since
content sources do not memorize recently transmitted content.

ERD is independent of the number of content objects but it depends on the
number of content sources and may, therefore, be inefficient in mobile networks
where neighbours change frequently. Compared to RID, the ERD content lists
of all repositories need to be processed and accumulated to know which content
names are available. If all hosts store the same content, ERD requires all nodes to
request and process all content lists without learning anything new. RID is more
efficient to detect small differences in collections, because it can ask specifically
for new content: redundant information can be avoided via duplicate suppression.
RID is also faster in finding content names in highly structured name spaces
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with many name components where ERD would require subsequent traversing
through all name components until reaching the content objects. Therefore, a
combination of both approaches may be promising: an initial RID request may
quickly find the full name of a content object and subsequent ERD requests
discover all available name components on the same level.

Alias Mapping. To support communication during short opportunistic con-
tacts, it is important that nodes discover available resources quickly. The hier-
archical name structure may not be flexible enough to support location-based
discovery. Hereafter, we describe how CCN can be used to detect local services
or content independently of the publisher that provides it but based on local
context. This can be achieved with temporary broadcast names that can be
mapped locally to available unique names, i.e., alias mappings.

Broadcast components can be temporarily used by many publishers to
describe content, e.g., via /<content description>/<node type>/ <node Id>/,
and are not bound to the public key of a specific unique publisher so that every-
body can publish within the name space content description/node type. Pub-
lished content objects are signed by the corresponding publishers. A sample data
name that follows that structure is /temperature/sensors/sensor A/. If connec-
tivity to sensor A breaks, requesters can quickly find alternative sensors in the
vicinity by shortening the prefix to /temperature/sensors/ addressing all nearby
sensors that provide temperature.

Alias mappings map names that use broadcast components to unique names.
To ensure flexibility in the content description, a content source may map mul-
tiple broadcast components to the same unique content name or a list of locally
available unique names. For example, a sensor node may use the broadcast com-
ponents /weather and /temperature for the same content. To identify redundant
content transmissions for multicast and ensure efficient storage, name aliases
link broadcast components to unique names in the form /node Id/name. Sub-
sequently, the unique content name is used during data transmission enabling
duplicate suppression because the same content can be identified.

4.2 Content Transfer

Content transmissions are only performed in response to a received Interest
message. A requester needs to transmit Interests in every segment to receive
the complete content. By that, content transmissions are only performed in the
vicinity of an active requester. Received segments are first included in temporary
cache (content store) and complete files are stored on persistent storage (repos-
itory). This subsection describes a cache extension for intermittently connected
networks and introduce an agent-based approach that can be used if requester
and content source would never meet or to increase content density. Finally,
the benefits and disadvantages of multicast communication and overhearing are
discussed.
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Resume Functions for Intermittent Connectivity. During short oppor-
tunistic contacts and, hence, intermittent connectivity between content
requesters and content sources, file transmissions may not be completed. If no
alternative content sources are available, content is kept in the requester’s cache
until it can be completed and properly stored. Unfortunately, persistence of data
in CCN caches is not guaranteed since they are limited in size and can be over-
written by other files depending on the cache replacement strategy. Caches are
built upon high-speed memory to support quick forwarding. In delay-tolerant
networking, memory speed is not important since delays between successive
requests are high. Therefore, in case of disruptions, partial data can be stored
on and loaded from secondary storage.

Content-centric overlays to existing DTN protocols such as the Bundle pro-
tocol would experience multiple drawbacks. First, multiple Interests would be
required to obtain all segments. Since requesters do not know the file length until
receiving the last segment, proactive transmission of Interests would be required.
If Pending Interest Table (PIT) entries are valid for a long time as required in
DTN networks, the PIT size would drastically degrade lookup performance. Sec-
ond, long-living Interests prevent forwarding of similar Interests for the entire
lifetime period even if the environment has changed and the content becomes
available. Therefore, the Interest lifetime should be limited to a rather small
value but Interests can be re-expressed periodically to account for changes in
content availability.

Every segment is named individually with a segment number. Thus, dis-
rupted downloads can be precisely resumed from where they were stopped. For
every incomplete and aborted file, the received partial data is stored in the file
name.part and the meta information in the file name.meta. The meta infor-
mation includes name and version of the content, the segment number that is
expected next, the file position in the partial file name.part and the publisher’s
public key digest. To avoid incomplete files that never get completed or stor-
ing data of real-time traffic, an expiration time indicates a timeout value after
which the partial files can be deleted. The expiration time can be based on the
reception time and the freshnessSeconds values of the first received segment. In
case of real-time traffic, content would only be valid for a few seconds and no
partial information would be stored. While strategies without resume operations
may never be successful, resumed file transmissions result in constant effective
transfer times independent of the time they where disrupted.

Evaluations on wireless mesh nodes showed that the processing and storage
overhead is negligible and does not affect file transfers without disruptions in any
way. If content sources are unknown, transfers need to be performed by multi-
cast because no unicast addresses can be statically configured. Unfortunately,
multicast transfer rates are considerably lower than unicast rates. Additionally,
no MAC layer acknowledgements are transmitted during multicast communi-
cation. Thus, missing segments, e.g., due to collisions, are detected only after
the Interest lifetime has passed and the Interest is re-expressed. However, since
opportunistic communication is performed via one hop, the Interest lifetime can
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be decreased to a lower value to reduce retransmission delays. Evaluations have
shown that this strategy can increase the multicast throughput by a factor of
7.2 without significantly increasing the number of transmitted messages [26].

Transfer Agents. In situations where a requester never meets a valid content
source, it cannot request content. The proposed solution for this problem is
agent-based content retrieval, where requesters can delegate content retrieval
to agents, which retrieve content on behalf of the requesters. Communication
exploits the agents’ mobility. The approach comprises three phases. In the agent-
delegation phase (phase I), the requester needs to find an agent and delegate
content retrieval to it. In the content retrieval phase (phase II), the agent is
looking for the content and retrieves it. In the notification phase (phase III) the
requester asks available agents whether they retrieved the complete content. The
requester can then retrieve the content from the agent node.

Phase I: Agent Delegation. If a requester cannot find the desired content in
its environment, content retrieval can be delegated to an agent. In phase I, the
requester finds and assigns an available agent based on a three-way handshake
protocol. An agreement between requester and agent can be enforced by sign-
ing the exchanged Interest and Data messages with the sender’s private key so
that both nodes know the identity of each other. Because available agents in the
neighbourhood are not known and can change, agent discovery and delegation
is performed via multicast. The requester transmits first an Exploration Interest
in the name space /ferrying/%C1.<namespace>∼<param>. Every agent appli-
cation listens to Interests for /ferrying followed by the namespace of the con-
tent to be found and optional additional parameters. Parameters may describe
an area where content retrieval should be performed and agents can decide
whether to respond based on locally collected mobility traces. Agents return
an Exploration Response, which is a Data message including the requested pre-
fix name and appending their /nodeId at the end. Exploration Responses have
short lifetimes of only a few seconds to avoid usage of old information from
the cache. Since Exploration Interests are transmitted via multicast, they trig-
ger potentially many answers and the requester can subsequently poll its con-
tent store for other responses. The requester can then create an agent list that
includes all available agents and selects one from it for delegation. The requester
assigns an agent by transmitting a Delegation Interest with the name prefix
/ferrying/nodeId/%C1.<namespace>∼<param>/rTime/groupId. The nodeId is
included right after the /ferrying prefix so that all nodes receive it and know
whether they have been selected or not. rTime defines the remaining time, i.e.,
how long the requester is still interested in the content. This is an upper limit for
content retrieval and after this time has passed, the agent does not look for the
content anymore. groupId is a random nonce, which is created by the requester
for every delegation in order to create a multicast group of agents. Assigned
agents will listen to Interests with the /groupId to receive notification requests
from the requester in phase III.
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Phase II: Content Retrieval. After receiving the Delegation Interest in Phase I,
the agent registers the /namespace to the multicast face using a lifetime based on
rTime. Then, it can probe the environment for the availability of a content source
similar as explained above for resumed transfers. An agent needs to replicate the
received content including all CCN header information and original signatures
so that the requester can verify that the content is authentic and produced by
the original publisher. Therefore, as soon as connectivity to a content source
has been detected, the agent delegates content retrieval to its mobile repository,
which is an application running on the same device as the agent. The repository
can then request all content objects via the multicast face. When the content
transfer is complete, the agent can answer notification requests in phase III.

Phase III: Notification and Content Distribution. Since notifications can only
be transmitted in response to Interests, the requester needs to request content
notifications from any agent in the vicinity that has retrieved a content object
completely. The pull-based approach is advantageous in mobile networks with
multiple agents. Since only requesters periodically ask for notifications instead
of multiple agents transmitting beacons, fewer notification messages need to
be transmitted, i.e., only in the requester’s vicinity. The Notification Request
is an Interest message with the name /groupId/namespace and is transmitted
periodically until a Notification Response is received. By using the groupId, all
assigned agents in the requester’s transmission range receive the request and only
agents that have completed phase II will respond by a Notification Response,
which is a Data message that uses the same name as the Notification Request.
The payload of the Notification Response comprises the current IP address of
the mobile agent so that the requester can create a unicast face to the agent’s
mobile repository. The IP address can be viewed as locator of the content, which
is not part of the routable prefix included in Interest packets. After the requester
creates a new unicast entry with a short lifetime, the content can be requested
directly via unicast from the mobile repository.

Evaluations on Android smart phones showed that the overhead for agent-
based content retrieval compared to two hop forwarding can only be measured
for very small files of 1 MB or less. For files larger than 4 MB, agent-based con-
tent retrieval resulted in 20 % higher throughput than with two-hop forwarding
although content is stored at intermediate nodes on secondary storage but not
in the cache. Because the maximum number of concurrently transmitted Inter-
ests is limited by the pipeline size, the overall transfer rate during multi-hop
forwarding is limited by the slowest link. This means that transmissions via uni-
cast on the first hop can never exceed multicast throughput on the second hop.
With agent-based retrieval, content is transmitted subsequently via multicast
and unicast over both hops, and, thus, every link can reach its maximum capac-
ity. Moreover, multi-hop forwarding over multiple hops may not be possible (or
only at very low rates) due to intermittent connectivity between the network
nodes [27].
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Multicast and Overhearing. CCN Forwarding is based on registered prefixes
in the Forwarding Information Base (FIB). In opportunistic networks, forwarding
tables cannot be configured statically and multicast communication is required
to find suitable content sources. Since topologies can change, proactive exchange
of all content information from all nodes may overload the network. In static
networks or networks with limited mobility, delegating content retrieval to one-
hop neighbours as described above may not be enough. In such situations, it is
required to forward Interests over multiple hops to discover content on nodes,
which are just outside the requesters’ transmission range.

To enable wireless multi-hop communication in content-centric networks, it
is required to configure two faces, one for receiving and one for transmitting.
Interests can then be forwarded via alternating faces, e.g., via face 2 if received
on face 1 and vice versa. Nodes that overhear content transmissions on a specific
face can include this information in the FIB to forward Interests received from
others to this face. To ensure that every node can always try to request content
from its neighbours and, thus, enable overhearing of Data, Interests from local
applications need to be forwarded via a multicast face if no matching FIB entry
is configured, i.e., pass-through. If the content is available at a neighbour, the
requester overhears the response and registers this information in the FIB. After
that, the requester can also forward Interests received from other nodes to the
content source via the newly created FIB entry. If the content is not available
at neighbours, and neighbours have no FIB entry configured, they discard the
received Interest to avoid unbounded forwarding. The registered FIB entry is
valid for a limited time but is updated with successive content receptions.

To limit update and processing operations, only every nth received content
object is processed. By using modulo operations on the received segment number
included in the name, only the 1st and every (n+1)-th content object during
a transmission is processed not requiring the maintenance of additional state
information. Processing the 1st object is important since it indicates that a
content source is available. Every other nth content object results in a FIB
update. Entries that are not updated will expire automatically after time.

Evaluations on wireless mesh nodes have shown that processing overhead is
only measurable for very small files and becomes negligible for files of 10 MB or
larger. This is because in the beginning of every file transfer when receiving the
first segment, a new FIB entry needs to be included in the FIB. Later, only life-
time values of existing FIB entries need to be updated. During large file transfers,
the ratio of entry updates vs. entry creations increases and, therefore, the relative
processing overhead decreases. Since overhearing is a passive activity, it has no
impact on the number of transmitted messages. Energy measurements revealed
that a content source has the largest power consumption but the power over-
head is only marginal. A requester with enabled overhearing functionality has a
1.3 % higher power consumption, because received prefixes need to be extracted
and included in the FIB. The largest power overhead of 4.6 % is measured at a
passive listener, which moves from a passive to a more active role when adding
prefixes to the FIB. Compared to the unicast case, where passive nodes can stay
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in idle mode, the energy overhead of passive listeners not participating in the
communication is 22 % higher.

However, overhearing can help to increase multi-hop throughput since retrans-
missions can be performed quicker from cache, similar to [28]. Additionally,
in contrast to caches, which are limited in size and where cache replacement
strategies make content disappear quickly, the RAM memory requirements for
a content name is considerably lower than for the full content. For example, a
5 MB file may require 5.5 MB storage in the cache, i.e., including CCN headers
and signatures, whereas the FIB entry requires only a few bytes depending on
the length of the content name. Therefore, FIB entries based on overheard con-
tent names indicate a node whether it is worth to forward received Interests to
a nearby content source if the cache entry has already been cleared. A combi-
nation of multicast discovery and subsequent unicast data transmissions after
the content source has been identified may further improve energy efficiency and
throughput but it requires modifications of the current CCNx daemon.

5 Conclusions and Outlook

This chapter discussed the use of ICN in mobile and opportunistic networks.
Although ICN in such environments seems to have huge potential and benefits,
there are still some problems and issues to be optimized. In mobile networks, the
problem of source mobility is challenging and requires an appropriate solution for
scenarios where content is located in mobile user devices or at devices deployed
in vehicles. Moreover, the chapter discussed several problems in opportunis-
tic network scenarios such as the problem of intermittent connectivity between
devices or the problem that two devices might never be in contact to each other.
Solutions such as suspending and resuming content transfer between devices
and delegating content retrieval to agents have been proposed and preliminary
evaluations in small-scale testbed scenarios have been performed.
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Abstract. This chapter addresses cooperation in wireless networks,
based on the recent, self-organizing paradigm of User-centric Network-
ing. In user-centric networking, the Internet user controls and carries
networking wireless objects, usually located in customer premises. Some
of such objects integrate functionality that is today part of the net-
work core, such as mobility management, or resource management. The
chapter provides notions and models concerning user-centric networking,
as well as notions and models directed to user-centricity in the context of
wireless network. We also include recent operational data derived from
available user-centric networking pilots, as well as a market analysis with
a wholesale model analysis example.
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1 Introduction

The flexibility inherent to wireless technologies is giving rise to new types of access
networks and allowing the Internet to expand in a user-centric way. This is partic-
ularly relevant if one considers that wireless technologies such as Wireless Fidelity
(Wi-Fi) are preferential solutions to complement Internet access broadband tech-
nologies, forming the last hop to the end-user. The density derived from such
deployment, in particular in urban environments, must be considered when devel-
oping future Internet networking architectures. User-centric networks (UCNs)
[1,2] are wireless networking architectures that integrate a self-organizing, even
viral behavior in terms of connectivity models and topology, as these two aspects
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are developed based on the willingness of the Internet end-user to trade resources
and services. In UCNs, users own devices that are part of the network. Therefore,
UCNs exhibit a highly dynamic topological behavior, as the objects that compose
the network roam frequently, and are in some cases solely controlled by the Inter-
net end-user (e.g. a residential Access Point, AP; a smartphone).

In the networking models that UCNs integrate, the end-user is one of the Inter-
net stakeholders, ceasing to simply be a consumer of Internet services (be it
connectivity or content). The user becomes an active hop of the connectivity dis-
tribution chain. Such empowerment is a natural step of the Internet architectural
evolution, as in Internet services, a similar paradigm shift has already emerged
as a wave of open-source software and of new licensing models which culminated
in the Creative Commons (CC) licensing. CC licensing allows authors to define
the details of licensing rights regarding attribution, commercialization, derivative
works, as well as distribution. In the beginning, CC licenses were used only in blogs
or Web sites such as Flickr; today the Internet holds millions of sites whose con-
tent is protected under CC. This means that Internet users are no longer mere
consumers.

The grassroots movement that was the basis for Web2.0 and also the key
aspect in CC licensing is today being applied to the networking layers of the
OSI protocol stack, e.g. via Software Defined Networking (SDN), and thus create
opportunities to further evolve the Internet value chain.

All of the paradigm shifts that we are witnessing are based upon a spe-
cific form of cooperation between end-users towards network access or towards
Internet services/providers [3]. Cooperation, as well as cooperation incentives, is
therefore modeling a new category of Internet community and impacting social
and business behavior [4]. However, technical limitations of today’s technolo-
gies, as well as a lack of understanding on how such micro-business models may
evolve and impact current Internet wholesale models still undermine the poten-
tial impact of networks where the user becomes an active link in the provision
chain. There is neither a clear modeling of incentives nor clear mechanisms to
develop cooperation incentives on the fly, incentives which are prerequisite to
the growth of such types of networks.

This chapter is focused on UCNs and explores features and concepts of coop-
eration in heterogeneous wireless networks. The chapter gives insight not only to
the most technological advances of UCNs, as well as onto the market aspects con-
cerning UCN usage. The chapter covers also different aspects concerning coop-
eration incentives, which are essential to assist UCNs in becoming adequately
integrated into the existing infrastructures.

The work and research that the chapter is focused upon derives from the
research developed in the context of the European Project ULOOP (User-centric
Wireless Local Loop) [2]. ULOOP tackled several aspects of UCNs, both from a
technical and socio-economic perspective, having as main goal to assist a robust
and yet self-organizing deployment of UCNs.

The chapter is organized as follows. Section 2 goes over UCNs notions and
terminology, covering the main functional blocks of a UCN model, as well as a
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socio-economic feasibility analysis for the ULOOP UCN model. Section 3 goes
over cooperation aspects in UCNs, namely, incentives and crediting aspects, as
well as explaining models. Section 4 is dedicated to operational aspects, and
describes results of UCN live usage derived from the ULOOP pilot, which is
a tool that is open to the global community. The chapter concludes in Sect. 5,
providing a few guidelines for future work.

2 UCN Background

UCNs relate to a recent trend in spontaneous wireless deployments where indi-
vidual users or communities of users share subscribed access in exchange of
specific incentives. In literature, names that relate with the UCN concept are
personal hotspot, spontaneous user-centric networks.

UCNs explore and integrate functional solutions to allow user-centric wireless
(Wi-Fi) local loops to form and to develop in an autonomic and user-friendly
manner. User-centric refers to a community model which extends the reach
of a high rate, multi-access broadband backbone by means of communication
opportunities provided by end-users, based upon cooperation incentives. Such
incentives may relate to an individual or a community of individuals, as well
as to access stakeholders. Moreover, user-centricity can be discussed from two
different perspectives. Firstly, the user is in power of assisting the network in
terms not only of its deployment, but also of its proliferation. Secondly, services
to be provided by the end-user are assisted by an access infrastructure that is
engineered towards assisting the user in terms of Quality of Experience (QoE).
In regards to the first aspect, deployment refers to assisting in sharing equipment
that makes the network scale. Deployment per se does not suffice for this type
of architectures to grow.

2.1 Notions and Terminology

In UCNs, there are two fundamental networking roles: node and gateway. A UCN
node concerns a role (software functionality) that a wireless capable device takes.
Concrete examples of nodes can be specific user equipment, access points, or even
some management server. A UCN gateway is a role (software functionality) that
reflects an operational behavior making a UCN node capable of acting as a
mediator between UCN systems and non-UCN systems – the outside world. The
gateway role may or may not be owned and controlled by a UCN user; it may
also or only be controlled by an access operator. The key differentiating factor
of the role of gateway, in contrast to a regular UCN node, is the operational
intelligence and mediation capability. Similarly to UCN nodes, the UCN gateway
functionality may reside in the user-equipment, in APs, or even in the access
network. Hence, they exhibit a feature that is key in user-centric environments:
their behavior as part of the network is expected to be highly variable. Gateways
will be active or inactive based on several conditions such as users’ wishes and
network load.
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As previously mentioned, each UCN node has a unique owner, micro-provider
(MP), assigned. An owner is an entity (end-user, operator, virtual operator)
that is responsible for any actions concerning his/her device. The term “respon-
sible” reflects liability, i.e., from an operator’s perspective the owner is the sin-
gle responsible for the adequate/inadequate usage of the user’s device within a
specific, trust-bounded community.

A community in UCN is a set of UCN nodes that hold common interests (such
as sharing connectivity or resources/peripherals) at some instant in time and
space. In other words, nodes exhibit a space and time correlation that is the basis
to establish a robust connectivity model. This is expected to be extrapolated by
adequately modeling trust associations between nodes. We highlight that the
notion of community does not have any relation whatsoever to an Online Social
Network (OSN), or even to some specific OSN subset.

An interest is here defined as a parameter capable of providing a measure
(cost) of the “attention” of a node towards a specific location in a specific time
instant. In other words, an interest is a parameter that provides a node with a
measure of a specific time and space correlation. For instance, assuming that a
user goes each Saturday morning to the coffee-shop on the neighborhood corner,
an interest here could be “having a coffee”. Other users in the same location
(exhibiting a similar time and space correlation) are in the same place during an
overlapping period of time. They all share an interest as they are all collocated
in the same location for a specific period of time. The shared interest here is:
attending the same coffee-shop. Therefore, owners may be complete strangers
and yet, connectivity may be set across the devices, based on parameters such as
specific Quality of Experience (QoE) metrics; node movement history; roaming
and service sharing patterns.

In terms of generic model, UCN stakeholders are Internet users and Internet
providers. These two stakeholders can, however, assume several of four main
roles: user; micro-provider; provider; Over-the-Top (OTT) service provider.

The user is a role assigned to an entity that wants to use shared services at
some instant in time and space. The micro-provider is a role assigned to an entity
that is willing to share, at some instant in time and space, resources in exchange
of specific cooperation incentives, or rewards. The provider is a role assigned to
an entity that is responsible for direct Internet access, while the usual Over the
Top (OTT) role relates with management of credentials or trust circles; initial
authentication; gateway registration. As a coordinating role, the OTT does not
have any impact on the way traffic is transmitted in the communities or across
the Internet. Moreover, the OTT does not account for any end-to-end measures,
such as data privacy, liability of the traffic source(s), or traceability. However,
our research has shown that there are benefits in terms of market for an OTT
to have responsibilities that go beyond initial setup and will become service
differentiators, e.g. distributed mobility management across communities.

The roles of UCN stakeholders (users, and providers) and their relationships
shape the Internet design, as these relationships impact the communication in
ways that were not foreseen, e.g., by placing both the upstream (from user to
network) and downstream (from network to user) flows at an equal level.
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Fig. 1. Scenario example derived from the ULOOP project.

2.2 UCN Global Use-Cases

Figure 1 (a) illustrates a UCN where two different communities are represented,
Community 1 and Community 2 [5]. The term community in this example is
simply representative and identifies a set of users within the same WLAN. It
could be, for instance, a mesh network in a city, or a hotspot at a coffee-shop.

Community 1 therefore represents an example of a dense wireless network,
infrastructure mode (e.g. shopping-mall, football stadium, indoor spaces in a
school campus). By dense it is meant that several users may activate devices in
AP mode and therefore, there is a strong signal overlap. Hence, the result of this
is that despite the fact that spectrum abounds, Signal to Noise Ratio (SNR) can
be very low in some areas (known as gray areas) [6].

As for Community 2, it stands for a mesh network also interconnected to
the same LTE provider. There is no strict relation between a community and a
geographic location.

Maria is a user in Community 1 carrying her Android smart-phone (User
Equipment, UE ). Maria’s UE selects a specific gateway (AP or UE) to be asso-
ciated with in a certain location. After the reception of her association request,
the gateway broadcasts a query both via the Wi-Fi interface and the LTE inter-
face (to reach the backend) in order to figure out whether Maria is or not an
authorized and trusted user. At the same time, the chosen gateway also triggers
an adequate gateway selection mechanism that takes into consideration not only
Maria’s expectations, but also the potential overlap and electromagnetic noise
in the area, as well as the optimization of the load across the entire network.
While Maria roams in Community 1, the gateway onto which Maria’s UE is
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currently associated detects that she is on the move (e.g. due to SNR varia-
tions) and immediately attempts to estimate/anticipate a potential new anchor
for connectivity (new gateway). Upon agreement between the gateways, Maria’s
UE is automatically attached to a new gateway which can fulfill Maria’s service
expectations.

Tom, another user of Community 1, is in a gray area. His device realizes that
Maria’s device allows connectivity relaying and therefore Tom’s device triggers
a request to connect to Maria’s device. Maria allows other users with whom
her device does not yet have a trust association established to interconnect by
providing them a small amount of resources based on specific QoE requirements
(e.g. only if her UE has enough battery level and up to 20 % of Maria’s link
capacity). Therefore, Maria and Tom’s UE automatically negotiate connectivity
and Tom goes online through Maria’s device. We also highlight that Maria’s
device is already using shared Internet access via Michael’s gateway. Michael is
a subscriber of a network operator different than the one Maria is subscribed
to and also belongs to Community 1. Given that they share interests in the
context of Community 1, Michael and Maria are able to connect and exchange
data directly, without going through their respective operators. Thanks to the
resource optimization and load-balancing features of gateways within Commu-
nity 1 continuously exchange data and thus offload/transfer some UE’s to other
elected gateways.

UCN communities are also the basis to derive local services, based on entities
that are willing to provide services on exchange of specific incentives. In such
cases, the ultimate goal is not to expand coverage but instead to consider UCN
functionality as an enabling technology platform for cooperative data dissemi-
nation. In regular deployments, such data cannot be available, as it is simply
the result of a cooperative effort based on a self-organizing system. Moreover,
end-user devices that are UCN enabled may be able to gather open data (data
collected from the users’ surrounding environment). To illustrate the concept,
we again refer to Maria, who now needs to print her boarding pass at an airport
with Wi-Fi coverage. Due to the UCN functionality implemented in gateways
and also provided directly by other users, Maria can print her boarding pass
through John’s device, a user that Maria’s device trusts through a bi-directional
trust association.

2.3 UCN Model Functional Blocks

UCNs assume that an existing infrastructure is available and that Internet users
are willing to expand such infrastructure in a way that is user-friendly and self-
organizing. UCNs assumes also that within specific trust circles some form of
cooperation incentives can be provided in order for both the access and the
end-user to cooperate and assist in further developing Internet architectures. In
order for that to happen, our UCN model considers three main functional blocks:
trust management and cooperation incentives ; resource management ; mobility
aspects [7].
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In this section we briefly explain the main functional blocks for a UCN model
that has been conceived, validated, as well as implemented in the context of the
European project ULOOP, being currently available to the community as open-
source LGPLv3.0 software [8,9].

Trust Management and Cooperation Incentives. Trust management and
cooperation incentives relate with understanding how to define and build cir-
cles of trust on-the-fly [10]. Such circles of trust are capable of sustaining an
environment where stakeholders share some form of Internet resources in order
to support the dynamic behavior of UCN. Trust management is based on rep-
utation mechanisms able to identify end-user misbehavior and to address social
aspects, e.g., the different types of levels of trust users may have in different
communities (e.g., family, affiliation) [11]. In situations where the created net-
work of trust is not enough to allow resources to be shared, devices are able
to use a cooperation incentive scheme based on the transfer of credits directly
proportional to the amount of shared resources [12,13].

Motivating Usage via Cooperation. Cooperation incentives in UCN are
considered both from a specific technology perspective, as well as from a business
perspective. Technical incentives may relate to natural features of the technology
that result in a win-win match when cooperation is applied [14]. A concrete
example of a technical incentive relates to potential improvements of the 802.11
MAC layer, namely, UCN engineers the MAC layer in a way that mitigates
problems related with low data rate stations, as low data rate stations and high
data rate stations can simultaneously profit from the shared medium as shall
be explained in Sect. 2.3. While as for a business incentive, we can think of a
specific peering scheme that may assist the access operators in understanding
how to obtain revenue based on UCN architectures.

As part of communities and also as individual nodes, cooperation must con-
sider the willingness of owners/nodes in participating in communication. Will-
ingness can be driven by different facts such as energy saving, low processing
power, and/or lack of storage. Although a node is not willing to share resources
due to one of the aforementioned facts, the cooperation functionality should
encourage such user in doing it so, as he/she can get an immediate return (e.g.,
more processing) while sharing that resource it has the most (e.g., storage) [15].
Instead of simply paying users with the same “currency”, e.g., you get more
bandwidth if you give more bandwidth, the cooperation functionality should
reward involved entities with the type of resource the user wants and at the
moment the user needs (i.e., immediately or later on).

The User Perspective. The lack of trust between users can influence their level
of willingness and our belief is that motivation should be based on shared inter-
ests. Users sharing the same interest (e.g., movies), although being completely
unknown to one another, can be easily encouraged in carrying information on
behalf of others. A user interested in comedy movies surely won’t mind to carry
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a copy of a movie destined to some other user if he/she is able to get a copy
also. At this point, cooperation not only helps users disseminate information
quickly and seamlessly (as the movie will reach different interested users other
than the destination) as it also contributes to sparing resources from users who
are not interested in that specific content. Cooperation shall be easily encour-
aged if users share some social relationship. Thus, social ties have an important
role in making cooperation among users even more reliable. Software function-
ality in UCN nodes is expected to track user expectations and service response.
In this case, users are expected to cooperate in order to provide surrounding
UCN nodes with information that not only can improve their own but also the
other users’ network experience. Users can exchange: (i) SNR information, e.g.,
to aid in the handover process; (ii) behavior information, to strictly penalize
malicious/greedy users; (iii) connectivity quality levels, to aid in load balancing
and interference reduction.

The Provider Perspective. UCN is a perfect solution for operators who are
looking for higher density at limited cost, letting them to rely on created
communities, in order to provide the required resources to demanding users
at specific instants in time. This will offer an energy-efficient and cost optimized
solution to increase density of the operators’ networks. Moreover, the subscrip-
tion relation between the end-user and the access operator can be strengthened
by having the access operator empowering the end-user with partial networking
functionality, in a way that is completely transparent to the end-user. In other
words: such cooperative model (based upon Internet service micro-generation)
gives the means for the access operator to provide value-added services that
are more appealing to the end-user and that go beyond regular subscriptions,
common today both in the bundled and in Service Provider centric models such
as the one embodied today by e.g. FON, when used in strong cooperation with
access providers, give the means to access providers to offer Internet access. For
instance, access operators can take advantage of UCN capabilities to further
expand its control towards the customer premises devices.

Some reasons for UCN adoption (and hence for the relevancy of operator-
based incentives) are: to provide adequate feedback to customers; to ensure an
optimal network operation, where expanded coverage is also offered; to be able to
deal with interference in dense areas; to provide residential areas with the same
authentication/authorization model used in UCN coverage and thus, reduce
CAPEX; to gain in reputation by supporting communities, following what is
today common practice in open-source business models.

An “Open Source” model with “some limitation” can favorite a win-win equi-
librium between UCN and operator’s competitiveness goals. Hence, operator’s
based incentives are expected to improve the potential of interoperability and of
business opportunity for access and service stakeholders.

Augmented Resource Management. As UCN relies on wireless infrastruc-
tures that are often deployed in an ad-hoc way, resource management optimiza-
tion is a key aspect to pursuit. UCN has as purpose to assist in developing robust
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and high debit wireless local-loops in a way that meets current broadband access
technologies debit as possible, and in a way that reduces the chances for bot-
tlenecks to occur [16,17]. Throughput maximization is to be addressed across
more than one hop by means of cooperative networking techniques of which
one possibility is relaying. In regards to resource management, and to achieve
a fair and self-organizing network operation, there are aspects to be looked for
such as the need to adequately and dynamically be able to control growth of
UCN communities; dynamic fluctuations of the network both in terms of traffic
due to stations joining and leaving frequently, as well as due to the movement
of stations. Another aspect that is considered crucial to look for is to develop
cooperative and distributed mechanisms that assist the network in adequately
selecting nodes that are willing to be micro-providers. Such selection is to be
performed in a way that considers not only throughput maximization, but also
the lowest-cost in terms of energy-efficiency.

Dealing with Frequent Roaming: Anchor Point Control and Move-
ment Estimation. UCN is based on the notion of users carrying (or owning)
low-cost and limited capacity portable devices which are cooperative in nature
and which extend the network in a user-centric way, not necessarily implying
the support for networking services such as multi-hop routing. For instance, in
UCNs transmission may simply be relayed based on simple mechanisms already
existing in end-user devices. These emerging architectures therefore represent
networks where the nodes that integrate the network are in fact end-user devices
which may have additional storage capability and which may or may not sus-
tain networking services. Such nodes, being carried by end-users exhibit a highly
dynamic behavior. Nodes move frequently following social patterns and based
on their carriers interests; inter-contact exchange is the basis for the definition of
connectivity models as well as data transmission. The network is also expected
to frequently change (and even to experience frequent partitions) due to the fact
that such nodes, being portable, are limited in terms of energy resources.

In terms of mobility and adding to the currently available solutions, UCN
is focused on two main aspects: mobility tracking and estimation, as well as
handover support. The purpose is to assist in improving the underlying connec-
tivity model, and hence overall network operation. Social mobility modeling is an
aspect that assists in deriving algorithms and functionality that can anticipate
the way nodes move based on analysis and tracking of node movement through
time.

A final aspect to consider is to ensure that the functionality to be devel-
oped can assist in dealing with the unmanaged aspects of UCN architecture and
should get rid of anchors in the network. This may be required, for instance, if
a UCN community is not capable of providing a node with adequate mobility
management e.g. due to trust aspects.
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2.4 Regulatory and Socio-Economic Implications

The potential of UCNs can be exploited both to complement broadband access
(by increasing capillarity/coverage and by providing 3G to Wi-Fi offloading) and
to implement a self-adapting territorial platform for collaborative data gathering
and dissemination. These two broad application scenarios correspond to the use-
cases described in Sect. 2.2 and which were considered in the context of the
ULOOP project to establish realistic boundaries and requirements for UCNs.

Methodology to Analyze the Impact on Regulation. UCNs are a rel-
atively new concept which is not yet included in regulatory frameworks. Still,
the impact on regulation is a determinant for the diffusion of any new technol-
ogy or model. This is particularly true for community-scale models which need
to reach a high penetration in order to trigger the positive externalities which
can make them profitable. In order to evaluated the impact of UCNs both at a
national and international level, the ULOOP project considered a methodology
based on questionnaires and scoring sheets, questionnaire which is illustrated in
Fig. 2. The questionnaire encompasses 14 questions covering the main relevant
regulatory aspects, divided into five groups. Questions Q01 and Q02 are about
the general principles of Net Neutrality and Universal Service, which might con-
tribute to the diffusion of the UCN model, if properly adopted. Questions Q03
to Q06 relate with electronic communications, with particular emphasis on the
definitions and possible limitations which apply to “non/public networks”, as
opposed to public communication networks managed by operators and estab-
lished service providers.

Questions Q07 to Q09 cover the definition of “operator” and the exclusive
rights and obligations coming from the so called general authorization, which
are essential to understand whether and to what extent allow UCN users are
allowed to provide associated services and facilities without being established
service providers. Questions Q10 to Q12 concern the bureaucracy required to
install/activate/manage a public Wi-Fi access point, which might limit the dif-
fusion of UCNs. Questions Q13 and Q14 are about e-commerce regulation.

As for the scoring sheet, it considered the relevance of each question within
the context of the two use-cases described in Sect. 2.2. Answers to the question-
naire were collected via involvement of several European regulation authorities
from several European countries: Italy, Spain, France, Switzerland, and Finland.

Socio-Economic Analysis. The socio-economic sustainability of a UCN
depends on the diffusion of UCN devices which, in its turn, depends on the
capability of the model to attract people. Hence, the sustainability analysis has
to start from the key features of a UCN, which have to be perceived as added-
value or differentiators to the stakeholders involved in the model. For the socio-
economic analysis we grouped the distinguishing features of UCNs into four main
categories: resources; information; availability; protection. The scenes introduced
to represent the potential of the two use cases ULOOP-1 and ULOOP-2 were
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Fig. 2. Questionnaire used in the ULOOP project to cover the main regulatory aspects
for UCNs.

then weighted in terms of each of the features described. We summarize the main
results of the analysis by means of Fig. 3, which illustrates a bar graph showing,
for each category of players, the number of scenes in which the category take
advantages or disadvantages from their involvement in UCN. Whenever all UCN
users fall within the same category they are simply denoted as users without fur-
ther distinction. Two categories are used for operators, since the benefits they
take depend on their degree of involvement in UCN. Special categories are used
for malicious users, attackers, and untrusted users.

According to Fig. 3, the only players who are truly damaging to the UCN
model are untrusted users, malicious users, and attackers who do not need to be
motivated. On the contrary, UCNs can help in inducing these users to behave
properly in order to start taking advantage of UCNs, as regular users can.

3 Cooperation Models and Incentives

In usual deployments of UCNs, spontaneous wireless access points and mobile
devices have incentives to cooperate by: (i) sharing Internet connectivity; (ii)
extended access to shared services by few-hop relaying; (iii) sharing wireless
resources based on incentives; (iv) providing monitoring and user traceability. In
recent years, research has been directed towards cooperative networking mech-
anisms capable of assisting data transmission under circumstances where the
channel experiences interference. For instance, by controlling medium access
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Fig. 3. Socio-economic analysis of use-cases ULOOP-1 and ULOOP-2, two represen-
tative use-cases of UCNs.

between source and relay terminals, it has been found that the diversity of the
communication system can be improved. By leveraging the broadcast nature
of the wireless channels, cooperative networking significantly improves system
performance. While scientific results abound in what concerns cooperative net-
working, the feasibility of applying it beyond cooperative wireless transmissions
is not yet fully understood.

One key aspect to address relates with incentive mechanisms to boost cooper-
ation [13–15]. Another key aspect relates with the potential compatibility of the
developed cooperative networking mechanisms, across existing infrastructures.
In the context of UCNs, a cooperative networking model must be based on effec-
tive incentives for cooperation, and on an efficient improvement of networking
experience for all of the UCN model stakeholders.

3.1 Cooperation and Sharing

Cooperation is a central feature of user-centric systems aiming to compensate for
the lack of a central and dedicated controlling entity. In spontaneous networks,
such as UCNs, users need to cooperate in order to help one another aiming to
mitigate the constraints posed by the dynamic networking environment. Such
cooperation can be achieved by sharing available resources (e.g., bandwidth,
processing power, memory, battery) and/or effort.

The success of a cooperation process may be diminished by the fact that users
have full control on their devices and may try to maximize the benefits they get
from the network. In general, the cooperative behavior of a device will indeed
result in an increase in resource consumption to take more than its fair share
of a resource (e.g., network, CPU, storage). Knowing that mobile devices have
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scarce resources, each of these devices should better not cooperate from its point
of view. Despite the potential advantages of enrolling in a cooperation process,
it is imperative to give users the option to participate or not in cooperation.
That is, user willingness to cooperate must be considered.

Three reasons may discourage willingness to participate in cooperation: (i)
lack of trust on other users, which can be mitigated by a mechanism able to
manage trust; (ii) users are running out of resources, which can be lessened if
offering users resources that may improve (e.g., increase battery lifetime, process-
ing power, storage room) their own operation; and (iii) users’ egoistic behavior,
that is easily diminished once users know they will have resources available upon
their needs. However, independently of what is increasing/decreasing their will-
ingness level, users will easily engage in cooperation if they know that they will
get resources whenever they need them.

In what concerns the type of shared resources, related literature is usually
focused on cooperation related with sharing of the same category of resources,
e.g. storage by storage; processing by processing; roaming now by roaming later.
However, it is envisioned that UCNs, being software based, provide the grounds
to exchange resources based on different categories as this is a main feature to
ensure an efficient usage of networking resources in wireless heterogeneous net-
works. This can be achieved via a cooperation model/mechanism that provides a
direct exchange of networking resources, for instance, connectivity time against
bandwidth, or networking storage vs. Quality of Service.

3.2 Cooperation Models

In a UCN, cooperation incentives are implemented as a combination of: trust-
based, in which incentives for cooperation are created by adopting policies that
are based on the threat of retaliation for non-cooperating nodes; reward-based,
in which nodes get a virtual payment for cooperating. Such incentives are used
to motivate nodes to cooperate in order to augment their networking experience.
This section provides two examples for potential cooperation models that have
as motivation to improve resource management via the combination of social
parameters (such as trust) with networking aspects.

A Direct Exchange Cooperation Framework Model, USWAP. As
explained, UCNs are expected to profit from integrating a framework that can
assist direct exchange of different types of (networking) resources. To provide
an example, Table 1 contains several networking resources, some of which are
traffic-related resources, while others are in categories such as storage, or time
(e.g. lifetime). The third column explains the mapping of the resource to one or
more OSI Layers.

In this section we describe a potential example of such a framework, the
USWAP - Cooperative Network Resources Swapping in User-centric Networks
software-defined framework, a software-defined solution that is being devised to
run on UCN nodes, on OSI Layer 7. The USWAP resource manager (RM) is
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Table 1. Potential resources to be considered under a direct exchange framework.

Resource Description Related OSI Layers

Traffic rate Number of bits sent per second 1, 2, 3

Coverage Radius of coverage associated to the signal
power and measured

3

Connectivity Internet access time (e.g. seconds) 1,2

Storage Memory to be shared e.g. for the purpose of
caching, in bytes

7

Lifetime Period of time since a node (or network)
becomes active until the node is said to
be dead. Associated to the node energy
consumption

1

Bandwidth Wireless capacity chunk 1,2

Frequency chunk A sub-frequency range or an aggregation of
sub-frequencies

1

Duty cycle The time a node takes to serve one request 2

Density Number of nodes in a network or neighbors
of a specific node. The higher that
number the more dense the
node/network is

1,2

an entity based on the ULOOP Resource Management entity, extended via the
inclusion of two additional modules: a Cooperative Resource Exchange (CRE)
module, and the Self-organizing Swapping (SOS) entity. CRE deals with the
optimization of the proposed exchanges, for instance, by considering relaying,
or offloading to multiple nodes around (instead of onto a single node). The SOS
entity is responsible for ensuring that the swapping done is beneficial both from
a node and from a network perspective, to prevent nodes from becoming greedy
or jeopardizing the whole system.

The USWAP Network Resource Exchange Mapper (NREM) is an abstraction
entity that assists in the direct exchange of networking resources.

The USWAP Exchange Adaptation (EXA) entity is a module that assists
the exchange, by considering algorithms that assist in a dynamic exchange. For
instance, if a device intends to swap network storage per connectivity time, then
this entity shall analyze the cost efficiency of accepting such a request. If there
are different possibilities offered, this entity shall optimize and prioritize the
exchange possibilities via the Policy Interface which shall be developed in a way
that is easily extendable, e.g. XML.

Let us provide an example considering two different USWAP nodes (e.g. an
end-user device and an access point), which engage in active communication,
to exchange resources. The UCN node wants to access the Internet freely for
60 min and in order to do so, is offering to swap two different types of net-
working resources: 200M bytes of network storage, or 30 minutes of relaying to
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others. The AP, via e.g. a resource management entity, gets the request, and
asks the NREM entity to wrap adequately the type of resources being offered.
This wrapping implies that the NREM shall analyze whether or not the node
contemplates the type of offer being done, via both local policies and eventually
network policies. For instance, this may be a node that is not willing to con-
sider network storage as a networking good. This mediation implies that both
the NREM and EXA become involved in this process. Then, the EXA entity
provides the adequate negotiation and adaptation, via self-organizing and coop-
erative mechanisms to ensure an optimal mapping of resources offered. EXA then
provides an answer to RM, stating that the node accepts the offer of exchang-
ing network storage per connectivity time. RM then replies to the requester, in
order to trigger the regular connection process. This means that, for instance,
RM interfaces with the node captive portal to allow the requester to access the
network in exchange of connectivity time.

Cooperation-Based Resource Management. The management of network
resources takes advantage of the willingness that users have in cooperating,
based on the mentioned two types of incentives: trust-based and reward-based.
Cooperative based resource management has three components: call admission
control, resource allocation and load balancing. Call admission control decides
whether a new request from an end-user can be accepted or not. In one gateway,
resource allocation assigns resources among all accepted and active end-users.
Load-balancing can be used to react to congestion or to prevent congestion in
the presence of a prediction mechanism. Call admission control in is innovative
since once a request for specific resources arrives to a gateway, the gateway will
take into consideration not only the available resources, but also the requesting
end-user’s credits, which are gained by the end-user through its previous coop-
eration and behavior (e.g. by sharing services and resources). The allocation of
resources can, for instance, be done according to the type of requested resources
(e.g. real-time vs non real-time) and the amount of credits own by the end-user
(requester). Based on these two criteria, resources (e.g. bandwidth, power and
bit rates) are allocated fairly among users aiming to guarantee the quality level
required by them, while weighting users based on they cooperation level within
the community. For instance, a user with a high quality demand with a cooper-
ation deficit in a UCN community (few earned credits) may get fewer resources
than another user with a lower quality demand, but with a higher cooperation
index (more earned credits) in case of scarcity of resources. That is to say that
resource allocation does not consider only the service quality obtained by each
individual end-user, but also the whole performance of the community: net-
work capacity can be maximized by increasing the incentives for nodes to share
services and/or resources by providing them higher priority to access shared ser-
vices/resources. In the presence of congestion, load balancing aims to provide a
more efficient usage of resources by different gateways. A congested gateway may
decide to shift traffic towards another gateway based on local measurements and
by analyzing the measurements of neighbor gateways. The latter cooperate with
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Table 2. ULOOP Pilot sites, where specific UCN functional blocks are available to
the global community.

Site Country Type Partner Description

L7 Italy Tests Level7 Commercial

UWIC Italy Tests University of Urbino Neutral access network for
students and urban
communities

BOWL Germany Tests Technical University of
Berlin

Campus testbed for wireless
technologies

FON Spain Pilot FON FON commercial network

ZON Portugal Pilot ZON ZON commercial network

the congested gateway by deciding to receive some of its traffic, since they will
get extra credits for that. The decision to help balancing the load of a congested
gateway is done based on a cooperation index, which is locally computed based
on the analysis of the trade-off between accepting traffic from neighbors and
the advantage of having more credits. Based on the list of neighbor gateways
that are willing to cooperate with the congested gateway, the later will select a
neighbor based on the trust level that the users, trying to access the congested
gateway, have on the potential new gateway.

4 Operational Aspects, the ULOOP Pilot

The ULOOP project has deployed a model of UCNs and built a pilot composed
of different sites as presented in Table 2 [18]. Test sites are open to the global
community and have been used during the project lifespan to test and to validate
software developed. Pilot sites were used to gather results concerning operational
UCN usage.

The ULOOP partners ZON and FON were responsible for setting up the pilot
sites. These two entities have past experience working together, with FON’s
Community Wi-Fi software already deployed in ZON’s residential customers,
serving more than 500.000 Wi-Fi users all over Portugal.

The two sites were installed in real environments within ZON’s and FON’s
commercial networks. Taking advantage of the above mentioned ZON and FON
commercial relationship, FON provided the access points, acting as UCN gate-
ways, to ZON, ensuring that the same equipment was used in both sites, in order
to minimize the changes required to both sites. Nonetheless, both sites present
different targeted users: FON gateways are located in public places while in the
ZON site the gateways are in a residential area. The statistics gathered during
a fixed observation period allow direct comparison between both sites.

The FON site consists on an area of one square kilometer, where the shortest
distance between access points is 60 m. ZON’s pilot locations are spread around
the City of Lisbon, mostly in the vicinities.
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The statistics concerning usage have been collected during a period of two
weeks, between 9th of September 2013 and 20th of September 2013. ULOOP
requires the installation of an Android plugin provided via a regular captive
portal methodology. Public places show a higher volume of users increasing the
heterogeneity of the samples. On the other hand, residential areas have less activ-
ity but show more predictable habits. A relevant aspect to consider is the group
of users/devices that these deployment sites are targeting. The statistics have
been collected with the help of the Google Analytics dashboard and summarize
different usage reports. There are two data segments for each graph related to the
FON and the ZON demo sites. To measure the user acceptance of the ULOOP
experience, ZON has conducted a small survey with their customers on the pilot
site. This survey was conducted at the end of the statistics gathering [16]. For the
questions provided and which intended to understand the satisfaction of users
concerning connection, installation, configuration, usage, a scale of 0 to 5 was
used, being 0 the most negative aspect on the scale, and 5 the most positive.
Moreover, the users were previously informed that this was an experience based
on a proof-of-concept technology.

In regards to the user-friendliness of the ULOOP Android plugin, required
to be part of the ULOOP UCN community, users rated such friendliness with
a total of 3.33. Some problems were detected concerning the identity validation
process, which in ULOOP is a one-step only process required to ensure liability
of the involved users.

In regards to Internet access, 66 % of the universe automatically obtained
Internet access immediately after the configuration of the application. This is
the usual process in the ULOOP UCN model, as after the initial setup, users
are not required to use credentials to access the Internet, given that ULOOP
identifies users via a unique mobile token, the crypto-id.

Concerning whether or not the experience with ULOOP was better than
without a UCN model, the users replied with a tendency to a positive experience
in a total of 3.2 out of 5.

The users were asked whether or not they would recommend the service to
other users, and 50 % replied that they would recommend the service. ZON also
asked users whether or not they would engage commercially with such a service,
and 66 % replied they would.

5 Conclusions and Future Research

This chapter is dedicated to raise awareness, as well as to give insight into the
growing trend of user-centricity in the form of user-centric networking models.
The chapter provides notions and concepts concerning UCNs, including descrip-
tion of existing examples, stakeholders, as well as roles in UCN models. The
chapter then debates aspects concerning cooperation models and incentives for
sharing in the context of wireless networks, proposing to revisit current para-
digms to consider heterogeneous exchange of resources. An operational perspec-
tive of UCNs is provided via a description of a specific UCN pilot, developed



48 R. Sofia et al.

in the context of the ULOOP project, which is available to the community.
Such description explains some of the results that were gathered during a live
experiment on two operational networks from ZON and FON. The chapter con-
tains also a market analysis for a concrete example of a potential cooperation,
explaining how current Internet access stakeholders can profit from considering
wholesale models that integrate UCN concepts.

The expectations concerning UCNs are, from a business perspective, that
these networking architectures must not be overlooked. The chapter provides
market exercises that show the benefits that may arise for Internet stakeholders.
From a technological and scientific perspective, the concepts that have been so far
validated corroborate the potential that these networking architectures introduce
in regards to network operation improvement e.g. in regards to spectrum usage
or energy-efficiency.

Relevant research opportunities in the context of UCN relate with the appli-
cation of trust as a potential parameter stemming from social sciences and which
can be applied to QoS as a way to create more robust Internet architectures.
Another relevant field to be addressed is direct trading of resources on the net-
work, as a way to develop new business models, an aspect that we are currently
pursuing.

Acknowledgments. The research leading to these results has received funding from
the EU IST Seventh Framework Programme (FP7/2007–2013) under grant agreement
number 257418, project ULOOP (User-centric Wireless Local Loop), participants:
Alcatel-Lucent Bell Labs, (FR), COFAC c.r.l./University Lusófona (PT), Huawei Tech-
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Abstract. The concept of cooperation in wireless communication net-
works has drawn significant attention recently from both academia and
industry as it can be effective in addressing the performance limitations
of wireless networks due to user mobility and the scarcity of network
resources. Future wireless systems are provisioned to be highly heteroge-
neous and interconnected, motivating cooperative relaying to be applied
to future mobile networks. This chapter describes the state of the art in
this area classified in different families. The main focus is the Medium
Access Control (MAC) layer design, analysis, challenges and how cooper-
ative networks can be designed for highly dynamic networks comprising
large number of moving nodes.

Keywords: Wireless networks · Cooperative diversity · MAC proto-
cols · Wireless resource management

1 Introduction

The growth of wireless networks in the last decades is motivated by their
ability of providing communication anywhere and anytime. Because of the impor-
tance of this aspect on the modern society, a high proliferation of wireless ser-
vices and devices, such as mobile communications, WiFi or cordless phones has
emerged. This increasing trend is the main motivating factor for development
of novel wireless technologies for reliable and cost efficient transmissions, among
the cooperative networks.

Cooperative networking can find its niche in diverse applications, from increas-
ing capacity or extending coverage in cellular networks, to enhancing transmission
reliability and network throughput in Wireless Local Area Networks (WLANs);
from offering more stable links in volatile and dynamic propagation conditions
in vehicular communications, to saving energy and extending network lifetime in
wireless Ad-hoc networks.

While cooperative networking has a rich theoretical history in the literature,
efforts to actually implement cooperative systems have been much more limited.
Cooperative networking refers to the sharing of resources and the realization of
distributed protocols among multiple nodes in a network. Cooperation in com-
munications is achieved in various ways such as cooperation by relay to forward
c© Springer International Publishing Switzerland 2014
I. Ganchev et al. (Eds.): Wireless Networking for Moving Objects, LNCS 8611, pp. 50–69, 2014.
DOI: 10.1007/978-3-319-10834-6 4
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source’s data, cooperation among nodes in a cluster and cooperation between
source and relay to transmit together to achieve diversity. There are numerous
cooperative techniques for physical layer (cooperative communications) but to
get the most out of the system it requires the support of MAC layer. Coopera-
tion can be incorporated at MAC layer. This is achieved by cooperative MAC
protocols (cooperative relaying).

Over the past decade, Internet access became essentially wireless, with 802.11
technologies providing a low cost broadband support for a flexible and easy
deployment. However, channel conditions in wireless networks are subjected to
interference and fading, decreasing the overall network performance [6]. Fading
effects in a wireless environment can be classified as either fast or slow [29].
While fast fading can be mitigated by having the source retransmitting frames,
slow fading, caused by obstruction of the main signal path, makes retransmis-
sion useless, since periods of low signal power last for the entire duration of the
transmission. Moreover, the interference from other transmitters also affects the
communication quality severely. Because of the constant change of the environ-
ment and the mobility of the terminals (transmitter or receiver or both) the
signal is scattered over many objects in the surroundings. Such channel impair-
ments can be mitigated by exploiting cooperative diversity [22].

In what concerns WLANs, they suffer among other issues from scarcity of
bandwidth, which limits the network throughput and requires efficient utiliza-
tion of this valuable resource. One example of these issues is from the existing
WLANs, where the performance of the whole system degrades greatly once low
data-rate nodes become dominant. Cooperative relaying may mitigate this prob-
lem by allowing low data-rate devices to finish their transmission faster by using
a pair of wireless links (relays) that provide better wireless conditions than the
direct channel to the destination. High data-rate stations have a high incen-
tive to cooperate by relaying messages from low data-rate stations, since such
cooperation may increase their probability to grab the wireless channel faster.

This chapter is organized as follows: Sect. 2 describes cooperative networking
in general. In Sect. 3 we explain cooperative relaying and provides analysis of
prior art. Section 4 discusses open research issues. Finally Sect. 5 presents the
summary.

2 Cooperative Networking

Extensive research has been done to achieve better throughput and reliabil-
ity in wireless networks, being mostly focused on MIMO systems. Recently,
cooperative networking techniques have been investigated to increase the per-
formance of wireless systems by using the diversity created by different single
antenna devices. In cooperative networking, intermediate nodes (relays) help
source-destination transmission forming dual-hop communication. This unique
solution provides a response to the majority of the concerns in an efficient way.
However, most of the cooperative solutions rely upon Channel State Information
(CSI), explicit notifications and additional broadcast information, which incur
overheads and complexity.
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Current cooperative networking proposals are characterized by their limited
focus. Most of the research being done focuses on the physical layer, by exploit-
ing spatial diversity to increase system reliability of cellular networks [22]. In
its simplest version, a terminal trying to reach a base station is assisted by a
relay terminal. Due to the broadcast nature of the wireless channel, the relay
can overhear the sender’s transmission, decode it, and, if correctly received,
repeat it. The base station combines these two copies of the same transmission,
reducing the packet error-rate. This results in larger reliability gains than simple
retransmission due to the exploitation of spatial diversity, in addition to time
diversity.

From an implementation perspective, cooperative systems can be classified
accordingly to different ways of utilizing relays, as shown in taxonomy given in
Fig. 1. Cooperative networking can be designed with physical layer approaches
(cooperative communications) or with higher layers (relay stages or cooperative
relaying). The main focus of this chapter is cooperation at MAC layer (relay-
ing). Since considerable research has been done on physical layer we explain
cooperative communication in the following.

Fig. 1. Classification of cooperative systems.

2.1 Cooperative Communications

The basic ideas behind cooperative communication can be traced back to the
groundbreaking work of Cover and El Gamal [5] on the information theoretic
properties of the relay channel. The transmission of different copies of the same
signal from different locations, generating spatial diversity allows the destination
to get independently faded versions of the signal that can be combined to obtain
an error-free signal.

In a cooperative communication system, each wireless user is assumed to
transmit its own data as well as acting as a relay for another user. Figure 2
shows single antenna devices able to act as relays of each other by forwarding
some version of “overheard” data along with its own data. Since the fading
channels of two different devices are statistically independent, this generates
spatial diversity.
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Fig. 2. Mitigating fading effects by relaying.

At PHY layer, cooperative diversity is usually modeled as a MIMO sys-
tem. Some designs aim at full diversity: For N-antenna virtual array, the outage
probability decreases asymptotically with SNR−N . Other designs set their per-
formance criteria according to the well-known trade-off between diversity and
multiplexing gain: for N-antenna array, the multiplexing gain r and the diver-
sity gain d, as defined in [2], are complementary and upper bounded by d(r) ≤
N + 1 − r.

There are two main categories of PHY relaying approaches, i.e., transparent
and regenerative relaying (c.f. Fig. 1). In transparent relaying the relay does not
decode data from the signal received from the direct link; examples are Amplify
and Forward (AF) and Store and Forward (SF) [25]. In regenerative relaying,
relays decode received packets, recode the information and forward it to the
destination; example is Decode and Forward (DF) [17].

2.2 Cooperative Relaying

The choice of relay stages is very important, because relays can operate either
in series or in parallel (see taxonomy in Fig. 1). On the one hand, increasing
the number of serial relaying nodes reduces the path-loss along each trans-
mission hop. On the other hand, increasing the number of parallel relaying
nodes increases potential diversity gains. Parallel relaying is implemented at
PHY/MAC layers (single-hop), while serial relaying can be implemented with
combination of both MAC and routing layers (multi-hop). There are two types of
approaches for implementing parallel relaying, i.e., proactive and reactive relay-
ing, which are explained in Sect. 3. In case of multi-hop relaying, the relays help
more than one transmission requiring routing information.

Recently, the exploitation of link-layer diversity (cooperative relaying) in
cellular and multi-hop wireless networks has attracted considerable research
attention. The first attempts have been done in cellular networks by devising
cooperative relaying systems with single-hop relays: the MAC allows the usage
of relays that can help the source-destination transmission with one retrans-
mission. Cellular networks generally suffer from three fundamental problems:
interference, limited coverage and capacity shortage. To alleviate these prob-
lems, it is proposed that communication between a Base Station (BS) and a
Mobile Station (MS) can be performed not only directly but also (or exclusively)
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via a Relay Station (RS), as shown in Fig. 3. Such a deployment can yield
significant gains, which can boost performance of users that are capacity-limited
(bottom-left cell in Fig. 3); coverage-limited (top-left cell) or interference-limited
(middle-right cell) [24]. The case of multi-hop networks is more complex since
such networks are still a challenging target for the design of MAC protocols. The
challenge increases when terminals or objects move, resulting in time-selective
fading channels.

Fig. 3. Cooperative relaying in cellular networks.

Relaying can benefit not only the nodes involved, but the whole network in
many different aspects. Many MAC protocols have introduced rate adaptation
to overcome adverse channel conditions. Due to its distance from the AP, a
wireless node can observe a bad channel as compared to other nodes that are
closer to the AP, leading to the use of 802.11 rate adaptation schemes. Figure 4
illustrates the transmission characteristics of wireless nodes, as a result of the
rate adaptation functionality of 802.11: nodes closer to the AP transmit at high
data-rates, while nodes far away from the AP decrease their data-rate after
detecting missing frames. Figure 4 also shows the role that relaying may have
increasing the performance of the overall wireless network, helping low data-
rate nodes to release the wireless medium sooner, helping high data-rate nodes
to keep the desirable performance, and the network to achieve a good overall
capacity. In this case the total transmission time for the dual-hop transmission
is smaller than that of the direct transmission, cooperation readily outperforms
the legacy direct transmission, in terms of both throughput and delay perceived
by the source S.

Cooperative transmissions require unique features from MAC, which should
be distributed and cooperative for a multipoint-to-multipoint environment. There
are noteworthy issues that must be taken into account while designing cooper-
ative diversity MAC: relay selection, cooperation decision, cooperation notifica-
tion and cooperative transmission design [16].
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Fig. 4. Helping low data-rate nodes by cooperative relaying.

In what concerns the relay selection, there is broad horizon of selection para-
meters, mostly based on channel information. Such parameters are complex and
unstable. Moreover, the selected relay may be the best for the transmission pair
that is helped but may be the worst in terms of the overall network capacity.
Therefore, there is need to design hybrid techniques that allow simultaneous
optimization over several parameter domains. In what concerns the relay failure
issues, there are many situations when the relay may fail or when the poor relay
is selected.

In what concerns the cooperative transmission design: the first issue is the
relay discovery. Most of the protocols require an image of neighborhood imple-
mented in a table, normally based on channel qualities. Most of the protocols use
periodic broadcast for this purpose. Such periodic broadcast needs to be very
frequent to cope with network variations, in any case it limits the performance
of cooperative system. Another issue is coordination with relays; most of the
protocols use additional control messages for relay management in a centralized
manner. Such explicit notifications affect the gain of cooperation. Yet, in some
scenarios, it is infeasible to have such a centralized coordination [23]. The chal-
lenge is how to identify the cooperation capabilities of the possible relays in a
distributed manner.

2.3 Potential Benefits and Limitations of Cooperation

Spatial diversity is the main advantage provided by cooperative communications.
This property can be expressed in terms of increased diversity order [17]. As a
simple example (c.f. Fig. 5), if the channel quality between source node S and des-
tination node D degrades severely, a direct transmission between these two nodes
may experience an error, which in turn leads to retransmissions. Alternatively,
S-D can exploit spatial diversity by having a relay R1 overhear the transmissions
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and forward the frame to D. The source S may also use another relay R2 for help-
ing in forwarding the information, or use both relays together. So, compared with
direct transmission, the cooperative approach enjoys a higher successful trans-
mission probability. Therefore, cooperative communications have the ability to
mitigate the effects of shadow fading better than MIMO since, unlike MIMO,
antenna elements of a cooperative virtual antenna array are separated in space
and experience different shadow fading.

Fig. 5. Increasing diversity order.

Cooperative communications also ease the roll-out of a system that has no
infrastructure available prior to deployment. For instance, in disaster areas,
relaying can be used to facilitate communications even if existing communication
systems such as cellular systems are out of order.

Due to relaying, a node can reach to AP even via a relay, extending range and
avoiding handovers. In the case of pedestrian mobile networks, mobile devices
may perform pendular movements at the edge of an AP with high probability,
where devices will spend too much time performing handovers between neighbor
APs, leading to performance degradation. To avoid such situation, another device
can act as relay allowing the moving node to stay always associated to the same
AP, avoiding handovers (c.f. Fig. 6).

The limitations of cooperation can be as significant as the advantages. There-
fore, cooperative network design needs to be performed carefully in order to

Fig. 6. Avoiding unwanted handovers.
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achieve the full gains of cooperation and at the same time to ensure that coopera-
tion does not cause degradation of system performance. As cooperative transmis-
sions involve additional transmissions via relays, therefore, it always introduces
some additional overhead and interference as compared to non-cooperative trans-
mission. Thus, the benefits brought by cooperation can be diminished if relaying
mechanism is not cleverly designed. There are many other constrains such as
concurrent transmissions and mobility etc., which can affect the performance of
cooperative networks [11]. Therefore, the implementation of cooperative relay-
ing implies additional design constraints so that cooperative transmissions do
not interfere with other direct transmissions. In cooperative systems, not only
the traffic of different sources but also the relayed traffic needs to be scheduled.
Thus, more sophisticated scheduling is required.

3 Analysis of Cooperative Relaying

Both the telecommunications operators and the end-users would reject a wireless
network with cooperative diversity if the PHY layer requires manual configura-
tion. So the role of the MAC layer is essential. In addition to cooperation control,
the MAC layer must support error recovery, dynamic optimization, mobility sup-
port, relay selection and cooperation decision [11].

Cooperative relaying at MAC layer comprises two phases: relay selection and
cooperative transmission. In the first phase a relay or group of relays are selected,
while in the latter phase the transmission via relay(s) takes place. The relays
can be selected either by source (source-based), destination (destination-based),
or by the relay itself (relay-based). At MAC layer we can classify cooperative
protocols as proactive and reactive. In the proactive protocols, the cooperation is
based on some pre-arranged optimal or random format. In proactive relaying the
source, destination or potential relay replaces the slow direct transmission with a
fast, one-hop relayed transmission, aiming to improve the data-rate [27]. These
protocols are time critical and incur higher overheads. They require frequent
information exchange for timely delivery of data. Whereas, in reactive protocols,
the cooperation is initiated with a Negative ACK (NACK) due to collision or
error [16]. Reactive protocols are appropriate for applications that are delay
tolerant and incur lower overhead.

In what concerns the 802.11 MAC, Fig. 7 shows a basic 802.11b system where
nodes have different transmission rates at different distance from AP. Cooper-
ation at MAC enables source node to find a relay node and transmit via that
relay. The relay node must be within the cooperation area to rectify the impact
of low rate nodes. In Fig. 7, R11 is the distance from AP to transmit at 11 Mbps,
while r11 is the distance from a source node to transmit at 11 Mbps and d is
the distance from source to AP. The cooperation area is the intersection of two
circles (R11 and r11), defined as follows [31]:



58 T. Jamal and P. Mendes

CooperationArea = r2cos−1(
d2 + r2 + R2
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√
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Fig. 7. Sample 802.11b network.

Such cooperation may also bring some extra overhead, mainly due to the high
interference levels. In this case, the interference caused by relay transmissions
will be, in the best case, directly proportional to the relay degree (i.e., number of
neighbors). The situation may get worse in the presence of multi-hop networks,
where the usage of hop-by-hop cooperation will increase the network cost (e.g.,
number of transmissions).

3.1 Taxonomy

As discussed, cooperative MAC can be classified as proactive and reactive. Proac-
tive protocols work if the direct link between source and destination exists.
Whereas, reactive protocols are initiated when the direct link fails. Hence, proac-
tive relaying aims to increase the throughput of wireless networks while reactive
relaying aims to decrease degradation by avoiding retransmissions. Proactive
relaying can be further split into broadcast-based protocols, and opportunistic
protocols, as illustrated in Fig. 8.

Broadcast-based protocols represent a relatively simple strategy by utilizing
the broadcasting nature of the wireless medium. While broadcast-based protocols
offer more control due to its centralized nature, opportunistic relaying is the one
where nodes can independently make cooperation within certain time constraint
under some conditions. Such relaying does not require extra control messages.
The reactive protocols can be further classified as broadcast-based protocols,
opportunistic protocols, and multi-hop protocols.
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From the classification of cooperative MAC protocols shown in Fig. 8, it is
apparent that most of the literature focuses on the broadcast-based protocols
due to their easy implementation and backward compatibility. Multiple relay
broadcast protocols, though not very well researched, require better coordination
among the multiple relays, thus increasing the complexity. In the next section,
we provide details of some existing protocols.

Fig. 8. Cooperative MAC classifications.

3.2 Cooperative Relaying Protocols

In general, both proactive and reactive approaches have their pros and cons,
which greatly depends on individual mechanisms. Therefore, it is important to
study individual protocols irrespective of their class. Following we describe coop-
erative MAC protocols grouped into families as mentioned in Fig. 8.

3.2.1 Broadcast-Based Protocols

In this type of protocols normally sources or destination or potential relays main-
tain a table which is updated periodically based on broadcasting. The limitations
of this sub-class are periodic broadcasts, maintenance of table and extra control
overhead which effect the performance. These protocols can be proactive as well
as reactive.

Relay-enabled DCF (rDCF) protocol was developed by Zhu and Cao [32]
based on Distributed coordination function (DCF), where a high data-rate dual-
hop path is used instead of a low data-rate direct path between the source and
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destination. For a given flow between a pair of sender and receiver, with the mea-
sured channel quality, if a relay finds that the data can be transmitted faster,
it adds the identity (e.g., MAC address) of the sender and the receiver into its
willing list. Periodically, each relay node advertises its willing list to its one-
hop neighbors, from where the source picks a relay. rDCF proposed a triangu-
lar handshake mechanism for source-relay-destination transmission. First source
node send Relay Request To Send (RRTS). After reception of RRTS, the relay
and destination can measure the quality of the channel. The relay then sends
another RRTS to destination with a piggybacked measurement information of
source-relay channel. The destination measures the quality of relay-destination
channel and sends Relay Clear To Send (RCTS) to the source including rate
information of source-relay and relay-destination channels.

However, rDCF is only suitable if the frame size is larger than 400 bytes.
Otherwise, rDCF gives worse performance when compared to DCF because
of its relatively higher overhead. Another drawback of rDCF is that when the
relay is forwarding the data frame, it does not include the duration field, which
increases the probability of collisions.

In Cooperative MAC (CoopMAC) [19], the source uses an intermediate node
(relay) that experiences relatively good channel with the source and the destina-
tion. Instead of sending frames directly to the destination at a low transmission
rate, the source makes use of a dual-hop high data-rate path to the destination
via a relay. Based on the CSI broadcasted by potential helpers, sources update a
local table (cooptable) used to select the best relay for each transmission. Coop-
MAC performs 3-way handshakes, which require the selected relay to send a
control message Helper ready To Select (HTS) between RTS and CTS messages.
First, source sends a Cooperative RTS (CoopRTS) message with the selected
relay ID. If the selected relay is willing to cooperate, it then sends an HTS mes-
sage back to source. If destination overhears an HTS message, it transmits a
CTS. After receiving CTS, the source sends the data frame to destination via
selected relay.

The solution CODE [30] uses two relays to form the virtual antenna array and
additionally makes use of the physical layer network coding technique to achieve
the gain. For bidirectional traffic between the source and destination, network
coding is applied at the relay node to increase system throughput. In CODE all
nodes overhear RTS/CTS frames, and if they find that they can transmit data
faster than the source, they add the identity of source and destination to their
willingness list. Once the source finds its address in the willing list of relay(s), it
adds those relay(s) into its cooperation table.

FairMAC, presented in [3], concerns about the energy cost of cooperation, since
there is a trade-off between energy per transmitted bit and achieved through-
put. FairMAC, allows the selection of the desired cooperation factor, which
represents the limit of frames to be relayed for each own frame transmitted.

Relay-Aided Medium Access (RAMA) [33] protocol proposed the relay-based
transmission to improve the performance and reduce the transmission time.
RAMA consists of two parts: first is the invitation part which is used to
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configure the relay and second is the transmission part. RAMA allows only one
relay in a transmission and in case of collision of the invitation, the relay node
does not need to transmit and wait for the next transmission.

In Opportunistic Retransmission Protocol (PRO) [20] a potential relay may
retransmit on behalf of a source when it detects a failed transmission. In PRO
the potential relays broadcast their channel information allowing other relays
to set their priority level. Based on priority level relays then select their con-
tention window in order to increase chances of retransmission. Thus, each node
maintains a table to keep the channel information (priority levels) of neighbors.
Such maintenance operation consumes power, resources and affects the network
capacity. Another problem is the occurrence of unnecessary retransmissions, if
eligible relays do not overhear an ACK frame of successful transmission.

In Cooperative Diversity MAC (CD-MAC) [21], when the direct link fails,
retransmission takes place via a relay. First the source and its preselected relay
send a Cooperative RTS (CRTS) to the destination. Destination and its prese-
lected relay respond with Cooperative CTS (CCTS). After receiving a CCTS,
the source and its relay cooperatively transmit the data frame to destination
and its relay. After receiving data frame, destination and its relay cooperatively
transmit Cooperative ACK (CACK). There is high overhead of control frames
as source, destination and relay repeat the whole control and data frames in
different codes.

3.2.2 Opportunistic Protocols

These protocols do not maintain tables, therefore, a relay can forward data
opportunistically without prior coordination.

Opportunistic Relaying Protocol (ORP) [7] is a relaying solution where nodes
are able to increase their effective transmission rate by using dual-hop high data-
rate links. ORP does not rely on the RSSI for relay selection. It opportunistically
makes a frame available for relaying and all nodes try to forward that frame
within the time constraint. However, the relays back-off every time they forward.
Another drawback of this approach is that the source does not know about
the availability of a relay, so it does not know rates of source-relay and relay-
destination channels.

Cooperative Communication MAC (CMAC) [28] introduces spatial diversity
via user cooperation. In case of CMAC each node stores the source node data
frame. If no ACK is overheard the relay forwards the stored data frame on behalf
of source. Due to usage of additional queues and channel estimations, CMAC
faces the challenges of overhead.

3.2.3 Multi-hop Protocols

In the two-for-one cooperation approach [18], cross layering is used to provide
routing information to the MAC layer in order to allow simultaneous relaying
over two hops. The two-for-one cooperation is particularly suited to achieve
high diversity with little bandwidth expansion. At a given Packet-Error-Rate
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(PER), the gain of the two-for-one approach can be used to reduce transmit
power, improving network capacity. However, it presents the problem of unnec-
essary transmissions. Another multi-hop relaying approach is proposed by H.
Adam el al. [1]. It exploits synergy between single-hop relays (helping only one
transmission) and multi-hop relays (helping two transmissions simultaneously)
taking into account information provided by a link-state routing protocol. The
used scenario excludes a potential (even if weak) direct link between source and
destination. Still, as occurred with the proposal presented by H. Lichte et al.
[18], the presented solution depends on a global topological view of the network
provided by the routing protocol. Moreover, it is not justified why is the usage
of a single-hop relay over the destination link, and not the source link, the best
choice: considering that a bad channel from source to relay will jeopardize the
effort applied from the relay to the destination, it could make sense to have the
single-hop relay helping the source transmission.

3.2.4 Hybrid Relaying

Hybrid relaying improves the performance of wireless networks by an efficient
combination of proactive (broadcast-based and opportunistic) and reactive relay-
ing [10,16]. With hybrid approaches such as RelaySpot [11,12] a relay is chosen
for a cooperative transmission opportunistically, without any broadcast over-
head. The relay is selected cooperatively without maintaining any table. The
cooperative transmission takes place without any further contention or hand-
shake messages. Poor relay selection and relay failures are adjusted dynamically
without expecting the relay selection procedure. Therefore, we conclude that
such hybrid behavior has potential to rectify drawbacks that occur in prior art,
in what concern broadcast-based and opportunistic relaying.

RelaySpot comprises four building blocks: Opportunistic relay selection,
cooperative relay scheduling, chain relaying and cooperative relay switching,
as explained below:

• Opportunistic relay selection: Intermediate nodes may take the opportunity to
relay in the presence of local favorable conditions (e.g., no concurrent traffic)
after detecting one of two situations: (i) a broken communication; (ii) a poor
direct transmission, by analyzing the wireless data-rate;

• Cooperative relay scheduling: The destination node will be able to cooperate
in the relay selection procedure by electing one over several potential relays,
based on the quality of the relays. In RelaySpot, the cooperative scheduling
mechanism can create diversity higher than two, by selecting more than one
relay.

• Relay switching: This functionality aims to compensate unsuccessful relay
transmissions. Relay selection faces several optimization problems that are
difficult to solve, which means that the best relay may be difficult to find
by the destination based on the set of potential relays. Hence, aiming to be
suitable for dynamic scenarios, RelaySpot allows the destination to select the
best possible relaying opportunity even if not the optimal one (e.g., in terms
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of CSI). In order to keep a good quality level in case of a bad decision from the
destination, RelaySpot allows potential relays to take over the control of the
relay operation, by asking the source to switch the relay for the subsequent
data frames.

RelaySpot can also be extended to multi-hop [14] by using chain relaying. With
the usage of chain relaying, the relaying will be triggered over relay-destination
link. This leading to serial relaying, i.e., multi-hop relaying. Such relaying can be
beneficial only if the relay is aware of next hop. Hence, the relay can forward the
frame to next hop. This way complexity of hop-by-hop relaying can be mitigated.
In chain relaying, the destination node may receive more than two independent
signals of the same frame (e.g., directly via the source, via the intermediary node
identified by the routing protocol and via the selected relay node). This extra
spatial diversity increases robustness and performance. However, the price to
pay is the extra network overhead to transmit redundant information, and the
cross layering needed to collect routing information, which may not be updated
with the frequency required to react in environments with mobile devices.

3.3 Cooperative Relaying Functionalities

All proposed solutions have their benefits and drawbacks, and none of them is
completely superior to the others. In this section, we identify the common func-
tionalities that the protocols follow. In [4] the cooperation process is proposed
into four phase process, which are (i) discovery and request, (ii) negotiation, (iii)
transaction, and (iv) evaluation and feedback. The first phase is cooperation ini-
tiation, negotiation refers to conditions, transaction refers to rewards while last
phase refers to quality of experience.

From the analysis of cooperative MAC protocols, it is clear that cooper-
ation brings benefits to the operation of wireless networks but its usage over
large networks may introduce undesirable levels of overhead and complexity.
The complexity is mainly due to the number of channel estimations, while the
overhead is mainly due to the multiple copies of data messages and feedback sig-
nals. The complexity may increase due to the number of times relay transmission
fail. Moreover, waiting for optimal relay to assist one transmission degrades the
overall performance of the network and decreases its capacity.

Before investigating suitable solutions, we need to answer the following ques-
tions: (i) when do we really need to use cooperative relaying? (ii) how to coor-
dinate? and (iii) whom to cooperate with? For cooperation to be triggered, we
need to compare the transmission throughput achieved by proposals that take
advantage of spatial diversity (cooperative relaying) over the direct link. The
coordination between cooperative nodes can be done implicitly or with minimum
feedback. To devise a cooperative relay solution able to achieve a good balance
between interference and transmission throughput it is important to start by
investigating the choice of relay selection parameters, as well as consideration of
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evaluation scenarios. The performance of cooperative relaying greatly depends
upon the used scenario, on the other hand it gives opportunity to analyze various
aspects, such as concurrent transmissions.

As mentioned before, cooperative relaying comprises of relay selection and
cooperative transmission as explained below.

3.3.1 Relay Selection

With cooperative relaying, the relay selection process requires special attention,
since it has a strong impact on network and transmission performance. Inde-
pendently of operating only at the link layer or in combination with cooperative
diversity schemes at the physical layer, the performance of cooperative relaying
strongly depends upon the efficiency of the process used to select one or more
relays.

It is clear that the major challenge in cooperative relaying is to select a
node, or set of nodes, which can effectively improve data transmission. Although
most of the current schemes envision operation under a single AP, relay selection
mechanisms should be carefully defined thinking about large networks. A reason
is the impact that one relay may have on concurrent transmissions.

The first aspect that needs to be considered when analyzing relay selection
mechanisms is related to the selection criteria. The most common in the litera-
ture are: CSI, SNR and Bit-Error-Rate (BER). Since such parameters need to
be measured in both sender-relay and relay-receiver links, relay selection may
require the exchange of meta-data, usually transported within RTS and CTS
frames.

The second aspect is the impact on the overall network. Normally, relays
are selected to improve the performance of a source-destination communication
[19], but no consideration is taken about the impact over the overall network
capacity. Such selfish behavior may lead to higher probability of transmission
blocking and interference.

In what concerns the level of interaction, relay selection mechanisms has two
categories: Distributed or Opportunistic Relay Selection (ORS) and Centralized
or Cooperative Relay Selection (CRS) [9].

With ORS each potential relay decides about forwarding frames, based on the
information that it has about the network. This may lead to a high probability
of selecting more than one relay whose transmissions end up competing for the
wireless medium. Such mechanisms present a high probability of collisions.

While CRS process encompasses two phases: In the first phase relays broad-
cast willingness to relay and local information that will be useful for relay selec-
tion. Such information is overheard by other nodes, which can then participate
in the selection of one or more relays in a second phase. One drawback of coop-
erative relay selection is the potential lack of synchronization between the two
operational phases. As a consequence, relaying may not occur if a node that was
selected as relay is not available when transmission occurs, due to mobility or
lack of energy. Another problem with this class are the periodic broadcast and
extra handshaking signals which can limit the efficiency.
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3.3.2 Cooperative Transmission

Since the wireless channel condition varies from time to time, a source node
may not always need help from relay nodes. Therefore, the first issue is when
cooperative transmissions should be enabled. To initiate cooperation, implicit or
explicit notifications are required, such signaling overhead should be considered
in making a decision on whether or not to use cooperation. It is necessary to
compare the non-cooperative scenario with the cooperative options in terms of
proficiency and cost.

Fig. 9. Simple relaying gain.

Relaying involves transmission of two data frames separated in time and
space; therefore, it introduces overhead, which increases due to additional con-
trol messages. However, significant gain can be achieved by a careful selection
of reservation duration and back-off timings. Figure 9 shows the gain of coop-
erative relaying in 802.11 (when there is no extra control message). As seen in
Fig. 9 a regular data transmission with acknowledgment takes longer to send
data when compared to the data transmission based on a relay protocol. With a
relay protocol the relatively slow nodes would reserve the channel for a duration
of frame size/(fast data rate=11Mbps) instead of frame size/(slow data rate=
1Mbps) and the other nodes will benefit from this with higher probability of
accessing the channel.

Irrespective of relay selection mechanism, one of the important issue is relay
management. Most cooperative MAC protocols require an image of their sur-
roundings, typically implemented through a neighbor table, possibly featuring
estimates of link qualities and cooperation possibilities. The neighbors discovery
mechanism, either passive (overhearing) or active (polling), leads to creation of
willing list. Unfortunately, even if a relay is being able to cooperate, it might
refuse to do so due to changes in network conditions etc. Therefore, the relaying
protocol needs to track the network changes and relying over stable parameters.

4 Open Research Issues

From the realized analysis we make two strong observations: (i) all approaches
assume static devices, small networks with high probability or a direct source-
destination link usage, and the need to use always one relay; (ii) there is no
single approach that presents good behavior in terms of both transmission and
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network capacity. These observations lead to the identification of two important
research issues: (i) achieve a good balance between interference and transmission
throughput; (ii) improve the capacity of large mobile networks.

To limit communication overhead, especially in large networks, it is important
to investigate the intelligent usage of thresholds over local variables, since they
can filter out poor relays as well as unwanted transmissions.

In what concern the parameters themselves, majority of previous work uses
local variables such as SNR, BER, CSI (with the exception of RelaySpot). Since
these are very unstable parameters, we propose the usage of less volatile para-
meters, namely interference level, and stability. Interference level provides an
indication about the probability of resource blockage. Node degree and queuing
delay are examples of measures that can be used to estimate the interference
level, without using physical layer measurements [13,15]. Another parameter is
stability, which has not been considered by most of the prior work. Stability is
the measure of mobility, and can be obtained by estimating pause time or link
duration. The more stable (less mobile) nodes are, the more suitable are they
to operate as relays. So, this investigation leads to the conclusion that the most
suitable parameters for large scale networks are devised by using local para-
meters characterized by being less volatile than the usual SNR, BER and CSI
parameters.

Apart from stability and interference, there are other issues we identified,
such as usage of multiple relays, protocol overhead, energy efficiency and multi-
hop relaying.

With the exception of CODE and RelaySpot, all analyzed proposals rely
upon the usage of one relay to help one transmission. However, the advantage of
selecting more than one relay to help the same transmission (even if in different
time frames), should be further investigated. The presence of multiple relays
over the same link requires the analysis of the gains that physical layer coding
offers in comparison to a full link layer approach.

While relaying in wireless communication networks can improve network
performance, such protocols can incur a considerable overhead. This overhead
includes signaling and network control overhead for cooperative transmission,
relay selection and coordination, additional required resources such as radio
bandwidth for relay transmission. Another form of cooperation overhead is the
incurred delay of the whole communication process which includes the time con-
sumed in selecting the relays and establishing the cooperative paths. Finally,
this cooperation overhead also includes the overall added complexity to the net-
working process. The cooperation overhead affects the decision of whether or
not cooperation should proceed. In literature, only signaling overhead for relay
selection and coordination is considered in the decision process [26]. Other forms
of cooperation overhead should be appropriately modeled and taken into account
in the cooperation decision.

Introduction of power control and rate adaptation in relay based MAC proto-
cols to increase spatial reuse, reduce interference and improve energy efficiency.
Most of the relay selection is based on the available rates only and may result
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in reuse of the same relay again and again. This would drain the energy of this
relay thus lose a potential cooperative partner. This requires the design of effi-
cient and fair relay selection algorithms that can select the potential relays based
on energy consumption and network throughput together. This would result in
network lifetime maximization and fairness.

Although significant efforts have been made on the study of cooperative sys-
tems, there has been very little work on cooperative routing. Some of the relevant
studies focus on the theoretical analysis on routing and cooperative diversity [8].
With regard to the implementation of a cooperative routing protocol, the theo-
retical optimal route is too complicated and therefore unsuitable for the current
status of ad-hoc and sensor networks.

An alternative way to extend cooperative relaying to the routing layer
(multiple-hops between source and destination), it would be beneficial to fur-
ther exploit the selection of relays that can help over multiple hops simultane-
ously (multi-hop relay selection), namely trying to identify the most suitable
relay/hops ratio. However, current multi-hop relay selection approaches rely on
link-state routing information, which means that they are not suitable for sce-
narios with intermittent connectivity. Hence the investigation of the usage of
multi-hop relay selection in the presence of more opportunistic routing is an
important research topic.

5 Summary

Cooperative Networking is a very active research area with promising devel-
opments. The MAC layer is the most important for a cooperative networking
(relaying), as this relies on identifying alternative ways of transmission within
a networked context. Therefore, for cooperation to be implemented at the link
layer, link layer needs to be changed in order to allow indirect transmission
between source and destination.

The development of cooperative relaying raises several research issues, includ-
ing the performance impact on the relay itself, and on the overall network, lead-
ing to a potential decrease in network capacity and transmission fairness. Such
research issues can be influenced not only by fading, but also by other perfor-
mance constrains in wireless networks, such as the distance at which wireless
nodes are from APs, as well as the mobility of such nodes.

This chapter discussed the topic of cooperative networking with emphasis on
cooperative relaying. We proposed a taxonomy for cooperative systems compris-
ing of PHY approaches and relaying stages. We further provided a taxonomy for
cooperative relaying (MAC). This chapter has addressed a number of significant
issues such as analysis and performance of relay based MAC protocols.

The advantage of cooperative relaying is possible if MAC layer is cleverly
designed. Most relaying protocols rely on handshake messages, modifying the
DCF of 802.11 MAC, either in cooperative or opportunistic way. Relaying pro-
tocols are expected to minimize signaling exchange, remove estimation of channel
conditions, and improve the utilization of spatial diversity, minimizing outage
and increasing reliability even in mobile environments.
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Abstract. This chapter presents the problem of clustering of moving
objects in ad hoc wireless networks. The networks of moving objects
include networks of flying objects, networks of cars and other vehicles,
networks of people moving in the cities, and networks of robots sensing
the environment or performing coordinated actions. Clustering of such
objects increases the scalability of the network and improves efficiency,
enabling the objects to simplify the communication with their peers.
Clustering of static network objects has been analysed in great detail in
the literature. While most of the clustering algorithms and protocols are
applicable in the networks of moving objects, there are specific challenges
produced by the mobility. This document will present a rich body of cur-
rently available scholarly work on clustering for moving objects, focusing
on the case when all network nodes (both clusterheads and cluster mem-
bers) are moving. Most of the research works presented in this Chapter
aim to predict the movement of the networked nodes, or to measure the
relative mobility between the nodes, in order to optimise the processes
of clusterhead election and cluster maintenance.

Keywords: Clustering · Ad hoc networks · Mobility

1 Introduction

The modern world has witnessed a significant increase in the number and the
complexity of electronic objects which move and have a need to be networked.
These objects include a variety of robot devices, sensors, small flying machines,
vehicles and smart telephones and handheld devices carried around by millions of
people. Networks of these devices are built on wireless communication channels,
which are unstable. Further to this, the fact that the network nodes (objects)
are constantly moving implies that their point of attachment to the network is
constantly changing, and their neighbours are not fixed. Designing networks for
moving objects is complex; it requires fresh solutions to the problems that have
already been solved for networking of fixed objects.

The design of ad hoc networks for moving objects is the main subject of this
Chapter. Clustering of distributed network nodes can be defined as the genera-
tion of groups of nodes which share some common features and communicate to
the rest of the network via their leader (often called the clusterhead), rather than
c© Springer International Publishing Switzerland 2014
I. Ganchev et al. (Eds.): Wireless Networking for Moving Objects, LNCS 8611, pp. 70–87, 2014.
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individually. The common feature of the network elements is typically their geo-
graphic location, although other features, such as speed of movement, application
interest or established trust agreements can be considered. Clustering is impor-
tant in distributed networks, as it contributes to improved network efficiency,
connectivity and saves the cost of networking communication with regard to
resource utilisation, power consumption and signalling overhead. In the process
of clustering we can identify the following two processes: (1) clusterhead election
process; (2) cluster maintenance. Clusterheads are typically elected using a dis-
tributed algorithm in which all nodes follow a predefined sequence of steps and
elect the clusterhead based on a predefined election rule. Cluster maintenance
process deals with the life of cluster, with the routing of packets inside the clus-
ter and the processes that take place when cluster members have to leave the
cluster or new cluster members join the cluster.

Clustering in wireless ad hoc networks and more specifically in wireless sensor
networks has been analysed extensively over the last few decades. A number of
clustering solutions for sensor networks have been designed, showing major per-
formance improvements in terms of network efficiency (i.e. the number of rout-
ing messages, or the number of retransmissions due to unnecessary collisions),
or power consumption. Significant theoretical work in leader election algorithms
and connected dominating set establishments have paved the way for numerous
protocols and algorithms that have been designed and tested in the simulation
and experimental environments over the past decades. Some of the most impor-
tant of these solutions will be presented in this Chapter as they typically form
the basis of the mobility-aware clustering network designs. It is well known that
clustering combined with data aggregation mechanisms can significantly improve
the overall network efficiency.

During the last decade we have witnessed the emergence of a new genera-
tion of electronic systems which have potential to have a significant impact on
everyday life and industry. This new generation includes various so-called cyber-
physical systems: robots, small quadcopters or similar unmanned small flying
objects, networked intelligence integrated in our cars, wearable sensor networks,
etc. These devices form what is known today as the Internet of Things. These
devices typically require communication and naturally form networks. Networks
that can be small, consisting of only a few moving robots investigating a diffi-
cult terrain, or can be large, with thousands or tens of thousands little sensors
forming huge networks, very difficult to manage. Clustering these objects to sim-
plify their communication is not only a useful add-on to the operation of these
networks, but an absolute necessity.

The objective of this Chapter is to present the problem of clustering in dis-
tributed networks of objects that may be moving. Contrary to many existing
research surveys, we focus here on the movement of all network nodes, both
the clusterhead nodes and the ‘standard’ nodes. The movement generates the
following problems:
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– The clusters become unstable, because members of the clusters move and can
often disappear out of the range of the clusterhead. For this reason, it is often
that the slowest moving element is elected as the clusterhead.

– In the case the clusters perform some data aggregation, the lack of stability
of the cluster can have a major impact on the quality of the aggregated data.

– The movement of the networked objects means that clusterheads cannot count
on the connectivity of the nodes, and the amount of time the nodes are not
connected into the networks increases.

Considering the listed problems, it will come as no surprise that the majority
of researchers today tend to think towards predicting the movement of the net-
worked objects, in order to predict the next step of the clustering process before
any damage is created by the movement of the nodes.

However, before we get more into the detail of clustering for mobility, it is
necessary to remind ourselves about the nature of the distributed networks, the
principles and ideas for clustering, and the modelling techniques we can use to
model the networks we discuss.

2 Topology Management in Distributed Networks

We define distributed networks as networks without a clear point of centralised
control. In communication literature, such networks are often called ad hoc net-
works, to emphasise the temporary and random process of network formation.
In such networks, typically all nodes are at equal hierarchical level. Depending
on the geographical distribution of nodes and the communication requirement
of such a network, the number of potential direct communication links between
nodes can be very large. In these networks, when a node needs to transmit data
packets to another node, it can do this directly in the case the receiving node
is in the range of the sending node, or indirectly, by using other network nodes
as routers. For this reason, routing procedures and protocols are required in ad
hoc networks. Considering the fact that ad hoc networks can grow very large,
one of the main challenges is how to operate an efficient network service in such
a network. It is clearly not optimal to broadcast all data packets to all nodes in
the networks, as this will have major implications on the resource utilisation and
energy consumption (often these networks are energy-limited). A certain level of
the control over the network structure (topology) is required.

Topology control in ad hoc networks can be done in many ways. Over the
past few decades, two main directions of topology control in ad hoc networks
have been identified: hierarchical topology organisation and power control.

In the hierarchical topology organisation the network nodes are grouped
together (clustered) in smaller networks. One of the network nodes is elected
to be a clusterhead, and all packets communicated from or to other nodes in the
group (cluster) have to go through the clusterhead. We can see an example of
a clustered network in Fig. 1. The white nodes on Fig. 1 represent clusterheads,
and the blue nodes represent the standard nodes. We can see how the clustering
process introduces a clear structure into the network.
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Fig. 1. Ad hoc network: unconnected (left) and fully connected and clustered (right)
(Color figure online)

Topology control using power control is based on the idea that network nodes
can have different transmission ranges - this can be controlled by varying the
signal strength at transmission. Performing careful power control can establish
communication patterns in the network that can increase the efficiency of the
network communication. We can consider that the fewer the incidents when
network nodes receive packets that are not destined for them, the more efficient
the network is.

It is worth remembering that clustering is not a technique that is only used
in distributed communication networks. As described in the work of [1,2], given
any data set of connected elements, the goal of clustering is to divide the data set
into clusters such that the elements assigned to a particular cluster are similar
or connected in some predefined sense.

In general, the topology of an ad hoc network can be presented by an undi-
rected graph G = (V ; E), where V is the set of network nodes, and E ⊆ V × V
is the set of links between nodes. Nodes in an ad hoc network communicate
through a common broadcast channel using omni-directional antennas with the
same transmission range. For any two nodes u and v that are within the packet-
reception range of each other, u and v are called one-hop neighbours of each
other. Two nodes that are not connected but share at least one common one-hop
neighbour are called two-hop neighbour of each other. The challenge in topology
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control can also then be defined as [3]: to identify a subgraph of the unit disk
graph, such that network features such as bounded node degree are preserved,
and advance routing methods such as localized routing are enabled. Exam-
ples of localized routing include greedy routing [4–6], and compass routing [7].
A routing protocol is localized if the routing decision is based on the packet
header information (i.e. destination node ID) and the local information from a
small neighbourhood.

In graph theory, the minimum dominating set problem and the relevant min-
imum connected dominating set (MCDS) problem most closely represent the
clustering approach to topology control. The dominating set problem can be
described as finding a subset of nodes with the following property: each node is
either in the dominating set, or is adjacent to a node in the dominating set. The
MCDS problem consists of obtaining a minimum subset of nodes in the original
graph, such that the nodes compose a dominating set of the graph, and the
induced subgraph of an MCDS has the same number of connected components
as the original graph. Although attractive, finding the MCDS is a well-known
NP-complete problem in graph theory [8,9].

Another point is important to make here. From the application point of
view, we can identify two types of distributed networks. The first type includes
networks where nodes act as routers/relays, delivering packets to the other net-
work nodes. In such networks, hierarchical routing is applied to ensure the data
reaches their destination. Clustering in such networks is very important, as it
enables hierarchical routing and optimises the routing process. An example of
such a network would be a standard wireless sensor network, or a large-scale ad
hoc network of everyday electronic appliances. When it comes to the issue of
mobility in such networks, the challenge is great, as there is a critical require-
ment for fast reclustering of moving nodes to ensure packets are routed through
the network in an efficient way.

The second network type is a network in which the nodes are required to
communicate their location information and potentially some basic information
about their environment, in order to help other nodes to get a better under-
standing of the environment around them. Typical examples of such networks
are vehicular ad hoc networks for traffic information dissemination, or dissemi-
nation of safety-related information from a particular geographic location.

Whatever the service the network delivers and the requirement for clustering
is, all clustering methods have several features in common. Cluster members all
share a common feature, which can be location (cluster members are close to each
other, often within a transmission range of the clusterhead), speed and direction
of movement, or some application-level information. Clustering in mobile ad hoc
networks is an area that has been analysed in the literature. Yu and Chong give a
good survey on clustering algorithms in [11]. They investigate the cost of cluster-
ing and identify the following types of clustering solutions: (1) Dominating Set
based clustering; (2) Low maintenance clustering; (3) Mobility-aware clustering;
(4) Energy-efficient clustering; (5) Load Balancing clustering and (6) Clustering
based on combined metrics. Their paper gives a good overview of representative
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algorithm that fit this classification. Similarly, Vodopivec et al. [12] give a short
survey of clustering schemes focused on vehicular networks. One-hop clustering
algorithms and their performance are surveyed in [13].

This Chapter will focus on how movement and mobility is represented in
the clustering algorithms and protocols. We start the analysis by introduc-
ing the basic principles of cluster formation (Sect. 3). This is followed by an
overview of mobility-aware clustering solutions in Sect. 4. Section 5 introduces
the cluster maintenance processes, and briefly discusses the performance evalu-
ation methods.

3 Cluster Formation

This section analyses the most important methods for cluster formation. While
clustering - as we have already mentioned earlier in this document - is a generic
method with many applications in data processing and in the analysis of live
organisms and biological processes, here we focus on the cluster formation in
wireless ad hoc networks. As we have seen earlier in the Chapter, clusters are
typically formed in a distributed process of leader (clusterhead) election. This
process requires all nodes to be able to identify themselves and all nodes to follow
a pre-defined procedure. Early leader election algorithms chose the clusterheads
on the basis of a given ID, or on the basis of the number of neighbours nodes
have. We will see that mobility-aware clustering algorithms typically use the
detailed information about the movement of the nodes to elect a clusterhead.
But, firstly we need to introduce the basic leader election algorithms that have
been proposed to use in ad hoc networking.

The leader election algorithm is a standard algorithm for distributed sys-
tems, often found in theory and practice. The classical definition of the leader
election problem is to elect a unique leader from among the elements of a dis-
tributed system. In a mobile ad hoc network, we can expect that the network
topology will change frequently, so the definition of the leader election algorithm
can be modified, as it was done by Vasudevan et al. in [14]: the requirements
for the leader election algorithm are: after topological changes stop sufficiently
long, every connected component will eventually have a unique leader with max-
imum identifier from among the nodes in that component. Vasudevan et al. in
[14] present a leader election algorithm which is based on a process of growing
and then shrinking of a spanning tree that is rooted at the node that initiates
the leader election process. In this algorithm, in the Election phase, the node
sends Election message to its neighbours. The receiving nodes identify the send-
ing node as a parent node. For each node there can be only one parent node.
In the acknowledgement phase, an ack message is sent to each node from which
Election message is received, apart from the parent node. Nodes respond to
their parents only when all of their children have responded to them. In these
acknowledgement messages nodes will announce to their parents the maximum
identity node among all downstream nodes. Finally, in a phase that is called
Leader, once the root node has received all acknowledgements rom all the chil-
dren, it will broadcast a leader message to all nodes announcing the identity of
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the leader. Other proposals for leader election algorithms can be found in the
work of Royer and Perkins [16], and Malpani et al. [17].

One of the best known simple clustering algorithms in the lowest-ID algo-
rithm. In this algorithm, the node with the lowest identification number has
the highest priority to be selected as the clusterhead. The lowest ID algorithm
was originally proposed by Baker and Ephremides in [18,19]. The neighbouring
nodes with higher IDs assume the role of cluster members and form the cluster.
The clusterhead selection procedure is repeated for the remaining nodes until
either each node is selected as a cluster-head or a cluster member. The lowest
ID is known to be a two-hop cluster formation algorithm, since the distance
between each node and every other node in a cluster is at most two hops. In
its basic form, the algorithm assumes that all nodes are given some IDs before
the network is set up. The nodes exchange the IDs and the nodes with larger
IDs back up and declare themselves as network nodes, while those with higher
ID become clusterheads. This algorithm in its basic form show no appreciation
of the topology changes in the networks and it is expected that the level of
reclustering is larger compared to the e.g. highest degree clustering.

A somehow natural extension of the lowest ID algorithm is the so-called
node-weight clustering concept, where nodes are given weights (in a sense equiv-
alent concept to Ids), but not randomly - the weights are given based on some
specified feature of the nodes. Basagni [20] generalized the lowest-ID algorithm
proposed by Gerla and Tsai [22], by using a generic weight as a criterion for
cluster-head selection. In his distributed and mobility adaptive clustering
(DMAC) algorithm, a weight is associated with each host in the network. This
weight corresponds to the suitability of the host to be selected as a clusterhead.
The weight was originally thought to represent the residual energy of the host,
but as we will see in the next section, it can also represent the mobility level.
In [21], Ghosh and Basagni investigated the impact of the different mobility
degrees and mobility patterns of the mobile hosts on the performance of DMAC
protocol. They showed that the cluster reorganization rate of DMAC protocol
considerably increases in the presence of the host mobility. To address the neg-
ative impact of the host mobility on the performance of DMAC, Ghosh and
Basagni proposed a generalization of DMAC protocol called GDMAC in which
the clusters are more stable against the host mobility. GDMAC reduces the rate
of unnecessary cluster updates by applying two limiting rules: (1) controlling the
rate of reclustering by reclustering only when the weight of the new clusterhead
exceeds the weight of the current one; (2) controlling the spatial density of the
cluster-heads.

Another standard method for clustering is the highest degree algorithm. This
algorithm, with its application to mobile ad hoc networks originally proposed by
Gerla [22] and Parekh [23], is based on the idea that the node with a maximum
number of neighbours is chosen as clusterhead. In this algorithm, the cluster-
head is directly connected to all nodes in the cluster, so the maximum distance
between two nodes is two hops, similarly to the lowest ID algorithm. This results
in a typically lower throughput than other clustering algorithms, as the degree
(the number of neighbours) for some of the clusterheads may be large.
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Clustering algorithms do not have to support two-hop solutions only.
We can take the example of a d-hop cluster formation given by Amis, Prakash,
Vuong, and Huynh. In their paper [9] they first give a proof that the minimum
d-hop dominating set problem is NP-complete, and then present an interesting
heuristic for the construction of d-hop clusters in a network. In their heuris-
tic, the clusters are formed following 2d rounds of broadcasting hello-type mes-
sages in the network. The basic idea is that each node maintains two arrays
of nodes - WINNER and SENDER. Initially, each node sets WINNER to be
equal to its ID, and then messages are broadcasted to all neighbours. Each node
chooses the largest ID from all the received messages and puts it into the WIN-
NER array. This process is called Floodmax. After d rounds of Floodmax, a
separate process called Floodmin is performed, where, following a similar mes-
sage broadcast, the smallest IDs are chosen and remembered. The Floodmin
phase allows the relatively smaller clusterheads the opportunity to regain the
nodes from the neighbourhood. The clustering algorithm follows these two mes-
sage propagation processes with the next two stages: (a) determination of clus-
terheads and (b) linking of clusters. The determination of clusterheads happen
based on simple rules - e.g. if a node received its own ID in the second round of
flooding, the node immediately declares itself as a clusterhead. Otherwise, if a
node finds another node in the WINNER arrays for both rounds of flooding, the
node declares will declare that node as clusterhead. Finally, if neither of these
two cases happens, the node will declare the maximum ID from the first round
of flooding as clusterhead.

Another example of clusterhead formation where cluster size is not limited
to two hops is the work of Er and Seah [33]. In their solution, the diameter of
clusters is flexible and determined by the stability of clusters.

It is easy to see from these cluster formation examples, what may be the
natural design idea for mobility-aware clusterhead formation. Rather than basing
the clusterhead election decision on the ID of the node, or the node’s degree, or
an arbitrary weight, the idea would be to identify the nodes by their mobility
level and/or movement direction, which can be measured in many different ways,
as we will see later in this chapter. The idea then is to choose for the clusterheads
those nodes that have a specific mobility pattern; in most of the works we can
notice that there is an attempt to choose for the clusterhead the node that is
the least mobile.

Finally, it is worth noting that clustering and cluster formation are not only
applications of complex mathematical theory, but are networking techniques
that needs to be designed to satisfy an application requirement. The work of
Reumerman et al. [24] gives an interesting insight into what is called application-
level clustering. They present a concept where each application can set up its
own virtual cluster in order to optimise the information exchange relevant for
that application. It is interesting to note that they distinguish between two
cluster types (they mostly observe vehicular networks) - the ‘moving cluster’,
where all cluster members move more or less together, in a group; and the ‘quasi
static cluster’, where the identity of the cluster head and the cluster members is
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not important - the application requires a clusterhead and cluster members at
a certain geographical location, to be able to disseminate certain information.
This would typically be applied for applications on traffic information and safety-
related information in vehicular networks.

4 Considering Mobility in Clustering Solutions

In the previous section we have seen that clustering formation algorithms typi-
cally support a distributed election process where all nodes follow a pre-defined
rule when electing the clusterhead. In this section we will review the existing
solutions for mobility-aware clustering. We will see that the majority of solu-
tions attempt to predict the position of mobile nodes and perform clustering
with this knowledge. This typically means that the clusterhead election focuses
on the choice of a clusterhead that will ensure maximal stability for the net-
work. The estimation of mobility focuses on the local mobility, i.e. the relative
position of the nodes compared to their neighbours, rather than on the global
mobility which can be accurately measured using GPS or other satellite-based
global systems.

In the analysis given in this section, we focus on the case when all nodes in
the network (both clusterhead nodes and non-clusterhead nodes) are moving.
With this in mind, the focus on the analysis is to identify the existing solutions
for clusterhead selection and cluster formation in the case when all nodes in the
network are moving. A similar analysis can be made on the network connectivity
for moving nodes when clusterheads are fixed and uniformly distributed. For
more details about this, we refer to the excellent paper of Wang et al. [42].

In this section different methods for mobility consideration will be presented.
We are interested to analyse the ways mobility can be measured and what para-
meters can be used in the process of clustering. We are looking at a simple basic
case of nodes as presented in Fig. 2. There we have two nodes, x and y, which
are changing their locations l(x, t) and l(y, t), using speed v(x, t) and v(y, t). We
will see that mobility is used in clustering solutions in one of the following three
ways: (1) by measuring the relative mobility of node x in comparison to node
y; (2) by identifying similarities in the movement pattern of x and y; (3) by
predicting the next locations of nodes x and y.

The general idea for using the relative mobility measure for cluster forma-
tion in network of moving objects typically follows a well-known MOBIC pro-
tocol [10], where estimation of node’s speed variance is used in the clusterhead
election process, with nodes with low speed variance having a better chance of
becoming clusterheads. Basu et al. point out in [10] that correct estimation of
local mobility is critical for the clustering process. A number of works investigate
global mobility, by assuming the existence of the GPS or some other method of
accurate positioning of the nodes. As clusters need to form and reform quickly,
especially in the presence of high mobility, it is the local mobility, the relative
speed/location difference between the nodes that is of interest. Basu et al. use
the received power as the estimate of the distance between the nodes. While
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the received power is not the most accurate method of estimating the distance
considering the wireless channel fading and other constraints to signal propa-
gation, it is usually assumed that clustered nodes share the environmental con-
straints and the received power is often used as the estimate of the distance. Basu
et al. introduce what they call the relative mobility metric, which is in essence the
ratio of the received signal power between the old and the new packet that was
exchanged between two nodes. The relative mobility metric can be defined as

MRel
y (x) = 10log10

Prnew
x−>y

Prold
x−>y

(1)

For this to work, regular exchange of the packets is necessary. Regular
exchange of packets is a feature of ad hoc networks, where periodic ‘Hello’ pack-
ets are exchanged between the neighbours. The aggregated local mobility for any
node is then the variance with regard to zero of all relative mobilities for the
neighbouring nodes:

My = var0(MRel
y (x1),MRel

y (x2),MRel
y (x3), ...,MRel

y (xm)) = E[(Mrel
y )2] (2)

Basu et al. continue to suggest that the node with the smallest variance of
relative mobilities should be identified as the clusterhead, as this would maximise
the cluster stability.

Fig. 2. Simple model of movement of two nodes, x and y

Other research presents similar approach to the problem. One of the first
mobility analyses was performed in the well-known work of Johansson et al.
[25]. They present a global mobility metric where the speed of node is measured
relative to the other moving nodes. A mobility metric is proposed which is geo-
metric in the sense that the speed of a node in relation to other nodes is measured.
Johansson et al. propose a simple model where the relative velocity v(x, y, t) at
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time t between node x which is at location l(x, t) and node y which is at location
of l(y, t) (like in Fig. 2) can be expressed as v(x, y, t) = d

dt [l(x, t) − l(y, t)]. The
mobility measure Mxy is defined as the absolute relative speed taken as average
over the time period:

Mxy =
1
T

t0+T∫

t0

|v(x, y, t)|dt (3)

Many other variations of the basic mobility analysis given by Basu et al. exist.
For example, Wu et al. [37] use mobility index to characterize the mobility of
each node. This index is shared in the hello messages and can be used to improve
the stability of the clustering process. The mobility index is expressed as

My =
n∑

i=1

Wi ∗ Dxi
y (4)

where Wi is a weight parameter defined as

Wi =
(Mxi

)−1

n∑

j=1

(Mxj
)−1

,

n∑

i=1

Wi = 1, (5)

and Dxi
y is the relative geometric distance between node y and node xi, calculated

from two consecutively received hello messages. Wu et al. propose the use of the
mobility index in the cluster formation process.

An and Papavassiliou [30] use a similar approach to measure mobility. They
assume that all nodes are able to identify their location and define relative
velocity between two nodes x and y at time t as v(x, y, t) = v(x, t) − v(y, t).
They then define the relative mobility Mx,y,T between any pair (x, y) of nodes
during time period T as absolute relative speed:

Mx,y,T =
1
N

N∑

i=1

|v(x, y, T )| (6)

where N is the number of discrete times the speed is calculated during the period
T . Then they define two cluster mobilities - the first one represents the motion
behaviour of a cluster as a whole, 1

M

∑
v(i, T ), and the second one represents

the motion behaviour of nodes within the cluster, 1
N

∑
Mx,y,T , where M is the

number of nodes in the cluster, and N is the number of node pairs in the cluster.
The clusters are then formed by nodes exchanging the velocity information,
calculating their mobility metrics and then the clusterhead can be elected only
if its relative mobility is below a threshold.

Measuring relative mobility is done in a slightly different way by Er and
Seah in [33]. They attempt to measure the variation of distance between nodes
over time in order to estimate the relative mobility of two nodes. Their idea
is to cluster together nodes that have a similar moving pattern. This idea is
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later used for clustering in vehicular networks, where there are several attempts
to cluster the nodes based on their speed (e.g. [43,44]), so that the nodes that
move at similar speeds are clustered together. Er and Seah, similarly to some
other works we have seen here, use the received power strength to estimate the
distance between two nodes in the network. The estimated distance between two
nodes x and y:

E[Dxy] =
k√
Pr

(7)

is used only as an approximation of the ‘closeness’ of the nodes. The relative
mobility is defined as:

M t−1
xy = E[Dt

xy] − E[Dt−1
xy ] (8)

In the algorithm they estimate the stability of a node by observing the stan-
dard deviation of the variations in mobility to all other nodes in the network.

We can see in all of the presented examples that the objective of clusterhead
election process in mobile networks is to elect for clusterheads the nodes that
are the least mobile, in expectation that the relative lack of movement of such
nodes will increase the stability of the clusters.

Identifying similarities in the moving patterns of networked nodes often leads
to group mobility, which is a frequent event in the real world and is also naturally
linked to the concept of clustering. Within group mobility modelling, the work of
Hong et al. [26] is especially important. Hong et al. investigate the movement of
groups of mobile nodes and make an assumption that each group needs to have
a logical centre, with the group movement being defined by the movement of
the centre node. They introduce a novel group mobility model - Reference Point
Group Mobility (RPGM) - to represent the relationship among mobile hosts.

Work of McDonald and Znati [27] is also very important, as they attempt to
bound the probability of path availability for moving nodes. They look at the
problem that is often found is the research on the networks of moving objects:
developing a model that derives expressions for the probability of path availabil-
ity as a function of time. In other words, the aim was to determine the conditional
probability that the nodes will be within range of each other at some time t + δt
given that they are located within range at time t.

Zhang et al. in [31] propose a revised group mobility metric, the linear dis-
tance based spatial dependency (LDSD), which is derived from the linear dis-
tance of a node’s movement instead of its instantaneous speed and direction.
Their work also assumes the nodes node their exact physical location. The linear
distance is a square root of the sum of the changes in geometric x and y coordi-
nates of a node. If the node’s linear distance D is greater than some threshold
Dthr, the mobility history information is updated correspondingly. Based on the
information in the history cache, a node calculates its linear distance based total
spatial dependency with respective to its neighbours.

In a number of works researchers attempt to predict the mobility of the
moving nodes, in order to improve the cluster stability. In their excellent paper,
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Konstantopoulos et al. [36] present an algorithm that estimates the probability
of neighbourhood stability (which is for them the product of nodes’ stabilities).
They make an assumption that a mobile node can be considered a good candidate
for the clusterhead if its neighborhood is relatively stable in comparison to the
neighborhoods of other candidate hosts. In their paper a detailed algorithm for
estimating neighbourhood stability is presented.

Leng et al. [35] use the node connectivity and node mobility jointly to select
clusterheads. Their approach is based on availability of position information
using GPS or similar technology. They then consider the link expiration time,
defined as the time after which two nodes will leave each other’s transmission
range. They use simple geometry for this, assuming that the velocity does not
change during the link expiration process. After this, they define average link
expiration time for each node, by averaging link expiration times. The node with
a large value of average link expiration time is able to maintain relatively long
connection with their neighbouring hosts. Such a host should more likely be
selected as a clusterhead than the host with a short link expiration time. In the
clusterhead election process, the nodes use the combined metric of node degree
(i.e. the number of neighbours) and the node’s average link expiration time.

Finally, it is worth noting that, while the clustering solutions are required
to consider the mobility of the nodes, for the correct clustering solution it is
important that the mobility of the nodes in modelled the right way. Mobility
modelling has been observed over many decades in the research community. An
excellent survey of mobility modelling for ad hoc network research has been done
by Camp, Boleng and Davies in [38]. In addition to this, a lot work has been
done on modelling specific mobility patterns, such as the one identified in vehic-
ular networks, where cars and other vehicles are constrained by the transport
network. The work of Fiore and Harri in [39] is typical for mobility analysis
of vehicular network. This paper gives a detailed analysis of the topological
properties of a vehicular network. Similarly, Wang and Tsai in [40] present an
interesting study of the mobility of vehicles in urban environments and develop
algorithms for the estimation fop traffic congestion based on vehicle mobility
patterns.

Comparing the approaches presented here is not easy. The accuracy of mobil-
ity measurements is only one performance aspect, because design of the networks
of moving objects often has to follow a tailored-made approach, where rarely we
have the case when one solution fits all problems. This is why full understanding
of all presented approaches is important in the design process, to help us make
the correct design decision.

5 Cluster Maintenance and Reclustering

For the majority of clustering solutions, the clustering process is based on the
fundamental algorithms presented earlier in Sect. 3. The distributed process
begins with nodes broadcasting the information about themselves. This is fol-
lowed by an election process where all nodes identify their position as cluster-
heads or cluster members, depending on the node features which were included
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in the broadcasted message. While in the traditional clustering algorithms this
feature was typically node ID or the node degree (number of neighbours), in the
mobility-aware clustering solutions, the nodes distribute information about their
mobility, and clusterheads are chosen on the basis of the mobility information.
Typically, the clusterhead is chosen as a node that is the least mobile; this is
done in attempt to increase cluster stability. A typical example of the mobility
aware clustering algorithm is the DMAC algorithm presented by Basagni in [20].

Once the clusters are set up, and each node knows its role in a clustered
network (clusterhead or cluster member), the critical issue with regard to the
operation of network of moving objects is cluster maintenance. If we consider a
network with moving nodes, we can assume that the cluster members will fre-
quently leave the transmission range of clusterheads. This can cause a significant
problem, especially if we are observing a network of nodes expecting support for
complex data transfer application. For these networks, to minimise the effect
of clustering on the quality of service, it is essential that alternative routes are
identified when the nodes change clusters. For the type of network where rout-
ing is not the main challenge (i.e. the networks where nodes exchange location
information, rather than acting as relays for data traffic), the problem is smaller,
but is still important.

Basagni [20] gives a simple procedure for dealing with moving nodes. The
movement of the nodes can result in link failure, and the idea is that the clus-
tering process reacts on link failure, as a trigger that a node has left the cluster.
When this happens, the clusterhead removes that node from a list of nodes in
the cluster. For the departed cluster member, there is an immediate need to
find a new clusterhead. This node would then listen to incoming messages from
clusterheads, and would perform a clusterhead check, similar to the one that
was done at the cluster formation process. In the case of the DMAC algorithm,
for example, this means the weight assigned to new clusterheads needs to be
checked. If the weight of the newly arrived node is greater than the weights of
the potential new clusterheads, the new arrival will announce itself as cluster-
head. Otherwise, it will accept the clusterhead with the greatest weight as its
new clusterhead.

Similar approach is taken by other algorithms. For example, Konstantopou-
los [36] present a solution where the moving node chooses the clusterhead that
has the highest probability of still being the neighbour in the immediate future.
An et al. [30] expect the moving node to choose the clusterhead with the highest
mobility index and Zhang et al. [31] expect the node to choose the clusterhead
with the largest linear distance based spatial dependency. We can notice that
for the majority of existing solutions the idea is that the choice of the new
clusterhead is done on the basis of the mobility metric and/or weight assigned
to the nodes. For Ni et al. [34] in the initial clustering stage, the nodes hav-
ing the smallest relative mobility in their neighbourhoods are selected as the
clusterheads. In the cluster maintaining stage, mobility prediction strategies are
introduced to handle the various problems caused by node movements, such as
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possible association losses to current clusterheads and clusterhead role changes,
for extending the connection lifetime and providing more stable clusters.

We have seen in this Chapter that various parameters can be used to iden-
tify optimal clusterheads and that various methods can be used to establish and
maintain clusters in networks of moving objects. The current research attempts
to evaluate the presented clustering solutions, by identifying the performance
evaluation parameters most suited for these dynamic solutions. The main per-
formance parameters that can be used to evaluate clustering techniques for net-
works of moving objects include the following: the number of formed clusters in a
network; the clusterhead duration; the reaffiliation rate, and signalling overhead.

Clustering is done to simplify the network operation, and to find the optimal
subset of the network graph which can deliver full network connectivity. There-
fore, the objective of cluster formation is to strike a balance between the number
of clusters (the fewer, the better) and achieving network connectivity. Measuring
the number of active clusterheads is a good measurement of the efficiency of the
clustering scheme. For example, the simulation results shown in [36] show that
the lowest ID and the highest degree clustering solutions results in the largest
number of clusterheads. This result is expected, as the two algorithms have not
been designed to minimize the number of clusterheads.

Similarly, the clusterhead duration can be used as a performance parameter,
as a measurement of how long on average clusterheads keep their role. Fewer
changes in clusterheads are desirable in order to increase the network stability.
In power-based topology control, changes in clusterheads may be desirable, to
increase the fairness of the power consumption across the network, but in the
hierarchical topology control we can look at this measurement in a different way.
This is especially interesting when moving nodes are considered. In the simu-
lation results presented in [36], for high average speeds of node movement, the
‘traditional’ clustering algorithms (the lowest ID, the highest degree), perform
worse that the algorithms that are specifically designed to deal with mobility.
This shows again why designing for mobility is important, as movement of nodes
presents a new set of challenges.

Finally, measuring the reaffiliation rate, we can find out the average number
of times a mobile node has to change the clusterhead. This is an important
measurement, as it can show why when designing clustering schemes for moving
nodes it is important to specify carefully when reafilliation can take place. Many
traditional clustering algorithms are designed for nodes to identify the optimal
clusterhead based on the ID, or node degree, or some other parameter, and are
designed for static networks where the risk of mobility is minimal.

6 Conclusion

This Chapter presented the current research work on clustering for moving nodes
in distributed wireless networks. Clustering is a process of grouping the nodes in
network subsets, in order to simplify network operation and ensure network con-
nectivity. This Chapter introduces topology control in ad hoc wireless networks,
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and introduced the standard techniques for hierarchical topology control. It then
presents how mobility is considered in clustering solutions. The first generation
of clustering solutions was focused on optimisation of the choice of network sub-
set, without detailed consideration of topology dynamics or node movement. The
Chapter presents a number of ways mobility can be considered. All the solutions
have in common the design principle that they attempt to predict the mobility
of the nodes and to integrate the mobility information in the clusterhead election
process, typically by choosing the least moving node to be a clusterhead. For
most of the presented solutions, the reafilliation and cluster maintenance should
be based on minimising the number of clusterhead changes and simplifying the
control overhead.
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Abstract. A wireless network may include fixed nodes and mobile nodes
that change the location during data transmission. The node mobility
influences heavily the operation of a wireless network, as the signal prop-
agation conditions depend on the location of the nodes and may cause
dramatic changes in the data transmission rates and packet error rates.
Because the network performance is influenced by the location and signal
propagation conditions between network nodes, accurate representation
of the user mobility in the wireless network analysis is a crucial element
in both simulation and numerical or analytical modelling. This chapter
discusses mobility models used in simulating network behaviour. Fur-
ther, the handover optimization and prediction are discussed, along with
alternative methods of radio signal propagation changes caused by client
mobility.

Keywords: Mobility modelling · Prediction · Handover optimization

1 Introduction

Wireless networks are omnipresent in current telecommunication technology,
and are used to cover a wide range of telecommunication needs ranging from
infrastructure-mode hotspots to pervasive mesh networks. Nowadays, wireless
networks are not only used as a complimentary technology for network access.
Also the deployment of wireless community networks relies on short- and long-
range wireless technologies. Reasons for going wireless include the low cost of
short-range wireless links, the evolution of wireless end-user devices, as well as
the emergence of smart Access Points (APs) that allow for spontaneous growth
of community networks.

From the operational perspective, these network architectures should not over-
see an important component: wireless devices are carried by humans, thereby inher-
iting human mobility patterns which impact network operation and performance.

First and foremost, mobility heavily impacts path recomputation as multihop
routing is based on the single-source shortest path paradigm. Secondly, resource
c© Springer International Publishing Switzerland 2014
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management is affected, particularly in dense networks which naturally arise in
highly populated areas such as cities. Here, it is not uncommon to have an AP
per household, which serves a few users and a few devices.

Besides the path re-computation, predictability of the location of mobile
nodes (MNs) can help in adaptation of the mobile service, which should be
flexible enough to work with different transmission links, all the more so because
a single user can have a device with more than one wireless interface.

In a mobile network environment, the MNs’ movement path has impact on
several aspects of networking, which range from location update and paging,
radio resource management (e.g. dynamic channel allocation schemes), to tech-
nical network planning and design (e.g. cell and location area layout, network
dimensioning).

This chapter discusses trends in mobility modelling as a tool that is cur-
rently being applied in simulations concerning experimentation of mobile net-
work behaviour, as well as in handover optimization and prediction along with
alternative methods of radio signal propagation changes caused by personal
mobility.

The chapter is organized as follows. Section 2 introduces relevant aspects to
the context of mobility modelling, while Sect. 3 describes related work focused on
obtaining good quality movement traces that can be used in modelling mobility
in cellular networks. Section 4 is dedicated to prediction aspects applied to cellu-
lar networks. In Sect. 5 we also propose methods to simplify performance evalua-
tion of the wireless networks by directly modulating the transmission bitrate and
packet loss rate in the simulation without full representation of client location.
Section 6 summarizes the chapter.

2 Background on Mobility Modelling

A better understanding of the node movement and, if possible, the transfer
of specific and common properties to the several aspects of network operation
will facilitate optimization of the network performance. Traces, investigated and
gathered by the scientific community, will assist in understanding the mobility
behaviour of nodes under different conditions and, from the analytical perspec-
tive, may be useful when modelling such movement behaviour. From the per-
spective of wireless and cellular network operation, it is essential to quantify
the human movement behaviour, given that the paradigms described are based
on Internet end-users carrying and/or owning a multitude of wireless enabled
devices. These devices have a movement pattern similar to their human carriers,
therefore the movement of these devices is affected by the human interest to
socialize and cooperate.

In addition to obtaining the node behaviour from real traces, for many years
there has been an attempt to define the movement of nodes synthetically. In net-
working, most of such attempts are based on the Bayesian [20] models mostly
because of its randomness. These models show some features which were consid-
ered relevant for the movement of nodes, e.g. variability.
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Accurate representation of the user mobility in wireless networks analysis is
a crucial element in both simulation and numerical or analytical modelling. The
mobility models allow generation of the changing location of the network nodes
in time. In most cases, the network area is represented by a two dimensional
plane [5], although some of the models (e.g. [28]) represent the user mobility in
three dimensions. The mobility model provides the coordinates of the modelled
nodes in space and their evolution in time. Traces of the real devices’ location
are now easy to acquire due to the popularization of the GPS devices. How-
ever, the main drawbacks are the limited and constant number of devices which
can be monitored and the repeatability of the conditions under which traces
are acquired. Moreover, the real data from mobile devices is hard to find in the
public space, especially for a large number of devices. Synthetic models pro-
vide better flexibility and parameterization in terms of the number of devices,
the number of MNs, location intervals, among others. They are also more prac-
tical to use with discrete event simulations, thus the need for synthetic models
and their data is substantial.

Simulations of mobile wireless networks allow testing of the developed proto-
cols in various conditions, represented in the computer memory. The simulation
must have representation of the location in space for every network node to cal-
culate the radio signal propagation. Mobility models are used for this purpose.
In discrete event simulation, the model generates location of every device in the
network for the time of each event in the simulation.

The mobility models are needed both in the analysis of the networks with
mobile clients and fixed Base Stations (BSs) (where only location of some net-
work nodes changes) and in the evaluation of mobile ad-hoc networks (where all
the nodes may move).

The mobility pattern should mimic the movements of real MNs. Both trace-
based models and synthetic models can be used. Traces are these mobility pat-
terns which are observed in real-life systems. They provide accurate information,
especially when they involve a large number of participants and an appropriately
long observation period. Traces can be derived from observation of real move-
ments. To achieve this, the user log traces should be collected during a period
which is long enough to capture periodical behaviours. However, exhaustive
traces are hard to capture and as consequence, most models derived from traces
are only applicable in specific contexts. While synthetic models attempt to statis-
tically capture movement behaviour of MNs. Speed; direction; pause time; inter-
contact times are often parameters used in modelling movement. Of course, the
mobility pattern derived from this analysis is quite simplistic and hence, today
are models - social mobility models - that attempt to integrate social aspects
into models, such as social attractiveness, as discussed in Sect. 3.2.

The first goal is to achieve the statistical properties of the movement as
similar to the ones observed in the real world as possible. The second goal is
to keep the model relatively simple and easy to implement. Selection of the
model has significant influence on the results. When the model is too simple or
represent some properties which are not observed in the real network, its results
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can lead to false conclusions. The mobility models are also used while selecting
parameters for the networking devices. In LTE networks, the handover (HO)
thresholds and neighbour relations are configured by the network administrator.
They may be selected based on the observed traffic and network statistics or by
offline analysis, which requires the modelling of the people movement.

Another application of mobility models relates with their capability to assist
in estimating specific aspects of future roaming behaviour. Dynamic wireless
environments of today are based on the notion that users carry low-cost and
limited capacity portable devices which are cooperative in nature and which
extend the network in a user-centric way, not necessarily implying the support
for networking services such as the multihop routing [12]. For instance, in the
user-centric networking, transmission can simply be relayed as based on simple
mechanisms that already exist in end-user devices. In terms of mobility and addi-
tion to the currently available solutions, the user-centric networking is focused
on two main aspects: mobility tracking and estimation, and HO support. One of
the aspects described through the subsequent sections of this book is the ways
of addressing patterns of node movement to estimate mobility patterns based on
the existing or novel social models.

A final thing to consider is ensuring that the functionality to be developed can
assist in dealing with the unmanaged aspects of dynamic wireless architectures,
which requires more support for the management of mobility anchor.

HOs across user-centric networks require more support than the ones avail-
able in today’s wireless technology. For instance, the regular 250 m range of
Wi-Fi is small compared to the geographic distances that users are expected to
travel in user-centric scenarios. Hence, performing a complete HO would impose
strong requirements on the speed of message exchange. One way to tackle this
issue is to consider the regularity (routine) of the users’ movement, which may
facilitate determining the place and type of resources that may be required for
seamless HOs. For example, based on movement analysis, the system may deter-
mine with a high probability that the user will hand over towards the range
of specific mobility anchor points. In this case, specific functions may assist in
defining the next adequate target and the way of handing over to it. The chal-
lenge here is to identify with enough accuracy and reliability the gateways which
a wireless node should connect to while moving.

3 Review and Comparison of Available Mobility Models

In this section we try to enumerate most widely used and representative models
which have been categorized into different groups. For instance, Bai et al. con-
sider mobility models to be divided into 4 categories [3]: random models; mod-
els with temporal dependencies; models with spatial dependencies; models with
geographic restrictions. While pure random models are incapable of simulating
complex human movement faithfully, models with certain types of dependencies
provide some representation of rational human behaviours, like grouping, inertia
or avoiding obstacles; but they do not model social interactions. Thus we divide
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the models into the ones based on randomness (random models); the ones based
on social interaction (social mobility models) and the models which merge these
two approaches (hybrid models), describing each category in Sects. 3.1, 3.2 and
3.3 respectively.

3.1 Random Models

The random models consider movement to be a random process. The periods of
movement may be interrupted by periods of inactivity. The most widely used
models are the basic ones. They focus mostly on randomness of human walk, like
Markovian mobility, Random Waypoint (RWP) model or Random Walk (RW)
[3,40] model, and clearly are not precise enough. There are several studies [36,37]
which prove that human walk resembles Lévy flight, which has been identified
initially in animal movement patterns (e.g. albatrosses, insects, jellyfish, sharks)
[22,42]. Individual walking is hardly random incorporating instead some charac-
teristics of a Lévy flight [36]. Moreover, Mascolo et al. addressed social notions
such as social attractiveness [32] to bring mobility modelling closer to human
movement and incorporated features concerning social interaction to provide
clustering of nodes in movement. Lee et al. propose several enhancements of
the Lévy flight pattern to give a more realistic representation of human walk
[30,36,37] including pause-time, LATP (Least Action Trip Planning), hotspots
attraction and social dependencies. Further research [14] shows that it is quite
possible to obtain a mobility model with a high predictability rate, as human
movement is actually less random and more regular than we think.

Random Walk Model. The simplest random mobility model is the RW model
[3,40] which was commonly used to mimic random behaviour of particles in
physics. It is characterized by pure randomness of both the movement speed
and direction. The speed is selected from the [Vmin, Vmax] set and the direction
is selected from [0, 2π] using uniform distribution. Typically, MNs move in one
direction for a determined distance or in a fixed time interval and during each
step, the speed and direction are chosen randomly. The RW is a memoryless
process, where the next action is irrelevant to the previous speed and direction.
No information about the previous movement is stored. It leads to obtaining
totally unrealistic routes with common rapid movement along and sudden direc-
tional changes.

Random Waypoint Model. According to the RWP mobility model [3,40,47],
a MN moves at constant speed and on a straight line between two waypoints (i.e.,
random locations in the selected area of movement, WPs). By reaching a WP, the
node will choose a new WP and a new speed, according to given distributions.
The MN can also wait a certain time before moving on to next WP; however, if
pause time is set to zero we actually obtain a movement very similar to random
walk). The movement of a MN from a starting WP to its destination WP is
called in the literature movement epoch, transition or movement period.



New Trends in Mobility Modelling and Handover Prediction 93

The RWP and RW models provide non-uniform spatial distribution of nodes
[7]. Other related work [6,47] list some statistical properties and possible flaw
results when those two simplest models are used in simulations. In particular,
there is much higher probability of the node to be in the middle of the modelled
area than near to its borders. Some modifications to the original RWP have
been proposed, e.g. the Random Direction Model [3,13], that overcomes the
non-uniform spatial distribution problem and provides more distributed paths.
Another problem of the RW and RWP is the emulation of sharp turns or rapid
speed changes that do not happen for real objects, which have some inertia.
However, the RWP is one of the most used mobility models in simulation studies
[1,45].

Gauss-MarkovMobilityModel. The Gauss-MarkovMobilityModel (GMMM)
takes into consideration how speed changes in time and smoothes out rapid changes
of speed and direction during subsequent iterations. Contrary to the RW and RWP,
the GMMM is not memoryless. It assumes that a MN has an initial speed and
direction, and takes this fact into consideration while computing these values for
the next step:

Sn = αSn−1 + (1 − α)S +
√

(1 − α2)Sxn−1 (1)

dn = αdn−1 + (1 − α)d +
√

(1 − α2)dxn−1 (2)

where:
α - tuning parameter
S and d are mean values of speed and direction
Sxn−1 and dxn−1 are Random Variables from Gaussian distribution

The turning parameter α is used to vary the randomness of changes. There can
be 3 cases:

⎧
⎨

⎩

α = 0
0 < α < 1
α = 1

(3)

α = 0 means that the model has no memory and the movement is totally
random, α = 1 means strong memory which results in linear movement. The
ideal case is when 0 < α < 1 which means that the model has some memory and
the randomness is intermediate – no sharp turns and rapid directional changes.
The GMMM does not only model different types of movement depending on its
memory strength, but also includes a Brownian motion model when α = 0.

Sxn−1 and dxn−1 are calculated based on the previous speed and direction.
In time moment n its position is calculated:

xn = xn−1 + Sn−1 cos dn−1 (4)

yn = yn−1 + Sn−1 sin dn−1 (5)
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where:
(xn, yn) - MN’s coordinates in time moment n
(xn−1, yn−1) - MN’s coordinates in time moment n
(Sn−1, dn−1) - MN’s speed and directions in time moment n − 1

To make sure that the MN does not leave the simulation area, or it will not
stay close to simulation space borders for too long, the d parameter is forced to
change by 180◦ when the node is close to simulation space borders. The GMMM
solves the problem of rapid speed and direction changes unlike the RW and
RWP models, however it still lacks the ability to mimic actions like grouping or
avoiding obstacles.

Truncated Lévy Walk Model. While researching the traces of foraging ani-
mal patterns [22,42], the authors revealed clear Lévy flight characteristics in
their movements (a flight is a Euclidean distance between two waypoints vis-
ited in succession by the MN). The research was followed by studies on human
movement traces [11,17,36,37] which gave some interesting results. According
to these studies, human movement characteristics are quite similar to one of
the characteristics found in movement of jackals [2] and spider monkeys [35]. To
simplify, the Lévy walk is a series of short trips with occasional longer ones.

The simple Truncated Lévy Walk (TLW) Model [8] that gives heavy-
tailed characteristics of human motion. The model is described with 4 variables
(l, θΔtfΔtp) where:

l is a heavy-tailed variable that describes the flight length. It is obtained from
the Lévy distribution:

p(l) ∼ |l|−(1+α)
, l < lmax (6)

θ is the movement direction taken from (0, 2π)
Δtf > 0 is the flight time
Δtp is the pause time that follows a truncated power law

p(Δtp) ∼ |Δtp|−(1+β)
, 0 < Δtp < lmax (7)

Using this simple model, the authors were able to obtain synthetic traces
with the power-law distribution of inter-contact times. The authors related their
research to rather small sets of traces on a bounded space. The traces which
they generated using the TLW are quite similar to the collected real traces [37].

Group Mobility Models. There are several models used for modelling group
mobility. The Column Mobility Model represents a movement of several MNs in
a line towards a common goal in an orderly fashion. The authors of [3] suggest
that such movement can be used as searching and scanning activities of military
robots in, for example, mine searching. If the MN is due to leave the simulation
area, similarly to the GMMM, its direction is flipped by 180◦. The next example
of group mobility is the Pursue Model, where one node moves freely according
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to, for example, the RWP and the other nodes are “pursuers” which follow
the “escaping” node. This model can be used in scenarios for race, tracking
or police pursuit. The nomadic Community Mobility Model introduces a group
movement, where a group of MNs move together towards a common waypoint,
however individual nodes can deviate from the original, straight-to-goal path
and move using, for example, the RWP in the vicinity of the moving group.
Such behaviour can be observed during organized tours in a zoo or a museum,
where the whole group follows a general sightseeing pattern, however individual
people move independently inside the group and move toward different points
of interest.

3.2 Social Mobility Models

Barabási et al. analysed human movement [4], showing that there is an increasing
evidence that the human activity routine exhibits properties that follow the non-
Poisson model, as the traces could be characterized by bursts of rapidly occurring
events separated by long periods of inactivity. Hence, this was the first proof that
humans do not move randomly.

Another trace analysis, which was based on a data set obtained from over one
million users for several years [11], showed that such traces follows the power-
law characteristics. Although the traces were exhaustive, they represent mobile
roaming users in specific settings and as such we cannot apply such analysis to
all potential movement cases. A third study comprises monitoring of movement
of 100,000 people, also based on cellphones [17]. Such a study has proven that
travel patterns of an individual human follow simple reproducible patterns in
spite of the diversity of roaming.

Social mobility modelling considers movement aspects derived from the way
humans move and hence, derived from social behaviour. For instance, moving
to a restaurant implies an interest. The relevancy of such interest impact speed
(e.g. acceleration); social interaction impacts the direction as well as stationary
time of a node in specific places.

In social mobility modelling, a relevant aspect is the daily routine of citizens,
as it has been observed, as described, to have some repeating features. The second
relevant aspect is that while moving, users are often involved with other users,
be it passively or actively. Humans as social beings are always part of a group
which can be virtual in the sense that there may or may not be an association
between humans. From the mobility modelling perspective, the relevant aspect to
consider is a correlation between the space and time, where different and possibly
not acquainted persons cohabit the same space and time due to a temporary (or
permanent) routine overlap. For instance, this is the case of two strangers who
regularly share the same subway line for a specific period of time every week.
To simplify, individual movement exhibits a correlation between time and space.
When different people exhibit a similar correlation, then it means that they form
a cluster of nodes with the same group (social movement). From the networking
perspective, this correlation is relevant to model time and space.
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Sociological Interaction Mobility for Population Simulation - SIMPS.
SIMPS [10] is a mobility model that incorporates recent findings in sociological
research on human interaction, assuming that each person has specific social
needs derived from their societal posture, as well as assuming that people interact
to meet their specific social needs. These two features lay the groundwork for
the SIMPS behavioural model which is based on two social actions: socialize - to
move toward acquaintances - and isolate - to escape from the undesired presence.

The MN contacts are modelled using a social graph, which represents rela-
tionships among people. While the graph does not give information about human
proximity, people that are socially attracted tend to meet more often. SIMPS
does not model grouping behaviour, however the individual mobility patterns
tend to naturally converge, and give collective motion features.

Community-Based Mobility Models – CMM and HCMM. The Comm-
unity-based Mobility Model (CMM) [33] bases on social attractiveness (SA),
which evolved from the relevancy parameter of social networking. This notion
was the predecessor of the SIMPS socialize notion, being a more simple transla-
tion of a social belief into a networking parameter. Considering the deterministic
mechanism, the cells are simply selected based on their overall social attractive-
ness. The probabilistic mechanism is more realistic, given that the selection of
the next target becomes proportional to the social attractiveness of each cell for
a specific node i, based on the roulette-wheel selection, which gives the possibil-
ity to choose an empty cell. While the CMM is interesting, it still falls short in
some aspects, such as proximity (considering that humans prefer short distances
to long ones), pause time, and collision avoidance.

MNs movement can be described as follows: for a node i located in a specific
cell Sp,q , the computation of the next target involves computing SA towards
node i for each set of nodes positioned in different cells. The SA function is
provided in Eq. 8.

SAp,qi
=

∑
j∈CSp,q

mi,j

ω
(8)

Where:
SAp,qi

- the social attractiveness towards the MN i
CSp,q

- the set of the hosts associated to square Sp,q

mi,j - the interaction between two individuals, i and j
ω - the cardinality of CSp,q

(i.e. the number of hosts associated to the square
Sp,q).

The SAp,qi
corresponds to the social attractiveness that a specific set of nodes

has towards the node i. Such attractiveness is a product of the nodes that are,
at a specific moment in time, in such a cell. The Sp,q represents a cell in the
grid, p being the row and q being the respective column representation. The
n parameter denotes the total number of nodes in Sp,q, while wi,j represents
the cost of the association (social attractiveness) of the node j in the cell Sp,q
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towards the node i. This weight is in fact related to the potential time and space
correlation of nodes, which is called social interaction.

The Home-cell Community-based Mobility Model (HCMM) [9], is based on
the social model of the CMM but it presents a different approach to model
movement. In the HCMM, nodes are attracted by their home cell (the spe-
cific community’s cell). The nodes are attracted to places swarmed with other
nodes from their community. Occasionally, they visit other communities and
then return home, so the HCMM reproduces an environment where nodes are
attracted towards places selected from places which are popular among their
friends.

3.3 Hybrid Models

Hybrid models combine various features of human movement, such as its limited
randomness, social ties and daily routines. They try to merge the random and
social models. Since this approach is relatively new, in this section we present
four most interesting propositions of the human movement modelling.

Self-Similar Least-Action Human Walk - SLAW. SLAW [30] is a mobil-
ity model based on traces, where the authors extracted some important fea-
tures from the collected data to define the behaviour of nodes. The pause time
and flight length should represent the truncated power-law behaviour. The way-
points can be modelled by fractal points, assuming that people are always more
attracted to more popular places.

SLAW introduces TLW movement characteristics with heterogeneously
bounded mobility areas and truncated power law intercontact times. The topol-
ogy of the SLAW model is defined by the Delaunay triangulation on the fractal
waypoints using the Brownian Motion generation technique (fBm). After the
waypoints are defined over a 2-D area, the movement of MNs is defined by
the LATP (Least Action Trip Planning) algorithm, where the distance between
all unvisited waypoints is calculated - people choose their destination based on
the distance and tend to visit waypoint nearest to their destination. The way-
points are defined as self-similar, which creates more crowded, popular waypoint
clusters. The authors assign a weight to each cluster, proportional to the total
number of waypoints. Each MN chooses from 3 to 5 clusters randomly based
on a given probability, proportional to these weights. The main objective in the
allocation of weights is the ability to build some sense of community, making the
choice of the same clusters possible for many MNs, with regards that each MN
has its own mobility area, and moves mainly in its boundaries. To increase ran-
domness, each day MN picks additional waypoints from a different cluster, also
respecting from 5 % to 10 % of waypoints in the new cluster. When MN reaches
each waypoint (its destination), it pauses for a period of time which is prede-
fined, considering that the whole trip should be completed in 12 h (T = 12 h),
and that the node comes back to its starting point within this period.
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Working Day Movement Model. While SLAW points out that inter-contact
times can be modelled by a truncated power-law distribution with the power-
law head and the exponentially decaying tail after a certain time, other work
proposes the cut-off period to consist of roughly 12 h. The Working Day Move-
ment Model (WDMM) the authors simulate a real-life situation of the “going to
work-staying at work-going home” cycle. we can see that the exponential cut-
off appears roughly after 12 h, what could suggest the influence of people daily
routines on the inter-contact times. This model can be characterized by three
activities: working, staying at home, evening activities with friends. These three
main activities are connected via the transport submodel. The daily routine is
as follows: each node starts its “life” in a fixed location marked as home loca-
tion. Home is a place which obviously simulates home activities, e.g. the mobile
device stays in one place until the wakeup time. After wakeup, the node trav-
els to work where it spends a certain amount of time (which can be configured
adequately). During the office hours, the node walks short distances along the
office waypoint to simulate movement around the office (this is simulated by an
office activity submodel). After the office hours, the node can choose to par-
ticipate in evening activities or return home. In case of going home, the node
stops at a home location, moves a small distance to simulate entering the home
and stays inside until wakeup. Evening activities are considered group activities
done after work. The node can choose to move to its favourite meeting point,
wait there for all other nodes from a group to join in. The group moves together
randomly. After these activities the group splits and the nodes return to their
home locations. Travelling between activities is done by a transport submodel,
which includes a car, bus or a walking submodel. The node that does not own
a car chooses whether it travels by a bus or walks. The WDMM can be further
improved by additional real-life features such as pause time, clear definition of
a workday/weekend routines, speed variations in all the travel submodels. Also,
if the submodels of vehicular movement are part of the model, it is crucial to
include a set of rules of vehicular movement different than walking (the only
difference in the model is the speed of travelling).

The Hybrid Mobility Model Based on Social, Cultural and Language
Diversity. This hybrid model [27] is based on a framework which integrates
social, cultural and linguistic factors which impact human mobility, including
the temporal and spatial features in the model. The model is based on real
traces obtained from the IEEE INFOCOM 2006 conference [16,21]. The data
was collected using the IEEE 802.15.4 or 802.11 communication protocols and
devices. It includes information about the participant’s nationality, spoken lan-
guage and the number of contacts with other participants. Based on these pieces
of information, the authors created a contact graph which represents forming
of social activities of groups, communities and participants depending on their
social and cultural features. The most common features for MNs are grouped
into clusters that impact human mobility, e.g. demographic information (country
of citizenship and residence, language) and professional information (affiliation,
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area of expertise). The model uses the individual MN’s features and preferences
like the spoken language and citizenship, but also takes into consideration the
influence of high –impact groups (like the most popular language group) on the
mobility pattern. Although the idea of modelling mobility this way is interest-
ing, still it is based on traces obtained from a very characteristic event, like a
conference, and there is no data how such a model relates to everyday situations.

The Real-Life Mobility Model – RLMM. RLMM model [19] tries to give
a representation of natural life cycles of a working human, including the division
on workday/weekend activities, and to simulate basic activities like sleeping,
working, shopping, going to popular places, weekend travels. The model is based
on cycles that are repeated through the whole simulation and are composed of
several states that can exist in a MN’s life. The assumptions made in RLMM
model are consistent with characteristics observed by the authors of WHERE
model [25], which is based on probability distribution drawn from empirical data
from Call Detail Records (CDRs) from cellular network. RLMM’s basic states
are: at-home, at-work, at-popular-place, regular-travel, and alternative-travel.
The model assumes that every MN has a fixed position of work and home, and
that some popular places are defined. The regular travel is executed between
these points with the user-defined pause times and commute distances. The
alternative-travel is used to break the ordinary routine of “life” and add random,
often longer travels to the weekend activity point. Such an approach also gives the
MN’s path the Lévy walk characteristics [17,36,37]. In this model, time is strictly
regulated to assure a cyclic and repetitive behaviour for the whole scenario, e.g.
a real-life scenario where day lasts 24 h and week lasts 7 days. The travel is
realized in a semi-random manner: the goal and source of the travel are known,
however to randomize the travel movement, the RLMM offers a possibility to
add a certain, user defined number of semi-waypoints along the travel path
to avoid generating straight lines. The algorithm chooses a random point in a
rectangle’s diagonal created using two given points – source and destination (the
distance from the source and the new semi-waypoint is user defined; by default
it is 1

4 of the original source-destination distance). Within the created rectangle,
it randomly designates a semi-waypoint, which becomes the new source. The
new rectangle is created within the boundaries of the original one and the new
semi-waypoint is designated recursively until the adequate source-destination
distance is achieved. Such an approach enables us to obtain the curve path with
relatively little deviations from the original direction. The node’s life follows
certain routines repeated through the entire workweek, with some deviations to
implement randomness of the human behaviour.
The standard routine is:

1. Waking up and travelling to work
2. Working
3. Returning home for a short stay
4. Travelling for a short visit in a popular place (pub, mall, etc.)
5. Returning home to sleep.
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During the weekend this routines are a little different:

1. The wake up time is later than usual.
2. The MN can travel to a popular place or a weekend travel place
3. The MN returns home for a short stay.
4. Visit in a popular place lasts longer than in the workweek
5. The MN returns home to sleep.

The weekend location set in a simulation tends to have a longer drive distance
than the standard commute distance done by the MN, which, to some extent,
gives the Lévy walk characteristics to such movement traces. The RLMM model
is based on the WDMM and SLAW. It extends these two models with modi-
fications which more faithfully represent life periodic cycles and differences in
human actions between different days of the week. The RLMM mobility model
can be used in various environments connected with human traces, like wireless
mobile networks, gathering measurement from a distributed system [18], or in
location prediction [46]. The simulation analysis of the RLMM model shows that
it provides more realistic values in the number of created links and the average
link duration than other models which are currently available.

4 Prediction Applied to Cellular Networks

In cellular networks, a layout for the BSs to which the mobile devices are con-
nected must be designed. There are several well established patterns, including
hexagonal (typical for suburban areas), Manhattan (urban) and linear (high-
ways). The possibility of having several connection layers must also be considered,
e.g., microcells as the first choice and macrocells as umbrellas for overflowing
traffic. The problem of the cell borders is related to the layout. For simplicity, it
is possible to consider a network in which each device is covered only by the BS
closest to it. This assumption is simple and allows direct conclusions; however,
it is not realistic. When the radiation patterns and random nature of the radio
channel are taken into account, the borders are not regular shapes and may
change along time (i.e. cell breathing, random fading). This increases the com-
plexity of the analysis significantly; however, it offers realistic results, although
they are more difficult to interpret.

The mobile behaviour of devices within the cellular network can be character-
ized in a variety of ways, with each of them corresponding to a different scenario
and environment. Experimental research has been conducted during the last
two decades to determine the statistical properties of each representative user
class, e.g., public networks, Local Area Networks (LANs), indoors, outdoors,
cars, pedestrians, etc. Depending on the network technology, geographical area
and type of user, it is possible to characterize users’ movements in such a way
that the resulting pattern will be similar to the real one. Mobility models play
a key role in the analysis of planning issues in a cellular network. Knowledge
about the pattern followed by the MNs in a given scenario may help network
planning to guarantee service along the pathway followed by each user.
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The purpose of a cellular network is to provide coverage to moving users while
their connections are transferred between cells. As the user moves, the quality
of the signal received from the current cell may decrease below the acceptable
threshold. This event will trigger the HO procedure [41]. The time needed to
transfer the ongoing communications to the new cell is crucial since if this process
lasts too long, the user may suffer degradation in the quality of the ongoing ser-
vices. In some cases, it may lead to a drop in the communication [24]. This issue
is particularly important for delay-sensitive applications such as video and audio
streaming. Mobility prediction techniques allow the network to be prepared for
the HO in advance (e.g., booking resources for the expected HO in the destina-
tion cell) [43]. Resource demands could fluctuate abruptly due to the movement
of high data rate users. If one can predict requests of bandwidth at a cell, the
overall network performance would improve.

Some research has been targeted to develop models that predict the users’
trajectory, which can be used to allocate resources at the new cell and to aid the
HO process. The technique proposed in [43] uses real-time mobile positioning
information and previous HO locations reported by other nodes in order to pre-
dict the HO event. With mobility prediction, the resources reservation at each
BS can dynamically be adjusted. They demonstrate that reservation efficiency
improves as the knowledge incorporated into the scheme increases. Joshi et al.
[26] aim to exploit the notion of predictability and propose algorithms to achieve
low latencies while minimizing the message overhead. Prediction of users’ move-
ment is also possible using trace data [31]. For HO success, the most important
predictions occur when moving into highly populated cells. Other studies exploit
real traces to analyse the predictability of users’ movements inside the network.
Sricharan and Vaidehi [44] examine real-time mobility traces and identify key
mobility parameters. A generic framework for mobility prediction is described
in [34], where a model is proposed to predict the sequences of user’s paths from
observed sequences.

Structural approaches study mobility through mathematical models that try
to represent human or vehicle mobility. Mobility models play a key role when
planning a wireless network (i.e., resource allocation, location updating, and
channel holding time). The RWP mobility model is simple and has extensively
been used in simulation studies. Kurkowski et al. [29] analyse MANET simulation
studies published in a premiere conference for the MANET community between
2000 and 2005. They found that 66 % of the studies involving mobility used the
RWP mobility model. Despite it has been criticized for not being representative
of how humans actually move, it is still largely used in many studies [1,45]. Rojas
et al. [38] validate the RWP against real mobility data. With small changes to the
distributions used in the model (e.g., non-uniform distribution of the waypoints),
the authors show that it can be used as a good model for mobility in large
geographic areas such as a city. Considering that extracting a mobility pattern
from real traces is complex and, anyway, it would be specific to the environment
and conditions from which it has been extracted, the use of the RWP mobility
model in simulation studies is widely accepted.
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Recently, we provided a detailed description of the analytical framework to
forecast the next cell to which a user moving according to the RWP mobil-
ity model handovers within a certain period of time [49]. The details of the
movement pattern according to the RWP are given in Sect. 3.1. The movement
between two WP is called a leg and its length is represented here by l. The
assumption behind the proposed framework is that the user knows its current
position and the position and time of the last change of speed and direction
(i.e., the last WP). This analysis follows previous research on statistical char-
acteristics of the RWP mobility model (i.e., length and duration of the straight
movement between two waypoints [6], node distribution [23]). By assuming a
symmetrical layout (i.e., any symmetrical layout is valid, e.g. 4 APs providing
coverage to a circular area as presented here), our framework is able to predict
the HO to each APs in a given interval of time. This time interval Δt is short
enough so to guarantee that the node will reach no more than one waypoint
(X (Δt) ≤ 1 ). In this way, the probability of HO in Δt can be written as the
sum of the probability of HO in case a WP is reached during Δt (which we call
Pr{HOa}) plus the probability of HO in case the node does not change direction
and speed during Δt (which we call Pr{HOb}), as shown in Eq. 9:

Pr{HO in Δt} = Pr{X(Δt)=1} · Pr{HO in Δt|X(Δt)=1}+
Pr{X(Δt)=0} · Pr{HO in Δt|X(Δt)=0} = (9)
Pr{X(Δt)=1} · Pr{HOa} + Pr{X(Δt)=0} · Pr{HOb}

The following parameters are considered:

– γj : represents the current angle of direction and vj the current speed.
– Y is the distance between the last WP and the current position (Pt) at time

t (i.e., the distance already travelled at speed vj in direction γj ).
– xt is the distance of Pt from cell boundaries in current direction γj .
– xA is the distance of Pt from whole area in direction γj .

The flow chart in Fig. 1 provides the algorithm used to estimate the proba-
bility of HO, the probability of no HO and the expressions used in each case.
It is easy to understand that Pr{HOb} is easy to evaluate if the geometry of
the layout and the current position, speed and direction of movement are known
(as assumed). A more complex calculation is needed for Pr{HOa}, instead. The
correspondent equations and a brief explanation are given hereafter. Different
formulations can be applied to Pr{X(Δt)=1} or Pr{X(Δt)=0} according to the
geometry (i.e., relationship among xt , xA, and Δt · vj ), as shown in Fig. 1. The
final expression for Pr{HOa} is:

Pr{HOa} =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∫ vj ·Δt

0

Pr{HOa|r} · fR(r)dr if xt � vj · Δt and xt < xA
∫ xt

0

Pr{HOa|r} · fR(r)dr if xt < vj · Δt and xt < xA
∫ xA

0

Pr{HOa|r} · fR(r)dr if xt � xA

, (10)
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Fig. 1. Formulas used to determine the probability of HO and NO HO.

where Pr{HOa|r} represents the probability of HO given that the next WP is at
the generic point S(r) at distance r from Pt , which is reached at the generic time
(t+r/vj ); fR(r) is the pdf of the possible positions S(r). A graphical example of
how to evaluate Pr{HOa|r} in case S(r) = Pt (i.e., r = 0) is provided in Fig. 2.
Two circles can be drawn around S(r), each representing the distance reached in
any direction if the minimum speed (red circle) or maximum speed (blue circle)
is selected. Then, the points falling inside the crown and the area of movement
(black circle) represent all the possible locations that can be reached in Δt ;
those falling outside the coverage of AP1 (black discontinuous line) represent
the probability of HO (green area).

We run simulations to validate the proposed analytical model and to test
the loss of accuracy produced by the necessary simplifications to the analyti-
cal model. The results from the numerical evaluation of the analytical model
and those from simulation are presented for ten different cases in Table 1. For
each scenario, the probability of HO to AP1, AP2, AP3 and AP4 are displayed
(Pr{HO1}, Pr{HO2}, Pr{HO3} and Pr{HO4}, respectively). Values in bold
stand for the probability of remaining in the current cell (i.e., Pr{NO-HO}).
It is shown that the error is always smaller than 2 %.

The importance of this study is twofold. First, it provides a deeper insight
into the statistics of the RWP mobility model, extending previous analysis. This
statistical knowledge provides a better understanding of the interplay of the
mobility pattern with network parameters. Second, and from a more practi-
cal perspective, the HO prediction is useful to manage resource allocation and
reservation strategies. For example, these results can be applied in studies on
allocation strategies for QoS improvement in cellular networks.



104 F. Barcelo-Arroyo et al.

Fig. 2. Area representing the Pr{HOa|r} when S(r) = Pt . At time t, the node is
associated with AP1 (color figure online).

We also applied the model in a simulation study through which the impli-
cations of different HO strategies (i.e., aggressive vs. conservative) and of more
complex radio patterns (i.e., shadowing) can be analysed [48]. Under non-ideal
channel conditions, the HO probability generally increases when the shadowing
effect is taken into account; the shadowing has an effect on the borders of the
current cell which now change over time, thus making higher probable that the
node exits its cell if compared to the ideal channel situation. However, depending
on the geometry, shadowing can result in a “capture effect” in the current cell,
especially when the node is located close to the cell borders. Moreover, it has
been proven that the impact of the HO strategy is stronger in non-ideal channel
conditions [48].

5 Alternative Methods for Simulation of Changes
in Radio Signal Propagation

The transmission performance in mobile wireless networks is determined by two
dominant factors: the bitrate of the communication and the packet loss ratio.
Typically, locations of access points and BSs are given. The locations of clients
are emulated by the mobility model. The radio signal propagation model, such
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Table 1. Numerical and simulation results for the ten cases analysed. Values in bold
stand for the probability of remaining in current cell.

Pr{HO1} Pr{HO2} Pr{HO3} Pr{HO4}
Case Num. Sim. Num. Sim. Num. Sim. Num. Sim.

1 0.83 0.64 98.28 98.76 0.83 0.58 0.06 0.02

2 0.62 0.46 97.43 98.08 0.62 0.49 1.32 0.98

3 70.06 73.80 0.00 0.00 0.00 0.00 29.94 26.20

4 99.90 99.65 0.02 0.0 0.04 0.1 0.04 0.16

5 100 100 0.00 0.00 0.00 0.00 0.00 0.00

6 0.75 0.35 98.46 99.21 0.78 0.44 0.01 0.00

7 20.77 22.02 68.20 70.76 2.04 0.96 8.99 6.27

8 3.78 2.73 90.43 93.66 2.48 1.20 3.31 2.40

9 0.02 0.01 0.14 0.06 18.66 15.06 81.18 84.87

10 63.85 57.00 19.59 25.30 5.35 3.21 11.21 14.50

as Okumura-Hata, together with the MAC layer simulation are used to calculate
the effective data throughput and packet loss rate. We try to simplify this by
creating a model that generates the bitrate and the packet loss ratio directly.
We based our work on the GPS traces gathered from multiple travels along the
same path by the same person. This provides a good representation of the rate
of changes during a typical way to work, or a travel on a predefined path. We
defined some location of the Wi-Fi access points and calculated the distributions
of time in which the client enters the range of the access point and crosses the
borders of areas with different signal levels. To model an effective data rate, the
AP coverage is divided into areas of relatively constant transmission conditions
representing an area in which a specific modulation (and effectively bitrate) is
used. The measured distributions of the passage time per area were matched
with common statistical distributions, and showed to fit into normal distribu-
tion in most cases. In some cases, the location of the AP influences heavily the
distribution of change time, e.g. when an AP is located near the traffic lights,
the change must be modelled using the bimodal or multimodal distribution. The
model can be parameterized to represent such locations correctly. The model is
verified by comparison to the GPS, signal level and transmission rate traces
gathered in the real life conditions.

5.1 Proposed Model of Wireless Network Throughput

We assume that within the area on which a single coding rate is used, a client
is offered a constant throughput which depends only on the packet size and the
number of other clients connected to the same AP. This is a simplification based
on assumptions made already by most of the discrete event simulation models,
such as neglecting the influence of interferences. To determine the data rate
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Fig. 3. Distribution of the passage time of a single coding rate for a client moving
along a straight road in the AP range (a) and for a client moving through a crossing
in the AP range (b).

Fig. 4. Map of a simulated AP with the marked path and points at which the coding
rate changes.

offered to a client, we need to define the moments at which it enters and leaves
the area with a particular coding rate. We used the distances provided in [39].

In the simulation model, we propose the transmission time of a packet is
determined by the client bitrate (which is selected according to the area in
which currently the client is). A guard time representing the MAC layer activity
is added between two consecutive packet transmissions. It is calculated based on
the packet size and the number of clients connected to the same AP, according
to the values provided in [15]. When multiple clients are using the same AP, the
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traffic is served using the round robin scheme, which represents a fair allocation
of radio resources.

To select moments at which clients move into or out of the area with a specific
coding rate, we gathered GPS traces of multiple travels along a single path by
the same person. The GPS traces are used to collect the distribution of passage
time between points in space, which represent the change in transmission con-
ditions (the moments of entering and leaving the area). The points in time have
been selected according to the signal propagation model to calculate the maxi-
mum and minimum distance at which a specific coding scheme is optimal. We
defined some location of the Wi-Fi access points and calculated the distributions
of time in which the client enters the range of the access point and crosses the
borders of areas with different signal levels.

5.2 Sample Results

The measured distributions of the passage time per area were matched with the
common statistical distributions. In most cases they fit into the normal distrib-
ution. In some cases, the location of the AP influences heavily the distribution
of the change time, e.g. when the AP is located near to the traffic lights, the
change must be modelled using the bimodal or multimodal distribution. Such
distributions for a straight road within the AP access are present if there is a
road crossing. They are shown in Fig. 3. The model can be parameterized to
represent elements like road crossing and traffic lights correctly.

The GPS trace represents a typical path taken by a single mobile client.
It provides a good representation of the rate changes during a typical way to
work, or a travel on a predefined path. The sample track that we used in the
simulation, with marked points at which the coding rate changes, is shown in
Fig. 4. It represents a single path for a single client. To model multiple clients
we need to use multiple instances of the same node (it will represent multiple
clients using the same path) or gather GPS traces from multiple clients.

The results for the model showing the coding rate simulated in time for a
sample path is presented in Fig. 5. This is an input for the packet delay model,
which also takes into account the packet size and the number of clients connected
to the same AP and calculates the packet delay.

5.3 Validation of the Simplified Model

To validate the proposed simplified representation of bitrate change, we have
created a discrete event simulation model using the ns-3 environment with the
full representation of layer 2. The simulation consists of 3 Wi-Fi Access Points
and a single client, which was moving according to the GPS trace imported
into the simulation. The Access Points were connected to a PC by a simulated
Ethernet link (using a CSMA NetDevice), which was flooding the client with
packets. The FreeSpace signal propagation was used.

We have collected the Wi-Fi bitrate of packets transmitted in the simulation
and compared it to the bitrate generated by the proposed simplified model.
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Fig. 5. Sample simulation results with the model of the coding rate changes in time.

Fig. 6. Comparison of the bitrate generated by the proposed simplified model (red)
and the bitrate used in the ns-3 simulation (black) (color figure online).

The Fig. 6 shows how both bitrates changed in time for sample simulation run.
In the simplified models, the results provide similar values of the bitrate in time,
however the simulation shows that in some cases the modulation and coding
scheme in Wi-Fi jumps constantly between two values, what is not captured by
our model.

To evaluate quantitatively the difference between proposed simplified model
and the full simulation with radio signal propagation model we have executed
the simulation 30 times for different random seeds over a sample path presented
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Fig. 7. Distribution of difference in bitrate steps between the simplified and full signal
propagation model

on Fig. 4. We have measured at what percentage of time the bitrates provides by
both models match, when they differ by one or more steps. The results presented
on Fig. 7 show that at 80 % of time the simplified model provided values which
were the same or different only by one step.

5.4 Computational Complexity

To evaluate the computational complexity of the model we have implemented
three models representing a node moving along the same path: full simulation in
ns-3 with packet transmission, MAC layer model and radio signal propagation
calculations, simulation with packet transmission through channel with mod-
elled bitrate changes according to the proposed method and calculation only of
the bitrate changes in time within the proposed model. The simulations were
executed 30 times for different random seeds. The average execution time of the
generation of bitrate changes was below 2 s for the sample path presented on
the map, what is shown on the right bar on Fig. 8. The execution of the sim-
ulation with packet transmission over wireless network with emulated bitrate
according to the presented model required on average 16 s to execute, while the
ns-3 simulation of the full WiFi MAC model with signal propagation calculation
required more than 45 s (left bar on Fig. 8). It shows that the simulation that
uses our model is approximately 3 times faster than the traditional method,
and the computational complexity of the bitrate calculation is more than one
order of complexity lower than the calculation of the full client mobility model:
it requires less than 2 s comparing to 29 s required for the calculation of bitrate
using full signal propagation model (calculated as the difference between full and
simplified simulation).
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Fig. 8. Computation time for models with different representation of WiFi bitrate
changes.

6 Conclusions

The problem of mobility modelling is one of the most important parts of the net-
work performance evaluation. Good quality traces are the basis of a network sim-
ulation, thus choosing the adequate mobility model for generating these traces
is crucial. In this chapter, we briefly presented large variety of mobility models
available in the literature. Mobility modelling of mobile devices movement cor-
relates with modelling of a human-like movement and it is still under research.
The Hybrid models proposed in Sect. 3.3 are a good basis for modelling such a
movement in a cellular network environment.

We also discuss two novel approaches to the mobility models: using it to
handoffs optimization and replacing it by a bitrate modelling. In mobile com-
munications, the probabilistic knowledge of the terminals movement and the
subsequent prediction of their position are useful to improve several processes
such as HO and paging and the signalling associated with them. In this chapter,
some advances towards improving these processes have been presented along with
the mobility models for synthetic trace generation. An analytical framework for
the estimation of the probability of a node handoff to its neighbour cells has
been presented. The analysis is useful for simple scenarios, such as RWP mobil-
ity, a simple symmetrical layout, position and time of the last known change in
transition. The model can be generalized to other symmetrical layouts and the
comparison of the analysis and simulation proves the validity of the analytical
framework. The terminal ends up at the expected cell in a significant proportion
of predictions, hence the needed capacity for HO can be correctly reserved most
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of the times. The above-mentioned prediction algorithm needs to be fed with
accurate historical data that reflects the movement and use of capacity by the
nodes.

The statistical analysis of actual bandwidth traces for moving terminals and
the changes of involved available bandwidth can sometimes substitute the actual
traces in simulations. The results presented in this chapter show that changes
of the available bandwidth versus movement of the terminal generally follow the
common probability distributions. The use of such distributions in the simula-
tions leads to more compact simulation models, requiring less computations. In
the Sect. 5 of this chapter the simplified model is presented. It simulates bitrate
changes without the need to perform complex computations (running mobil-
ity and signal propagation models). The use of such a model can significantly
decrease the simulation execution time at the costs of lower accuracy of the
model.
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Abstract. This book chapter introduces the use of Continuous Time
Markov Networks (CTMN) to analytically capture the operation of Car-
rier Sense Multiple Access with Collision Avoidance (CSMA/CA) net-
works. It is of tutorial nature, and it aims to be an introduction on this
topic, providing a clear and easy-to-follow description. To illustrate how
CTMN can be used, we introduce a set of representative and cutting-
edge scenarios, such as Vehicular Ad-hoc Networks (VANETs), Power
Line Communication networks and multiple overlapping Wireless Local
Area Networks (WLANs). For each scenario, we describe the specific
CTMN, obtain its stationary distribution and compute the throughput
achieved by each node in the network. Taking the per-node through-
put as reference, we discuss how the complex interactions between nodes
using CSMA/CA have an impact on system performance.

Keywords: CSMA/CA · Markov Networks · WLANs · VANETs · PLC

1 Introduction

The presence of devices that use the license-exempt spectrum to communicate
is increasing everyday. Those devices range from that of personal and multime-
dia use (including smart-phones, laptops and storage units, among others) to
environment-interactive ones (such as sensors, that gather environmental data,
and actuators, that apply a certain action based on given inputs). In between,
there is also a plethora of heterogeneous mobile objects, such as vehicles and
robots.

Most of those wireless devices access the channel to transmit data using
CSMA/CA, as it offers a good tradeoff between performance and simplicity of
implementation. However, when those devices are nearby placed and share the
same spectrum band, the use of CSMA/CA creates some complex interactions
between their operation, which may also affect their performance. Moreover,
c© Springer International Publishing Switzerland 2014
I. Ganchev et al. (Eds.): Wireless Networking for Moving Objects, LNCS 8611, pp. 115–133, 2014.
DOI: 10.1007/978-3-319-10834-6 7
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those interactions might happen between devices belonging to the same or dif-
ferent networks. For instance, in the former, interactions may occur among two-
hop neighbors in a multi-hop network [1], while in the latter, there may be an
interplay between multiple co-located WLANs belonging to different owners [2].

Analytical models help in improving our understanding of those interactions
and allow us to evaluate their impact on system performance. This knowledge
should yield to the design of more adequate settings (i.e., parameter configura-
tions) and the development of new mechanisms able to ameliorate the negative
effects of such interactions. In this book chapter, we show that CTMN models
are able to capture those interactions and provide accurate predictions of their
effect on system performance.

To illustrate how CTMN can be used to model the coupled operation between
nodes using CSMA/CA, we consider three representative scenarios. For each
scenario, we describe the analytical model that captures the behavior of the
network, obtain the stationary distribution of the CTMN and compute the per-
node throughput. As we discuss in this tutorial, the number of states of the
CTMN depends on the number of nodes, their location, the spectrum band they
use, and the channel characteristics of the scenario under study. Moreover, the
transitions between states are based on the CSMA/CA parameters, such as the
backoff-related settings, the packet size and the transmission rate.

This book chapter is structured as follows. First, we present the basic oper-
ation of CSMA/CA networks, detailing all assumptions considered in this work.
Then, we briefly introduce the required background to understand how the
dynamics of CSMA/CA networks can be modelled using CTMN. After that, we
model three representative scenarios as use-cases. Finally, we conclude the tuto-
rial summarizing the lessons learned.

2 Related Work

The use of CTMN models for the analysis of CSMA/CA networks was originally
developed in [3] and further extended in the context of IEEE 802.11 networks in
[1,4–6], among others. Although the modeling of the IEEE 802.11 backoff mech-
anism is less detailed than in the work of Bianchi [7], it offers greater versatility
in modeling a broad range of topologies. Moreover, experimental results in [6,8]
demonstrate that CTMN models, while idealized, provide remarkably accurate
throughput estimates for actual IEEE 802.11 systems.

Boorstyn et al. [3] introduce the use of CTMN models to analyze the through-
put of multi-hop CSMA/CA networks. They apply these models to study several
network topologies, including a simple chain, a star and a ring network. In [4],
Wang and Kar, extend the work done in [3] by considering also the fairness
between the throughput achieved by each node. Moreover, they connect the
parameters of the CTMN with the ones defined by the IEEE 802.11 standard,
such as the contention window or the use of RTS/CTS frames. They also pro-
vide several approximations with the goal of reducing the model complexity by
using local information only. In [5], Durvy and Thiran, also use CTMN mod-
els to characterize the behavior of wireless CSMA/CA networks and explore



Throughput Analysis in CSMA/CA Networks Using CTMN 117

their spatial reuse gain. Nardelli and Knightly [6] extend previous models to
specifically consider the negative effect of collisions and hidden terminals. They
evaluate several multi-hop topologies and compare the results with experimental
data, showing that CTMN models can provide very accurate results. In [8], Liew
et al. also validate the accuracy of CTMN to model CSMA networks using both
simulations and experimental data. Besides, they introduce a simple but accu-
rate technique to compute the throughput of each node based on identifying the
maximal independent sets of transmitting nodes. Recently, Laufer and Kleinrock
[1] have extended such CTMN models to support non-saturated nodes. Finally,
the CTMN model presented in [1] is used in [9] to evaluate the performance of
a vehicular video surveillance system.

3 CSMA/CA Networks

In this section, we describe the node characteristics and the operation of the
considered CSMA/CA protocol.

3.1 CSMA/CA Protocol

The MAC protocol defines the rules used by nodes to transmit packets to the
channel. The basic principle of CSMA is to listen to the channel before trans-
mitting a packet. In case the channel is detected busy, the transmitter defers its
transmission until the channel is sensed idle again. To avoid that all nodes with
at least a packet pending for transmission collide as soon as the channel is sensed
idle, a collision avoidance (CA) mechanism is introduced. In our case of interest,
the CA mechanism is known as the backoff procedure, and it is basically a timer.

The operation of the backoff timer considered in this work is as follows. The
backoff timer is initialized to a random value every time the node starts a new
transmission attempt. Then, while the channel remains idle, the backoff timer is
decreased until it reaches zero, time at which the node transmits the packet to
the channel. In case the channel is detected busy before the backoff timer has
expired, the node defers the transmission and pauses the backoff timer until the
channel becomes idle again.

We also assume that the backoff countdown is continuous in time, and that
every time it is initialized, an exponentially distributed random value is selected,
with an average duration of E[B] seconds. Therefore, the attempt rate for every
node is equal to λ = E[B]−1, and the potential1 activation epochs (i.e., when a
node starts a transmission) occur as a Poisson process with rate λ.

3.2 Node Characteristics

Each node implements the CSMA/CA protocol previously described. A node
detects the channel busy if the energy level in the channel is equal or higher
1 Potential since the node may be transmitting or overhearing.
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than the Carrier Sense threshold. However, it will only be able to recover the
transmitted data if the energy level has an energy equal or higher than the
Data Communication threshold. Based on both thresholds, the carrier sense
and data communication ranges are defined. In Fig. 1, we can see two nodes
communicating. The green circles represent their data communication ranges,
and the blue ones their carrier sense ranges.

t

AA

BB

Data Comm. range

Carrier Sense range

TA

TB

BA

BB

Fig. 1. Two nodes exchanging data using the basic CSMA/CA protocol. Bi indicates
the duration of a single backoff instance, and Ti the duration of a packet transmission
from node i.

In this work, we assume that the carrier sense range is at least two times larger
than the data communication range. We also assume that the propagation delay
between two nodes inside the carrier sense of each other is negligible.

The Data Communication threshold depends on the transmission rate. It
is defined as the required received signal level to guarantee a certain packet
error probability when a modulation and a coding rate are employed. Here, we
consider that all nodes use a single transmission rate, R, and we assume that the
considered data communication threshold guarantees an error free transmission
regardless the packet size.

All nodes are assumed to be saturated. It means that all nodes have always
packets waiting for transmission, and therefore, after transmitting one packet
successfully, they will try to start the transmission of the next one. All nodes
transmit packets of random size L, where L is a random variable exponentially
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distributed, with average E[L]. Therefore, the duration of a packet transmission,
T = L/R, is also a random variable exponentially distributed, with parameter
μ = 1/T = R/L.

Finally, we assume that in case of collision, the affected nodes are able to
capture the packet received with a higher energy level.

3.3 Spatially Distributed CSMA Networks

Using CSMA/CA, the operation of multiple nodes is coupled if they are inside
the carrier sense range of the other, and use the same channel. This happens
because as soon as they detect a transmission from the other node, they stop
their backoff timer and wait until the channel becomes free to restart it again.

We refer to single-hop networks if all nodes are inside the data communi-
cation range of all the other nodes (i.e., any node can transmit packets to the
desired destination directly). Otherwise, packets directed to destinations that
are outside the data communication range of the transmitter have to be for-
warded by intermediary nodes towards it. In this case, we have a multi-hop
network. Note that in case of multi-hop networks, nodes that can not communi-
cate directly can also interact between them due to the larger carrier sense range
compared with the data communication range, which may cause an undesirable
performance loss.

Finally, nodes from two independent networks can also interact if they oper-
ate in the same band and are inside the carrier sense range of each other. In this
case, we have a coexistence problem, since both networks see their performance
negatively affected.

3.4 Implications

Previous assumptions and considerations have the following implications:

– Collision-free operation between any two nodes that can hear each
other: Given the assumptions of a continuous random backoff and the negli-
gible propagation delay, the probability of packet collisions between two nodes
that can hear each other is negligible.

– Collisions with hidden nodes and capture effect: Since the carrier sense
range is assumed to be at least two times larger than the data communication
range, all nodes that are able to transmit data packets to a target node are
able to listen any on-going transmission directed to it and therefore, they
can defer their backoff countdown accordingly. However, we consider that the
capture effect allows a given receiver to decode the packet directed to it in
case of a collision between hidden nodes. Collisions of that nature can happen
when transmissions of nodes outside each other’s carrier sense range overlap
and one of the intended receivers is located inside the intersection of those
transmitters’ carrier sense ranges.
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4 Continuous Time Markov Network Models

In this section we introduce the Continuous Time Markov Network model, which
is a stylized Markovian model of N nodes sharing a wireless medium.

4.1 Markovian Model: The State Space and Transitions

Define Ω as the collection of all feasible network states, i.e. all subsets of the N
nodes that can transmit simultaneously, and let St ∈ Ω be the network state at
time t. We allow for heterogeneous backoff and transmitting rates, i.e. we assume
that at node i the backoff rate is λi = E[Bi]−1 and the transmitting rate is
μi = E[Ti]−1 = Ri/E[Li]. Then, the transition rates between two network states
s, s′ ∈ Ω are

q(s, s′) =

⎧
⎪⎨

⎪⎩

λi if s′ = s ∪ {i} ∈ Ω,

μi if s′ = s \ {i},

0 otherwise.
(1)

4.2 Detailed Balanced and Product-Form Stationary Distribution

The process (St)t≥0 has been proven to be a time-reversible continuous-time
Markov process in [10]. Therefore detailed balance applies and the stationary
distribution {πs}s∈Ω can be expressed as in a product-form. Indeed, the detailed
balanced relation for two adjacent feasible network states, s and s ∪ {i} ∈ Ω, is

πs

πs∪{i}
=

λi

μi
=

E[Bi]
E[Ti]

. (2)

For conciseness, we denote θi := λi/μi. Relation (2) gives that for any s ∈ Ω

πs = π∅ ·
∏

i∈s

θi, (3)

which, along with the normalizing condition
∑

s∈Ω πs = 1, implies that

π∅ =
1

∑
s∈Ω

∏
i∈s θi

and πs =
∏

i∈s θi∑
s∈Ω

∏
i∈s θi

, s ∈ Ω. (4)

Since the process (St)t≥0 is irreducible and positive recurrent, it follows from
classical Markov process results that the stationary distribution πs for s ∈ Ω is
equal to the long-run fraction of time the system spends in the network state s.

Let xi be the throughput of node i, which is computed as follows:

xi =
E[Li]
E[Ti]

(
∑

s∈Ω:i∈s

πs

)

. (5)
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4.3 Insensitivity

It turns out that for the considered model the stationary distribution π (and
thus any analytic performance measure linked to it, such as the throughput) is
insensitive to the distributions of backoff countdowns and transmission times, in
the sense that it depends on these only through the ratios θi of their means. The
proof of the insensitivity result can be found in [8,11]. The insensitivity property
is crucial since the actual behaviour of a network may not be in accordance with
backoff and transmission times exponentially distributed.

5 Scenarios

We consider three different scenarios to illustrate that CTMN are a suitable tool
to model the interactions between different nodes using CSMA/CA to share the
medium. In detail, the considered scenarios are:

– Vehicular Ad-Hoc networks.
– Power Line Communication networks.
– Multiple overlapping WLANs supporting channel bonding.

All the throughput values plotted in this book chapter have been obtained
analytically (i.e., from (5)). In case the reader is interested in the accuracy of
the model compared with simulation and experimental results, please refer to
the papers included in the Related Work section (Sect. 2).

5.1 Vehicular Networks

Vehicular networks, where vehicles communicate between them, as well as with
APs (called Road Service Units, RSUs), are one of the most challenging scenarios
for achieving an efficient communication due to the high mobility and rapid
topology changes. A general overview of the applications and main challenges of
vehicular networks can be found in [12].

Description of the Scenario. Overtaking on rural roads often becomes dan-
gerous when oncoming traffic is detected by the driver too late or its speed is
underestimated. Recently proposed cooperative overtaking assistance systems,
which are based on Vehicular Ad hoc NETworks (VANETs), rely on real-time
video transmission. In this case, a video stream captured by a camera installed at
the windshield of a vehicle is compressed and broadcast to any vehicles driving
behind it, where it is displayed to the driver. Further details regarding this sce-
nario can be found in [13].

An example of this scenario formed by two groups of cars is depicted in Fig. 2.
The first group formed by cars A, B and C moves from the left to the right, and
the second group, formed by cars D and E, moves in the opposite direction. In
detail, car A sends data to car B, car B sends data to car C, and car D sends
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data to car E. Note that cars C and E do not transmit packets. In this case, we
can consider that the exchanged data corresponds to a video stream generated
by the platoon’s leading car. To illustrate the effect of mobility on the network
performance, two different positions of the cars are considered. The first position
represents the case where both group of cars are approaching each other. The
second position represents the case where the two group of cars are side by side.

Model. In Figs. 3(a) and (b), we show the CTMNs that capture the feasible
states of the vehicular networks depicted in Fig. 2(a) (position 1) and Fig. 2(b)
(position 2), respectively.

Considering first the case in which the cars are in position 1, at the equilib-
rium, the mean fraction of time each state is active (i.e., the stationary distrib-
ution) is given by:

π∅ =
1

1 + θA + θB + θD + θBθD
πA =

θA

1 + θA + θB + θD + θBθD

πB =
θB

1 + θA + θB + θD + θBθD
πD =

θD

1 + θA + θB + θD + θBθD

πBD =
θBθD

1 + θA + θB + θD + θBθD

with θA = λAE[TA], θB = λBE[TB ], and θD = λDE[TD].
However, since all cars have the same λ and μ parameters, we have that

θ = λ/μ. Then,

π∅ =
1

1 + 3θ + θ2
πA =

θ

1 + 3θ + θ2
πB =

θ

1 + 3θ + θ2

πD =
θ

1 + 3θ + θ2
πBD =

θ2

1 + 3θ + θ2

Finally, the throughput achieved by each car is given by:

xA =
E[LA]

E[TA]
(πA) xB =

E[LB ]

E[TB ]
(πB + πBD) xD =

E[LD]

E[TD]
(πD + πBD)

As it can be seen, the throughput achieved by cars B and D is higher than
the throughput achieved by car A. This situation might harm the quality of the
video sent by car A, causing packet losses due to buffer overflow.

Similarly, when cars are in position 2, all of them are in the coverage area of
the others. Then, the mean fraction of time each state is active is given by:

π∅ =
1

1 + 3θ
πA =

θ

1 + 3θ
πB =

θ

1 + 3θ
πD =

θ

1 + 3θ

which results in the same throughput for each car:
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ABC
D E

(a) Cars in position 1

ABC

D E

(b) Cars in position 2

Fig. 2. Two group of cars moving in opposite directions are approaching. In this sce-
nario, the leading car is transmitting a video flow to the cars following it.
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λA, μA

λB, μB

λB, μB

λD, μD

λD, μD

(a) Cars in position 1

∅

A

B

D

λA, μA

λB, μB

λD, μD

(b) Cars in position 2

Fig. 3. Markov network for the vehicular scenario.

xA =
E[LA]
E[TA]

πA xB =
E[LB ]
E[TB ]

πB xD =
E[LD]
E[TD]

πD

Numerical Results and Discussion. In Fig. 4, we plot the throughput
achieved by each car versus the expected backoff duration, E[B]. For all nodes,
the expected duration of a packet transmission is E[T ] = 3 ms, and the average
packet size is E[L] = 8000 bits.

It can be observed that, when cars are in position 1, for very low E[B] values,
car A suffers from complete starvation. Higher E[B] values increase the chances
for car A to transmit, which increases its throughput. However, the throughput of
car A will be always below the throughput achieved by cars B and D. When cars
move to position 2, since all of them are inside the coverage area of the others,
all vehicles achieve the same throughput. This example shows how mobility may
severely affect the network performance.

5.2 Multi-hop Power Line Communication Networks

Power Line Communication (PLC) networks are formed by devices intercon-
nected using electrical wires. Despite being classified as wired instead of wireless
networks, PLC networking has several factors in common with wireless connec-
tivity. PLC channels, as well as in wireless networks, are affected by propagation
impairments and effects like hidden and exposed terminals [14]. These charac-
teristics make the use of traditional medium access protocols for wired networks
not suitable to PLC. In contrast, current PLC standards, such as Homeplug [15]
and IEEE 1901 [16], use a CSMA/CA approach very similar in nature to that
defined in IEEE 802.11 Distributed Coordination Function (DCF).
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Fig. 4. Throughput achieved by each car.

The use of PLC devices is expected to grow in the years to come due to the
recent availability of affordable and off-the-self devices. However, further research
on higher than the physical layer needs to be carried out to fully demonstrate
the capabilities and limitations of this technology. For instance, the evaluation
of multi-hop PLC networks is still an open research area that imposes several
challenges. The analytical framework presented here allows us to give a step
further in this evaluation. Observe that, due to propagation impairments, multi-
hop communication may be needed in certain PLC topologies, where the path
between two communication pairs makes a direct communication not viable.
That is the case of long electrical wires used in grids but also the case of large
or signal-propagation-challenging buildings.

Description of the Scenario. Consider the multi-hop power line network
depicted in Fig. 5, where effective connectivity (not actual wiring) and carrier
sense ranges are depicted. This scenario is representative of a large building
where nodes equipped with PLC modules connected to the mains run data-
intensive applications. It also applies to other deployments, such as outdoors
video surveillance with devices connected to urban furniture with access to the
electrical grid, such as lampposts. In both cases, we assume nodes are not able
to reach the central unit (point at which the data is processed, stored or sent
to a server in the cloud) directly. In contrast, nodes must send their traffic
sequentially using the other nodes in the chain as relays.
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A B C D E Gateway

Comm. range

Carrier Sense range

Fig. 5. Multihop PLC scenario.

We assume here that nodes inside the carrier sense range are able to decode
the delimiter of a frame [15,16] but do not receive data correctly. Thus, they
defer their transmissions when overhearing one and two-hop neighboring nodes.
For instance, when node C transmits, all the other four nodes will sense the
channel busy and will defer their backoff. Node C will only be allowed to transmit
when all the other four nodes are idle, which, as we will see, severely affects its
performance. On the contrary, nodes A and D can transmit simultaneously. The
same applies for nodes A and E, as well as B and E.

We do not consider here sophisticated features of the standard that can
influence the results, such as aggregation, frame bursting, contention free channel
access, arbitration and flow control [15,16].

Model. The feasible states of the considered PLC network can be represented
using the CTMN shown in Fig. 6, where each state represents a group of nodes
that are active simultaneously. For instance, state A means that only node A is
transmitting, while state AD means that both nodes A and D are simultaneously
transmitting. As we can see, the state space of the CTMN is affected by both
the network topology and the carrier sense range.

At the equilibrium, the mean fraction of time each state is active is given by:

π∅ =
1

1 + θA + θB + θC + θD + θE + θAθD + θAθE + θBθE

πA =
θA

1 + θA + θB + θC + θD + θE + θAθD + θAθE + θBθE

πB =
θB

1 + θA + θB + θC + θD + θE + θAθD + θAθE + θBθE

πC =
θC

1 + θA + θB + θC + θD + θE + θAθD + θAθE + θBθE
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Fig. 6. CTMN representing the PLC scenario. We have not represented the transition
rates for the sake of simplicity of illustration.

πD =
θD

1 + θA + θB + θC + θD + θE + θAθD + θAθE + θBθE

πE =
θE

1 + θA + θB + θC + θD + θE + θAθD + θAθE + θBθE

πAD =
θAθD

1 + θA + θB + θC + θD + θE + θAθD + θAθE + θBθE

πAE =
θAθE

1 + θA + θB + θC + θD + θE + θAθD + θAθE + θBθE

πBE =
θBθE

1 + θA + θB + θC + θD + θE + θAθD + θAθE + θBθE
,

with θA = λAE[TA], θB = λBE[TB ], θC = λCE[TC ], θD = λDE[TD], and
θE = λEE[TE ].

From the stationary distribution, we can obtain the throughput achieved by
each node:
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xA =
E[LA]
E[TA]

(πA + πAD + πAE)

xB =
E[LB ]
E[TB ]

(πB + πBD)

xC =
E[LC ]
E[TC ]

(πC)

xD =
E[LD]
E[TD]

(πD + πAD)

xE =
E[LE ]
E[TE ]

(πE + πAE + πBE)

Numerical Results and Discussion. In Fig. 7, we plot the throughput of each
node with respect to the E[B] duration. For all nodes, the considered average
packet size is E[L] = 12000 bits, that results in an average packet transmission
duration of E[T ] = 1359.02 µs using Homeplug 1.0 parameters [15].

We can observe that nodes A and E achieve the same saturation throughput.
As expected, due to the network symmetry, nodes B and D also achieve the same
throughput. Clearly, the network bottleneck is node C. Although not completely
solving the unfair effect, increasing E[B] at all nodes ameliorates its magnitude.
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Fig. 7. Throughput achieved by each PLC node.
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5.3 Channel Bonding in WLANs

Multimedia communications between multimedia devices, such as smart TVs,
high definition video and music players, file storage servers, tablets, and laptops
is one of the scenarios targeted by next generation WLANs. One of the strategies
that can be used to satisfy the performance requirements of those applications in
WLANs is channel bonding, which simply consists on the use of wider channels.
The use of wider channels in WLANs has been considered recently in the IEEE
802.11n amendment [17] and further expanded in the IEEE 802.11ac amendment
[18]. A wider channel is obtained by grouping several 20 MHz basic channels.

While the use of wider channels allows faster packet transmissions [19], it
also increases the chances to overlap with other WLANs. Therefore, it is not
obvious whether the resulting performance is improved compared to the single
channel case.

Description of the Scenario. In Fig. 8, we show a scenario with 5 co-located
WLANs. As it is shown in Fig. 9, WLANs A and B use a single basic channel,
WLAN C uses two basic channels, WLAN D uses 4 basic channels and WLAN E
uses 8 basic channels. We consider that increasing the channel width c times
reduces the transmission time of a packet by the same factor c, i.e., the mean
transmission time of a packet using c basic channels is E[Ti]/c, with E[Ti] the
transmission time when a single channel is used. In other words, we are not
considering the performance loss caused by headers and control frames that are
duplicated in every basic channel.

Model. In Fig. 10, we show the CTMN that captures the feasible states that
represent the dynamics of the group of co-located WLANs shown in Fig. 8. Note
that two WLANs overlap if they share at least one single channel and, therefore,
they cannot be active simultaneously.

At the equilibrium, the mean fraction of time each state is active is given by:

π∅ =
1
φ

πA =
θA

φ
πB =

θB

φ
πC =

θC

φ
πD =

θD

φ
πE =

θE

φ

πAB =
θAθB

φ
πAC =

θAθC

φ
πBC =

θBθC

φ
πBD =

θBθD

φ

πCD =
θCθD

φ
πABC =

θAθBθC

φ
πBCD =

θBθCθD

φ
,

with θA = λAE[TA], θB = λBE[TB ], θC = λCE[TC ]/2, θD = λDE[TD]/4,
θE = λEE[TE ]/8, and φ = 1 + θA + θB + θC + θD + θE + θAθB + θAθC + θBθC +
θBθD + θCθD + θAθBθC + θBθCθD.
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E

Fig. 8. Five co-located WLANs. All APs are inside the carrier sense area of all others.
The channels used by each AP are shown in Fig. 9.
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Fig. 9. Channels allocated to each WLAN.



Throughput Analysis in CSMA/CA Networks Using CTMN 131

∅

A

B

C

D

E

AB

AC

BC

BD

CD

ABC

BCD

Fig. 10. CTMN that represents the multiple overlapping WLANs scenario. We have
not represented the transition rates for the sake of simplicity of illustration.

We can obtain the mean throughput of WLAN i by multiplying the total
time each WLAN is active by the WLAN bitrate, E[Li]

E[Ti]/c , i.e.,

xA = (πA + πAB + πAC + πABC)
E[LA]
E[TA]

xB = (πB + πAB + πBC + πBD + πABC + πBCD)
E[LB ]
E[TB ]

xC = (πC + πAC + πBC + πCD + πABC + πBCD)
E[LC ]

E[TC ]/2

xD = (πD + πBD + πCD + πBCD)
E[LD]

E[TD]/4

xE = (πE)
E[LE ]

E[TE ]/8

Numerical Results and Discussion. In Fig. 11, we plot the throughput
achieved by each WLAN whenE[T ] = 0.1 ms,E[B] = 50 µs, andE[L] = 12000 bits
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for all WLANs. We observe that WLAN B achieves a higher throughput than
WLAN A since it has less contenders. Similarly to WLAN B, WLAN C only
contends with WLAN E. However, WLAN C achieves a higher throughput than
WLAN B, since it uses a channel two times wider. WLAN D achieves the same
throughput as WLAN A in spite of using a channel four times wider. This situa-
tion is known as performance anomaly, and was described in [20] for the case in
which different nodes use different transmission rates. WLAN E uses the widest
channel compared to the other WLANs. However, it is also the WLAN with
more contenders, some of them independent of the others. This situation causes
WLAN E to be inactive for long periods, resulting in the WLAN with the lowest
throughput.
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Fig. 11. Throughput achieved by each WLAN.

6 Summary

In this book chapter we have shown that Continuous Time Markov Networks
can be applied to model CSMA/CA networks. To illustrate how this kind of
models can be used, we have considered them to model three different toy scenar-
ios: vehicular ad-hoc networks, PLC networks and multiple overlapping WLANs
using channel bonding.

For each scenario, we have described the state space and the transitions
between states by drawing its corresponding CTMN. Then, we have computed
the stationary distribution of the Markov network and the per-node throughput.
After that, we have evaluated the network performance, focusing on describing
how the different nodes interact due to the use of CSMA/CA.
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Abstract. Recent advances in wireless technology lead to the possibil-
ity to explore new Internet connectivity models derived from the willing-
ness of the end-user to share some Internet services. These networking
architectures, known as User-centric Networks, introduce the Internet
end-user as an active network controller, as part of the devices used in
user-centric networking are devices carried and controlled by Internet
end-users. The devices that are owned by end-users are portable, have
limited storage as well as are limited in terms of battery capacity. Due
to this, user-centric networks exhibit topological variability as the net-
work dynamics follow a human tendency related with the willingness to
share resources. In such context it is relevant to consider that routing
approaches require robustness in regards to the limited energy capabil-
ity of the devices. This is the topic addressed in this chapter, namely,
how to keep current multihop routing approaches and yet provide them
with features that make the network lifetime increase, based on energy-
awareness concepts. The chapter covers notions and concepts concerning
multihop routing energy-awareness; shows how to develop and how to
apply energy-awareness in the most popular multihop routing protocols,
providing also input concerning performance evaluation, as well as realis-
tic specification that can be used in operational scenarios, showing that
the proposed approaches are fully backward compatible with current
solutions.

Keywords: Multihop routing · Energy-efficiency · User-centric networks

1 Introduction

Nowadays, the highly nomadic lifestyle that Internet users experience, the stron-
ger entanglement between society and technology and advances in wireless
technology such as Software Defined Radio (SDR) and Wireless Fidelity (Wi-Fi),
gave rise to new types of portable devices and connectivity models, e.g., User-
centric Networks (UCN) [26,29]. Examples of such environments can be a
network formed on-the-fly after a disaster of some nature, or even a munici-
pality network where end-user devices share Internet access, e.g. FON [10].

In contrast to traditional Internet routing scenarios (be it based on wireless
or wired technologies), these new user-centric scenarios pose different forwarding
c© Springer International Publishing Switzerland 2014
I. Ganchev et al. (Eds.): Wireless Networking for Moving Objects, LNCS 8611, pp. 137–156, 2014.
DOI: 10.1007/978-3-319-10834-6 8
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and routing challenges, due to their underlying assumptions, namely: (i) end-user
devices may behave as networking nodes; (ii) nodes have a highly nomadic behav-
ior; (iii) data is exchanged based on individual user interests and expectations;
(iv) control and management requires decentralized and distributed solutions.

These UCN networking architectures rely on the interconnection of end-user
equipment as a way to extend capillarity. Moreover, these networks rely on the
development of Internet connectivity based on end-user, portable devices, thus
considering heterogeneous nodes (in terms of energy consumption, for instance)
and the topology exhibits high variability as nodes tend to disappear and appear
in the network, based on their carriers interests and behavior. Such devices are,
however, limited in terms of battery. Yet, in terms of routing, these environments
rely on the most popular approaches for wireless networks, which do not consider
energy-efficiency as a parameter related with Quality of Service (QoS) or Quality
of Experience (QoE).

As user-centric wireless environments rely on traditional multihop routing
approaches, it is essential to consider ways to extend such routing with more
robustness in terms of energy-awareness, with the motivation to increase net-
work lifetime as a way to counter back the topological variability that is due to
part of the devices being carried and/or controlled by the Internet end-user. In
such context this chapter is dedicated to a debate on ways to improve energy-
awareness in multihop routing.

The chapter is organized as follows. Section 2 provides notions and termi-
nologies required to understand the different dimensions of energy-awareness in
networking, in particular in wireless networks. Section 3 explains how to address
energy-awareness while keeping backward compatibility with current shortest-
path routing approaches. It also proposes a new set of routing metrics which
provide nodes with an energy-aware ranking based on existing notions such as
energy consumption models, energy capacity of a node, as well as residual energy
of a node [13].

In terms of performance, Sect. 4 discusses and validates energy-aware routing
metrics which can be applied to any available routing protocol. Such metrics have
been validated in the context of the Ad-Hoc on-demand Distance Vector (AODV)
protocol [21] and of the Optimized Link State Routing (OLSR) protocol [6], and
the performance evaluation shows that the metrics significantly improve network
lifetime, without incurring significant penalties in terms of network operation.

The chapter also contemplates Sect. 5 dedicated to an analysis concerning
implementation aspects namely a routing architecture specification for energy-
aware metrics which is an Internet Draft to the ROLL working group [15]. We
conclude in Sect. 6, providing guidelines for future research in the context of
energy-awareness in multihop routing.

2 Background

With the advent of Web 2.0 and the rise, both in variety and in coverage, of wire-
less technologies and user-friendly devices, there is a change in terms of Internet
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user behavior: the user is becoming more than simple consumer of services, to
have roles where he/she shares or even provides networking services. Sofia and
Mendes [26] describe new user-centric communication models, in which the user
is not only a consumer but also a provider of communication opportunities (user
empowerment) and alerts to the need to consider user-centric communications
as part of an Internet of the future. This chapter considers the models with
a specific focus on user-centric routing. Since most of the users are currently
connected by means of wireless links, it is important to investigate algorithms
and metrics to increase reliability and performance over multiple paths dynamic
wireless networks: (i) multi-path due to wireless diversity; (ii) dynamic due to
users’ behavior.

In what concerns multihop routing, the most popular approaches such as
AODV and OLSR have been engineered to sustain better QoS but not dynamic
node movement. A line of work has addressed this need based on the definition
of metrics that make a network more robust by taking into consideration link
duration. Chama et al. [3] provide an extensive analysis on parameters capable
of tracking a few aspects of mobility in routing protocols as a way to derive
metrics that can be applied to multihop routing approaches, to make them more
sensitive to node movement and hence, reduce the need for path recomputation.

A relevant aspect addressed in related literature concerns the capability to
allow the network to expand based on heterogeneous and portable devices. These
are often carried and transported by humans. In regards to reducing the energy
consumption in mobile devices, there have been efforts in physical and data link
layers as well as in the network layer related to the routing protocol as has been
detailed by Oliveira Junior et al. [13]. Most of the related proposals consider
energy-efficiency from an engineering perspective, i.e. extensions of the existing
on-demand and link-state routing make modifications in the protocols to devise
energy-awareness.

One of the major assumptions in UCN and for which routing has to be
prepared is the intermittent characteristic of wireless connectivity. This inter-
mittent behavior may occur in sparse networks such as in small villages, rural
areas, or disaster areas, as well as in dense urban networks. In the latter case,
intermittent connectivity may be due to wireless interference. Ad-hoc routing
protocols such as AODV and OLSR assume that a complete path always exist
between a source and a destination, and try to discover minimum cost paths.
This means that such protocols are useful for networks with low to medium
dynamics. While in UCNs the movement of nodes follows their owners behavior -
human movement patterns -, behavior that may lead to situations where some
end-to-end paths may not be temporarily suitable for communication. A family
of algorithms (e.g. epidemic, gossip, greedy) tries to make use of user mobility
to route information in loose connected graphs, as the ones provided by end-
users. The primary focus of this family of algorithms is to increase the likelihood
of finding paths, using only information about spontaneous local connectivity.
However, such algorithms are agnostic to the status of the network in terms of
connectivity (potential contacts), storage and queuing capability of nodes and
bandwidth capability of links. Their final goal is only to increase the probability
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that a message is really delivered to its destination. A more realistic scenario for
user-provided networks is the one in which: (i) most of the nodes have resource
constraints, and (ii) local connectivity may also be predictable or scheduled (e.g.
connectivity provided every day while driving to work). However, routing solu-
tions for these UCN communication scenarios have received little attention to
date. The needed investigation should analyze the trade-off between delivery
probability and resource usage: for instance, distributing messages to a few or
large number of nodes will increase the probability of delivering a message to its
destination, but in return, more resources will be used.

2.1 Energy-Efficiency in Multihop Routing

Multi-hop routing has been extensively analyzed and optimized in terms of
resource management, but in terms of energy efficiency there is a lack of a thor-
ough analysis in wireless environments. On the other hand, there is considerable
related work in the fields of energy efficiency and energy awareness for sensor
networks. Even though it is relevant to consider the results achieved in such
networks, there are specific requirements of UCNs which make energy awareness
and efficiency problems that are not trivial to be solved. Firstly, UCN nodes
are heterogeneous in terms of resources such as battery capacity. Secondly, such
nodes exhibit frequent movement and are also expected to frequently join and
leave a network.

Routing in UCNs can be adjusted to be energy-aware. In our work we have
considered organic ways to make multi-hop routing more flexible, namely, the
inclusion of energy-aware routing metrics in current multihop solutions.

Single-source shortest-path routing is the basis for today’s Internet routing,
independently of the type of technology. Routing is here defined as a process of
computation of one or several possible paths in a network of nodes between a
specific source and one or several destinations. Such paths serve the purpose to
allow information transmission between source(s) and destination(s) in an opti-
mal way, according to pre-defined optimality criteria. Routing can therefore be
seen as a control plane process with the following components: topology discov-
ery, path computation, path selection and storage, and topology maintenance.
Routing components belong to the control plane. Data forwarding belongs to
the data plane.

The objective of single-source shortest-path computation approaches is to
find the shortest path from a single source vertex to all other vertices in a graph.
For the specific case of single-source shortest-path routing in Internet, there are
currently two main family of algorithms applied: the Dijkstra algorithm and
distributed Bellman-Ford algorithm. Both Dijkstra and Bellman-Ford compute
solutions to single-source shortest-path problem, and both use the technique of
relaxation. The Bellman-Ford can solve with some edges with negative weight,
Dijkstra is only positive weight, however if there is a negative cycle there is no
shortest path. The running time of Dijkstra, even in simplest implementation,
is better than Bellman-Ford. The distributed Dijkstra has been widely used in
routing protocols, being its protocol formulation the Link State (LS) family.
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Bellman-Ford is also widely implemented, being its protocol counter part the
Distance Vector (DV) family. In the Internet and specially addressing IP, the
most solution are either based in DV and LS family.

Multihop ad hoc routing protocols can be classified in two groups: reactive
and proactive protocols. Reactive protocols find a route on demand by flooding
the network with route request packets. The main disadvantages of such algo-
rithms are: (i) high latency time in route finding; (ii) excessive flooding can lead
to network clogging. Proactive protocols maintain a fresh list of destinations and
their routes by periodically distributing routing tables throughout the network.
The main disadvantages of such algorithms are: (i) respective amount of data
for maintenance; (ii) slow reaction on restructuring and failures.

2.2 Energy-Aware Routing Metrics

Specifically attempting to make multihop routing more flexible, several authors
have explored new metrics having in mind different types of optimization, e.g.
reduction of energy spent across a path, on the global network. We overview the
prior-art for the last years and we find out that there are few work specifically on
pure energy-aware routing metrics, i.e., which consider only energy or battery
parameters to design a metric. Our work focus on pure energy-aware routing
metric.

Within this context, to minimize the energy consumed using transmission
power as metric, the Minimum Total Transmission Power Routing (MTPR) app-
roach [4], was developed to minimize the total transmission energy consumption
of nodes in an acquired route, for ad-hoc scenarios where nodes are static and
attempt to optimize the network lifetime. We can refer as a minimum energy
route. MTPR prefers routes with more hops having short transmission ranges
to those with fewer hops but having long transmission ranges and increases end-
to-end delay. Since MTPR does not consider the remaining energy of nodes, it
may not succeed in extending the lifetime of each node. MTPR still considers a
shortest path routing, homogeneous nodes in network and mainly makes deci-
sions of routing (choose a path) under the perspective of the sender’s node, i.e.
using the transmission power (Tx Power) of the node.

Addressing energy conservation, considering the remaining battery capacity
the Maximum Residual Energy Routing with Reverse Energy Cost (MREP) pro-
posal [32] attempts to keep residual energy at a maximum after a packet is sent.
Their approach is applicable when delay is a lesser concern than global network
lifetime and has as main performance parameter energy conservation.

Attempting to understand optimal properties that multihop routing should
globally consider, C. K. Toh provides a relevant overview [27] of different routing
properties to consider, being one of them efficient utilization of battery capacity.
In this work, the author also addresses the performance of power-efficiency in
ad-hoc mobile networks by analyzing four approaches which have as common
goal to select an optimal path, being the optimum the minimization of the total
power required on the network (across all nodes) and also the maximization of
the lifetime of all nodes in the network. The author analyzes MTPR against the
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Minimum Battery Cost Routing (MBCR) and the Min-Max Battery Cost Rout-
ing (MMBCR) [25] approaches. The author shows that the three approaches
fall short in terms of guarantees that the minimum total transmission power
paths will be selected under all circumstances. Hence, as workaround the author
proposes a Conditional Max-Min Battery Capacity Routing (CMMBCR) which
considers battery capacity as a route selection metric. When all nodes in some
possible routes have remaining battery capacity above a threshold, a route with
minimum total transmission energy is chosen among these routes. The CMM-
BCR does not guarantee that the nodes with high residual energy will survive
without energy breakage even when heavy traffic is passing through the node.

A more relevant metric to consider assuming that scenarios may involve het-
erogeneous nodes (in terms of battery) is the Drain Rate (DR) of a node [19].
DR is a metric that measures the energy dissipation rate (speed of energy con-
sumption) in a given node. Each node monitors its energy consumption caused
by the transmission, reception, and overhearing activities (in number of bits) and
computes the energy drain rate. This metric is then used to predict the lifetime
of nodes according to the current traffic conditions. Combined with the value
of residual energy, the authors derived the Minimum Drain Rate (MDR) app-
roach, which extends both node battery life as well as the connections lifetime
by evenly distributing energy expenditure across all nodes. As a follow-up of this
work, the authors propose the Conditional Minimum Drain Rate (CMDR) [19]
which adds up to the previous work the minimization of the total transmission
energy consumed per packet.

The most recent work on this topic in which the IETF WG ROLL recently
proposed as standard is the RFC 6551 [30] which describes a set of link and
node routing metrics and constraints, from which the node energy issue is one of
them, being suitable for improving routing protocols for Low Power and Lossy
Networks (LLNs). In this context, Karkazis et al. [18] design a set of primary and
composite metrics for RPL protocol which a energy-aware metric is one of them.
The energy metric is expressed as the ratio between the maximum initial energy
and the current energy value of a node, i.e., the remaining energy percentage.
Still in this context, the authors of [17] have discussed the energy-based routing
metric to apply in RPL. They have used the node residual energy estimation on
a scale of 255 (full) to 0 (empty) in order to represent the node energy level.
For path computation, a cost as the minimum node energy level captures the
energy-based path weight.

Moreover, the metrics are mostly used as node selection metric and incorpo-
rated into the specific protocol operation.

3 Energy-Awareness in User-Centric Networks

UCNs integrate the end-user connected to the Internet by means of a variety of
broadband access technologies, which the final segment is provided by a number
of short-range technologies, among which Wi-Fi is a solution [1,29]. UCNs can
also be seen as a subset of LLNs [8]. In such environments, the majority of devices
are multimedia capable with strong limitations in terms of energy capabilities.
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Hence, energy efficiency is a key aspect since wireless enabled mobile devices
are heterogeneous in terms of battery capacity and energy consumption. By
devising routing metrics to assist multihop routing protocols in becoming more
efficient without adding too much operational complexity, one is improving the
overall notion of energy aware networks.

Multihop routing solutions available today can be extended to integrate fea-
tures that increase their flexibility concerning route selection, to counter back
the topological variability that is increasing due to the application of myriads
of wireless moving objects, in spontaneous deployments. Hence, the idea behind
our work is to consider energy-aware routing metrics that can provide stability
to current routing approaches, being such stability defined as improvement of
the network lifetime and at the same time ensuring at least the same network
performance.

3.1 Power Consumption Models

Concerning the source node perspective, there are three main modes of energy
expenditure. A node is in Transmit mode when transmitting information. Hence,
Transmit Power (Tx Power) for a node corresponds to the amount of energy (in
Watts) spent when the node transmits a unit (bit) of information. A node is
in Receive mode if it is receiving data. Hence, Reception Power (Rx Power) for
a node corresponds to the amount of energy (in Watts) spent when the node
receives a unit (bit) of information. Particularly for the case of 802.11, there are
two additional states a node may be at. When not receiving or transmitting,
the node is still listening to the shared medium (overhearing) and is said to be
in Idle mode. When the node is not overhearing, then it is said to be in Sleep
mode. In this mode, no communication is possible but there is still a low-power
consumption. The way a node spends energy is based on an energy consumption
model, which dictates how much energy (how many units) are spent for each
mode per unit of data (transmitted, received, overheard).

Power consumption values are usually provided in the respective Network
Interface Card (NIC) manuals or available on manufacturer websites. There are
some recents work on power consumption measurements either for laptops and
smartphones such as [24,31]. Table 1 shows some power consumption values of
actual NICs with multimode (802.11 a/b/g/n) support provided by the vendors.
We highlight that the most used Wi-Fi chipset for smartphone is the Broadcom
BCM 4329, which is used in several popular smartphones from manufacturers
like Samsung, Apple, HTC, Motorola and Google Nexus S.

An energy consumption model refers to the energy consumed by a node. In
our work we have considered the model provided by Feeney and Nilson [9] which
presents a general model for per packet energy consumption, i.e., energy spent
by a node when it sends, receives, or discards a packet. The model considers the
energy cost associated with each packet from a single node perspective and can
be described using the linear Eq. 1:

Energy = m ∗ size + b (1)
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Table 1. Power consumption of NICs for multimode IEEE 802.11(a/b/g/n) standards.

Device (NIC)
Power (mW)

Transmit Receive Idle Sleep

Intel Wi-Fi Link 5300 801.11n (MIMO 3 antennas) 2100 1600 1450 100

Intel Wi-Fi Link 5300 801.11n (MIMO 2 antennas) 1990 1270 1130 100

Intel Wi-Fi Link 5300 801.11n (1 antenna) 1280 940 820 100

Intel PROset/Wireless Wi-Fi Link 4965AGN 1450 850 800 60

Cisco Aironet Wireless PCI Adapter AIR-PI21AG-E-K9 1828 1049 669 20

D-Link Wireless G PCI Adapter DWA-510 1485 858 786 49

Agilent Current Drain Analysis WLAN Network Card Test 1188 1138 1108 70

Sparklan 802.11n draft Mini-PCI Module WMIR- 215GN 1221 990 627 unspecified

PCIe mini card wireless LAN module WMPCIE- V01-R20 2013 1112 730 unspecified

Broadcom BCM4329 802.11a/b/g/n 1240 810 697 unspecified

where m and b are linear coefficients that must be experimentally derived and
that vary depending on the type of operation, and where size is measured in
bits.

However, a recent work [11] provides an experimental investigation of the per-
frame energy consumption in IEEE 802.11 devices. The authors also proposes a
new energy consumption model claiming that traditional models either neglect
or amortize energy costs component in a fixed baseline cost. This model can be
analyzed for considerations in future work. Gomez and Riggio [12] recently have
been worked in power consumption measurements and energy savings for IEEE
802.11 standard.

3.2 Novel Energy-Aware Multihop Routing Metrics

Based on the notion that wireless capable nodes are heterogeneous in terms of
energy capacity we have discussed and validated several metrics, summarizing
the most relevant ones in this section [13]. Initially, we have proposed heuristics
which consider an energy-awareness ranking of node based on idle times, which
a node provides a ranking in terms of the node robustness to optimize the node
lifetime as well as the global network lifetime. Then, a second heuristic we have
considered the impact of node degree history for ranking the node to extend the
lifetime.

Energy-Awareness Node Ranking (ENR). Based on the notion that in
UCNs nodes are heterogeneous in terms of energy capacity ENR explores the
fact that nodes that have been in idle mode for the majority of their lifetime,
and that still exhibit a good estimate for their future energy level are the most
adequate candidates to constitute a shortest-path.

In ENR we estimate how much of its lifetime has node i been in idle mode,
to then provide an estimate towards the node’s future energy expenditure, as
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this will for sure impact the node’s lifetime. Such periods are the ones that are
expensive to i in terms of energy. Hence, we consider the total period in idle
time, tidle over the full lifetime expected for a specific node, which is given by
the elapsed time period T with the estimated lifetime of the node, as provided
in Eq. 2. The estimated lifetime C(i) provided by Garcia-Luna-Aceves et al. [19]
have considered the ratio between residual energy and drain rate which can
capture the heterogeneous energy capability of nodes.

ENR(i) =
T − tidle

T × C(i)
(2)

ENR is therefore a node weight which provides a ranking in terms of the
node robustness, from an energy perspective, and having as goal to optimize the
network lifetime. The smaller ENR(i) is, the more likelihood a node has to be
part of a path.

Energy-Awareness Father-Son (EFS). Based on ENR, we consider in this
work the Energy-awareness Father-Son (EFS) metric, which considers a compo-
sition of the ENRs of both a father and successor nodes, as specified in Eq. 3.

EFS(i, j) = ENR(i) × ENR(j) (3)

EFS provides a ranking which we believe is useful to assist the routing
algorithm to converge quickly in particular in multipath environments, as the
selection on which successor to consider shall be made up from, by the father
node. The goal is, similarly to ENR, to improve the network lifetime without
disrupting the overall network operation. Hence, the smaller EFS(i, j) is, the
more likelihood a link has to become part of a path.

The time instant when the route is selected could not better represent the
right behavior of the metric in that time. Due to those characteristics of the
metric, which can oscillate when the instant in time to select the path, it is
adequate to consider that the metrics to be applied should integrate some history
concerning prior behavior. To prevent adding too much status, one possibility
is to consider a formula based on an Exponential Moving Average, providing
more weight to the most recent events, as provided via Eqs. 4 and 5, where the
coefficient α represents the degree of weighting, which we are using 0.3 in order
to gives 70 percent of priority to the new calculated values.

iENR(i) = (1 − α) × iENR(i)t + α × iENR(i)t−1 (4)

iEFS(i, j) = (1 − α) × iEFS(i, j)t + α × iEFS(i, j)t−1 (5)

The coefficient α represents the degree of weighting, which has been tested
exhaustively under different conditions [16].

The line of thought considered in the development of our energy-aware met-
rics is that the principle of shortest-path computation must be kept. Instead of
hop-count, a metric that can provide an energy expenditure cost to a node is
considered.
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4 Performance Aspects

The sets of metrics described in Sect. 3, as well as variations, have been validated
via discrete event simulations in the context of both AODV and OLSR. Opera-
tionally, these two protocols have a very different behavior, and applying global
metrics to them independently of the protocol behavior is not trivial. However,
from an energy-aware perspective, it is possible to do so, by considering that
both families rely on shortest-path computation.

We also have evaluated the metrics with history against the ENR, EFS and
hop count approaches. We have considered a study [2] of how mobile users inter-
act with batteries to define the energy parameters. Our motivation was to ensure
that validation is as realistic as possible.

We have considered the UM-OLSR implementation for NS-2 provided by
[23] and default AODV modules. These modules have been changed to reflect
the required changes detailed in next sections, being the code publicly available
here [14].

4.1 Performance Metrics

The results analyze the benefits in terms of network lifetime. We define network
lifetime as the time period since a topology becomes active up to the moment
it becomes disconnected, from the perspective of destination nodes. In other
words, such time period is counted since the topology becomes active, until a
destination cannot be reached by any of the available sources in the topology.

Even though we analyze benefits in terms of network lifetime, we also want
to understand the impact of the metrics on the overall network performance. For
that, we consider additional aspects depending on the employed case: (i) average
end-to-end delay, the time a packet takes between source and destination, com-
prising propagation and queuing delay. The end-to-end delay is computed per
destination and then averaged across all destinations; (ii) average throughput,
the average number of bytes reaching destination nodes, measured in Kbps. The
results presented correspond to the average throughput in the network, which
is computed first per destination and then averaged across all destinations in
the network; (iii) average packet loss, the percentage of packets that does not
reach the destination. Average packet loss corresponds to the number of packets
dropped between source and destination, averaged across all of the destinations.
To generate sound statistical results we relied on the Akaroa2 tool. All results
have been computed within a 95 % confidence interval.

4.2 Implementation Aspects

We have used the reserved field of the control messages to include the energy-
aware cost and then use it to determine the shortest path instead of hop count as
in both AODV and OLSR (here referenced as AODV-native and OLSR-native).
We have called AODV-ENR and OLSR-ENR the protocols running the ENR
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Table 2. Scenario parameters.

Scenario I II

Area 600m x 600m 2587m x 2347m

Number of nodes 25 20

Movement static human behavior

Node speed — 1 m/s

Simulation time 1000 sec 24 h

Energy parameters heterogeneous heterogeneous

Traffic model Poisson (VBR) Poisson (VBR)

Average packet size 512 bytes 512 bytes

Sending rate 128 Kbps 128 Kbps

Number of flows 4, 8 and 12 4, 8 and 12

metric, and for the EFS metric, we referenced them as AODV-EFS and OLSR-
EFS. For the improved metrics, we have called AODV-iENR and OLSR-iENR
the protocols running the improved iENR metric, and for the improved iEFS
metric, we referenced them as AODV-iEFS and OLSR-iEFS. All approaches
exchange HELLO messages every two seconds.

We have implemented the energy consumption model provided by [9] on the
networking nodes which consider the energy expenditure of the transmission,
reception, and idle modes.

4.3 Experimental Environment

We have considered the NS-2.34 default physical layer parameters with TwoRay-
Ground propagation model. The scenarios are Wi-Fi based autoedited with
802.11 g parameters.

We have then considered two scenarios. The first scenario is a controlled
random topology, where we consider the parameters described in Table 2
(Scenario I). The second scenario considered is derived from real data traces
collected in North Carolina State University (NCSU) [22], where the parameters
have been set as provided in Table 2 (Scenario II), from the traces. The NCSU
comprises human mobility trace data of students enrolled on the computer sci-
ence department who share common interests.

The rationale for those scenarios, as previously described, is to understand
the behavior of the proposed metrics considering a controlled random topologies
in different square area (i.e. dense and sparse scenarios), and a traces based
topology as an example of user-centric environment closest to reality as possible.

There are some studies on how mobile users interact with batteries such as
described in [2,7]. The main goal is to understand how users deal with limited
battery lifetime on mobile devices according to the human habits.

Banerjee et al. [2] have conducted a systematic user study on battery use and
recharge behavior on both laptop computers and mobile smartphones. This study
has concluded that (i) most users recharges their devices when the battery has
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a large percentage of energy left, (ii) most recharges are driven by user context
such as location, (iii) recharges usually occur when the battery level is much
higher than an empty battery, and (iv) there are significant variations among
users patterns and mobile systems.

We have followed the Banerjee et al. findings to define the energy parameters
of mobile devices. The rationale for this choice is to better represent the wire-
less heterogeneous user-centric environment across different scenarios based on
previously studies.

As study suggest, there are significant differences between laptop and mobile
phone charging patterns. Laptop users tend to use a larger portion of their energy
and they encounter low battery scenarios more commonly than mobile phone
users. Hence, we have divided all nodes into two groups, in order to represent
for instance the mobile smartphones and laptops.

4.4 Network Lifetime

All of the nodes of the described topologies have been set with initial energy
levels picked up randomly but, for group 1 considering circa of 50 % of nodes
having more than 70 % of energy level, and for group 2 considering circa of 50 %
of nodes having between 20 % and 70 % of energy level. In order to represent
the behavior of users shutdown the device and/or the battery is empty, we have
also randomly picked up on and off periods of nodes, but ensuring that circa
15 %–30 % of nodes go down and then come up after 20 %–30 % of simulation
time. The on and off periods repeats after 70 %–80 % of simulation time. The line
of thought considered was to create a more real scenario, where there is more
variability in terms of devices, energy levels, recharging, energy consumption
(due to traffic fluctuation), and also due to path availability.

Figures 1 and 2 show the average network lifetime for the different approaches
regarding scenario I and II. Concerning scenario I (Figs. 1(a) and 2(a)), we show
results for the metrics applied to both AODV and OLSR routing protocols. Con-
sistently, and independently of the number of flows, both iENR and iEFS result
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Fig. 1. Network Lifetime for AODV.
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Table 3. Network lifetime improvement.

Against native hop count approaches Against ENR and EFS metrics

Scenario I II I II

Flows 4 8 12 4 8 12 4 8 12 4 8 12

OLSR-iENR 26.4% 26.9% 23.3% 29.3% 29.3% 33.2% 3.9% 3.8% 3.3% 3.5% 3.1% 3.0%

OLSR-iEFS 30.2% 29.7% 27.6% 38.4% 37.9% 37.6% 4.3% 5.2% 3.9% 5.0% 4.8% 4.3%

AODV-iENR 13.3% 11.0% 10.5% 19.5% 20.1% 22.8% 3.6% 3.5% 3.6% 4.0% 3.8% 3.7%

AODV-iEFS 15.9% 16.4% 13.7% 28.6% 27.8% 30.6% 3.4% 3.6% 3.5% 4.4% 4.1% 4.0%

in a slight better performance than ENR and EFS, in what concerns network life-
time. However, all metrics outperforms the native hop count approaches around
15 % for AODV and around 30 % for the OLSR. When looking at Scenario II
(Figs. 1(b) and 2(b)), despite the change of network lifetime unit (seconds to
hours), the results still hold, thus corroborating that the improved iENR and
iEFS metrics result in significant benefits in what concerns network lifetime.

To better understand the magnitude of the improvement, Table 3 shows the
relative improvement of network lifetime, which the improved iENR and iEFS
metrics archive 3 %–5 % of gain comparing to ENR and EFS metrics. We believe
this is due to the stable computed values by the metrics using history selecting
a robust path.

Independently of the results, a slight improved of iENR and iEFS can be
considered since it does not requires additional implementation aspects.

4.5 End-to-end Delay, Throughput and Packet Loss

As our main goal is to extend network lifetime without penalizing the network
operation, Table 4 provides the relative diference of the iENR and iEFS metrics
for the different approaches considering the average end-to-end delay, throughput
and packet loss.
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Table 4. End-to-end delay, throughput and packet loss improvement against native
hop count approaches.

Metric End-to-end delay improvement Throughput improvement Packet loss improvement

Scenario I II I II I II

Flows 4 8 12 4 8 12 4 8 12 4 8 12 4 8 12 4 8 12

OLSR-iENR -23.0% -17.5% -7.0% -24.9% -10.1% -14.7% 0.7% -1.9% 0.2% 0% -0.1% 0% 0.9% -1.2% 0% -1.3% 0% 0.1%

OLSR-iEFS -14.5% -8.5% -5.2% -19.7% -7.2% -10.3% 1.0% 0.9% 0.3% 0% -0.1% 0% 1.7% -1.0% -0.5% -1.0% -0.1% 0.4%

AODV-iENR 5.0% 4.9% 1.0% 9.1% 2.6% 2.8% 1.5% 3.7% 6.8% 2.9% 7.5% 2.6% 2.5% 6.9% 6.1% 12.3% 3.3% 1.6%

AODV-iEFS 5.5% 6.2% 2.7% 10.6% 3.9% 3.5% 3.1% 4.6% 9.1% 4.0% 9.8% 6.4% 14.5% 9.7% 8.2% 13.9% 3.9% 4.1%

In scenario I, the end-to-end delay, even though low across all scenarios exper-
imented, increases (as expected) for higher traffic load. Moreover, as in previous
performance evaluations, while for AODV, iENR and iEFS result consistently
in a lower end-to-end delay, with OLSR, the metrics achieve a slightly higher
end-to-end delay.

The throughput results for different number of flows for scenario I and II
is that when the number of flows increases, the load in the network seems to
decrease. This is due to the higher packet loss (refer results on packet loss) -
congested network. In what concerns AODV results, iENR and iEFS slightly
improve throughput across all scenarios in comparison to ENR and EFS metrics
which we believe due the stability of the improved metrics considering history.
For OLSR, the improved metrics slightly improve the ENR and EFS metrics
performance. As mentioned, the intention of the metrics were to provide a more
robust path selection in order to improve network lifetime, without jeopardizing
the overall network operation.

These results show that the metrics are at least as stable as the native ver-
sions of the protocols tested, and for AODV, they in fact indirectly improve the
network operation.

The packet loss results show our iENR and iEFS metrics slightly improving
packet loss comparing to all approaches, which means our improved metrics
selects more robust paths when considering history.

5 Operational Aspects

The most popular multihop routing protocols stem from two distinct routing
families: link-state, and distance-vector routing. Out of such families, the most
popular protocols in use today are AODV (actually working progress AODVv2
[20]) and OLSR (actually working progress OLSRv2 [5]).

In this section we are going to explain main differences concerning these two
protocols, as the intent is to assess whether or not we can truly provide metrics
that can be applied to any multihop routing approach - the ones mentioned,
and others arising now, or in the future. The purpose of any multihop routing
protocol is to dynamically find paths to reach a destination and to select the
best path, where best is connoted to the notion of shortest path.
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In link state routing the nodes diffuse (depth-first search) a set of their link-
state information throughout the whole network. Such packets would contain the
identity of the source node, its neighbors, and the cost of routing to them. After
the initial network discovery process, all nodes converge to have a perspective of
the global topology, at the expense of a higher signaling. Distance vector routing
is based on Bellman-Ford shortest path search algorithm. Nodes therefore keep
status concerning destination cost, and next hop towards a destination. Every
node periodically broadcasts and kept status concerning found destinations to
neighbors.

Operationally, as explained, these two families of protocols have a very differ-
ent behavior, and applying global metrics to them independently of the protocol
behavior is not trivial. However, from an energy-aware perspective, it is possible
to do so, by considering that both families rely on shortest-path computation.

Hence, the line of thought considered in the development of our energy-aware
metrics is that the principle of shortest-path computation must be kept. Instead
of hop-count, a metric that can provide an energy expenditure cost to a node
is considered. The main caveat related with this change is that in order to keep
accuracy, one must ensure that the protocol synchronizes path status adequately.
This implies considering either a time-window mechanism, or updates to a node’s
cost each time a change occurs. These are regular techniques, where it is essential
to find an adequate commitment between accuracy and low overhead due to the
required signaling.

5.1 Specification Aspects for Distance-Vector Multihop Routing
Approaches

To analyze the behavior of the proposed metrics in distance-vector approaches
we have considered AODV. This section describes the operational procedures
we have considered so far, to ensure that the protocol can cope with the new
metrics.

AODV is a distance-vector protocol that works on-demand determining a
route to a destination only when a node wants to send a packet to that desti-
nation. Routes are maintained as long as there is active traffic to the specific
destination. Sequence numbers ensure the freshness of routes and are a way to
mitigate transient loops and of avoiding counting-to-infinity. AODV nodes use
four types of messages to communicate among each other. In the route discovery
process are used Route Request (RREQ) and Route Reply (RREP) messages.
Moreover, Route Error (RERR) messages are used for route maintenance; HEL-
LOs are used to keep status concerning links (between neighbors).

The AODV protocol uses a hop count as metric to determine the shortest
path between source and destination nodes. The routing information is only
exchanged between directly connected neighbors. In order to accommodate our
metrics, we have used the reserved field of the control messages to include the
energy-aware cost and then use it to determine the shortest path instead of hop
count as in native approach. For the node-based perspective, i.e., ENR metric,
the protocol uses the node cost to compute the path. For the successor-based
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perspective, i.e., EFS metric, we have used the HELLO control messages to
exchange the node cost and then define a binding cost between two nodes to
compute the shortest path. The node cost sent from a node to its neighbors
which its neighbors will have this information in advance to improve robustness.

5.2 Specification Aspects for Link-State Approaches

For the case of link-state we have considered OLSR. As a proactive link-state
protocol, OLSR relies on flooding techniques to assist in a quick synchronization
of the global topology perspective. OLSR is, however, optimized to the wireless
media by relying on HELLO exchange which is capable of performing a 2-hop
neighbor information discovery and then performing a distributed election of a
set of Multipoint Relay (MPR) nodes. MPRs assist in decreasing control traffic
overhead, since only those nodes are allowed to broadcast topology changes.
Nodes use the topology information to compute next hop paths regarding to all
nodes in the network by using shortest path hop count metric.

We also have used the reserved field of the control messages to accommodate
our metrics allowing a node to send to its neighbors its energy level information.
Based on that information, each node can have the perception of the energy
level to the link towards the neighbors nodes. In order to allow OLSR to cope
with the new metrics, we had to change the MPR selection mechanism. Instead
of considering a selection based on shortest-path with a hop-count metric, we
consider a selection based on our metrics. For that, when there are more than
one 1-hop neighbors covering the same number of uncovered 2-hop neighbors,
the one with the better energy cost to the current node is selected as MPR.

5.3 Applicability Guidelines for the RPL Approach

In order to use the metrics described in this chapter on the Routing Protocol
for Low-Power and Lossy Networks (RPL) [28], no changes or adaptation to
the protocol are needed. By separating the packet processing and forwarding
processes from the routing path selection, RPL provides a very flexible way of
using and incorporating different metrics.

RPL operates upon the concept of Destination-Oriented Directed Acyclic
Graph (DODAG), where routes are calculated from all nodes to a single desti-
nation in the topology (root node). Each node in the topology has a Rank, that
is basically a value that represents its distance to the topology root.

According to specific LLN applications, such routes are calculated in order to
achieve different objectives that may be desired (e.g. minimize delay, maximize
throughput, minimize energy usage), so different Objective Functions (OF) may
be defined. An OF defines how routing metrics, constraints and related functions
are used, in order to define the route between the nodes towards a single desti-
nation in the topology. That is, an OF, in conjunction with routing metrics and
constraints, allows for the selection of a DODAG to join (if there is more than
one), and a number of peers in that DODAG as parents (that is, an ordered list
of parents). The OF is also responsible to compute the Rank of the node.
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Fig. 3. Node Energy object structure

The RFC6551 [30] defines a very flexible mechanism for the advertisement of
routing metrics and constraints used by RPL, even though no OF is presented.
A high degree of flexibility is offered by that mechanism, and a set of routing
metrics and constraints are also described in the document.

Impact on <object>. In order to use the metrics described in this document,
the Node Energy object (NE), as defined in RFC6551, can be used without the
need for any changes or adaptation. Figure 3 shows the NE structure is composed
by a set of flags (8 bits), and an 8-bits field (E E) used for carrying the value of
the estimated energy.

To use the NE object with the metrics described in this document, the value
of ENR or EFS metrics should be placed in the E E field, and the flag ‘E’
(Estimation) should be set, indicating that a value for the estimated energy is
provided in the E E field. The other flags of the NE should be filled as defined
in the standard.

6 Conclusions and Future Work

Energy efficiency is a key aspect to consider in multihop routing environments
where devices are in movement, as part of such devices are today quite limited
in terms of energy capability. The line of thought followed in this chapter is
that in order to allow end-to-end routing on the Internet to adequate work in
future Internet architectures, it is required to consider new metrics that incor-
porate properties that allow nodes to choose other-than-shortest-path solutions,
while at the same time ensuring backward compatibility with the current solu-
tions. We advocate that the principle of shortest-path computation must be kept.
However, instead of relying on hop-count, a metric that can provide an energy
expenditure cost to a node should be considered as a potential parameter of
QoS, aligned with other network parameters, such as throughput.

A conclusion to draw is that the metrics proposed in Sect. 3 and validated
in Sect. 4 have shown good improvements in terms of network lifetime. Such
improvements were possible without adding any significant overhead be it to
a node or network operation, as described in the different IETF specifications
proposed in Sect. 5.

In terms of the behavior of EFS vs. ENR there seems to be an improve-
ment in particular when scenarios have larger distances, and when the network
load is higher. This implies that EFS seems to provide more robustness when
scenarios have more variability (e.g. more nodes moving, and several successors
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at disposal). In terms of network lifetime and for the scenarios evaluated, ENR
results in a small improvement. The greater advantage of applying EFS instead
of ENR seems to relate with an improvement in throughput and a significant
improvement concerning packet loss. Our belief for this gain relates to the fact
that EFS allows nodes to react quicker to energy changes on a path - resulting
paths will be more robust earlier in time, assuming that nodes have a reasonable
out-degree (several successors available).

Thinking on real implementation, we have discussing the impact of energy
awareness and operational aspects of the link-state and distance-vector routing
families. Then, we have described and discussed the routing architecture speci-
fication for energy awareness submitted to the IETF working group ROLL [15].
The specification can be applied in any available multihop routing protocols,
such as AODV, OLSR and RPL.
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Abstract. Nowadays users are expecting to have some type of Inter-
net access, independently of the place where they are. This is indeed
supported by the fact that wireless access networks are becoming avail-
able almost everywhere through different types of service providers. In
this context, new applications have emerged with demanding require-
ments from the network, but also from the end-user device capabilities.
Energy is the most prominent limitation of end user satisfaction within
the anytime and anywhere connectivity paradigm. Since IEEE 802.11 is
one of the most widely used wireless access technologies, this work pro-
vides insights on the study of its energy consumption properties, laying
the grounds for further improvements towards enhanced battery life-
time. Experimental energy assessment results demonstrate the efficacy
of power saving mechanisms and the relevance of wireless devices’ state
management.

Keywords: Energy · Wireless · IEEE 802.11 · Power saving · Testbed ·
Methodology

1 Introduction

The deployment of Next Generation Networks (NGN) [1] comprehends a con-
siderable number of wireless devices moving with different speeds, patterns
and communicating through various radio interfaces. The NGN heterogeneity
together with the fast deployment of all the applications of cloud computing [2]
and the usage of many applications as a service, bring many of the common opti-
mization problems (e.g., handover) to the application level, where the network
interface energy consumption can be one of the key decision factors. As a result,
the energy consumption becomes an important end-user experience parameter,
since end-users aim to maximize the device battery life [3].

Concerning the relationship between wireless access networks and energy
consumption, although numerous efforts have been done to create low power
radio technologies (e.g., IEEE 802.15.4 and ZigBee), IEEE 802.11 [4] stands out
within the context of wireless access communications. With the proliferation of
c© Springer International Publishing Switzerland 2014
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IEEE 802.11 ready devices, ranging from sensors to mobile phones or laptops,
this technology emerges also as a strong candidate to support the upcoming
Internet of Things (IoT) [5].

This chapter introduces the key energy saving protocols defined in the IEEE
802.11 standard and discusses the most relevant energy aware optimization
solutions found in the literature. Additionally, an empirical and flexible energy
consumption methodology [6] to be used within any USB network interface is
discussed, and an experimental investigation using the mentioned methodology,
in a real wireless testbed, is conducted. The obtained results show that consid-
erable energy savings can be achieved with a proper management of the IEEE
802.11 most deployed power saving algorithm (i.e., the Power Save Mode).

The remainder of this chapter is structured as follows. Section 2 presents the
standard power saving mechanisms defined in IEEE 802.11 and the most relevant
related work concerning power saving optimization. A methodology to measure
energy consumption in real environments is introduced in Sect. 3, followed by
an experimental investigation on IEEE 802.11 energy consumption in Sect. 4.
Finally, Sect. 5 presents the main conclusions and contributions of the chapter.

2 Related Work on Energy Consumption

This section introduces the standard power saving techniques defined in the
IEEE 802.11 standard in Subsect. 2.1, followed by the discussion of the related
work on power saving optimization in Subsect. 2.2.

2.1 IEEE 802.11 Power Saving

The IEEE 802.11 standard [4] defines a power management mode that allows
the station (STA) to turn off both transmitter and receiver capabilities in order
to save energy. The power management operations are distinct in infrastructure
and ad-hoc modes. This work will discuss power management operations in the
infrastructure mode, since it is the most widely used. The IEEE 802.11 power
saving procedure was originally defined by IEEE 802.11-1997 and it is generi-
cally named Power Save Mode (PSM) (or Power Save Polling). Later, the IEEE
802.11e [7] introduced, together with many Quality of Service (QoS) related
enhancements, two additional power save mechanisms, the unscheduled and the
scheduled Automatic Power Save Delivery (APSD). More recently, IEEE 802.11n
[8] also announced two contributions to the power save schemes, namely the
Spatial Multiplexing (SM) Power Save and the Power Save Multi-Poll (PSMP)
techniques. A brief description of these techniques will be performed in the next
subsections.

Power Save Mode (PSM). In the Power Save Mode, the STA is able to stay
disconnected from the network for a certain period. The STA must inform the AP
about the current power management mode by defining the corresponding power
management bits in the control frames. When the power saving is enabled for a
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certain STA, the AP buffers all the packets to that station. If the AP has packets
buffered to a certain STA, it will send this information via the traffic indication
map (TIM) within the Beacon frames. In PSM, a STA must wake-up regularly
to receive the TIM information present in Beacon frames. Listening must be
performed every N beacons, where N ≥ 1. This period is named Listen Interval.
By performing this action a STA, which does not have any data buffered on the
AP, will be required to awake up recurrently, resulting in unnecessary energy
consumption.

To receive the buffered frames in the AP, the STA must send back a Power
Save Poll (PS-Poll) frame. When receiving a PS-Poll frame from a STA, the AP
can acknowledge it first or send the queued data directly. In the first time, the
AP sends only one frame to the STA and sets the “More Data” bit in the frame.
When a STA receives a frame with the “More Data” information bit enabled, it
must send back a PS-Poll to the AP.

The PSM usage allows the AP to buffer the packets to a certain STA when
in sleep mode, however it does not have any mechanism to buffer packets from
the STA to the AP. As a result, when an application wants to send a packet to
the core network, it will not be queued and the sleep mode will be immediately
interrupted.

Automatic Power Save Delivery (APSD). IEEE 802.11e introduces the
QoS paradigm in the standard by defining two distinct QoS prioritization
schemes, a distributed one defined by the Enhanced Distributed Channel Access
(EDCA) channel access mode, and a centralized one defined by the Hybrid
Coordination Function Controlled Channel Access (HCCA). Aligned with the
QoS prioritization modes, a novel power save mode entitled Automatic Power
Save Delivery (APSD) was specified. APSD introduces a concept named Ser-
vice Period (SP), which is a time reserved for a certain STA to exchange data
with the AP. With the employment of the SP concept, the STAs do not need to
contend the channel, which results in less energy consumption.

The APSD can work in two distinct modes: scheduled (S-APSD) and unsched-
uled (U-APSD). The S-APSD is a centralized approach and can use both EDCA
and HCCA as access policy, while U-APSD is a distributed method, which uses
EDCA. The key point in the U-APSD design is the usage of the STA uplink
frames as triggers to deliver the buffered data in the AP while the STA is sleep-
ing. By employing such design, the STA has full control on the awake moment,
as this instant does not need to be previously negotiated with the AP. Addition-
ally, the STA does not need to listen regularly for the AP beacons. The U-APSD
usage is specially indicated for bidirectional scenarios, but alternative schedule
techniques might be used to trigger the AP buffered data. The AP can be trig-
gered by receiving either a QoS Data frame or a QoS null frame (equivalent
to the PS-Poll frame in the legacy PSM). For instance, an STA without uplink
traffic to be transmitted to the network can use the QoS null frame to enquire
the AP about remaining buffered frames.
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The EDCA channel access method defines four Access Categories (AC),
namely AC V O, AC V I, AC BE and AC BK, which represent voice, video,
best effort and background applications, respectively. Each access category can
be configured individually regarding buffered data triggering, which enables
additional control concerning the STA energy management capabilities.

In the S-APSD centralized scheme the AP schedules the instants when each
STA using S-APSD should awake-up to receive data. Both HCCA and EDCA
can be used as channel access methods, nonetheless the implementation of the
first is not mandatory in the standard. Additional information regarding APSD
can be found in the literature [9].

Spatial Multiplexing (SM) Power Save. Spatial Multiplexing (SM) Power
Save was introduced in IEEE 802.11n considering the energy demands usually
associated with MIMO techniques, as the operation with multiple antennas in
multiple channel requires extra power. The SM Power Save allows the STA to
disconnect all but one of its radio frequency (RF) chains. The SM Power Save
mode can operate into two distinct modes: static and dynamic.

When operating in the static mode, the IEEE 802.11 ready STA must discon-
nect all but one radio frequency (RF) chain, being comparable to a legacy IEEE
802.11g STA. The AP is notified that the STA will be operating in the static
SM power save mode, requiring the AP to send only a single spatial stream to
the client, until the client informs about the availability of additional RF chains.
With the dynamic mode, the STA also keeps only one active RF chain, but in
this mode the STA can promptly activate additionally RF chains when receiving
a frame.

Power Save Multi-Poll. IEEE 802.11n also introduced another power save
mechanism entitled Power Save Multi-Poll (PSMP). The PSMP aims to solve
the issues related with channel contention needed in the ASPD method described
above. In the ASDP, the STAs are required to send a PS-Poll frame (i.e., QoS
null frame) to the AP in order to collect its buffered packets. The contention
generated by these actions might be critical for network performance if many
STA are requesting the buffered packets, resulting in lower channel efficiency.

In PSMP, the AP can schedule data transmission according to the appli-
cation QoS constraints, namely delay and bandwidth. The AP will specify the
scheduling for a certain STA downlink and uplink traffic in the beacon frames,
allowing the STA to awake up only when it is able to transmit data. Although the
PSMP mechanism can reduce contention of the polling mechanism and improve
the channel efficiency, it is not as energy efficient as the U-ASPD, since the STA
must awake up periodically to receive the schedule information contained in the
beacons sent by the AP [10].

2.2 Power Save Mode Optimizations

When analyzing the state of the art concerning energy saving mechanisms for
IEEE 802.11, there are several occasions to consider cooperation between energy
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aware mechanisms at lower (e.g. MAC layer aggregation) and upper layers. As
an example, the cooperation between frame aggregation and the native power
save mechanisms in the IEEE 802.11 standard, namely Power Save Mode (PSM)
or Unscheduled Automatic Power Save Delivery (U-APSD), still is at an early
research stage.

Trying to overcome this gap, Camps-Mur et al. [11] have studied the impact
of IEEE 802.11 MAC layer aggregation on both PSM and U-APSD schemes. In
practice, the main difference between the PSM and the U-APSD is related with
the proactivity implemented in the U-APSD scheme. Unlike PSM, where only
the Access Point (AP) is able to inform the station about pending packets, in the
U-APSD the station can itself ask the AP for new downlink messages pending
in the AP’s queue. A complete discussion regarding the power saving features
introduced in IEEE 802.11e is performed in [12].

Apart from the energy consumption study, Camps-Mur et al. work also focus
on the IEEE 802.11 QoS mechanisms, aiming to study the employment of energy
consumption optimization techniques while keeping the Quality of Service. As a
result, two QoS sensitive applications (voice and video) were used together with
two non-QoS sensitive applications (web browsing and FTP). The tested con-
ditions encompass four different scenarios: IEEE 802.11 PSM (without aggrega-
tion), IEEE 802.11 PSM + ZFA (Zero Delay Frame Aggregation), U-APSD and
U-APSD + ZFA. When analyzing the QoS sensitive applications without using
aggregation, it is clear that U-APSD outperforms PSM. The main reason pointed
by the authors is the smaller signaling overhead (e.g., polling or RTS/CTS hand-
shake messages) generated by U-APSD. In PSM the polling is only performed
by the AP to all the stations. As a result, all the stations aim to access to the
medium immediately after receiving the polling information, resulting in a higher
collision probability. If aggregation is used, due to decreasing signaling messages,
IEEE 802.11 PSM achieves better results than U-APSD. The non-QoS sensitive
applications have the same behavior as the QoS sensitive ones. The main rea-
son for this performance, according to the authors’ conclusions, is the channel
efficiency improvement that is achieved in both cases. Nonetheless, a detailed
investigation about the energy efficiency and the network delay introduced in
both scenarios was not presented.

Namboodiri and Gao [13] proposed an algorithm, named GreenCall, cen-
tered on the U-APSD capabilities, aiming to conserve energy during VoIP calls.
The algorithm goal is to minimize the energy consumption, while keeping VoIP
quality within a certain acceptable level. In practice, GreenCall tries to increase
the time spent by the network interface in the sleep state. Besides an exhaus-
tive theoretical analysis, the proposal was also validated through real testbed
assessment and trace-driven simulations. The empirical study encompasses real
energy consumption equipment and Linux based end-user devices equipped with
IEEE 802.11n interfaces (able to support the U-APSD power save scheme). As
highlighted by the authors, a key point resulting from the performed empirical
evaluation is that the increasing the delay does not necessarily represent substan-
tial energy savings. However, the GreenCall algorithm achieved energy savings
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of 80 % for almost all the scenarios, while U-APSD can itself save around 40 %
on the device energy consumption. Moreover, taking into account the typical
voice call time during a day, a mobile device utilizing the GreeCall proposal can
reduce device’s overall energy consumption by around 20 %.

Lorchat et Noel [14] have proposed to use frame aggregation to save energy.
The main motivation for the work was the possibility to send small packets
together, which can bring considerable energy savings, since the Ethernet MTU
is 1500 bytes and the IEEE 802.11b/g MTU is 2272 bytes (and up to 7935 bytes
in IEEE 802.11n), the employment of aggregation techniques can be useful. The
implementation of the proposed aggregation scheme, similar to the A-MSDU
approach in the IEEE 802.11n standard, shows energy-efficient benefits when
using the proposed frame aggregation technique, but also highlights some costs.
The work discusses possible energy costs of extra CPU and memory needed to
perform the aggregation. The authors argue that frame aggregation employment
must take into account the current bit error rate in the channel, because retrans-
mission might have higher energy cost than transmitting each single frame. How-
ever, aggregation can also bring some benefits for error-prone scenarios, since the
number of frames being sent is lower and, as a result, the number of medium
collisions will tend to be lower.

Lin et al. [15] studied the new A-MPDU aggregation mechanism of the
IEEE 802.11n standard, aiming at proposing an optimal frame size adaptation
algorithm. There is a clear tradeoff between throughput and delay performance
when employing aggregation. The attained results show the positive impact in
both throughput and delay when using the developed adaptive frame aggrega-
tion algorithm compared with fixed and random aggregation sizes. Moreover,
the simulation outcomes also underline the strong correlation between the bit
error rate and the optimal aggregation size. Other enhanced A-MSDU frame
aggregation schemes for IEEE 802.11n was proposed by Saif et al. [16], aiming
at reducing the aggregation headers originally proposed in the standard. The
new aggregation scheme, called mA-MSDU, uses as main motivation the need
to introduce an additional new header for each subframe sent when using the
standard A-MSDU. Considering the presented results, the suggested dynamic
selection of the aggregation method has some advantages when compared with
the single usage of A-MSDU or A-MPDU, even employing dynamic aggregation
size.

According to Palit et al. [17] the feasibility of employing packet aggrega-
tion is strongly related with the scenario and/or application. In order to under-
stand the typical packet distribution in a smartphone data communication, the
authors have analyzed the mobile device traffic. The main observations are that
around 50 % of the packets have a size lower than 100 bytes and 40 % have an
inter-arrival time of 0.5 ms or less. These conditions enable a good opportu-
nity to do packet aggregation. Using this motivation, the authors have studied
the impact of packet aggregation in the smartphones’ energy consumption. The
proposed aggregation scheme uses a buffering/queue system in the access point
(AP) together with the Power Save Mode (PSM) on the client side. By default
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the last IEEE 802.11 standards (e.g. IEEE 802.11n) already defined a buffer
at the access point, where all the packets destined to a mobile station in sleep
mode are buffered and sent later. The proposed packet aggregation mechanism
was named Low Energy Data-packet Aggregation Scheme (LEDAS). LEDAS
receives packets from the different applications through the Logical Link Con-
trol (LLC) sub-layer and performs aggregation. For each packet, four additional
bytes are used to ensure the correct packet de-aggregation. Although this is a
simple aggregation mechanism, it has the advantage of being fully compliant
with the IEEE 802.11 standard and with all other TCP/IP compliant trans-
mission protocols (i.e., the solution is not dependent on the access technology).
When employing the LEDAS module, the energy savings are between 40 and
60 %, but there is a huge increase in the mean packet delay. Moreover, the study
does not take into account the possible bad conditions (e.g., collisions) in the
access channel, which can disturb even more the delay.

3 A Flexible Methodology to Measure Energy
Consumption in Real Environments

This section describes a flexible methodology to measure energy consumption in
real environments. Subsection 3.1 introduces the methodology and explains the
underlying designed options, followed by a discussion and comparison with the
most relevant work regarding energy assessment in testbeds in Subsect. 3.2.

3.1 Methodology

This energy measurement methodology, proposed in [6], was designed to fulfill
a set of requirements concerning the assessment of energy consumption in real
system equipment, as follows:

– Testbed measurement: it is important to perform testbed assessments in order
to accurately measure the energy impact in real life systems;

– High precision measurements: to guarantee a good accuracy of testbed energy
measurements it is vital to use a hardware capable to support multiple samples
per second, since energy in small devices (i.e., network interface) tends to have
slight variations over time;

– Independent network interface assessment: it is essential to limit the measure-
ments solely to the network interface, which allows a proper investigation of
the impact of a certain action in the wireless interface energy demands;

– Technology states evaluation: it is crucial to enable the possibility to study
the different states used in the each network technology, since their correct
management might lead to considerable energy savings.

Figure 1 depicts the energy testbed setup, designed to accomplish the defined
prerequisites.

Apart from the “End-User Device”, the energy measurement setup encom-
passes a “Controller Machine” and a high-precision “Digital Multimeter”.
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(a) Energy measurement diagram (b) Digital multimeter usage

Fig. 1. Energy measurement setup (Adapted from [6])

The multimeter is a Rigol DM3061, which supports sampling rate of 50.000
samples/second. Since this unit implements the Universal Serial Bus Test and
Measurement Class Specification (USBTMC) standard interface and is compli-
ant with the Standard Commands for Programmable Instruments (SCPI) com-
mands (IEEE 488.2 [18]), it is possible to control the multimeter with a standard
machine. The “Controller Machine” works as management unit, being responsi-
ble to initiate, stop, and collect all the energy related data. This unit can also be
connected to the “End-user Device” via Ethernet, enabling a fast and reliable
point to control the application level experiments.

The usage of an external USB network interface, ensures the possibility to
accurately measure the energy consumed by the network card only, as desired.
Moreover, this approach allows the described methodology to be used within any
USB network card, namely IEEE 802.11, Bluetooth, or 4G Long Term Evolution
(LTE).

As the energy measurements will be done by collecting the current values
only, the USB cable was intercepted in the common-collector voltage (VCC)
cable (i.e., +5 VDC), as shown in Fig. 1b. Nevertheless, others in literature
[19,20] highlight as a main issue concerning the energy measurement in testbeds,
the need to provide a stable continuous voltage to the system. In the preliminary
tests performed, the USB network interface was directly connected to the “End-
User Device” and the impact on the voltage drawn was noticeable. To overcome
this limitation, the USB network interface was connected to an external AC
powered USB HUB (not illustrated in the figure), able to give continuous stable
power to the USB network card. The analysis performed concerning voltage
drawn when employing the external USB HUB has shown voltage drops always
lower than 1 % of the total employed voltage, which is negligible in the overall
system analysis.
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3.2 Related Work on Energy Consumption Measurement

The research question regarding energy-efficient communication is strongly
related to the hardware energy consumption itself, which has a significant impact
in the overall results and various studies in the literature addressed the problem
by measuring total energy consumption of the end-user device. Although these
techniques can be a feasible approach to analyze these systems when compared
with the challenge to perform accurate theoretical models for simulation, they
do not measure accurately the energy consumed only by the network interface.

Balasubramanian et al. [21] have studied energy consumption in mobile
phones with multiple network interfaces, where the main goal was to evalu-
ate the energy-efficiency of 3G, GSM and IEEE 802.11. Their main contribution
is the development of a protocol that reduces energy consumption of applica-
tions by scheduling the transmission, named TailEnder. Wang and Manner [19]
used an Android based phone, and tested energy consumption using Enhanced
Data rates for GSM Evolution (EDGE), High Speed Packet Access (HSPA) and
IEEE 802.11 wireless technologies. The impact of packet size and packet rate
were addressed in the study, but only the total energy consumed by the device
was measured, which is a clear drawback when trying to optimize network proto-
cols or applications. Additionally, the study was done using only a specific phone
model, which does not exclude the possibility of direct impact of the phone board
implementation on the measured energy values.

Rice and Hay [20] proposed a methodology to measure energy consumption
of mobile phones IEEE 802.11 interface, by replacing the battery with a per-
sonalized plastic battery holder, which allows an accurate measurement within
the phone real energy circuit. To avoid the rapid energy consumption changes
caused by the high-frequency components of the mobile phones, the measure-
ment system employs a high-precision resistor. While this work is able to measure
accurately the mobile phone energy consumption behavior, it is not able to per-
form an accurate evaluation of the IEEE 802.11 impact on the energy consumed
by the mobile phone, since the energy measurements report to the overall mobile
phone energy consumption.

The presented methodology enables a flexible energy consumption assessment
technique, which can be employed on all USB network interfaces, but also with
mobile phones or other devices. As a high-precision equipment was employed,
this methodology can also be used to study and improve network or MAC layer
level protocols, aiming at saving energy in the IEEE 802.11 interface. Addition-
ally, it can also help to fill the existing gap regarding the testbed experimental
evaluation of new wireless access networks, such as the IEEE 802.11ac or 4G
Long Term Evolution technology.

4 Investigating Energy Consumption in Wireless Access
Networks

This section describes experimental investigations concerning the energy consump-
tion of wireless access networks, using IEEE 802.11 as case study. Nevertheless,
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as already described in Sect. 3, this methodology can be employed with any USB
network card.

The main objective of this assessment is to show how to perform an empir-
ical energy assessment in a real wireless access network. Additionally, by using
the presented energy evaluation methodology, a twofold investigation is per-
formed. First, the impact of wireless states management in the network interface
energy consumption is discussed, followed by some insights concerning relation-
ship between application design and its energy demands.

4.1 IEEE 802.11 Access Network Testbed and Scenarios

This subsection presents the University of Coimbra IEEE 802.11 testbed. The
testbed is composed by a IEEE 802.11n access point, the Cisco Linksys E4200,
and by two distinct USB network interfaces: the Cisco Linksys AE1000 dual-band
(2.4 GHz and 5 GHz) and the Linksys TP-LINK WN-721n single-band (2.4 GHz).
As the energy measurement testbed is fully independent of the employed network
interface, it will be possible to use any other USB network interface. The Cisco
Linksys E4200 access point is dual-band (2.4 GHz and 5 GHz) and supports
Multiple-Input and Multiple-Output (MIMO) 3x3 (6 internal antennas).

Figure 2 depicts the testbed architecture, which encompasses the previously
described Access Network, and a Core Network responsible to manage all the
network services and servers.

Fig. 2. IEEE 802.11 testbed architecture

The “End-User Device” employed in this setup was an Asus EEE 1001PX-H
netbook (CPU: Intel Atom N450 1.66 GHz; RAM: 2 Gb), while the “Server”
entity, in the Core Network, was running in a HP ProLiant DL320 G5p server
(CPU: Intel Xeon X3210 2.16 GHz; RAM: 4 Gb). Both “End-User Device” and
“Server” were running Debian 7 with kernel 3.2.0-4, respectively, the 32 and
the 64 bits versions. The traffic referred as “receiving” has “Server” as source
and “End-User Device” as destination, while the “transmitting” represents the
traffic sent from the “End-User Device” to the “Server”.
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The results presented in the next subsections were obtained using the method-
ology presented in Sect. 3, and include 20 runs for each test setup with a con-
fidence interval of 95 %. The tests were done in three distinct wireless access
scenarios, as depicted in Table 1.

Table 1. Experimental evaluation scenarios

Name Description

NetworkCard-A 2.4GHz Tests performed using in the Linksys TP-LINK WN-721n
in the 2.4 GHz frequency (the only supported)

NetworkCard-B 2.4GHz Tests with the Cisco Linksys AE1000 dual-band network
card, using the 2.4 GHz frequency

NetworkCard-B 5.0GHz Tests employing the Cisco Linksys AE1000 dual-band,
using the 5.0 GHz frequency

Each test performed has a total duration of 80 s, whereas the first and the last
10 s of the experiment were not considered, in order to avoid the impact of the
energy consumed by the User Datagram Protocol (UDP) socket establishment
and release procedures. As a result, all the energy results presented only consider
the energy consumed during the 60 s.

4.2 Investigating Energy Consumption of IEEE 802.11 States

This section discusses the impact of each state of the network interface’s overall
energy consumption. The IEEE 802.11 relevant PHY layer states, which might
have impact on the network card energy consumption, are defined as follows:

– Disconnected/Init: network interface is disconnected from the network, i.e.
the radio is switched-off;

– Idle: network interface is associated with the access point, but no data is
being transferred;

– Sleep: network interface is in a doze state. In this state it is not possible to send
or receive IP traffic, but the station remains associated with the network. This
state was studied by enabling the IEEE 802.11 Power Save Mode, discussed
in Sect. 2.1;

– Transmitting (TX): network interface is sending IP traffic to the network;
– Receiving (RX): network interface is receiving IP traffic from the network.

The described IEEE 802.11 states transitions diagram is illustrated in Fig. 3.
Figure 4 shows the average power (in milliwatt) used by the three scenarios

defined (see Table 1) in DISCONNECTED, IDLE and SLEEP states. As energy
consumption of TX and RX states is affected by the traffic configuration and
pattern, these states will be further discussed.

When comparing the network cards tested, it can be observed that the
NetworkCard-A 2.4GHz average power in the DISCONNECTED state is higher
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Fig. 3. Simplified IEEE 802.11 states diagram

 0

 200

 400

 600

 800

 1000

 1200

 1400

disconnected idle sleep

A
ve

ra
ge

 P
ow

er
 [m

W
]

  NetworkCard-A 2.4GHz
  NetworkCard-B 2.4GHz
  NetworkCard-B 5.0GHz

Fig. 4. Average power in disconnected, idle and sleep states

than both NetworkCard-B 2.4GHz and NetworkCard-B 5.0GHz. The average
power in this state is the same for NetworkCard-B 2.4GHz and NetworkCard-B
5.0GHz, since it is the same USB network card.

In IDLE state the behavior is slightly different. The NetworkCard-B 5.0GHz
needs more energy to support this state, when compared with the other two
scenarios. While the NetworkCard-A 2.4GHz spends roughly twice more energy
in IDLE state when compared with DISCONNECTED state, the NetworkCard-
B 2.4GHz and NetworkCard-A 5.0GHz need, respectively, about 5 and 7 times
more energy.

This behavior is mainly related with the network interface internal design.
In this particular case study, it might be related with the supported MIMO



An Overview of Energy Consumption in IEEE 802.11 Access Networks 169

type, since NetworkCard-A only supports 1x1:1 MIMO (1 internal antenna)
and NetworkCard-B can benefit from the usage of 2x2:2 MIMO (2 internal
antennas). Others in literature have shown the MIMO impact on the energy
consumption [22].

Comparing with the IDLE state, the SLEEP state usage is able to achieve
energy savings of around 50 %, 60 % and 65 %, respectively, for NetworkCard-A
2.4GHz, NetworkCard-B 2.4GHz and NetworkCard-B 5.0GHz scenarios.

Although, due to the internal components design, there might be absolute
power consumption differences in similar states, one can observe that the power
consumption trend among the three depicted states is similar for all the scenarios.
This standard energy consumption behavior is extremely relevant, since there
are clear energy benefits in keeping the interface as long as possible in the SLEEP
state, as highlighted during the related work discussion in Sect. 2.

4.3 Investigating the Power Saving Effectiveness

This subsection has two goals. First, it aims at showing the impact of IEEE
802.11 Power Save Mode usage in a real scenario. Second, it explores power
consumption during state transition, introduced in the previous subsection, by
establishing a set of actions aiming at forcing the most common transitions.

The transition between states depends on the actual network state at IP level.
Therefore, a sequence of actions has been defined to study those transitions.
Table 2 shows the defined action sequences, including the possible states and the
start/end time (in seconds) for each action.

Table 2. Action sequence for testing states transitions

# Possible states Action Time

Start End

1 DISCONNECTED Wait for 4 s 0 0

2 IDLE, TX, RX Connect to the network 4 *

3 IDLE, SLEEP Wait for 10 s 4 14

4 TX, RX Ping “Server” during 10 s 14 24

5 IDLE, SLEEP Wait for 5 s 24 29

6 IDLE, TX, RX Disconnect from the network 29 *

7 DISCONNECTED - 29 35
∗Action includes connecting or disconnecting times, which might be slightly variable

Figure 5 depicts the power (in milliwatt) over time (seconds) for the
NetworkCard-A 2.4GHz scenario, with the IEEE 802.11 Power Save Mode dis-
abled, during the execution of the previous presented sequence. As NetworkCard-
B 2.4GHz and NetworkCard-B 5.0GHz scenarios have similar behavior, only
this scenario will be illustrated. To allow enough precision to depict all the small
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power fluctuations, this study was performed with a rate of 50.000 samples per
second. However, due to the very small power fluctuations captured, the usage
of a smoothing technique to depict the values was required. As a result, the
power values presented in the following figures are using a moving average of
1000 samples.
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Fig. 5. NetworkCard-A 2.4GHz states transition with power saving disabled

The relationship between the network card interface state and the power
consumption is clearly visible. When connecting to the network (time = 4 s,
from now on t = time) the power consumption has some fluctuations, mainly
because there is information being sent and received from the network. The
power consumption becomes stable since no traffic has to be sent or received
(t ≥ 5.5 s and t ≤ 14 s). During this period, the network card is in the IDLE
state. Since power saving mode is disabled in this scenario, it not possible to
change to the SLEEP state.

The power cost of sending and receiving IP traffic (t ≥ 14 s and t ≤ 24 s)
is evidently outlined. Here, the power fluctuations are bigger since the usage
of the Internet Control Message Protocol (ICMP) (using the ping tool) enables
bidirectional traffic in the channel, and several state transitions turn up in short
time intervals.

When the traffic transmission ends (t = 24 s) the network card backs into
IDLE state, until it disconnects again from the network after 5 s (t = 29 s).

Figure 6 also shows the power (in milliwatt) over time (seconds) for the same
sequence and scenario (NetworkCard-A 2.4GHz ), but with the IEEE 802.11
Power Save Mode enabled.
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Fig. 6. NetworkCard-A 2.4GHz states transition with power saving enabled

The power consumption behavior is very similar to the one showed in the
case where power saving mode is disabled, unless when there is no IP traffic
to be sent or received. In this case, the system implementation of IEEE 802.11
Power Save Mode allows the network interface to change the state from IDLE
to SLEEP. Such state changes have a direct impact in power consumption, as
depicted in the lower power consumed in both (t ≥ 5.5 s and t ≤ 14 s) and
(t ≥ 24 s and t ≤ 29 s) intervals.

Even though this representation gives a good overview of the power con-
sumption behavior over time, it is not able to show the fast power fluctuations
captured by the used high precision measurement technique. Therefore, it is
important to look in the available data with more detail.

Figure 7 zooms four key actions of the data depicted in Fig. 6, namely the
network connection, the starting of data transmission/reception, the ending of
transmission/reception, and the disconnection from the network.

Figure 7a depicts the connecting phase, starting in (t = 4 s). The higher power
needed by the network interface to enter and setup the wireless network can be
observed. The power consumption increasing of almost 2 times when changing
from SLEEP to RX and/or TX state is illustrated in Fig. 7b. Figure 7c shows
the end of transmission/reception and illustrates power consumption reduction
when IP transmission is finished (t = 24 s).

Unlike in the DISCONNECTED state, when a network interface is in the
SLEEP state, power fluctuations occur regularly. The regular power fluctuations
in SLEEP state are caused by the IEEE 802.11 Power Save Mode (PSM) protocol
design (see Sect. 2.1). When operating in PSM, the device needs to regularly wake
up for receiving the Beacon Frames, which allow the device to be informed of
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Fig. 7. Detailed state transitions when employing NetworkCard-A 2.4GHz with power
saving enabled

pending data at the Access Point. Such fact produces the power consumption
behavior depicted in Fig. 7c zoom box (red dashed). This zoom box in the sub-
figure represents 1 s of duration, and 10 power peaks related with Beacon Frames
reception can be observed. As the beacon interval in the used Access Point is
configured to 100 ms, there will be 10 beacons to be received each second, as
depicted.

Figure 7d illustrates the network disconnecting phase, starting in (t = 29 s).
The higher power consumption requested upon disconnecting is mainly related
with the extra power needed to change to such state, but also to send discon-
necting information to the network (e.g., releasing IP address). Again, in the
(t ≥ 26 s and t ≤ 27 s) interval, the Beacon Frames reception impact on power
consumption in the SLEEP state can be perceived.

The possibility to investigate the states’ energy consumption with this detail
creates a good asset to employ this methodology in the validation of novel energy-
aware protocols or applications.
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4.4 Investigating the Packet Size Impact

This subsection investigates the packet size impact on the energy consumption.
The tests were done employing Constant Bit Rate (CBR) with a fixed sending
of 100 packets per second. As explained before, each test has a total duration
of 80 s, but the first and the last 10 s of each experiment were not considered
aiming to avoid the impact of upper layer protocol establishment and release
procedures in the energy consumption.

Figure 8 shows the energy consumption in Joule (y-axis) needed to transfer
6000 packets (i.e., 100 packet per seconds during 60 s). The studied packet sizes
range from 64 byte to 1400 byte (value near the Maximum Transmission Unit
(MTU) for Ethernet), as depicted on the x-axis. Additionally, each scenario was
also tested independently in RX and TX states.
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Fig. 8. Energy consumption with distinct packet sizes

The obtained results for NetworkCard-A 2.4GHz and NetworkCard-B 2.4GHz
scenarios show a non negligible energy consumption difference between the energy
needed to transfer the same amount of information in the TX and the RX states.
Nonetheless, the same relationship can not be verified for the NetworkCard-B
5.0GHz case. In this later scenario, the energy consumption to send and receive
the total 6000 packets is similar in the TX and RX states. Yet, by analyzing
the error bars in this scenario, it is possible to notice a higher uncertainly in the
NetworkCard-B 5.0GHz scenario when compared with the others.

Apart from the performance comparison between the distinct network cards,
it is also important to assess the impact of packet size in the energy consump-
tion. Such study is commonly performed by analyzing the energy cost per bit
transmitted [23].
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Figure 9 depicts average energy cost per bit transmitted/received in milliJoule
(y-axis) for the tested packet sizes using the NetworkCard-A 2.4GHz scenario.
Again, as the other scenarios have similar related behavior only this one will be
depicted.
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Fig. 9. Average energy cost per bit with distinct packet sizes

The cost of transmitting a byte using small packets (e.g. 64 byte packet size)
is clearly higher than transmitting packets near the Maximum Transmission
Unit (MTU) size. For instance, in the depicted NetworkCard-A 2.4GHz scenario,
each bit received when using 64 byte packet size has a cost of 12.19 mJ, while
using a 128 byte packet size the cost is roughly a half (i.e., 6.12 mJ). Moreover,
using packets with 1400 byte, the cost of each byte received is only 0.58 mJ. As
expected, according to the values presented in Fig. 8, the energy consumption
per bit when transmitting (TX ) and receiving (RX ) the data is very low (around
0.04 mJ).

By analyzing these results, the importance of the packet size on the energy
consumption becomes clear. For instance, the typical small packet size appli-
cations like Voice Over IP (VoIP) are potential energy demanding applications,
whereas the bulk data transfer applications should be more energy efficient, since
typically larger packets are used. Concerning the importance of the aggregation
others in literature, e.g., [14], have studied the benefits of employing aggregation
techniques.

5 Conclusions

Energy efficiency in wireless access networks plays an important role in the
end-user quality expectations. The mostly deployed wireless access network stan-
dard, IEEE 802.11, has introduced several power saving optimization mecha-
nisms aiming to maximize the end-users devices’ battery lifetime. Furthermore,
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others in literature have proposed optimizations to the standard mechanisms,
ranging from generic MAC layer optimizations to the ones fully dependent on
the application. This chapter has introduced both the standard mechanisms and
the most relevant related work concerning power saving mode optimization in
IEEE 802.11 networks.

Additionally, a technology independent and flexible empirical methodology
to assess energy consumption in all USB network cards has been presented.
The experimental investigation conducted using the mentioned methodology in
a real IEEE 802.11 testbed highlighted the energy benefits of using power saving
modes correctly. By observing the attained results, it was possible to conclude
that the correct management of the wireless states might lead to energy sav-
ings up to 65 %. The gathered data also depicted the application level designed
impact on the energy consumption, namely by adjusting the packet size or using
aggregation techniques.
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Abstract. Future 4G cellular systems will address the need for capacity
increase for the support of diverse services. It is therefore of fundamental
importance to design innovative 4G cellular systems able to support the
increase in the traffic demand. This Chapter deals with LTE systems and
the design of a new reuse scheme, called Soft Frequency Reuse (SFR),
that is able to increase the cell capacity that is studied, considering the
impact of different scheduling schemes and of different user mobility pat-
terns. A consistent SFR scenario has been implemented in both Ns-3 and
OMNeT++ environments. An analytical approach is proposed to evalu-
ate the cell capacity with SFR that has been validated by means of Ns-3
simulations. Finally, OMNeT++ simulations have permitted to highlight
the significant impact of the scheduling scheme and user mobility on cell
capacity; different mobility patterns have been taken into account.

Keywords: LTE · Cell planning · Soft frequency reuse

1 Introduction

Digital information and data traffic are experiencing an exponential worldwide
growth that represents a challenge to be addressed by network planners [1].
In this scenario, mobile communications will play a major role because broad-
band wireless connections have surpassed wired ones since 2011. This is the
scenario that future 5G systems will have to deal with. Long Term Evolution
(LTE) is popularly known as a 4G technology and can be considered as the
technology of choice for most existing Third Generation Partnership Project
(3GPP) and 3GPP2 mobile operators, since it will provide economy of scale
and an efficient use of the radio spectrum [2]. LTE, whose radio access is called
Evolved UMTS Terrestrial Radio Access Network (E-UTRAN), is expected to
substantially improve end-user throughput, cell capacity and reduce user plane
latency, bringing significantly-improved user experience with full mobility sup-
port. With the emergence of the Internet Protocol (IP) as the protocol of choice
c© Springer International Publishing Switzerland 2014
I. Ganchev et al. (Eds.): Wireless Networking for Moving Objects, LNCS 8611, pp. 177–197, 2014.
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for carrying all traffic types, LTE is expected to provide support for IP-based
traffic with end-to-end Quality of Service (QoS) [3].

In the LTE architecture, E-UTRAN consists of a single node, i.e., the eNode B
(eNB) that interfaces with the User Equipment (UE). The protocol architecture
of the LTE air interface can be separated between control and user planes. In the
user plane, the application creates data packets that are processed by protocols
such as TCP, UDP and IP; instead, in the control plane, the Radio Resource Con-
trol (RRC) protocol generates the signalling messages (radio resource manage-
ment, admission control, enforcement of QoS negotiated, ciphering/deciphering
of user and control plane data, compression/decompression of downlink/uplink
user plane packet headers, etc.) that are exchanged between eNB and UE. In
both cases, the information is processed by the Packet Data Convergence Pro-
tocol (PDCP), the Radio Link Control (RLC) protocol, and the Medium Access
Control (MAC) protocol, before being passed to the physical layer (PHY) for
transmissions. IP packet segmentation is performed at the RLC layer.

The aim of this Chapter is to analyse a special frequency reuse scheme pro-
posed for LTE and called Soft Frequency Reuse (SFR). The interest is to study
SFR with both analysis and simulations in order to determine the configuration
that permits us to maximize cell capacity. This work represents a significant
improvement with respect to the study carried out in [3], where we have adopted
a less accurate modelling of SFR and where we have not conducted a simulation
study to validate the analysis proposed. We expect that the present work can
help network planners when designing 4G LTE systems based on SFR.

1.1 LTE Key Features and Radio Resources

LTE supports both Time Division Duplexing (TDD) and Frequency Division
Duplexing (FDD). Both TDD and FDD are widely deployed and the decision
about which duplexing format to adopt depends on the particular application.
This Chapter is devoted to the FDD case.

OFDMA is used in downlink in order to obtain robustness against multipath
interference and high affinity to advanced techniques such as frequency domain
channel-dependent scheduling and Multiple-Input Multiple-Output (MIMO)
antenna systems. Instead, Single Carrier-Frequency Division Multiple Access
(SC-FDMA) is used in uplink in order to have a low Peak-to-Average Power
Ratio (PAPR), user orthogonality in the frequency domain, and multi-antenna
application. OFDMA divides the total stream into multiple sub-streams with
lower data-rates. Each sub-stream is then mapped to an individual data sub-
carrier that is modulated using QPSK, 16QAM, or 64QAM with different coding
rate combinations. LTE uses bandwidths from 1.25, 2.5, 5.0, 10.0 to 20.0 MHz.

A sub-channel (i.e., a group of 12 sub-carriers) is the smallest logical allo-
cation unit in the frequency domain; the slot (i.e., a group of 6–7 symbols)
is the smallest allocation unit in the time domain. The LTE OFDMA frame
structure can be considered like a grid, where a 10 ms radio frame is com-
posed of ten 1 ms sub-frames (twenty 0.5 ms slots). The sub-frame time is also
called Transmission Time Interval (TTI). The signal transmitted in each slot
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is described by a resource grid of sub-carriers and available OFDM symbols.
A Physical Resource Block (PRB) consists of one sub-channel for one slot of dura-
tion in time. Resource allocation to UEs is updated on a TTI basis. Then, PRBs
are grouped into transport blocks that use the same Modulation and Coding
Scheme (MCS). Table 1 describes the different modulation and coding combina-
tions supported by LTE and indexed according to the Channel Quality Indicator
(CQI) [4].

The Signal-to-Interference and Noise (SINR) thresholds for the AWGN case
have been determined for the different MCSs with the corresponding efficiency
ηi according to the following model and related formulas that have also been
used to perform simulations in Ns-3 [5] and OMNeT++ [6]:

ηi = log2

(
1 +

SINRi

Γ

)
⇒ SINRi = 10 log10 [Γ (2ηi − 1)] in dB (1)

where Γ = − 2
3 ln (5 × BER) and BER = 0.00005 and where the efficiency of the

i -th MCS ηi can be determined on the basis of the data in Table 1 according to
the following formula:

ηi = ri log2 (Mi) ⇒ 2ηi = Mri
i (2)

For different channel conditions, SINRi conversions are adopted by intro-
ducing the concept of Effective SINR (ESINR). This is equivalent to take some
margins on the SINR threshold values of the AWGN case.

LTE provides both Hybrid ARQ (H-ARQ) at PHY layer and ARQ at layer
2, supported by the RLC protocol. H-ARQ is a technique, combining Forward
Error Correction (FEC) and Automatic Repeat Request (ARQ) methods, in
which unsuccessful previous attempts are saved and used jointly with FEC re-
transmissions [7]. When the receiver fails to decode a transport block, it sends
a Negative-Acknowledgment (NACK) to the transmitter, but it keeps bits from
the failed attempt for future use. When the transmitter receives the NACK or
a certain time elapses without any feedback, it retransmits new data to recover
the missing transport block. LTE utilizes an Incremental Redundancy (IR) H-
ARQ scheme with 1/3 turbo encoder (FEC code) and CRC for transport block
error detection. IR entails to progressively send parity packets in each subse-
quent transmission. The receiver H-ARQ process performs a soft combination of
the bits from the previous failed attempt with the currently-received retransmis-
sion. This permits to minimize the number of retransmissions. The maximum
number of H-ARQ retransmissions is 3. The H-ARQ round trip time is 8 TTI.
Each H-ARQ process is of the Stop-And-Wait (SAW) type. Multiple H-ARQ
processes run in parallel to keep up the transmission of transport blocks, while
the receiver is decoding already-received transport blocks. This method allows
the continuous use of the transmission resources. As for the ARQ process oper-
ated at RLC layer, in the case of an error in a packet received at this layer, a
packet retransmission is requested. The H-ARQ Block Error Rate (BLER) of
a transport block is of the order of 10−1 after the first transmission, while the
residual error rate of the packet delivered by H-ARQ to the RLC layer is of the
order of 10−3 [8].
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Table 1. Characteristics of the different transmission modes and SINR thresholds for
AWGN channel conditions with Single Input Single Output (SISO) antenna scheme.

CQIi Modulations Code rate Modulation SINR thresholds,

ri size, Mi SINRi (AWGN)

1 QPSK 78/1024 4 −2.1054

2 QPSK 120/1024 4 −0.1083

3 QPSK 193/1024 4 2.1776

4 QPSK 308/1024 4 4.5647

5 QPSK 449/1024 4 6.6514

6 QPSK 602/1024 4 8.4275

7 16QAM 378/1024 16 9.9379

8 16QAM 490/1024 16 11.8495

9 16QAM 616/1024 16 13.7624

10 64QAM 466/1024 64 14.9370

11 64QAM 567/1024 64 16.9703

12 64QAM 666/1024 64 18.8734

13 64QAM 772/1024 64 20.8506

14 64QAM 873/1024 64 22.6980

15 64QAM 948/1024 64 24.0546

1.2 Evolution Towards LTE-A

LTE systems have an increasing diffusion everywhere. The interest now is on
gradually shifting towards a further LTE evolution, referred to as LTE-Advanced
(LTE-A) [9]. This evolution will include significant improvements in terms of
performance and capacity as compared to current LTE deployments.

The link performance of current cellular systems such as LTE is already quite
close to the Shannon limit. From a pure link-budget perspective, the very high
data-rates targeted by LTE-A require a higher SINR than that typically expe-
rienced in wide-area cellular networks. Although some link improvements are
possible (e.g., using additional bandwidth or increasing the MCS efficiency), it
is necessary to find approaches for improving the SINR level, such as allowing a
denser infrastructure at reasonable costs. In particular, 3GPP LTE-A has pro-
posed to use Heterogeneous Network (HetNet) deployments to improve system
capacity and to provide a better coverage at hot spots [10]. The objective of
HetNets is the improvement of the overall capacity as well as a cost-effective
and green radio solution by deploying additional network nodes (i.e., eNBs)
within the local area, such as low-power micro-/pico- network nodes, Home-
Evolved Node Bs (HeNBs)/Closed Subscriber Group (CSG) cells, femto-cells,
and relay nodes. Low-power micro-nodes and high-power macro-nodes can be
maintained under the management of the same operator and share the same fre-
quency bands. In this case, joint radio resource and interference management are
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needed to avoid too high interference for low-power nodes. In some other cases,
low- and high- power nodes can use discontinuous bands of an operator (carrier
aggregation) so that mutual interference is avoided. Macro network nodes with
large Radio Frequency (RF) coverage areas are deployed in a planned way for
blanket coverage of urban, suburban, and rural areas. Instead, local nodes with
small RF coverage areas aim to complement the macro network nodes for cov-
erage extension or throughput enhancement. Moreover, global coverage can be
provided by satellites (macrocells) according to an integrated system concept.

Another important innovation considered for LTE-A is the adoption of MIMO
antenna solutions that are already used in LTE and will play an even more impor-
tant role in LTE-A. Both Spatial Diversity MIMO and Spatial Multiplexing
MIMO are supported by LTE-A. Moreover, 8 × 8 MIMO is adopted in downlink
and 4 × 4 MIMO is envisaged for uplink transmissions. The selection of the
type of MIMO depends on the channel quality: for situations with low SINR, it
is better to use Spatial Diversity MIMO; instead, Spatial Multiplexing MIMO
should be adopted in the presence of high SINR values.

2 Frequency Reuse Schemes

An important cell planning technique is to reuse the same frequency bands
among sufficiently-separated cells so that the mutual interference among cells
using the same frequency is negligible. There are several frequency reuse schemes
that are characterized by different Inter-Cell Interference (ICI) levels, as detailed
below.

2.1 Survey of Frequency Reuse Schemes

In a multi-cell network scenario employing frequency reuse across different cells,
ICI occurs when neighbouring cells use the same frequency bands. The most
severe form of ICI typically occurs on or near the edge of a cell. ICI Coordination
(ICIC) techniques, whereby UEs in a cell are allocated with frequency resources
that are orthogonal to all or to a part of the interfering UEs in adjacent cells, are
needed to reduce ICI effects especially at cell borders. As such, various frequency
reuse schemes have been proposed. The most straightforward approach is the
so-called fixed frequency reuse scheme, whereby the whole bandwidth is divided
into K non-overlapping parts that are assigned to K neighbouring cells. This
frequency planning scheme allows to control ICI at the cost of a reduced spectral
efficiency. A basic scheme is adopting a hexagonal cellular layout with K = 3.

A more refined frequency reuse scheme is Fractional Frequency Reuse (FFR),
where different sets of sub-channels are allocated to the UEs in the cell-edge area
of adjacent cells in order to control the ICI levels and where all spectrum can
be used by UEs in the central part of the cell. All sub-channels are transmitted
with the same power level. Different FFR variants are available, depending on
the differentiation on the portions of bandwidth used in the cell centre and at
cell edge. SFR is an enhancement of FFR in that there is a differentiation in the
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transmission power for cell-centre UEs with respect to cell-edge UEs in order to
reduce ICI at cell edge [11].

2.2 Soft Frequency Reuse

With SFR, UEs within each cell are divided into two groups (i.e., cell-centre
UEs and cell-edge UEs), depending on the distance from the eNB. Cell-edge
UEs are restricted to the reserved cell-edge bandwidth; instead, cell-centre UEs
have exclusive access to the cell-centre bandwidth and can also have access to the
cell-edge bandwidth, but with a lower priority than cell-edge UEs. Usually, the
cell-edge bandwidth in one cell/sector is fixed to 1/K -th of the whole bandwidth
with the aim of ensuring that adjacent cells/sectors can allocate non-overlapping
frequency bands to their cell-edge UEs [12,13]. K is called Frequency Reuse
Factor (FRF). FRF of 1 is very attractive, but entails high ICI levels, thus
impacting on the traffic capacity of a cell. FRF of 1 could be adopted only for
those UEs closer to the eNB, let us say within a distance ρ0. Instead, the external
part of the cell should adopt a higher FRF level, denoted by K. This solution is
implemented by the SFR scheme, as proposed by 3GPP LTE, where typically
K = 3 [13]. Hence, 1/K -th of the whole bandwidth BW is used in the external
part of the cell, where packets are transmitted by the eNB with power level PTe

per sub-channel. Instead, the central part of the cell can even use the whole
bandwidth BW, but with a lower transmission power PTc per sub-channel. Let
us denote:

ρ0 = μRc and PTe = ωPTc (3)

where μ ∈ (0, 1] denotes the normalized cell-centre radius (Rc is the maximum
cell range for which we will use the same value as that of the classical frequency
reuse K ) and where ω > 1 represents the border-to-centre power ratio. Of course
PTe and PTc depend on the transmission power available at the eNB (downlink
case).

The reuse of resources with SFR and K = 3 is shown in Fig. 1, where the
central part of the cell has a different colour to represent the fact that a full-
frequency reuse can be adopted in that part of the cell. This figure also shows
reference distances D1, D2, and Rc.

Considering a uniform UE distribution in the cell (circular cell with radius
Rc) and adopting a Round Robin (RR) service discipline, the probability (or
the percentage of time) that the eNB is transmitting to cell-centre UEs, β, is
obtained as:

β =
πρ2

0

πR2
c

=
(

ρ0

Rc

)2

= μ2. (4)

If a TTI is fully devoted to cell-centre UEs, the whole capacity BW is avail-
able to these UEs. Otherwise, if a TTI is used to allocate resources to both
cell-centre UEs and cell-edge UEs, the capacity available to cell-centre UEs is
(K − 1)BW/K; instead, the capacity available for cell-edge UEs is BW/K. We
refer here to this second case.
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Fig. 1. System layout and frequency planning for the SFR scheme with K = 3.

Before concluding this Section, let us consider the implications of HetNets
on cell planning with SFR; we can note that there might be strong interference
for UEs in the areas where macro-cells are close to pico-cells. For instance, we
can have a UE connected to a macro-cell and near a pico-cell. In this case, this
UE will suffer from interference coming from the pico-cell [14]. To mitigate the
interference, the macro-cell can assign a specific set of sub-channels to this UE,
while we block this set of sub-channels in the pico-cell, by setting the power level
in the pico-cell to 0 (or to a very small value) for this set of sub-channels. This
technique is similar to what we have done so far with SFR, differentiating the
sub-channels used in the cells as well as the power levels depending on the UE
distance. This method entails some throughput reduction for pico-cells, but given
the small numbers of UEs connected to them, this problem can be negligible.
The main cell planning issue here is to define the criteria according to which
there is the need to use pico-cells.

3 Capacity Evaluation with SFR and Optimization

Let S denote the total number of sub-channels in the whole bandwidth BW ; S
also corresponds to the number of PRBs per TTI divided by 2. Let T denote
the number of sub-channels available at the edge of the cell. We consider the
constraint that the total transmission power at the eNB on the whole bandwidth
BW is equal to PT . This entails the following condition to characterize PTc and
PTe expressing the fact that the sum of the transmission power on all sub-
channels at the eNB is equal to PT [13]:

PT = ωTPTc + (S − T ) PTc ⇒ PTc =
PT

ωT + S − T
(5)
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Hence, according to the above formula (5) an increase in the cell-edge trans-
mission power entails a reduction in the transmission power for cell-centre sub-
channels. In the following SINR study for SFR, the noise level N is referred to
the bandwidth of a sub-channel (i.e., BW /S ) since the SINR itself is the ratio
of powers received on a sub-channel: N = kT0BW/S, where k is the Boltzmann
constant and T0 is the ambient temperature in Kelvin degrees.

The useful signal as well as interfering ones are characterized by power levels
according to the following law, relating (sub-channel-based) transmission power
PTX

(corresponding to either PTc or PTe, respectively for transmissions to cell-
centre UEs or to cell-edge UEs) and the received power PR:

PR = ϕ

(
R

Rc

)−ν

PTX (6)

where ϕ and ν are determined according to the Stanford University Interim
(SUI) model as follows [15]:

ϕ =

⎧
⎪⎨

⎪⎩

(
R0
Rc

)γ (
λ

4πR
′
0

)2

10
−[s+Xf +Xh+LT +LR]+GT +GR

10 , if R
Rc

>
R

′
0

Rc(
λ

4πRc

)2

10
−[s+LT +LR]+GT +GR

10 , if R
Rc

≤ R
′
0

Rc

ν =

⎧
⎨

⎩
γ, if R

Rc
>

R
′
0

Rc

2, if R
Rc

≤ R
′
0

Rc

(7)

where Xf = 6 × log10(f [GHz]/2) is a correction factor for frequencies above
2 GHz (here, f = 2.1 GHz), Xh = −d × log10(hUE/2) is a correction factor
for the receiver antenna height (here, hUE = 1.5 m is the UE antenna height),
s represents a shadowing term (either a normal random variable in dB or a
95-th percentile term to take some planning margins), R0 is a nominal reference
distance of 100 m, and where the path loss exponent γ (depending on the prop-
agation environment), α and R0’ (a threshold distance for a change in the path
loss slope) are detailed in [3,15].

Let ϕ* denote the value of ϕ for R > R0’. In this study, we use a fixed value
for s (margin). The consideration of a normal distribution for s in dB (so that
SINR becomes a random variable) is left to a future study. In the derivation
of SINR, we consider the ratio of the transmission powers on groups of sub-
carriers (a sub-channel); of course, we have to consider the same number of
sub-carriers at numerator and denominator. As for Rc, we use the maximum cell
range achievable by the classical reuse scheme with the same K value and the
same link budget conditions (antenna, path loss, etc.) and referring to the most
protected MCS level #1 with SINR1, as shown in Table 1. This is an arbitrary
choice, since also different Rc values could be considered. Basically, this choice
allows to plan the cell range with no or small outage probability at cell border.
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Please note that we could even consider other propagation models for the SFR
study (e.g., the Hata model), but these aspects are beyond the scope of the
present Chapter.

With SFR, we study the ICI level and then SINR by differentiating two
cases: cell-centre UEs and cell-edge UEs. We limit the consideration of interfering
signals to the first two tiers of adjacent cells with respect to a central reference
cell (eNB). Moreover, as a first approximation, we denote by D1 and D2 the
distances of a reference UE from the interfering eNBs of the first and second tier
of adjacent cells, respectively. These distances are approximated as the distances
between the eNB of our reference UE and the eNBs of the interfering cells:
D1 =

√
3Rc and D2 =

√
3KRc.

For cell-centre UEs (referring to the white reference cell at the centre of
Fig. 1), there are interfering transmissions in both the first and the second tiers
of adjacent cells. As for the first tier, the interference power with level Ic1 is
the result of 3 interfering transmissions to cell-centre UEs with transmission
power PTc

per sub-channel (gray and darkest adjacent cells) and 3 interfering
transmissions to cell-edge UEs with transmission power PTe

per sub-channel
(gray and darkest adjacent cells).

Ic1 = 3ϕ∗
(

D1

Rc

)−γ

PTc + 3ϕ∗
(

D1

Rc

)−γ

PTe (8)

As for the second tier, the interference power with level Ic2 is the result of
9 interfering transmissions to cell-centre UEs with transmission power PTc

per
sub-channel (white, gray, and darkest cells) and 3 interfering transmissions to
cell-edge UEs with transmission power PTe

per sub-channel (gray and darkest
cells).

Ic2 = 9ϕ∗
(

D2

Rc

)−γ

PTc + 3ϕ∗
(

D2

Rc

)−γ

PTe (9)

In conclusion, we have:
Ic = Ic1 + Ic2 (10)

For cell-edge UEs, we adopt the same approach to determine the interference
coming from the first and the second tiers of adjacent cells. As for the first tier,
the interference power with level Ie1 is the result of 3 interfering transmissions
to cell-centre UEs with transmission power PTc per sub-channel (gray adjacent
cells) and 3 interfering transmissions to cell-centre UEs with transmission power
PTc

per sub-channel (the darkest adjacent cells).

Ie1 = 6ϕ∗
(

D1

Rc

)−γ

PTc (11)

As for the second tier, the interference power with level Ie2 is the result of
6 interfering transmissions to cell-edge UEs with transmission power PTe

per
sub-channel (white cells) and 6 interfering transmissions to cell-centre UEs with
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transmission power PTc
per sub-channel (gray and darkest cells).

Ie2 = 6ϕ∗
(

D2

Rc

)−γ

PTe + 6ϕ∗
(

D2

Rc

)−γ

PTc (12)

In conclusion, we have:
Ie = Ie1 + Ie2 (13)

We consider that interfering signals always travel a distance greater than R0’
so that they are characterized by ϕ = ϕ* and ν = γ. In order to derive the
SINR for cell-centre UEs, SINRc, we consider that our reference UE is at a
distance R ≤ ρ0 from its eNB, that PTX

≡ PTc and that the power received
is according to (6). Instead, in order to express the SINR for cell-edge UEs,
SINRe, we consider that our reference UE is at a distance R > ρ0 from its eNB
and PTX

≡ PTe. Then, SINR as a function of the distance R of the UE from
its eNB is determined by SINRc in (14) for R ≤ ρ0 and by SINRe in (15) for
R > ρ0 according to the formulas below where ν and ϕ also depend on R/Rc:

SINRc

(
R
Rc

, μ, ω, PTc

)
= ( R

Rc
)−ν

3ϕ∗
ϕ

[
(1+ω)(

√
3)−γ

+(3+ω)(
√

3K)−γ
]
+ N

ϕPT c

(14)

SINRe

(
R
Rc

, μ, ω, PTc

)
= ( R

Rc
)−ν

6ϕ∗
ϕ

[
1
ω (

√
3)−γ

+(1+ 1
ω )(

√
3K)−γ

]
+ N

ϕωPT c

(15)

SINR behaviours for different μ and ω values are shown in Fig. 2 for PT =
37 dBm, BW = 5 MHz and ‘intermediate’ propagation conditions [15]. From this
graph, we can see that the SINR curve has a discontinuity at R = ρ0 due to
the change in the conditions for interference, transmission power, and available
bandwidth.

This approach to determine SINR could be easily adapted to model cell
sectorisation. In this case, we should reduce the number of interfering cells and
add the antenna gain to the link budget. Further details on cell sectorisation are
beyond the scope of the present work. However, we believe that the following
SFR optimization approach is also valid for a sectorised scenario.

The aim of the following study is to present traffic engineering implications
for planning the LTE coverage with SFR so that the rough approximation of
circularly-shaped cells (radius Rc) is acceptable. We assume that the UEs ser-
viced by an eNB are uniformly distributed in the cell. Hence, the number of UEs
receiving transmissions according to a certain MCS (or the corresponding CQI)
is proportional to the area within the cell that is covered by that MCS mode.

If SINR does not monotonically decrease with the distance, as in our SFR
case, the same CQIi value can be adopted in two disjoint rings: one for distances
lower than ρ0 and another for distances greater than ρ0. Let Aci denote the area
of the ring in the cell-centre zone where mode CQIi is used. Moreover, let Aei

denote the area of the ring in the cell-edge zone where mode CQIi is used.
Areas Aci and Aei are disjoint. The total area where the transmission mode
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Fig. 2. Examples of SINR behaviour.

corresponding to CQIi is used is Ai = Aci + Aei. This area can be formally
characterized by the radii fulfilling the following condition:

SINRi ≤ SINR

(
R

Rc
, μ, ω, PTc

)
< SINRi+1. (16)

Area Aci is limited by radii Rc,i and Rc,i+1 so that 0 ≤ Rc,i+1 ≤ Rc,i ≤ ρ0.
Moreover, Aei is limited by radii Re,i and Re,i+1 so that ρ0 ≤ Re,i+1 ≤ Re,i ≤ Rc.
In these conditions, Rc,i is obtained by solving SINRc = SINRi using the
SINRc expression in (14). In case of no solution in the range 0 – ρ0 for this SINR
condition, we take the limiting value 0 or ρ0 for Rc,i, depending on the fact that
the threshold value SINRi is too high or too low for the SINRc values for cell-
centre UEs. If SINR1 is too high, we have outage in the cell centre. Moreover,
Re,i is obtained by solving SINRe = SINRi using the SINRe expression in
(15). In case of no solution in the range ρ0 – Rc for this SINR condition, we take
the limiting value ρ0 or Rc for Re,i, depending on the fact that the threshold
value SINRi is too high or too low for the SINRe values for cell-edge UEs. If
SINR1 is too high, we have outage at the cell border.

Let Ωci denote the probability that mode CQIi is used for cell-centre UEs and
Ωei the probability that mode CQIi is used for cell-edge UEs. These probabilities
are obtained as:

Ωci =
Aci

πR2
c

and Ωei =
Aei

πR2
c

for i = 1, . . . , 15 (17)

Note that probabilities Ωci and Ωei above are normalized on the whole cell
area and not on the area of the part (cell-centre or cell-edge) they refer to. We
consider Ωci for i = 0 to represent the outage probability in the cell-centre area
(i.e., outage occurs in the cell-centre area if the condition SINRc < SINR1

is fulfilled) and we consider Ωei for i = 0 to represent the outage probability
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in the cell-edge area (i.e., outage occurs in the cell-edge area if the condition
SINRe < SINR1 is fulfilled). The following condition is met:

15∑

i=1

(Ωci + Ωei) ≤ 1 (18)

where equality is valid only when there is no outage. The overall outage proba-
bility is given by Ωc0 + Ωe0 .

Probabilities Ωci and Ωei for i = 1, . . . , 15 can be derived as shown below:

Ωci (SINRi, SINRi+1, μ, ω,K, PTc
) = πR2

c,i−πR2
c,i+1

πR2
c

=
(

Rc,i

Rc

)2

−
(

Rc,i+1
Rc

)2

Ωei (SINRi, SINRi+1, μ, ω,K, PTc
) = πR2

e,i−πR2
e,i+1

πR2
c

=
(

Re,i

Rc

)2

−
(

Re,i+1
Rc

)2

(19)
The dependence of probabilities Ωci and Ωei on PTc (or equivalently PT ) is

negligible. These probabilities are used below to express the mean PHY-layer
capacity of a cell.

The cell capacity with a certain CQIi is obtained under the scheduling
assumption that all PRBs of a TTI are transmitted with the same modula-
tion and coding scheme of that CQIi and this is possible because we consider
that the system is fully loaded both in its central area and in its edge area. We
consider the gross cell capacity, including the capacity spent for control chan-
nels. Moreover, we differentiate between cell-centre capacity Cci and cell-edge
capacity Cei, since the available bandwidth BW is divided between cell-centre
and cell-edge parts according to the coefficients (K − 1)/K and 1/K. We have:

Cci = 12 × 7 × ηi × (K−1)×NP RB(BW )
K×TTI

Cei = 12 × 7 × ηi × NP RB(BW )
K×TTI

(20)

where TTI = 1 ms and NPRB(BW ) is the number of PRBs per TTI, considering
the whole available bandwidth, BW [3].

We obtain the average PHY-layer capacity of a cell, C, by summing the
capacities Cci and Cei weighted by the probabilities of using CQIi in the cell
centre or in the cell edge:

C (μ, ω,BW,K,PTc) =
∑15

i=1 {Cci × Ωci + Cei × Ωei} =

=
∑15

i=1 {ηi [(K − 1) Ωci + Ωei]} 12×7×NP RB(BW )
K×TTI

(21)

Note that the dependence on thresholds SINRi has been omitted in the
notation of the mean cell capacity C. We can use (21) to select the values of μ and
ω that maximize the cell capacity. Figure 3 shows the behaviour of the capacity
C as a function of μ and ω for PT = 37 dBm, BW = 5 MHz, ‘intermediate’
propagation conditions, and AWGN channel, according to the SINR thresholds
in Table 1. Note that if there is outage in the cell for a given configuration of
μ and ω, we have considered in the following graphs a cell capacity equal to
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zero (even if the actual cell capacity is not zero) in order to make it evident
that some configurations of μ and ω correspond to outage conditions. Hence, in
Fig. 3 the darkest area corresponds to outage configurations in the cell of radius
Rc; these configurations are not good for cell planning purposes. The graph in
Fig. 3 shows that the PHY-layer cell capacity C has an optimal configuration
(maximum) for μ around 0.8 and ω around 1.6. The results in Fig. 3 are quite
insensitive to variations of PT (only the cell range changes).

Fig. 3. PHY-layer capacity as a function of μ and ω in the AWGN channel case. The
side bar maps the gray scale to the capacity in bit/s.

Similar results to those in Fig. 3 could be achieved considering MAC-layer
capacity including the effects of H-ARQ retransmissions.

4 Simulation Results

In this Section, we present simulation results to analyse the capacity of LTE with
SFR. The following system configuration has been adopted for all simulations:

– SUI propagation model for an intermediate scenario
– System bandwidth BW = 5 MHz
– Omni-directional antennas at both eNBs and UEs
– eNB transmission power PT = 37 dBm
– Uniform UE distribution in the cells
– Cell range Rc equal to 1666 m (AWGN channel), the reference value of the

classical frequency reuse with K = 3
– Cellular hexagonal layout with a reference central cell (eNB) and 18 adjacent

cells (1st and 2nd tiers of cells)
– Shadowing margin s = 15.8 dB
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– SFR with cell-edge reuse factor K = 3
– In order to simplify the model, we have assumed that all sub-carriers (sub-

channels) experience the same SINR conditions.
– SINR thresholds are used for the different CQIs according to Table 1.

4.1 Model Validation with the Ns-3 Simulator of LTE

The Ns-3 environment already supports an LTE simulator [5]. In order to get the
SFR scheme included in Ns-3, we have modified the resource allocator module.
In particular, SFR for K = 3 is implemented as follow: assuming that the system
is fully loaded, cell-edge UEs are allowed to use only 1/3 of the whole bandwidth
BW , instead cell-centre UEs are scheduled to use the rest 2/3 of the bandwidth.
The channels used by cell-edge UEs are set to be different from those of the six
adjacent cells in order to mitigate interference. The transmission power for one
sub-channel for cell-edge UEs is ω times higher than that for cell-centre UEs.
In order to study the cell capacity when the system is fully loaded (downlink
traffic), we consider that the eNB transmits to each UE in the cell a UDP traffic
at the maximum possible bit-rate for the bandwidth considered; this is done
in order to consider the interference levels in the most critical conditions. Each
eNB uses pilot channels (i.e., PDCCH + PCFIC) to send reference signals to
UEs that, in turn, calculate SINR of each PRB by dividing the power of the
signal from the eNB by the sum of the noise power plus all powers received on
the same PRB and coming from interfering eNBs. The calculation of SINR is
used to determine the CQI level sent to eNB by a feedback signal. The MCS
of each sub-channel corresponds to the CQI level of that sub-channel. In our
study, all sub-channels used by a UE have the same CQI value. Referring to the
simulation area of 19 cells, we consider UEs randomly placed in the cells and
we categorize them as in the cell-centre area or in the cell-edge one depending
on the distance from their eNB. Then, we measure the SINR for each UE in the
central cell and determine the corresponding cell capacity as the average of the
capacity provided to the UEs in the different parts of this cell.

The graph in Fig. 4 shows the comparison between the SINR behaviour from
the analysis in Sect. 3 and that obtained from Ns-3 simulations in the AWGN
channel case. We can note that the agreement is quite good and that there is
a slight difference when approaching cell borders due to the approximations in
the analysis on the derivation of the distance of interferers.

The following graph in Fig. 5 shows the capacity (net capacity without control
channels) obtained from Ns-3 simulations for different combinations of ω and
μ, assuming an RR scheduler that is consistent with the assumptions made in
Sect. 2. These results have been obtained considering fixed users and outage
conditions. These results show that the optimal configuration is quite close to
that predicted by the theoretical approach in Sect. 3; some small differences are
due to following issues: (i) the rough granularity (steps of 0.1 for both μ and
ω) adopted for performing simulations; (ii) the inclusion of the control channels
capacity in the total capacity in the analysis (control channels roughly entail a
14 % capacity overhead).
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Fig. 4. SINR behaviours from Ns-3 simulations and the theory in the AWGN channel
case for ω = 2 and μ = 0.6.

Fig. 5. Capacity with SFR from simulations for AWGN channel and different values
of the normalized cell-centre radius μ and border-to-centre power ratio ω.

4.2 Impact of Mobility on SFR Cell Capacity

Client (UE) mobility heavily influences the performance of wireless networks. In
the analysis carried out in the previous part of this Chapter, we have assumed
that clients are uniformly distributed in the cell and that clients’ locations do
not change. This is not the case of the real world, where clients move while they
exchange traffic through the LTE network. The distribution of client positions
within the area covered by the cell influences its capacity, because clients close
to the eNB can communicate using more effective MCS levels. In this Section,
we evaluate the impact of mobility on cell capacity with SFR via simulations.
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An OMNeT++ [6] simulation model has been implemented that supports all
the characteristics highlighted at the beginning of Sect. 4.

The OMNeT++ simulation area consists of 19 eNBs located as shown in
Fig. 1. Only the capacity of the central cell was analyzed. It is assumed that
all clients request best effort traffic and that the RR scheduler is adopted. We
consider the whole capacity of a cell, also including control channels capacity.
The cell capacity is calculated as the average of the throughput offered to all UEs
within range. The throughput of a UE was calculated using the SUI propagation
model (as in Sect. 3), assuming a total transmission power PT = 37 dBm and
BW = 5 MHz. The calculation of cell capacity was repeated every 100 ms of the
simulation time to evaluate how it changes in response to the changing locations
of network nodes (it corresponds on average to 0.5 m change in client location).
The simulation time has been set to 10 days and we have obtained both average
and standard deviation of cell capacity. The number of clients of the cell was set
to 100. These clients were roaming within the area covered by the eNB according
to a mobility model as detailed below.

Four different client mobility models have been implemented: Random Way-
point (RW) [16], Gauss-Markov (GM) [17], Mass Mobility (MM) [18], and Real
Life Mobility Model (RLMM) [19]. The mean speed of a client has been set to
18 km/h in all mobility models. At the start of the simulation, all clients are
uniformly spatially distributed: they are on a grid with equal distances of 100 m
from each other. The comparison of the capacity results obtained with the dif-
ferent mobility models is shown in Fig. 6 for a configuration with μ = 0.8 and
ω = 1.6, as selected in Sect. 3.

In the RW mobility model, nodes are moving directly to the next randomly-
chosen point (waypoint). The move between two points is according to a straight
line with constant speed. When a node reaches the next point, it waits for some
time and then chooses a new destination. In the MM model, nodes have a certain
mass and apply a momentum accordingly. Nodes move in a straight line for a
certain time interval (5 s on average) and make a turn with an angle randomized
around the previous angle, using a normal distribution with an average of 30
degrees. Node speed is normally distributed. When a node reaches the boundary
of the simulated area, it reflects off the wall according to the same angle. The
lower rate of changes in the movement makes cell capacity changes much smaller
on a short time scale, but the correlation of the movement may cause quite high
changes in the total cell throughput. RLMM simulates the changes of human
behaviour in relation to weekly and daily cycles. The day is divided into periods
during which human movement patterns are very different, like for instance the
8 h working time or the 8 h sleeping time (when the client does not move) and
the travel time from the work place to home (when the client intensively moves
between two points on the simulated area). The simulations have shown that
these patterns very heavily influence the mean cell capacity: it is almost constant
during nighttimes (when clients do not change the location and have constant
modulation) and rapidly changes during the periods of heavy commuting to and
from work. The GM mobility model assumes that mobile nodes have an initial
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speed and direction, and takes this into consideration to compute the values
for the next step. Thus, the movement is much more smoothed, but the traveled
distances are higher than in other models, so that capacity has a higher variation.

Comparing the results of the different mobility patterns we can notice that
the average cell capacity is similar for GM and MM models, but the RW model
gives much higher average cell capacity. In any case, all mobility models yield
higher cell capacity values than those considered in Sect. 3, because all mobility
models tend to distribute the clients close to the cell centre; this phenomenon is
emphasized in the case of the RW mobility model [20]. The standard deviation
of the cell capacity changes significantly from model to model. From the RLMM
model we can see that the changes in human movement characteristics during
day and night make the variance of cell capacity much higher than one could
anticipate from simpler mobility models, because there are long periods with
constant capacity (nigh time and working time), as can be seen in Fig. 8 in the
next Sub-section.

Fig. 6. Average and standard deviation of cell capacity for RW, GM, MM, and RLMM
mobility models for normalized cell-centre radius μ = 0.8 and border-to-centre power
ratio ω = 1.6.

4.3 Simulation Study of SFR Under Different Scheduling Policies

In the previous analysis, we have assumed that the transmission time (amount
of PRBs) is allocated evenly among all mobile clients, as in the case of the RR
scheduling algorithm. However, in addition to the RR scheduler, we consider the
Proportional Fair (PF) scheduler [21]. With RR, every client UE is scheduled
for equal times allocated without taking the channel quality into account. This
entails the allocation of the same amount of PRBs to every client, assuming
that there are always data available for transmissions. Depending on the MCS
level used by each client, the transmission rate may be very different from client
to client. With PF, each data flow is assigned with a data rate or a scheduling
priority (depending on the implementation) that is inversely proportional to its
anticipated resource consumption. PF ensures that every client can transmit the
same amount of data, regardless of the channel quality. The goal is to guarantee
fairness among flows. PF is a scheduling option well suited to non-real time
traffic.

To evaluate how cell capacity is influenced by the scheduler, we have imple-
mented both RR and PF schedulers within the OMNeT++ model [22] in the
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SFR scenario. The simulations have been executed according to the parameters
shown at the beginning of Sect. 4. In the following Figs. 7 and 8, the cell capacity
has been compared between the two scheduling algorithms, considering the four
mobility models under investigation. We can note that the PF scheduler heavily
decreases the total cell capacity. This is caused by more PRBs allocated to serve
clients with lower MCS levels to maintain the fairness of throughput provided by
the eNB to its clients. The PF scheduler also decreases the amplitude of capacity
changes. This can be seen in particular for the RLLM mobility model, since the
cell capacity with PF is much steadier than that with the RR scheduler.

Fig. 7. Cell capacity in time for RW (left) and MM (right) mobility models with RR
scheduler (black) or PF scheduler (grey) for SFR with normalized cell-centre radius
μ = 0.8 and border-to-centre power ratio ω = 1.6 for 24 h of simulation time.

Fig. 8. Cell capacity in time for GM (left) and RLMM (right) mobility models with
RR scheduler (black) or PF scheduler (grey) for SFR with normalized cell-centre radius
μ = 0.8 and border-to-centre power ratio ω = 1.6 for 24 h of simulation time.
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Fig. 9. Average cell capacity for RR scheduler with different mobility models and
different SFR parameters.

Fig. 10. Average cell capacity for PF scheduler with different mobility models and
different SFR parameters.

The mobility models may distribute the users in the cell in different ways
(especially in terms of the closeness to the eNB) [20], what creates different
average capacity values and different optimization conditions for μ and ω with
respect to those considered in Sect. 3. Thus, we have carried out simulations
to evaluate the cell capacity in configurations where μ and ω are around the
optimized point, as identified in the previous Section: μ = 0.8 and ω = 1.6.
In particular, we have considered 6 points distributed in the μ - ω plane near
the optimal point: that is μ between 0.3 and 0.8 and ω between 1.6 and 2.6.
Results are shown in Figs. 9 and 10 for RR and PF schedulers, respectively. We
can note that the results in Fig. 9 show that the optimum point is for μ = 0.8
and ω = 1.6, and this is consistent with the results of the analysis in Sect. 3
(Fig. 3) and those of the Ns-3 simulations in Subsect. 4.1 (Fig. 5). Instead, the
results in Fig. 10 provide a different optimum point, because the PF scheduler is
adopted; nevertheless, the configuration with μ = 0.8 and ω = 1.6 still provides
a high capacity close to the maximum in this case. In Figs. 9 and 10, there
are quite large differences in cell capacity between RW and the other mobility
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models, because the RW mobility model tends to concentrate (more than the
other mobility models) the users close to the cell centre. As already explained,
this effect that is present in all mobility models [20,23] justifies the difference
in capacity between the analysis in Sect. 3 and the simulation results shown in
Subsects. 4.2 and 4.3.

5 Conclusions

In this Chapter, we have presented a framework to analyse the capacity of multi-
cellular LTE systems based on soft frequency reuse. A system model has been
proposed in order to characterize the SINR depending on two SFR important
parameters, such as the normalized cell-centre radius μ and the border-to-centre
power ratio ω. An optimization of these parameters has been carried out by
means of analysis, Ns-3 simulations, and OMNeT++ simulations. We have also
shown that the cell capacity and the SFR optimization are also influenced by
the scheduling technique used at the eNB in order to manage the different traffic
flows as well as by the different mobility patterns of the users. We have shown
that the configuration with μ = 0.8 and ω = 1.6 provides maximum (or close-
to-maximum) cell capacity values in many mobility and scheduling conditions.

A possible future work will deal with the study of SFR for the HetNet sce-
nario, with modelling SFR in the MIMO case, and with the study of the effects
of the lognormally-distributed shadowing.
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Abstract. Unmanned aerial vehicles (UAV) are rising in popularity
together with video applications for both military and civilian use.
Because of that, it is necessary to address a set of challenges related
to the device movement, scarce resources as well as high error rates,
making evident the need for an adaptive mechanism to strengthen video
transmissions. Adaptive Forward Error Correction (FEC) techniques are
known to be suitable to enhance the Quality of Experience (QoE) of
video transmitted over error-prone wireless networks with high mobil-
ity. This book chapter proposes an adaptive video-aware FEC mecha-
nism that uses motion vectors details to improve real-time UAV video
transmissions, providing both higher user experience and better usage
of resources. The benefits and drawbacks of the proposed mechanism
along with the related work are analysed and put up for test through
simulations and evaluated using QoE metrics.

Keywords: Motion Vectors (MV) · Forward Error Correction (FEC) ·
Video-aware FEC · Fuzzy logic · QoE · Unequal Error Protection (UEP)

1 Introduction

The rapid growth of both, autonomous and nonautonomous unmanned aerial
vehicles (UAV) [1], with the objective of video surveillance, exploitation, and
reconnaissance is evident in the last years. The deployment of these vehicles is no
longer exclusive of military and special operation applications, as the civilian use
of small UAVs has also increased due to ease operation, robust, and cost-effective
wireless networking technologies, such as 4G LTE. These devices can be helpful
in a variety of situations. For example, in traffic surveillance, public parades,
festivals, sports events, in short, at any event that brings together a large amount
of people [2,3], the use of UAVs can be preferred over fixed video cameras due to
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their mobility and low cost operation in comparison to manned systems. Other
applications are to cover large areas with no previous infrastructure, in natural
disaster sites, rescue missions [4], as well as monitoring and inspecting critical
infrastructures, such as power plants, long pipelines, large industrial areas, rail-
ways, harbours.

The benefits of UAV with video-capability are clear, however, even with
proper equipment, robust data integration and visualization tools, poor-quality
video streaming can compromise the usability of the system. These video streams
are watched by humans, and a good quality is essential to, for example, identify
faces, damaged power lines or pipes, as well as track conditions. However, it is
known that real-time video transmission over wireless networks with Quality of
Experience (QoE) support brings new challenges. It needs a steady and con-
tinuous flow of packets, which can be affected by a number of factors. First of
all, these networks tend to have poor connectivity quality [5]. In addition, the
channel conditions can quickly fluctuate over time owing to the high mobility of
the nodes and terrain structures, as well as other wireless communication issues
like noise, multipath fading, and channel interference [6]. Another challenge is
to fairly use the available bandwidth [7]. It is critical to make an efficient use
of resources preventing the induction of network congestion and high packet
loss rate. This is especially important in resource-consuming services like video
transmission. Furthermore, the video quality as perceived by the users is also
important, a good clean image will help to identify persons, objects, and places,
while providing a better chance to act accordingly in each case.

The quality of live video streams, in terms of QoE [8], is the overall accept-
ability of end-users and is related to, but differs from the extensively studied
concept Quality of Service (QoS). Generally speaking, QoE quantifies the video
quality according to the user perception and these characteristics must be taken
into consideration in networking adaptation mechanisms. This need is even more
evident in dynamic wireless environments with high error rates, such as, in UAV
video streams. The optimized distribution of live video streams with QoE sup-
port is one of the main challenges in highly dynamic wireless environments.
Choosing the proper adaptive redundancy control mechanism with QoE and
network-awareness is decisive for an efficient use of resources, while increasing
the video quality as perceived by end users.

Several factors can affect the video QoE. These factors are not restricted
to network parameters as aforementioned, but also to the video characteris-
tics, such as codec type, bitrate, the length of the Group of Pictures (GoP),
as well as the video content, such as the degree of details and motion inten-
sity [9]. Because of that, an adaptive redundancy control mechanism is required
to improve the video quality in high dynamic and error-prone wireless networks,
especially involving mobile nodes. A good way to quantify the motion intensity
in a certain video portion (e.g., a frame or GoP) is to use the Motion Vec-
tors (MV) in it. MV are a key part of the video compression, where they are
used to store the changes from adjacent frames. This means that the changes
can be related to the next frame or both previous and next frames. By using



200 R. Immich et al.

the information held by the MV, it is possible to quantify the motion intensity.
Since each video sequence has its own characteristics in terms of motion and
complexity levels, the adaptive redundancy control mechanism must recognize
them and perform the protection in accordance with their importance. To do
that, an Unequal Error Protection (UEP) scheme is desired to shield the most
important information providing better QoE.

Through the use of an adaptive protection mechanism it is possible to protect
the most important data, improving the video transmission and attaining both
high video quality and low network overhead. To this end, Forward Error Correc-
tion (FEC) techniques have been used successfully in real-time video transmis-
sion services [10]. FEC enhances the video transmission by sending redundant
data along with the original data set. Because of that, when a data loss occurs,
the original data can be reconstructed using the redundant information [11].
However, the wireless resources are limited and often unfairly distributed. In
order to overcome these problems and to allow multiple simultaneous transmis-
sions, an adaptive cross-layer FEC-based mechanism is required. This mechanism
should also be UEP- and QoE-aware to decrease the redundant information,
while increasing the human perception. This is feasible by adjusting the amount
of redundancy based on the content relevance from the QoE perspective, giving
more protection to the most important data.

This book chapter describes a cross-layer adaptive video-aware mechanism
that uses motion vectors details, FEC, and Fuzzy logic to improve the resilience
of UAV (uavFEC) video transmission with both UEP and QoE-awareness. Even
though some video-aware FEC-based mechanisms are found in the literature, as
detailed in the related work, they tend to consume unnecessary bandwidth by
sending QoE-unaware information. To address this issue, the uavFEC dynami-
cally configures itself, using fuzzy logic, to send redundant information of only
the most important data, improving the human experience when watching live
video flows, while providing users and authorities (e.g., firefighters and para-
medics) with a high perception of videos and allowing them to reduce human
reaction times.

Fuzzy logic has been used in several video related mechanisms, such as to
detect video shot boundaries in content-based video applications [12], to perform
congestion control of real-time video stream in wireless networks [13], and also to
perform a dynamic bandwidth and buffer allocation on multimedia traffic [14],
as well as for QoE estimation of audio and video transmissions [15]. However,
to the best of our knowledge, there is no proposal of an adaptive mechanism
using fuzzy logic to handle in an abstract way the concepts of motion vectors to
enhance QoE in highly dynamic and error-prone wireless networks. The uavFEC
also uses the fuzzification process to cope with a number of video characteristics
in order to find the specific degree of membership which corresponds the motion
intensity of each video sequence. In doing that, it is possible to assign an optimal
amount of redundant data only to QoE-sensitive data. This means that only the
more sensitive video information will have an adjustable amount of redundant
data, therefore ensuring a high video quality and downsizing the resource usage.
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These are important features in highly dynamic networks that can be only
achievable through the adoption of an adaptive mechanism. Another important
advantage is the energy savings that are achieved by sending less redundant
information, thus using less power. The proposed solution was assessed using
real video sequences from small UAVs and objective QoE metrics.

The remainder of this book chapter is structured as follows. The related work
is shown in Sect. 2. Section 3 describes uavFEC and its evaluation is presented
in Sect. 4. Conclusions and future work are summarized in Sect. 5.

2 Related Work

Several mechanisms have been proposed to improve the video quality over wire-
less networks, however, to the best of our knowledge, there is no proposal of an
adaptive video-aware mechanism to enhance the video transmission of UAVs.
One of these proposals is the Adaptive Cross-Layer FEC (ACFEC) that uses a
packet-level error correction [16]. It adopts a MAC layer loss counter, which is
increased on each loss, and it is used to determine the amount of FEC redun-
dancy. In doing so, when the wireless connections are good, the counter will held
a small number, producing less redundant traffic. Nevertheless, a network over-
head assessment was not conducted, proving difficult to determine the efficiency
of the proposal. Additionally, the video characteristics are not considered, which
are known to have a direct influence on the video resilience to packet loss and
QoE.

Another approach uses a retransmission-based adaptive source-channel rate
control [17]. This allows to track in real-time the decoder buffer occupancy and
channel state, making possible to use the best redundancy amount. Despite the
authors claim that it improved the QoE for end-users, no actual QoE metrics
were used, they relay only on QoE prediction using packet loss information.
Another point is that it does not measure the network overhead caused by the
proposed scheme.

An alternative mechanism defines a dynamic FEC block length, which can be
adjusted according with both, the number of continuous losses and the packet
loss rate to improve video transmissions [18]. This approach only takes into
consideration the network parameters, leaving out information about QoE and
video characteristics which are very important in the adaptation scheme to define
a correct amount of redundancy.

Another solution is the Cross-Layer Mapping Unequal Error Protection
(CLM-UEP) [19]. This mechanism provides a tailored amount of redundancy
based on the frame type and packet loss rate. However, this approach does not
deal with important video characteristics, such as the frame position within
the GoP and, especially, the motion intensity. As aforementioned, these video
characteristics have a substantial influence in order to find the more appropri-
ate amount of redundancy, consequently saving important device and network
resources.
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3 Adaptive Video-Aware Fuzzy Logic Mechanism

Considering the open issues aforementioned, in particular the lack of QoE- and
video-aware proposals which include clear indicators of motion intensity, such
as the motion vectors (MV), and the network state, this work proposes and
evaluates a cross-layer adaptive video-aware FEC mechanism (uavFEC) based
on MV and fuzzy logic. The primary goal is to enhance the video transmission
of small UAV. This solution is an improvement of our previous work [20] and
the main enhancements are described next.

Figure 1 depicts the overall operation of our mechanism. The video is cap-
tured, packetized, and delivered to uavFEC. After that, our mechanism will
gather information about the video characteristics, such as the distance pointed
by the motion vectors, frame type, GoP length, and relative position of P-Frames.
These information are obtained through cross-layer techniques and loaded on
the fuzzy interface engine to compute a suitable redundancy amount. Another
important feature of uavFEC is the use of the network status to improve even
further the amount of redundancy, allowing to enhance the video quality without
adding unnecessary network overhead.

In order to conceive the uavFEC, first of all, a knowledge database needs to be
created through exploratory analysis using hierarchical clustering. This database
stores information about the relation between several video characteristics and
their impact on the quality of the videos. Further details can be found in [20].
The combined use of this knowledge database and human expertise allows the
definition of several fuzzy rules and sets. The offline process needs to be executed
only once. Following this analysis, the information is loaded in the fuzzy interface
engine and can be used in the real-time decision making process. This is an

Fig. 1. uavFEC
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important step, since the real-time mechanism can be faster and more accurate,
as fewer variables need to be handled.

uavFEC also uses the network state as one of the inputs to the adaptive
mechanism. This information is jointly employed with the GoP length, motion
vectors distance, frame type, and the relative position, to determine a suitable
amount of redundancy. After that, using an improved UEP technique, a proper
amount of redundancy will be added, sparing resources while increasing the video
quality. A detailed description of the adaptive mechanism is presented below.

The use of fuzzy logic in the proposed mechanism allows it to be more com-
prehensive and dynamic, because it can take into consideration a larger number
of video and network details and still be fast enough to operate in real-time
schemes as expected in a highly dynamic UAV network. Additionally, fuzzy logic
can be considered a problem-solving methodology that aims to define what the
system should do rather than attempting to fully understand its operation. It
adopts a simple approach to provide definitive conclusions relying on imprecise,
ambiguous, or vague information.

In order to use fuzzy logic it is necessary to define several components, such as
rules, sets, and membership functions. The rules define how the system behaves.
The fuzzy sets, in contrast to classical sets that an element either belongs or
does not belong to, are capable to have a degree of membership. At last, the
membership functions are designed to represent the significance of each element
in the fuzzy set.

The process of designing the fuzzy logic components that will be used in the
uavFEC mechanism enfolds a series of exploratory analysis to define the behav-
iour and value of each one of them. The first step is to quantify the motion
intensity. In order to do that, an exploratory analysis using hierarchical clus-
tering with Euclidean distance was conducted. This is a statistical method of
partitioning data into groups that are as homogeneous as possible. Motion vec-
tors (MV) data is used to create these clusters. The idea of MV was obtained
from classical mechanics and their vector-oriented model of motion. This model
describes the movement of objects as simply as the sequence of small transla-
tions on a plane. To produce a large data base, the MV of several UAVs video
sequences were extracted. Then, through Euclidean distance, it was computed
how far each vector is pointing and summed together with all others in the
same frame. This was used instead of just counting the MV, because one frame
can have a lot of vectors pointing to a close distance where another frame can
have less vectors, but pointing much farther away, thus presenting higher motion
intensity. Figure 2 depicts an example. At frame #21 the UAV is turning right,
thus, it is possible to see that the MV are longer than in frame #34, when
the UAV finished the turn and starts hovering. The Euclidean distance sums of
all MV in these frames are 109300 and 14117, for frame #21 and #34 respec-
tively. However, the total number of MV in each frame is 4959 (frame #21) and
4963 (frame #34). This means that, even tough frame #34 has more MV, they
are describing less motion than those stored at frame #21, more precisely, they
are 7.74 times smaller.
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Motion vectors of frame #21

Motion vectors of frame #34

Fig. 2. Motion vector comparative
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fl::InputLVar* Motion = new fl::InputLVar("MotionIntensity");

Motion->addTerm(new fl::ShoulderTerm("LOW", 10000, 30000, true));

Motion->addTerm(new fl::TriangularTerm("MEDIUM", 21000, 80000));

Motion->addTerm(new fl::ShoulderTerm("HIGH", 60000, 130000, true));

engine.addInputLVar(Motion);

Fig. 3. Motion intensity input set
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Fig. 4. Motion intensity membership function

fl::InputLVar* PLR = new fl::InputLVar("PacketLossRate");

PLR->addTerm(new fl::TriangularTerm("LOW", 0, 15));

PLR->addTerm(new fl::TriangularTerm("MEDIUM", 5, 30));

PLR->addTerm(new fl::TriangularTerm("HIGH", 20, 100));

engine.addInputLVar(PLR);

Fig. 5. Packet loss rate input set

With the distance described by all MV in all frames, the sets must be defined.
To do that, the frames were clustered together according to the motion intensity.
Based on the linkage distance between the clusters, the motion intensity was
divided into three clusters, namely “small”, “medium”, and “high”, as presented
in Fig. 3.

After defining the sets, it is necessary to set up the membership functions.
This definition is a complex and problem-dependent task. Because of that, it
is preferable to use piecewise linear functions (formed by straight-line sections),
because they are simple and more efficient with respect to computability and
resource requirements. Figure 4 shows the graphical representation of our mem-
bership functions.
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After delineating the motion intensity, the packet loss rate set must be
defined. The aim of this activity is to quantify the packet loss rate against
the video quality in terms of QoE. In other words, a loss rate of 10 % can be
considered low in our approach, however, it might be unacceptable in other
applications, such as a voice over IP call. To define this set, a number of net-
work simulations with several packet loss rates as well as a broad collection of
UAV video sequences were carried out, as shown in the Fig. 5. On average, the
video quality was considered good when the network losses were between 0 %
and 10 %. Between 5 % and 20 %, a tolerable video quality was perceived, but
over 15 % the quality quickly decreased, soon becoming unacceptable. Because
of that, three categories were defined, namely “low”, “medium”, and “high”, as
shown in Fig. 6.

Another stage is to delineate the redundancy set. The main goal of this set
is to establish the output value which will be used to add the redundancy. Here
again a combination of experiments and human knowledge in the field were used
to specify what could be considered a “small”, “medium”, and “large” amount
of redundancy. The values obtained and the graphical representations of the
membership functions are displayed in Figs. 7 and 8, respectively.

After defining all the fuzzy sets, the IF-THEN structure must be created.
This is a straightforward procedure, because if the transmitted video has low
levels of motion activity (according to the motion vectors) and the packet loss
rate is low as well, then the uavFEC will attribute also a low redundancy.
The same procedure is valid for “medium” and “high” motion activities and
packet loss rate as depicted in Fig. 9.

After defining the rules and sets, they need to be loaded in the Fuzzy Logic
Controller (FLC). This activity has to be performed just once, during the sys-
tem setup period (bootstrap). After the FLC definition, it will calculate the
degree of membership of each input information, resulting in a precise amount
of redundancy on-the-fly.

This is important because video transmission is delay-sensitive, meaning that
if a frame is received after its decode deadline it cannot be displayed. Moreover,
unlike neural networks or genetic algorithms, FLC does not need a period of
online training or convergence, making it a proper tool for real-time control.
Additionally, the calculations can be very simple, especially when triangular or
trapezoidal membership functions are adopted [21], and even further reduce to
a simple operation through fuzzy control surface.

4 Performance Evaluation and Results

The main goal of the uavFEC mechanism is to improve the perceived video qual-
ity without adding unnecessary network overhead, thus saving resources. The
evaluation experiments were carried out by using the Network Simulator 3 (NS-
3). The evaluation scenario is composed of up to four UAVs, equipped with a 4G
LTE radio at 800 MHz. These UAVs can be operated in autonomous or nonau-
tonomous mode. In a surveillance scenario, for example, it is possible to have
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fl::OutputLVar* Redundancy = new fl::OutputLVar("RedundancyAmount");

Redundancy->addTerm(new fl::ShoulderTerm("SMALL", 0.55, 0.70, true));

Redundancy->addTerm(new fl::TriangularTerm("MEDIUM", 0.60, 0.80));

Redundancy->addTerm(new fl::TriangularTerm("LARGE", 0.75, 1));

engine.addOutputLVar(Redundancy);

Fig. 7. Motion activity output set
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Fig. 8. Redundancy amount membership function

a human operating the UAV. This allows to have an instantly change of direc-
tion and speed during the pursuit of a suspect. Because of that, the mobility
model was defined as random waypoint [22]. All UAVs are in line-of-sight and
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fl::RuleBlock* block = new fl::RuleBlock();

block->addRule(new fl::MamdaniRule("

if (Motion is LOW and PacketLossRate is LOW)

then RedundancyAmount is SMALL", engine));

block->addRule(new fl::MamdaniRule("

if (Motion is MEDIUM and PacketLossRate is MEDIUM)

then RedundancyAmount is MEDIUM", engine));

block->addRule(new fl::MamdaniRule("

if (Motion is HIGH and PacketLossRate is HIGH)

then RedundancyAmount is LARGE", engine));

Fig. 9. Packet loss × redundancy amount rules

communicate directly with an ad-hoc connection to ground control station which
was equipped with a portable base station and antenna. A set of twenty real UAV
video sequences in high definition (720p), GoP length of 19:2, and H.264 codec
were used. Due to the ad-hoc communication and the high definition videos, the
flying range is limited to a radius of 900 m from the base station. A Frame-Copy
error concealment method is active, this means that lost frames are replaced
by the last good one received. The Packet Loss Rate (PLR) varies according to
the movement of the UAVs, namely distance from the portable base station and
velocity, and also due to concurrent transmissions of others UAVs. Because the
aforementioned details, the PLR can range from 0 % to 45 %. Table 1 shows the
simulation parameters.

In order to compare the results, five different cases were simulated. The first
is without FEC, serving as baseline to compare with the others. The second
case is a non-adaptive video-aware FEC-based approach. In this case, only I-
and P-Frames are protected with equal amount of redundancy, which was set
to 65 %. This amount was chosen because it provides a good tradeoff between
video quality and network overhead under several PLRs. The next case is our
previous work with a simple adaptive unequal error protection (ViewFEC) [20].
Another case is an implementation of the Cross-Layer Mapping Unequal Error
Protection (CLM-UEP) [19]. The last case is our uavFEC mechanism. The set
up simulation is composed of 20 real UAVs video sequences and 5 cases, each
one was simulated 30 times with each video.

Figure 10 depicts the average Structural Similarity Metric (SSIM) for all
video sequences when only one UAV is transmitting. The measurement of this
metric is fairly simple, however, it is consistent with the human visual system,
given good results [23]. In the SSIM, values closer to one indicate a better video
quality. As expected, when the UAV is far away from the ground control sta-
tion there is a decline in the video quality. In the baseline case, without FEC, a
sharp decline in the video quality after 400 m is perceived. Conversely, the UAVs
using a FEC-based mechanism are able to sustain a better video quality longer,
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Table 1. Simulation parameters

Parameters Value

Display size 1280 × 720

Display aspect ratio 16:9

Frame rate mode Constant

Frame rate 29.970 fps

GoP 19:2

Codec H.264

Container MP4

Propagation model FriisPropagationLossModel

UAV velocity 45–65 km/h (28–40 mph)

LTE Frequency band 800 MHz

LTE Mode FDD

LTE Bandwidth 5 MHz

eNodeB Operating Power 22 dBm

Antenna Gain 16 dBi

and it is only noticeable after 500 m for case 2, and after 700 m for cases 3–5.
Almost the same behaviour is shown in Fig. 11 which demonstrates the results
for 2 UAVs transmitting simultaneously. One clear difference between these two
scenarios is the increase in the standard deviation on the baseline case. This can
be explained by the natural resiliency of some videos to packet loss due to dif-
ferent video characteristics. Video sequences with low motion intensity are more
resilient to loss, and generally have better results in the QoE-aware assessment.
On the other hand, videos with high motion intensity tend to have poor results.

As the number of video sequence flows begins to increase, the quality of the
transmitted video starts to decrease sooner than before. Figures 12 and 13 depict
this tendency. In the first two scenarios (with one and two UAVs), the uavFEC
managed to keep the SSIM above 0.7 up to 700 m (other approaches only up to
600 m). However, with three and four UAVs, the uavFEC was able to maintain
the SSIM over 0.7 only up to 600 m, after that, there is a sharp decline in the
video quality in all of the assessed mechanisms. This can be attributed to a more
congested network due to several transmissions together with the distance from
the ground control station.

Figure 14 depicts the comparison of uavFEC and the related work (CLM-
UEP) [19]. The graph shows the average percentage of QoE improvement against
the amount of redundancy added by the mechanisms in all scenarios (from 1 to 4
UAVs). A positive percentage means that our mechanism had better QoE results
than CLM-UEP. In all four scenarios, uavFEC presented a slight better video
quality until 600 m, more precisely, on average between 0.59 % and 5.00 % better.
The real advantage of uavFEC is noticeable after the 700 m, when it enhances
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Fig. 10. SSIM QoE for all scenarios with one UAV

even further the video quality. The uavFEC was able to achieve improvements,
on average, between 11.59 % and 28.52 % better than CLM-UEP. Taking this into
consideration, it is clear that our mechanism performs better in higher distance,
where the PLR is also higher. This gives uavFEC the capability to operate in
wide coverage areas.

It is also shown by Fig. 14 the comparison of the amount of redundancy
added by both, CLM-UEP and uavFEC. A negative percentage means that our
mechanism adds less redundancy than CLM-UEP. In all four scenarios, uavFEC
added less redundancy until 600 m, which was around 3.75 % and 15.12 % less
on average, and still managed to transmit the videos with higher QoE. This
means that the uavFEC was able to improve the video quality and at same time
save resources. After 700 m, our mechanism begins to increase the redundancy.
This happens because the uavFEC was developed to enhance the video qual-
ity over higher distances, which make the networks more susceptible to errors.
Considering this, the mechanism will have to increase the protection of the most
important video data, adding more overhead. For example, at 700 m our mech-
anism added on average 4.49 % more redundancy, and at 900 m added 10.19 %.
Increasing the redundancy is an expected response of our mechanism to further
improve the video quality, which can be confirmed through the QoE assessment
in the same figure. In summary, the uavFEC provides a good tradeoff between
video quality and network overhead.

A further analysis of Fig. 14 shows that up to 500 m both mechanisms had
similar QoE results, with uavFEC having a modest higher video quality. The
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Fig. 11. SSIM QoE for all scenarios with two UAVs
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major difference was the considerable smaller network overhead, this means that
uavFEC, through its QoE- and Video-aware techniques, was able to add redun-
dancy to the most important video data only. At 600 m, our mechanism still adds
less redundancy than the related work, but it is already showing better results,
with an improvement of 5.00 % on QoE. After this threshold, considering the
increasing distance and in order to improve the video quality, our mechanism
starts to add a larger amount of redundancy. The result of this approach, are
videos transmitted on average with more than 28 % of better quality and adding
no more than 11 % of redundancy in comparison to CLM-UEP. The main advan-
tage of the uavFEC is that it uses the MV to infer the motion intensity of video
sequences, allowing the mechanism to define an appropriate amount of redun-
dancy and to find the more sensitive data that needs more protection. In doing
that, it is possible to deliver videos with higher quality in terms of QoE.

Throughout the QoE assessment was demonstrated that the uavFEC mecha-
nism enhances the video quality over several scenarios, having particularly good
results over higher distances and with increased network traffic. Besides the video
quality, the uavFEC was also designed to add as less as possible redundancy, to
maintain a low overhead and thus saving resources. This is important due to the
scarce wireless channel resources, the uneven bandwidth distribution as well as
the interference by concurrent transmissions. The network overhead was com-
puted by summing the size of all video frames transmitted by each mechanism.
This means that, if the original frame size is subtracted, it is possible to find the
specific amount of redundancy added only by the approaches. Two mechanisms
assessed are non-adaptive, video-aware FEC and ViewFEC, and because of that
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they have the same network overhead in all distances, which was 65.10 % and
38.90 %, respectively, as shown in Fig. 15. These mechanisms are not appropri-
ate because even when the UAVs are close to the ground control station they
add a considerable amount of redundancy, wasting resources. The same figure
depicts the results for uavFEC and CLM-UEP. Both mechanisms perform close
to each other up to 600 m, but in average the uavFEC has lower network over-
head. Over 600 m, the uavFEC starts to add more redundancy, increasing the
network overhead, however, providing better video quality.

The uavFEC mechanism achieved good results making the video transmission
more resilient to packet loss and thus, enabling a longer video transmission range
for the UAVs. The results are particularly beneficial in higher distance with
several UAVs, providing a better video quality of live video flows, allowing end-
users such as, civilians and/or authorities, to have a high quality perception of
videos and thus reducing reaction times.

5 Conclusion and Future Works

The growth of video delivery over UAVs requires a QoE-aware adaptive mech-
anism to enhance the video quality. The uavFEC provides the capability to
improve video transmissions over high dynamic networks, maximizing the QoE
without adding unnecessary network overhead. In doing that, it allows better
use of the wireless resources for video delivery, especially over long-range trans-
missions. The impact and benefit of the uavFEC were demonstrated using a set
of experiments, proving that the use of motion vectors details along with the
network state is a good option to improve the video quality level in UAVs.

The experiments show that our mechanism (uavFEC) achieved a higher video
quality up to 600 m adding considerable less redundancy, thus improving the
quality without wasting resources. Conversely, over 700 m there is a mild increase
in the network overhead, however, a much higher video quality is perceived. In
practical terms, this is a good tradeoff between video quality and network over-
head. This improvement was only possible due to the precise amount of redun-
dancy that our mechanism adds to the most QoE sensitive data. As future work,
more scenarios are going to be adopted, e.g., multi-hop networks, an evaluation
of the impact of delay, as well as subjective QoE assessment. Additionally, an
improved correlation between simulation values and the motion vectors will be
addressed, techniques to improve the energy consumption and other mobility
models are also going to be used.
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Abstract. M2M systems bring new horizons to the current concept of
smart environments, since M2M enables a new set of services and appli-
cations. One of the main M2M features is the large number of resource-
constrained devices that usually perform collective communication. This
characteristic requires the design of network solutions that support the
Data Aggregation (DA) of groups of Low Duty Cycling (LDC) devices. If
LDC and DA are not designed jointly, the intermittent periods caused by
Low Duty Cycling make the execution of Data Aggregation impractica-
ble or with low performance. To address this problem, this book chapter
describes the Group Communication Architecture for M2M Environ-
ments (GoCAME). This architecture enables the joint execution of DA
and LDC, taking into account two-way latency tolerance, and multi-
ple data-types. GoCAME also assures the concurrent execution of data
requests, managing groups of nodes to provide the best strategy to reply
to each data request.

Keywords: Group communication · Machine-to-Machine · M2M · Low
Duty Cycling · Data aggregation · Concurrent data request

1 Introduction

The current computing environments composed of small devices and low-cost
communication technologies have driven to the concept of Machine-to-Machine
(M2M). M2M can be defined as the technology that is able to provide remote
control for a large number of devices with little or no human intervention [1].
Although there are no restrictions in terms of communication and types of
devices, most recent M2M scenarios involve wireless, low power and low-cost
devices [2]. In addition, most of these devices are equipped with sensors or actu-
ators, or with both.

The numerous applications of M2M will greatly benefit society and industry,
since deploying multiple sensors in a monitoring system is no longer cost pro-
hibitive. In smart metering scenarios, applications aim to monitor and control
equipment involved in the production and distribution of utilities (e.g. energy,
heat, gas and water) [3]. In the M2M automotive scenario, vehicles will be able
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to make contact with other vehicles and/or external entities, by informing their
geographic location, speed and mechanical reports. Healthcare applications will
enable data to be obtained about the condition of the body (e.g. blood pressure,
body temperature, heart rate, weight and body location) via body sensors. In
the city monitoring scenario, many private and public services are integrated to
enable the supply of new resources, manage current services (e.g. public transport
information and traffic control) and implement services (e.g. police operations
in strategic locations). Finally, in the track of objects scenarios, applications
provide a comprehensive view of the state of assets.

M2M applications and scenarios result in new types of traffic. Currently,
the usual Internet traffic is characterized by human accessing information and
Human-to-Human (H2H) communications. The H2H Internet services, such as,
web-browsing, file downloading and web-mail, are characterized by large blocks
of data. On the other hand, the M2M traffic is characterized by having a wide
variation of traffic characteristics [4]. It is important to notice that the M2M
communication involves two-way (forward and backward) communication, and
each direction has distinct latency requirements to be satisfied. In addition, each
M2M application communicates more than a single data-type.

The M2M data traffic is delivered to many entities, called Data-Consumer
Entities (DCE). The DCE use a service platform (middleware) to request data
from M2M devices. The middleware layer promotes the necessary interoperabil-
ity between many stakeholders, and reduces the costs with software development.
With the aid of the middleware service layer, several DCE can request data from
the M2M devices, concurrently. Each data request has a group formation criteria
(e.g. geographic location, data-type and list of devices ID). Then, the responses
for the data requests are produced by the groups of M2M devices that satisfy
the criteria.

Maximize the network lifetime is one of the biggest challenges of M2M, since
most M2M devices have constrained energy resources. Hence, the long-term oper-
ation of M2M systems can only be assured by having mechanisms able to maxi-
mize the network lifetime. To achieve this, the nodes must run Low Duty Cycling
(LDC) mechanisms, turning off (sleep) the radio transceiver periodically [5], and
Data Aggregation (DA) mechanisms, extracting the data redundancies along the
route through summary functions [6]. Both, DA and LDC are mechanisms that
are necessary to reduce the energy consumption of M2M communication.

However, most of the LDC solutions are designed to perform data gathering
without DA, since due to the intermittent periods of connectivity caused by
LDC, it is a complex task to execute DA and LDC mechanisms concurrently.
Besides, M2M platform brings new challenges to the M2M communication, as
for example, to support multiple and concurrent data requests generated by the
DCE. Other important requirements to be fulfilled by DA and LDC solutions
are multiple data types and two-way communication latency. Therefore, the
traditional solutions of DA and LDC fail to fulfill these requirements, since most
of the solutions of DA and LDC are not jointly designed, addressing the problem
independently and not assuring the integration of the parts. Only a few studies in
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the literature consider the factors related to the simultaneous execution of LDC
and DA mechanisms. Those that lead to the integration of both mechanisms
are not designed for M2M communication, since they do not take into account
the existence of multiples data-types, neither promote communication satisfying
two-way communication, nor support concurrent data requests.

This chapter describes the suitable solutions to support group communication
in M2M environments, especially for applications requiring the periodic commu-
nication of energy-constrained and wireless devices. To address the challenges
of this context, this work proposes an Group Communication Architecture for
M2M Environments (GoCAME), which enables the joint operation of DA and
LDC in M2M environments. The remainder of this chapter is structured as fol-
lows. The M2M network architecture is shown in Sect. 2. Section 3 describes the
state of the art and Sect. 4 introduces GoCAME. The comparison with state of
art solutions is presented in Sect. 5 and the conclusion is presented in Sect. 6.

2 M2M Network Architecture

The combination of wired and wireless network technologies may result in several
variants of network architectures able to provide communication for the M2M
systems. By integrating network technologies, some solutions ([7] and [8]) have
shown the M2M network architecture as a Heterogeneous Hierarchical Architec-
ture (HHA).

As can be observed in Fig. 1, the lower layer is the M2M Capillary Network,
which is formed of M2M Devices and M2M Gateways. These devices can be
connected on Bluetooth [9] and Zigbee [10], which run on the 2.4 GHz band. In
addition, the M2M capillary Network can also be connected via WiMedia [11]
technology, which runs on the Ultra-Wideband.

The M2M Devices are devices designed to maintain low costs per unit, allow-
ing the deployment of large number of units. In addition, the hardware capa-
bilities of the M2M Devices are restricted in terms of Central Unit Processing
(CPU), battery autonomy and memory. This limited hardware capacity imposes
severe restrictions on the functionalities carried out by M2M Devices. In general,
they send short data reports and display messages or perform some simple oper-
ation (e.g. regulation or switches off/on). In contrast with the M2M Devices,
most of the M2M Gateways generally have a constant energy supply and robust
hardware.

The M2M Access Network Layer is the communication system that pro-
vides Internet connection (Core Networks) to the M2M Gateways. Examples
of M2M Access Network technologies are: Ethernet, Wi-Fi [12], Asymmetric
Digital Subscriber Line (ADSL), Long Term Evolution (LTE) and Worldwide
Interoperability for Microwave Access (WiMAX).

By means of M2M Gateways, the HHA reduces the number of machines that
are directly connected, as well as the traffic load and the number of subscribers
over the Access Network Layer. The M2M Gateway nodes must forward the
data from the M2M Devices to the Access Network Layer and vice-versa, by
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Fig. 1. Network Architecture of M2M Communication.

supporting connections between both layers [2]. For instance, when an external
node needs to contact an M2M Device that is attached to a M2M Gateway, this
external node must first contact the appropriate M2M Gateway, and then, the
M2M Gateway is able to establish a connection with the particular M2M Device.
This means that the M2M Gateway can act as a proxy, by providing a service
of remote access [2].

The M2M Middleware and Application layers are at the top of the HHA.
These layers are the destination of the information collected by the nodes. The
M2M Middleware and Application Layer are usually hosted in the Backend
Servers and equipped with powerful hardware resources that are able to process
a large number of transactions [13]. The M2M communication depends on sev-
eral interfaces between various parties, stakeholders, business logic networking
and the roles of M2M partners [14]. Most of these factors are open and have
still not been completely defined. Thus, the HHA is a tentative design for an
appropriate M2M Architecture, since it is susceptible to alterations.

After reviewing the main concepts of the M2M architecture, the next section
studies the solutions that extend the network lifetime of M2M devices, which
communicate in group.

3 State-of-the-Art

Two prominent approaches that address the maximization of network lifetime of
groups are Data Aggregation and Low Duty Cycling. While DA mechanisms are
data centric approaches, LDC mechanisms are designed to provide the appro-
priated synchronization between senders and receivers. More details about these
approaches are given below.
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3.1 Data Aggregation

Data Aggregation is the approach that summarizes a set of data readings,
by exploiting the spatio-temporal correlations to reduce the amount of data.
Certainly, high levels of correlation are present if there is a large number of
nodes sensing the same particular environment and/or phenomenon. During the
process of data gathering, the more quickly the redundancies are eliminated, the
lower will be the amount of resources wasted on redundancies. Hence, DA must
be executed along the path, inspecting the packets and performing processing
functions (also called aggregation functions).

The application interests are the key to determine the behavior of the DA
mechanism. According to the application interests, the DA mechanisms should
adapt the aggregation functions by applying a specific aggregation function or
using multiple aggregation functions simultaneously. Some aggregation functions
are:

– Elimination of Duplication: Due to some factors (e.g. proximity, static sen-
sor target behavior), a set of devices can produce equal data readings. There-
fore, eliminating duplicated data readings is a useful aggregation function for
applications that are concerned with sensing targets with static characteris-
tics or in scenarios with a high density of sensors [15]. On both occasions, the
occurrence of duplicated data readings is more likely to occur.

– Merger: The header suppression aggregation function avoids header repe-
tition, by combining multiple payloads into a single message. It is a simple
means of reducing the amount of data, since it does not change the data read-
ings. It can be used in application scenarios requiring a high degree of accu-
racy. This aggregation function can be applied to a wide range of application
domains and in a large set of network technologies [16]. Header suppression
provides great benefits to M2M applications that have small message payload,
since they spend a great deal of resources on header transmission.

– Statistical: The use of statistical aggregation functions (e.g. Count, Mini-
mum, Maximum, Sum and Average) is very common for applications. This
is because some applications are satisfied with data reporting computed by
statistical operations instead of data reporting composed of every individual
sensor reading. This aggregation function has a great potential to reduce the
amount of data while showing the tendency of the overall data readings [17].

Besides the aggregation function, the second important aspect of the DA is
the aggregation structure, which determines the aggregation points along the
path [18]. The traditional routing approaches forward data along the shortest
path (with respect to some specified metric). However, when there is a need
to maximize the performance of the aggregation function and minimize energy
expenditure, information must be routed on the basis of their content to improve
the aggregation performance [6].

The third important aspect of DA is the aggregation timeout, which deter-
mines how long each aggregation point should delay the communication to
receive more neighboring data. The aggregation timeout is generally solved by
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scheduler approaches that compute the timings of communication of each node
in the network.

Based on Fasolo et al. [6] and Rajagopalan and Varshney [19], a taxonomy
of Data Aggregation was conceived (depicted in Fig. 2). From a general stand-
point, DA approaches can be classified as Scheduler and Structure proposals.
The Scheduler proposals are the approaches that aim to optimize transmission
times and the aggregation timeout. In contrast, the Structure proposals are the
approaches that compute the paths to optimize the DA performance.

Fig. 2. Taxonomy of DA approaches (adapted from [6] and [19]).

Structure. The Structure proposals can be divided into Cluster-Based, Chain-
Based and Tree-Based. It should be noted that in the context of these approaches,
the final destination of the aggregated data is the sink node. The Cluster-Based
approach divides the nodes into clusters and selects a node to be the cluster
head. The cluster head is responsible for collecting the data from the cluster
members and executing the aggregation function.

The Low-Energy Adaptive Clustering Hierarchy (LEACH) [20] proposal is
one of the most popular Cluster-Based proposals. LEACH selects a new cluster
head periodically, and assumes that every node is capable of being a cluster head.
When a cluster head is elected, it broadcasts a message to all the other nodes. All
the cluster members that receive multiple advertisements must select a cluster
head. This selection is based on the signal strength and LEACH assumes that
the cluster heads are able to transmit directly to the sink node.

Another Cluster-Based proposal is Hybrid Energy-Efficient Distributed clus-
tering approach (HEED) [21], which selects the cluster heads based on the resid-
ual energy combined with a parameter that measures the node proximity with
its neighbors.

The Clustered Diffusion with Dynamic Data Aggregation (CLUDDA) [22]
solution is based on interest messages, which are query messages created by
the sink node. In CLUDDA the aggregation points are dynamically selected,
depending on the query.
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Although Cluster-based and Tree-Based solutions are hierarchical approaches,
they have differences. Generally, in Cluster-Based, the cluster head is the main
aggregation point, creating a 3-depth aggregation structure (non-cluster, cluster
heads and sink). In Tree-Based solutions, there are several aggregation points,
creating an N-depth aggregation structure.

Tiny AGgregation (TAG) [15] is a Tree-Based solution that follows the tree
construction phase. This uses queries to inform the type of aggregation function,
as well as the aggregation timeout of each aggregation point. After the query
dissemination, TAG assumes that all nodes have the relevant information to
transmit periodically. The DA timeout of each aggregation point is computed
by dividing the Data Reporting period by the maximum depth of the tree.

The Chain-Based approaches compute the spanning tree in a different way
from the Tree-Based approaches. Chain-Based approaches arrange the nodes
in a linear chain, creating a 1-breadth aggregation structure. PEGASIS [23] is
one of the most popular examples of a Chain-Based approach. In carrying out
chain construction, PEGASIS uses the greedy algorithm, which initiates the
chain construction by means of the farthest node from the sink and updates the
structure so that it includes the closest neighbor as a successor on the chain. An
alternative to the greedy algorithm is a centralized solution, in which the sink
node computes the chain.

Scheduler. Another class of Data Aggregation solution, called Scheduler,
addresses the latency problem caused by the execution of Data Aggregation.
In DA, there is a tradeoff involving energy and latency. This tradeoff is related
to the fact that as more time the aggregation point waits, more it aggregates data
and improves the throughput efficiency, reducing the energy consumption. How-
ever, when the aggregation point holds data before forwarding, it adds latency
to the end-to-end communication.

The objective of Scheduler solutions is to find for a particular DA structure a
scheduler that minimizes the latency and the energy consumption. So, the Sched-
uler solutions coordinate the activities of the nodes along the time to achieve the
best balancing strategy of latency and energy. The DA Scheduler solutions can
be designed as either centralized or distributed. The centralized solutions have
the problem of low performance in the case of the network dynamics (e.g. node
mobility, failure and topology changes).

Huang et al. [24] propose a scheduling algorithm for DA strucutures that has
the latency bound of 23R + Δ − 18, where Δ is the maximum node degree and
R is the network radius. However, this solution is not collision-free, which adds
latency and energy consumption. Chen et al. [25] proposes a scheduling solution
that is collision-free, but has a larger latency bound (Δ− 1)R. In addition, both
approaches are centralized solutions, which require the sink node to compute
the scheduler. The scheduler solution proposed by Yu et al. [26] is computed in
a distributed fashion, and has a latency bound of 24D + 6Δ + 16, where D is
the network diameter and Δ is the maximum node degree.



226 A. Riker et al.

The solution proposed by Joo et al. [27] assumes the existence of an aggrega-
tion tree and proposes a centralized scheduler. In contrast, Xu et al. [28] propose
a distributed solution for constructing the aggregation tree and finding an aggre-
gation scheduler. Ghosh et al. [29] explore multi-channels to improve the latency
of data collection.

3.2 Low Duty Cycling

Low Duty Cycling improves the network lifetime by maintaining the devices as
long as possible with the radio transceivers turned off. This approach aims to
switch off the radio (sleep mode) as soon as there is no data to send/receive,
and to switch it on as soon as news packets need to be transmitted or received
(active mode). The change of the device mode is, usually, referred as Duty-
Cycling, which can be defined as the fraction of time that devices are active
during their lifetime [5].

As an example, the LDC mechanisms can improve the network lifetime from
40 to 65 months, which means they are granted two additional years of lifetime
[30]. According to the data sheet of Chipcon CC1100 radio [31], a node consumes
on average 15 µA to sniff the channel once every second, while the same node
consumes 15 mA for the reception or transmission of packets at data rates of
250 Kbps. The length of the sniffing period is normally in the order of hundreds
of µs to ms.

The simplest case of an LDC operation is when it is assumed that every
LDC device has at least one always-on neighbor. In these scenarios, the LDC
operation is simple because in any moment the LDC device can turn on its
radio and establish communication with the always-on neighbor. However, LDC
is more complex in multi-hop networks, since it has to coordinate the time when
the nodes are active, by allowing the neighbor devices to be active at the same
time, allowing the nodes to communicate data. Therefore, independently of the
network topology, the LDC solution has to maintain the appropriate path con-
nectivity between the nodes.

Figure 3 shows the taxonomy of LDC approaches (adapted from [32]). The
Low Duty Cycling can be classified as Topology Control, Sleep protocols and
MAC protocols with Low Duty Cycling.

Topology Control Solutions. Topology Control solutions use topology infor-
mation to dynamically determine the minimum number of active nodes. By draw-
ing on the information used by these solutions, it is possible to further divide the
topology control solutions in Location-Driven and Connectivity-Driven
approaches, which use the node’s position and connectivity, respectively.

The main Location-Driven proposal is Geographic Adaptive Fidelity (GAF)
[33]. In GAF, the network is divided into small virtual grids. This division must
satisfy the following condition: there must be a link that connects all the nodes
from the adjacent virtual grids. In each virtual grid, just one node needs to
be active at a time. However, the network must have a high density of nodes to
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Fig. 3. Taxonomy of LDC approaches (adapted from [32]).

satisfy this condition, otherwise the nodes will not sleep. Feng et al. [34] improve
the GAF, by taking into account the node mobility and the transmission range.

The main Connectivity-Driven proposals are Span [35] and Adaptive Self-
Configuring sEnsor Networks Topologies (ASCENT [36]). Span selects coordi-
nators to be always-on and perform multi-hop communication. The other nodes
stay in sleeping mode and periodically check the coordinator. Span adopts the
following rule to select the coordinator: if there is no connectivity path between
two non-coordinator neighbors, one of these neighbors must become a coordina-
tor. Periodically, the coordinators check if it can stop being a coordinator, which
occurs if there is a connectivity path with each pair of its neighbors.

The ASCENT solution proposes the existence of passive and active nodes.
The passive nodes do not forward packets or exchange routing control informa-
tion. The main task of passive nodes is to monitor the network status. On the
other hand, the active nodes forward data and routing information. Initially,
only some of the nodes in the network are active. When the data loss reaches an
unacceptable level, the active nodes broadcast a ’help’ message, requesting the
passive nodes to become active nodes. This process continues until the data loss
reaches an acceptable level.

Sleep Solutions. Sleep protocols are solutions implemented on top of the
MAC protocol (e.g. at the network or application layer). These solutions can
be divided into the following: On-Demand, Scheduled Rendezvous and Asyn-
chronous approaches [37]. On-Demand solutions (e.g. STEM [38] and [39]) use
two radios, the low-energy radio remains turned on and it is used to send signal-
ing, waking up the nodes when a device wants to communicate with other. The
data transmission is performed via a high-rate radio, which has higher power
consumption.

The Scheduled Rendezvous solution schedules a time slot for a sub-group of
nodes to wake up at the same time. Each sub-group wakes up and remains in active
mode during a time interval. The simplest solution is the Fully Synchronized
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Pattern (FSP) [40], which wakes up all the nodes at the same time. In the evolu-
tion of FSP, Keshavarzian et al. [30] propose the creation of a tree and determine
an active time for each node that depends on the position in the tree. Keshavarzian
et al. shows LDC solutions that optimize the communication in only one-way (for-
ward direction) have high latency in the backward direction. The high latency of
these solutions is impractical for applications (like M2M applications) that require
communication in both directions. So, Keshavarzian et al. compute the active and
sleep periods to minimize the time required for the two-way communications. How-
ever, this solution is not free from collisions, since nodes in the same tree level
wake up and transmit at the same time. Contrasting with [30], Green Wave Sleep
Scheduling (GWSS) [41] avoids collisions and it is inspired by coordinated traffic
lights. GWSS provides a LDC scheduler for light traffic loads, which is free from
collisions and has optimum latency. However, this solution is not designed for two-
way communication.

Asynchronous approaches compute the wake up times of each node, and
ensure that neighbors always have overlapped active intervals within a certain
number of cycles. This approach was introduced by Tseng et al. [42] for IEEE
802.11 single-hop Ad Hoc Networks, but Stinson [43] improves this solution for
multi-hop communication. Furthermore, the solution given by Kim et al. [44]
proposes an asynchronous LDC mechanism that maintains multiple candidate
next-hop nodes and selects the one which first wakes up.

MAC Protocols with Low Duty Cycling. Some LDC solutions have been
implemented coupled with MAC and PHY protocols. These solutions can be
divided into Time Division Multiple Access (TDMA)-Based and Contention-
Based. The TDMA-Based solutions assign time slots to each node, to define when
the nodes should wake up. As each node transmits in a particular time slot, it
solves the problem of collisions. TRAMA [45] is one of the most relevant TDMA
proposals. TRAMA executes a distributed election algorithm periodically to
select one transmitter within each two-hop neighbor. During a pre-defined time
interval the nodes change information in order to know the network topology [46].

Another TDMA-based solution is given by Fu et al. [47]. This is designed
to support M2M data traffic composed of multiple-data types. This feature is
important for the LDC design because each data-type has different latency and
timings requirements, so the scheduler should be aware about these require-
ments to coordinate the transmissions appropriately. However, the TDMA sleep
scheduling proposed is designed for single-hop communication.

The drawbacks of TDMA-based solutions include its high synchronization
and low performance in low traffic and large-scale conditions. Thus the pro-
posed TDMA-based solution given by Ma et al. [48] is designed to improve the
performance of the TDMA scheduler in case there is a low data-rate. In addition,
it minimizes the state transitions, collisions and period of idle listening.

All the TDMA-based solutions presented so far use single-channel. Multi-
Channel TDMA approaches explore the capability of nodes to tune the trans-
ceiver in multiple channels. Using different channels, two devices can transmit
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data in nearby areas at the same time [49]. On this basis, some approaches
explore Multi-Channels capability to improve the LDC. Y-MAC [50] is proposed
to schedule the times the transmissions will occur and assigns a channel for each
transmission. Although Y-MAC is a TDMA protocol, there is a broadcast and
unicast period. Every node wakes up in the broadcast period, when the occu-
pied time slots are informed to the nodes. Y-MAC only assigns time slots to the
receiver. If multiple senders want to transmit data to the same receiver, they
will content for the medium. The loser contender changes its channel and waits
for the receiver notification.

The Contention-Based MAC solutions incorporate a random element that
enables the nodes to wake up at the packet arrival times or in accordance with
random setting timers. The Contention-Based solutions operate in a fully dis-
tributed manner, which requires a contention algorithm to avoid collisions [51].
Sensor-MAC (S-MAC) is one of the most important MAC protocols designed
for LDC operation. The S-MAC operation allows the nodes to choose their own
LDC schedule based on the schedule information broadcasted by their neighbors.
The device may execute a single or several LDC schedules, and the LDC sched-
ules may be created either by the device itself or by a neighbor device. The LDC
schedules are broadcasted, via SYNC messages, during a synchronization period.
The information provided by the SYNC messages enables the devices to main-
tain a schedule table, which contains the LDC schedule of every known neighbor.
If a node listens to the wireless medium and does not hear a LDC schedule from
another neighbor, it creates its own LDC schedule, and announces it using the
SYNC message. In case the node listens to a new neighbor schedule, the node
follows the new schedule.

The S-MAC defines the basis for many other Contention-Based MAC pro-
tocols, such as T-MAC [52] and B-MAC [53]. S-MAC, T-MAC and B-MAC
protocols use RTS (Ready-to-Send) and CTS (Clear-to-Send) messages to avoid
collisions. The RTS message is used to alert a node that there is a sender intend-
ing to transmit data. If the receiver node receives the RTS message without
collision, it responds the RTS with a CTS message. Other nodes that overhear
the RTS/CTS messages should know that the period the wireless medium will
be used, so they should not try to use it until the transmission is finished. Thus,
the RTS/CTS messages reduce the number of collisions and avoid long periods
of traffic overhearing.

In general Contention-Based MAC protocols are robust, scalable and adapt-
ing more easily to traffic conditions than the TDMA approaches. However, owing
to the collisions and contention, the TDMA solutions have lower energy con-
sumption than the Contention-Based approaches [32].

Finally, the hybrid approaches have a dual behavior: when the level of con-
tention is low, they adopt a Contention-Based approach, and when the level
of contention is high, they adopt a TDMA approach. An example of a hybrid
solution is Z-MAC [54].
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4 Group Communication Architecture for M2M
Environments (GoCAME)

GoCAME is an M2M architecture designed to enable low power group com-
munication and to allow multiples Data-Consumer Entities (DCE) execute dif-
ferent and concurrent actions (e.g. actuations and data requests) on groups of
M2M devices. To achieve low power group communication, GoCAME uses Data
Aggregation and Low Duty Cycling jointly. Both mechanisms prolong network
lifetime, since DA reduces the necessary period of transmission and reception
of data (applying aggregation functions), and LDC reduces the idle listening,
collisions and state changes.

4.1 Layers, Messages and Tasks

GoCAME is composed by three layers, named M2M applications (M2M App),
M2M middleware (M2M Midd) and M2M Capillary networks (M2M CN). Each
of these layers provides services for the layer above. On the top of the archi-
tecture, Data-Consumer Entities interact with the M2M App layer, producing
data requests (containing interests and criteria) and commands. The M2M Midd
layer processes the data requests finding the group of nodes to response the data
request or to execute the commands. Finally, in the M2M CN, the joint DA and
LDC mechanism finds the best DA and LDC settings to communicate the data
reporting of existing groups. In this context, the best setting means satisfy the
application and maximize the network lifetime.

Figure 4 shows GoCAME operation. The interaction messages and the tasks
are depicted by Labels 1, 3, 7 and 9, and 2, 4, 5 and 8, respectively. These
interactions and tasks were conceived in accordance to the ETSI standards [55].
A detailed description about each label presented in Fig. 4 is given below:

1. Data Request Messages: The M2M applications send data requests or
actuation commands to the middleware. Listing 1 presents an example of a
Data Request, which defines a frequency of communication, a delay tolerance,
an aggregation function and a Location-based criteria for group formation.
Recall that other aggregation functions (e.g. Min, Count and Avg) and group
formation criteria (e.g. set of nodes ID, nodes with particular types of sensors
or actuators, level of energy) can be used.

2. Middleware Group Manager Component (MGMC): The middleware
receives the data requests and selects a group of devices that should provide
data reporting or execute the commands. This middleware component sup-
ports the creation and deletion of groups, controlling to which group(s) a
particular M2M device belongs and providing an identification to each group.
The MGMC is an internal middleware component defined in ETSI standards
as Network Reachability, Addressing and Repository. The MGMC maintains
an repository with information about every node in the M2M CN, including
the node ID, types of data, types of power resource, the geographic position
(if available), hardware features, mobility and the history of two-way latency.
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Fig. 4. Joint DA and LDC mechanism for M2M communication.

To create, edit or delete an group on the M2M Capillary Networks, the
MGMC uses the information stored in this repository, which is refreshed
periodically;

3. Group Control Messages: The middleware contacts the M2M Gateways
which have any nodes in their domain belonging in the selected group;

4. Messages Delivery: The M2M gateways inform the devices about the data
requests or commands;

5. Joint Data Aggregation and Low Duty Cycling Mechanism: To reply
to the data requests, the joint DA and LDC mechanism updates the aggre-
gation structure, the aggregation function and the wake up scheduling;

6. Aggregated Data from M2M groups: M2M devices provide the in-
network aggregation of each group;

7. Group Data Reporting: The M2M Gateways send the aggregated data
reporting to the middleware;

8. Aggregation of Group Data Reporting: The middleware aggregates the
data reporting from different capillary networks;

9. Data Reply: The M2M applications receive the relevant data reporting.

Listing 1. Data Request Message Example

1 <DataRequest>
2 <id> A </id>
3 <Frequency> 1 </Frequency>
4 <DelayTolerance> 0 .5 </DelayTolerance>
5 <AggFunction> Max </AggFunction>
6 <GroupCriter ia>
7 <LocationLat> 40 .20 </LocationLat>
8 <LocationLon> −8.42 </LocationLon>
9 <Range> 100 </Range>

10 </GroupCriter ia>
11 </DataRequest>
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4.2 Cooperator Nodes

In the M2M Capillary Networks, nodes can belong to a group, but it is possible
(during some moments) that some nodes do not belong to any group (Non-
Members). In addition to this, both (members and non-members nodes) can
act as cooperator nodes, which are nodes that relay data produced by another
node. As every group communicates their aggregated data to the gateway, the
cooperator nodes are necessary in case a group does not have any inside path
to the gateway. To illustrate this idea, Fig. 5 shows the cooperator nodes of a
group j.

Fig. 5. Cooperator nodes.

This collaboration represents additional energy consumption for the coopera-
tor nodes, but in scenarios with multiple gateways the cooperator can alternate,
achieving fair cooperation.

4.3 Creation and Maintenance of Groups

Figure 6 shows the sequence diagram of creation of new groups. As can be
observed, the applications send data requests to the MGMC, specifying the
data request parameters, such as: period of data reporting (e.g. 15 s), function
(e.g. max, min, count and average), delay tolerance (e.g. 1.5 and 2 s) and criteria
of group formation. The MGMC selects the group of nodes based on the data
request parameters and knowing the available information about the nodes (e.g.
type of data, topology and mobility). After the group is computed and stored,
the MGMC sends a CreateScheduling message to the M2M gateways of the new
group.

After the reception of the CreateScheduling message, the joint mechanism
computes the group aggregation structure, finding the set of nodes (called aggre-
gation points) that will execute data aggregation. In addition, the joint mecha-
nism selects, if necessary, the set of coorperator nodes. Knowing the aggregation
points and the cooperator nodes, the mechanism computes the scheduling of
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Fig. 6. Creation of new groups.

involved nodes, assigning the states (sleep, listening, transmit and receive) that
should be executed in each time slot of the scheduling.

The groups remains until the group members need to be changed (e.g. update
settings, join, leave, delete group). The events that cause change in the groups
are: topology, data request criteria, DA parameters changes and conflicting data
requests. The first is related to the nodes and the environment. The second and
third are associated to the application interest and the fourth is related with the
interests of concurrent DCE.

Figure 7 depicts the sequence diagram of the aggregation structure and
scheduling maintenance. In case the MGMC detects any of the aforementioned
events requiring changes, the MGMC sends the GroupEdition to the joint mech-
anism the nodes that should leave or join a particular group, or the new DA
parameters. After reception of this message, the joint mechanism computes, if

Fig. 7. Maintenance of the aggregation structure and scheduling.
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necessary, the new aggregation structure and scheduling, or just updates the DA
parameters.

5 Comparison with State of the Art Solutions

Table 1 lists the main solutions designed to prolong the network lifetime using
Data Aggregation and Low Duty Cycling. It can be seen that most solutions
that support DA do not support LDC. On the other hand, the solutions that
implement Low Duty Cycling mechanisms are not designed to use Data Aggre-
gation, since the paths are not computed to maximize the aggregation. The
solutions introduced by Wu et al. [56] and Incel et al. [57] are the few works that
address most of the aspects of a joint DA and LDC operation. The first solution
proposes an algorithm to create a Tree-Based structure for data aggregation
and computes a scheduler for the aggregation tree. The scheduler minimizes
the active-sleep transitions and the energy spend on idle listening. However, it
does not consider the existence of multiple data-types, or study how the pro-
posed solution affects two-way communication and it does not use multi-channels
to improve the communication. The second solution computes the aggregation
tree, the sleep scheduler and the transmission scheduler, using multi-channel.
This solution also does not consider multiple data types and two-way communi-
cation.

Table 1. Comparison with state of the art solutions.

Works DA LDC Multiple Two-way Concurrent

data-types latency data requests

Yu et al. [26] - - No No No No

Joo et al. [27] Yes No No No No

Xu et al. [28] Yes No No No No

Ghosh et al. [29] Yes No No No No

Keshavarzian et al. [30] No Yes No Yes No

Guha et al. [41] No Yes No No No

Fu et al. [47] No Yes Yes No No

Ma et al. [48] No Yes No No No

Kim et al. [50] No Yes No No No

Wu et al. [56] No Yes Yes No No

Incel et al. [57] Yes Yes No No No

GoCAME Yes Yes Yes Yes Yes

Three key features have special importance for M2M environments: two-way
communication, multiple data-types and concurrent data gathering from M2M
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groups. With regard to two-way latency, only Keshavarzian et al. [30] optimize
the LDC for two-way communication, avoiding high latency in backward direc-
tion. Although an LDC for two-way communication demands more energy than
an LDC for one-way communication, it is necessary to assure acceptable levels
of delays for communication in backward direction (e.g. commands and update
information).

Regarding the aspect of the multiple data-types composing the network traf-
fic, only the work [47] supports this feature. Furthermore, none of the works
are designed to support concurrent data gathering from M2M groups. This is
because the current solutions assume that there will be only one data request
begin executed on the network and the data requests, usually, involves the data
communication of the whole capillary network. This assumption is unrealistic in
M2M environments where there are multiple Data-Consumer Entities interested
on the M2M data and in large scenarios, where the data requests do not demand
the communication of all nodes but only a group of nodes.

6 Conclusion

In the M2M era, new forms of communication are possible and new services and
applications will be available. By exploring the extensive number of services and
the wide range of scenarios, an immense market potential has emerged for the
M2M networks, including transportation, utilities, security, retails services and
healthcare. Low constrained devices produce most part of the M2M applications
data, which requires efficient use of energy. Besides, in the M2M environments,
DCE dynamically produces concurrent data requests demanding the communi-
cation of particular groups of nodes.

Data Aggregation and Low Duty Cycling are key mechanisms to save energy
resources. They reduce the amount of data communicated and the time the wire-
less transceiver is turned on. However, without a joint design, these mechanisms
can be incompatible, resulting in low performance. The state of art shows that
most of the LDC solutions assume the existence of an aggregation structure, but
do not provide the appropriate connectivity to it. On the other hand, most of the
DA solutions do not minimize the collisions, the state transitions and idle listen-
ing and they are not design to two-way communication. Few solutions enable DA
and LDC to be executed simultaneously. The works that integrate both mecha-
nisms do not take into account important M2M requirements, such as: two-way
latency, multiple data-types and simultaneous groups communication.

To fill this gap, this work proposes the GoCAME which is an M2M architec-
ture designed to enable group communication with low power consumption for
M2M environments. GoCAME allows the execution of concurrent data requests
and commands. Besides, the proposed architecture enables the joint execution
of LDC and DA for two-way communication as well as in scenarios involving
multiple data-types. Hence, compared with other solutions designed to prolong
the network lifetime, GoCAME shows better design for the aspects related to
the group communication in M2M environments.
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Abstract. Simulations are essential for understanding complex systems such as
Cyber Physical Systems. The creation of reliable multi-disciplinary simulation
tools that can be used to support the entire development process has been
identified as a major scientific goal in several research roadmaps and agendas for
the coming 15 years. This chapter presents two showcases, which highlight the
necessity of trustworthy simulation tools, especially in the case of machine-to-
machine communications. First the performance of UWB radio technology in
context of vehicle automation is evaluated. Second the experiences from per-
forming the entire cycle of protocol development for machine-to-machine
communications are presented. The two presented showcases support a con-
clusion that a successful simulation platform should have a user-friendly sim-
ulation framework and models that support virtualization. This will enable the
incorporation of simulations into day-to-day engineering practice and thereby
shrink the gap between the real and the virtual developing environments.

Keywords: Machine-to-machine � Simulations � UWB � WSN � Symphony

1 Introduction

The developers’ experiences with the design, development, and deployment of low
layer protocols for time-critical machine-to-machine (m2m) applications could be far
from being pleasant. The number of man-hours required to develop and tailor these
protocols to the specific hardware used in these applications greatly exceeded all
expectations. One factor that made this task particularly laborious and challenging was
the common occurrence of false positives in simulations performed using existing tools.
While simulations conducted using these tools were useful for addressing logical and
design-related challenges, they did not provide information that would have made it
possible to anticipate any of the issues discussed above. Moreover, it was found that the
effectiveness and performance of the system was strongly dependent on the operating
system used in the low-end devices.

Modeling, analysis, and simulation are essential for understanding complex sys-
tems such as Cyber Physical Systems. The creation of reliable multi-disciplinary
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simulation tools that can be used to support the entire development process has been
identified as a major scientific goal in several research roadmaps and agendas for the
coming 15 years.

For example, “A roadmap for US robotics” [1] states that “dynamic simulation
technology will be used daily throughout the engineering life-cycle (e.g., research and
development, marketing, concept study, detailed design, testing, operation, product
updating, problem solving, maintenance, operator training)”. Similarly, the European
Roadmap for Industrial Process Automation [2] identifies an “Open Simulator Plat-
form” as a prioritized ideal concept and states that it will be necessary “to optimize the
efficiency of simulation-based development through full interoperability between
simulation tools over the complete development process”.

It is envisioned that the simulation platform will be model-based with the ability to
handle many model sources and to act as an integration platform for their virtual
deployment. A simulation platform of this sort could function as an enabler by allowing
the same platform to be used at every stage of the developmental process, from the first
proof of concept study to the provision of aftermarket support. The availability of a
distributed and open simulation platform could also lead to the creation of new services
based on (or in) a simulator platform.

“Machine-to-machine” (m2m) is a broad term referring to technologies that allow
both wireless and wired systems to communicate with other devices of the same type.
In the case of the large-scale cellular networks this type of systems is defined under
term machine type communications [8]. It is projected that devices such as smart
meters, smart appliances would exchange data over a number of architectures involving
cellular data networks as a broadband carrier.

In this chapter we focus on the last leg of the machine-to-machine hierarchy – the
local scale communications between devices over low-power wireless links. While a
vast pool of result was collected in the area of wireless sensor networks over past
decade, yet this technology has not yet emerged on the market. One of the major
reasons for this is the absence of tools for accurate simulation based studies and
analysis, which would shorten the path from the ide to market.

This chapter presents two simulation-based studies. The first study investigates the
“old-new” radio technology – Ultra Wide Band (UWB) – in machine-to-machine
applications. While UWB radio was developed long time ago, in the context of low-
power wireless sensor networks its usage is still new. While the first low-power UWB
chips are becoming available from the vendors, the major experimental environment is
still simulations. The first part of the chapter (Sect. 2) aims at investigating the major
performance characteristics of the UWB-enabled sensor network. The section presents
the details of the experimental methodology as well as reports on the major findings.

The second study focuses on a different radio technology the standard IEEE
802.15.4a – based. The purpose of this study is not to evaluate the limits of the
particular technology, but rather to demonstrate the pitfalls, which the developers of the
machine-to-machine functionality may encounter while designing, implementing and
analysing real systems. Without contradicting to the results presented in Sect. 2, Sect. 3
argues that most of the commonly used simulators do not capture the internal processes
in m2 m nodes. As such the realism of the simulation-based studies using such sim-
ulators is rather low. In many cases even though, the high-level system performance
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can be predicted using standard simulation facilities, it is hard to project their results on
micro-time scale and therefore arguing about time-critical applications. At the end of
Sect. 3 a novel open-source simulation framework, named Symphony, is presented as a
possible solution for bridging the gap between the simulation and the real-world
deployment.

2 Using UWB Technology in Machine-to-Machine
Communications

Ultra Wide Band (UWB) technology has been researched already for over 20 years.
In this section we discuss especially Impulse Radio UWB (IR-UWB) with is basically
created by driving a very short pulse into an antenna circuit. Unfortunately real life is
not so easy; generating a useful UWB transmission is far more complex as described
above.

The UWB we discuss in this chapter is standardized in IEEE 802.15.4 (2011). The
older version (2006) of this specification together with the addendum IEEE 802.15.4a
(2007) was combined to this, new version. UWB in this standardized version was
several years very expensive to implement because of the lack of chip-sets imple-
menting it. There are some pioneers that have been working several years to develop a
chip to enable implementing of UWB in mass-production equipment. Not before than
2013 the first commercial UWB chip is finally brought into production by an Irish
company, DecaWave Ltd.

In the development of UWB chips the main focus seem to have been in ranging
(positioning) and this is probably the most interesting feature of UWB. The wide
bandwidth (>500 MHz) makes it possible to transmit very fast rising/sinking edges and
thus measure flying time, it is distance, of pulses accurately. But UWB is extremely
practical in data transmission, too. UWB can transmit data relatively fast, at least
compared to other short distance radio technologies. It is energy efficient, it does not
disturb existing, traditional radio transmissions and it is immune to the disturbances of
these.

The goal of this study is to evaluate the effects on the overall capacity of a network
of sensor nodes by utilizing UWB technology in Physical layer (PHY). The simulation
demonstrated that just utilizing UWB PHY increases the capacity of simulated network
substantially. Packet delay was reduced and the overall speed of data transfer increased
even when using standard Medium Access Control (MAC) and Network layers
(NWK). With small modifications to MAC the capacity was further increased. With a
modified MAC utilizing UWB PHY we could indeed create a sensor network that can
satisfy strict real-time constraints of machine-to-machine communications in the con-
text of vehicle automation.

2.1 Modelling of a Wireless Sensor Network

Simulation was used to study the applicability of standardised technologies in the
demanding real-time wireless sensor network in vehicles. Vehicle or working machine
sets quite tight requirements for the wireless technology (and to the wired technology, too)
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to be utilised. The main requirements are reliability (achievable with redundancy) and
demand for real-time data transmission. Real-time means in this context the time during
which we have to deliver required data packets from a sensor to the control system in
every case. If the required packets are not delivered inside this critical time-frame, the
control system must go to a safe-mode thus ending the operation active. A thumb rule for
this is as reliable data transmission as using wired networks.

This study satisfies two requirements: (a) to keep the critical time between 10 and
50 ms and (b) to achieve reliability comparable to that achieved by using wired
networks.

The simulation was carried out in three steps. The first step was to use Zigbee
network. In the second step, the standard Zigbee PHY was replaced by the UWB radio
of IEEE 802.15.4 which increased the data transmission speed remarkably. The stan-
dard PHY offered only 250 kb/s as UWB offered speeds 110 kb/s, 850 kb/s, 6.81 Mb/s
and 27 Mb/s. We used only 6.81 Mb/s in our simulation. MAC was modified according
to IEEE 802.15.4. The third step was to modify used MAC’s to be able to better take
advantage of the speed of UWB radio.

The main subject of the simulation was to focus on reliability and delays in real-
time networks. The requirement of working machines is mostly a deterministic con-
nectivity. It means that every sensor and appliance in the network has in all cases its
own moment of time for receiving and sending. Simulation tries to find out the
maximal throughput of all combined MAC/PHY. The network configurations used in
simulation are somewhat simplified and thus not directly applicable to practical
networks.

2.2 Model Used in Simulation

Simulations were done using a model of IEEE 802.15.4 (2003) [3] developed for
OPNET Modeller. The model simulates all devices of a Zigbee network, but we limited
our work to a simple star network topology. As we developed the used model to
contain modifications for IEEE 802.15.4 UWB, the biggest changes we made were
done to MAC layer. The only change in the PHY layer model was transmission speed,
which was changed to 6.81 Mb/s.

In simulation we concentrated on the performance on MAC and Network layers we
neither simulated signal propagation in PHY nor did we simulate Bit Error Rate (BER),
external disturbances etc. In these simulations, all sent data packets were also received
so data packets are not lost because of external interference or multipath propagation.

Simulation was used to model a network using only one channel. We put as much
load on this single channel as possible to investigate the applicability of a standard
MAC to a real-time data transfer in machine environment. Simulation was used in star
topology network. The network has only one coordinator and seven devices except on
the third simulation (with nonstandard, modified MAC) were we used ten devices.

Data transfer modelled was a simple one, where the sensors sent data frames to the
coordinator. Coordinator sent beacon-messages to synchronise sensors and Acknowl-
edge-messages (ACK) to acknowledge successful receiving of data frames. This
arrangement made it easier to analyse results and to compare various technologies
simulated.
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In the simulations the receiver always acknowledged the sender with and ACK
packet. ACK is sent automatically in PHY, if this functionality is activated. IEEE
802.15.4 standard limits re-sending to maximal seven. We used standard setting for
re-sending, three. This means that if sender does not receive an ACK after third
re-sending, the packet will be abandoned. Table 1 contains parameters of MAC and
Network layers, which were used in the simulation. The differences between used
models can be easily found. Some parameters used for Application layers (APL) are
presented as well. These parameters define the size and interval of Guaranteed Time
Slot (GTS) and Carrier Sense Multiple Access (CSMA) frames used in sensors. Each
sensor sends a 32 bits long data packet to the coordinator using the same interval.
The interval is swept from 1 to 100 ms. These data packets were built according to
Zigbee standard. Thus even though the payload was only 32 bits, the actual length of
MAC Service Data Unit (MSDU) is 200 bits.

Personal Area Network (PAN) coordinator is responsible of synchronising the
network. It uses beacon messages for this purpose. The network was simulated in
beacon mode making it possible to utilise GTS during Contention Free Period (CFP)
thus enabling each device to send a data packet without competition as would be the
case in non-beacon mode (Carrier Sense Multiple Access With Collision Detection,
CSMA/CA.

The size of the superframe is controlled in IEEE 802.15.4 using Superframe Order
(SO) and Beacon Order (BE) parameters. A superframe according IEEE 802.15.4 has
always 16 timeslots. Maximum number of GTS is seven in any superframe. The first
timeslot is reserved for the beacon message sent by coordinator or router. SO defines
the length of the superframe. The value of 1 sets the length of the superframe to
30,72 ms. Time for one timeslot can be calculated using Eq. 1.

timeslotDuration ¼ aBaseSlotDuration� 2SO ð1Þ
In our simulation of a standard IEEE 802.15.4 network both BO and SO were set to

two leading to a superframe length of 61,44 ms. It was not possible to use a shorter
frame, because we wanted to use GTS packets. In simulating a standard IEEE 802.15.4
network BO and SO were set to one leading to a superframe length of 30,72 ms.
Simulating the non-standard network SO and BO were set to one, too. But the lengths
of superframe and timeslots were shorter because of aBaseSlotDuration parameter was
set to 30 and Symboltime was reduced from standard 16 microseconds to 10 μs. PHY
layer enables the transmission and reception of PHY Protocol Data Unit (PPDU) by
using the physical radio channel. PPDU consists of three basic components: Syn-
chronising Header (SHR), Physical Header (PHR) and a variable length payload (PHY
Payload). The data frame of 802.15.4 is maximum 127 bytes long. IEEE 802.15.4
(UWB) offers several bitrates to select from: 110 kilobits/second, 850 kb/s, 6.81 Mb/s
and 27.24 Mb/s. Thereto UWB technology allows usage of variable lengths of SHR
and PHR and even various bitrates for sending them.

Real life applications introduce numerous delays caused by the hardware and
software, which are not taken into account on the simulation model. On practical level,
the packets received through PHY are processed on various layers above the PHY
(i.e. MAC, Network and Application). Thus the time for processing the data on these
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higher layers, and the communication between the layers, causes delays depending on
the hardware and efficiency of the software used.

The only delays this simulation model takes into account are the Inter Frame Space
(IFS) and the time used for waiting for the ACK message (macAckWaitDuration).

Table 1. Parameters used in simulations.

802.15.4 802.15.4a Nonstandard

SUPERFRAME
PARAMETERS

BEACON ORDER (BO) 2 1 1
SUPERFRAME ORDER
(SO)

2 1 1

SUPERFRAME
DURATION

61,44 ms 30,72 ms 9,60 ms

BEACON INTERVAL 61,44 ms 30,72 ms 9,60 ms
TIME SLOT DURATION 3,84 ms 1,92 ms 0,60 ms
FINAL CAP SLOT
NUMBER

8 8 5

FINAL GTS SLOT
NUMBER

7 7 10

CSMA
PARAMETERS

MAXIMUM BACKOFF
NUMBER

5 5 5

MINIMUM BACKOFF
EXPONENT

1 1 1

MAXIMUM BACKOFF
EXPONENT

5 5 5

CSMA traffic
parameters

Packet interval 100–5 ms 100–1 ms 100–1 ms
Packet size 32 bit 32 bit 32 bit
Acknowledgement yes yes yes

GTS traffic
parameters

Packet interval 100–5 ms 100–1 ms 100–1 ms
Packet size 32 bit 32 bit 32 bit
Acknowledgment yes yes yes

NETWORK
LAYER

Maximum child routers 2 2 2
Maximum children nodes 20 20 20

MAC layer
constant

aBaseSlotDuration 60 60 30
aMinCAPLength 440

symbols
120
symbols

120 symbols

aUnitBackoffPeriod 20
symbols

20
symbols

10 symbols

aNumSuperframeSlots 16 16 16
Symboltime 16 μs 16 μs 10 μs
Max GTS slot number 7 7 14
macAckWaitDurationTime 864 μs 110 us 105 μs
aMinLIFSPeriodTime 640 μs 39,74 μs 39,74 μs
aMinSIFSPeriodTime 192 μs 11,92 μs 11,92 μs

PHY Data rate 250 kb/s 6,81 Mb/
s

6,81 Mb/s
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These delays were used on the first two simulations as they are specified in the
standard, but on the third simulation (with nonstandard, modified MAC) the time for
waiting the ACK message was reduced to 105 μs.

2.3 Results of Simulations

First we compare the time required for data packets in simulated models. From this data
we get values for many parameters controlling MAC layer. To get data through in real-
time, we try to set BO and SO of superframe as small as possible. But to enable GTS
data transfer a single timeslot has to be longer than the total time required to send a data
packet, i.e. SHR + PHR + PPDU + + ACK. Using IEEE 802.15.4 gave a GTS Tx of
2176 microseconds, with BO and SO set to two. IEEE 802.15.4 UWB gave a GTS Tx
of only 267 μs because of the faster bitrate used. Thereto the total time of an ACK
message was remarkably shorter. One aspect that shortens the total time required to
transmit a data packet is the shorter time required for IFS, too. According to IEEE
802.15.4 UWB IFS is calculated using the length of preamble symbol (993,6 ns) which
is roughly a 16th part of the symbol time specified in IEEE 802.15.4 (16 μs).

In our simulation each sensor created a CSMA and a GTS data packet using a pre-
set interval. We began with an interval of 100 ms leading to a total duration of 30 s for
the simulation. For shorter intervals the total duration of the simulation was reduced so
that with an interval of 1 ms the total duration of the simulation was 5 s.

Figure 1 illustrates the amount of successfully transmitted data packets with dif-
ferent transmission intervals. The graph displays the amount of data packets success-
fully sent from the Application Layer of sensors to the Application Layer of the
coordinator using selected channel. In the simulation each sensor acts as a sender and
the coordinator acts as a receiver. The graph clearly shows the superiority of UWB
technology in data transmission. The non-standard MAC (Standard_out_GTS) trans-
mits the times the amount of data packets as standard IEEE 802.15.4 both utilising GTS
data transfer. Using the standard IEEE 802.15.4 UWB gave almost the same transmit
speed utilising GTS data transfer. With CSMA the differences are not so large, but
UWB still clearly defeats the older technology. Please remark that CSMA starts to
loose data packets already with an interval of 50 ms.

Fig. 1. The amount of successfully transmitted of data packets.
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We deliberately simulated various technologies at their extreme limits with a real-
time data transfer a continuous data stream which leads to unreliable operation of
standard CSMA technology. This is clearly illustrated in Fig. 2. In IEEE 802.15.4
CSMA we start losing data packets already when interval is 75 ms. Using IEEE
802.15.4a functions well with an interval of 75 ms, but shortening interval to 25 ms
causes this technology to lose already 20 % from data packets. Using GTS data transfer
IEEE 802.15.4a UWB is capable to transmit data even with an interval of 5 ms, even
when we used ten devices. Going below this value reduces the reliability of data
transmission drastically.

One interesting objective was to modify the standard MAC to reduce delay. This
was implemented by shortening the length of superframe and timeslot. Superframe was
shortened from 30.72 to 9.60 ms and the length of a single timeslot was reduced from
1.92 to 0.60 ms respectively. This time, 0.60 ms, was still enough for IEEE 802.15.4
UWB to send two GTS data packets using ACK. Without ACK it was possible to send
even 3 data packets thus enabling us to achieve an update rate (interval) of 3 ms.

The benefit of modifying the standard MAC of IEEE 802.15.4 can clearly be seen
in Fig. 3, that illustrates the total delay of data transfer (the time from APL of device
generates a data packet to the time APL of coordinator receives the packet). Using
modified MAC (Standard_out_GTS) the average transmit delay of GTS packets is 5 ms
using an interval of 5 ms or more. Using standard IEEE 802.15.4a MAC
(802.15.4a_GTS) the average delay of GTS packets is 15 ms. The delay caused in
MAC is maximum the time of superframe and the total duration of transmitting data
packets, so totalling to 9 600 + 262 = 9 862 ms in this simulation (Standard_out_GTS
MAC). This is the maximal delay, when we do not feed data packets from APL faster
than we can send them. This leads to a maximum of 400 data packets/second using an
interval of 5 ms, because one timeslot can carry two data packets using ACK.

One important aspect to keep in mind is that the standard MAC has a maximum of
seven GTS timeslots in the superframe. This fact limits the amount of sensors utilising
GTS data transfer to a maximum of seven. In the third phase we simulated (stan-
dard_out) a superframe with ten GTS timeslots and ten devices (sensors). When ana-
lysing the graph of total delay, one should note the effect of transmit buffer to the total
delay when starting to lose packets because of drop of reliability. This can be seen in
the graph as a sudden increase of the simulated delay.

Fig. 2. The reliability of packet transfer. Fig. 3. The total delay of data transfer.
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3 Practical Considerations in the Design of Communications
Protocols for Wireless Sensor Networks: The Need
for Bridging the Gap Between Simulations and Reality

This section describes the experiences gained and lessons learned during the design of
a Medium Access Control (MAC) protocol for time-critical mission sensor networks
that was developed for use with two projects: WSAN4CIP [4] and iRoad [5]. The
protocol was designed and implemented for use in two different scenarios. In both
cases, custom hardware platforms were developed to fulfill the specific requirements of
the two projects. Both platforms were ported to enable the use of the same operating
system. It was, therefore, initially assumed that it would be possible to use the
developed protocol in both target scenarios without requiring any modification other
than the specification of appropriate parameter values. However, this did not prove
true. The two systems used different hardware, and the differences in the associated
driver implementations significantly prolonged the development process. It was ulti-
mately necessary to create platform-specific modifications of the protocols because the
performance specifications for the components provided in their datasheets were
inconsistent with their performance in real nodes.

Selected parts of the protocol’s full specification that are relevant in the context of
this dissertation are presented below. Detailed information on the work is provided in
[6]. The key changes that were made to the protocol specification and its implemen-
tation are highlighted. The discussion on the problems encountered while developing
the protocol motivates the need for more advanced simulation framework, which
closely resembles the processes happening in real hardware. The section is concluded
by overviewing the main operations of Symphony a simulation framework, which was
developed to bridge the exiting gap.

3.1 The Protocol

While the details of the protocol’s operation are presented in [6]. Here we summarize
its main features as illustrated in Fig. 4. To facilitate further discussion, it is assumed
that the nodes share a pre-deployed secret and their clocks are synchronized with one-
second precision.1 This initialization is performed off-line at a centralized point before
the nodes are deployed. When the protocol is active, all nodes re-synchronize with
substantially increased precision during the bootstrap phase. The protocol is designed
for use with low-power radio transceivers that have 16 available radio channels (8 of
which are orthogonal). Each node is equipped with one radio interface and is pre-
configured with a unique identifier.

The FDMA and TDMA schedules are constructed independently and probabilis-
tically in each node. Consequently, the schedules in one node may partially overlap
with those of other nodes within two hops. The schedules are established at the

1 Experience gained through designing, benchmarking and deploying the protocol suggests that this
assumption is unlikely to hold in reality. However, it is used deliberately in the text until the
deployment issues are discussed.
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beginning of each epoch by computing a cryptographic hash function f1 = Hash(e; IDs;
IDd)modN. To compute the transmission schedule, a data block is constructed which
includes the epoch number, e, and identifiers of the source and destination nodes (IDs,
and IDd, respectively). The resulting hash value is mapped to either a channel number,
CH ∈ [1;Nch], or a slot number, S ∈ [1;Nslots], depending on the purpose for which it
was computed, by taking hash mod N. The broadcast channel is computed similarly,
using the function RBCAST = Hash(e; 0xFF)modNch. In the time domain, the broadcast
communications always occur at the beginning of the superframe. Figure 4 illustrates
the separation of the concurrent transmissions in the frequency and the time domains.

3.2 On the Implementation of the Proposed MAC Protocol

The MAC protocol was implemented on two different hardware platforms. The initial
development and debugging was performed on the Mulle2 platform.

3.3 Scheduler Phases and Frames

The core of the HMAC implementation is a scheduler that executes the phases of
the protocol described below at the appropriate times. Essentially, the scheduler is a
state machine and uses the hardware-independent Alarm component of TinyOS to
schedule the timing of the different phases. Once the alarm is set, the Alarm component
waits for the relevant timer to expire and then executes the Alarm.fired() event. It is
vital for the Alarm component to be accurate and consistent on all nodes because it
affects the performance of many parts of the system.

The timing of every operational phase of HMAC has a profound impact on the
protocol’s overall functionality. During the initial stages of the protocol’s implemen-
tation, it became apparent that the time delays caused by switching between different

a: Epochs, superframes, subframes and slots. b: MAC operations in the time and frequency 
domains. 

Fig. 4. Overview of HMAC operations.

2 Mulle Platform. Documentation is available at http://www.eistec.se.
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states of the transceiver, computing channel and slot numbers, and performing other
operating system tasks introduced an unacceptable shift in the protocol’s timeline. An
additional start frame was therefore added into the superframe to compensate for these
delays, as shown in Fig. 5. The start subframe is used to perform tasks such as
switching to the current broadcast channel, scheduling a packet for transmission, and
calculating the channel and time slot numbers. The benefit of the extra subframe is that
it can be used to perform additional computationally heavy operations such as
encryption and signing without affecting the protocol’s functionality.

When an alarm is triggered, the operations of the current phase are executed and the
hardware clock is configured for the next phase. Table 2 shows measured overhead
values for retrieving the current time and setting the alarm. Table 3 shows the execution
times for the different phases of HMAC.

After having profiled the execution time for the different states of the MAC pro-
tocol and the Alarm functions, a timing precision of a few microseconds was achieved.
It was thus possible to maintain the variation in superframe length within a range of 1
microsecond. Due to the inaccuracy of the timing operations and the non-deterministic
behaviour of the hardware, the length of the unicast slots was extended; as currently
implemented, their duration in debugging mode is twice that originally specified.

Table 2. Execution times for the Alarm functions.

Alarm functions Execution time (μs)

start 100
getNow 15

Table 3. Execution times for different phases of the HMAC protocol.

State of HMAC Execution time ($mu s$μs)

Start 100
Broadcast send 440
Unicast idle 130
Unicast active 10
Unicast send 570
Unicast receive 90

Fig. 5. Structure of the superframe.
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3.4 Performance Problems Arising from the Implementation
and Techniques for Their Mitigation

During the implementation phase, it was discovered that imposing strict time
requirements on the protocol is problematic for several reasons. First, it is hard to
achieve time synchronization between nodes. Second, the execution time for software
components in TinyOS has a non-negligible impact on protocol operations. In addition,
the time required for radio hardware operations must also be taken into account.
For example, it can take between 200 μs and 800 μs to change channels in this system.
For comparative purposes, setting a hardware alarm takes 90–120 μs. Interestingly,
it has been observed that the time consumed by the transceiver’s hardware operations is
not deterministic; nodes from the same batch exhibited varying performance. Third,
it was noted that the real time clocks on different nodes differed in their performance.
Furthermore, even within a single node, the timing of alarm firing could vary by up to
several hundreds of microseconds. The node’s clock was built into the MCU, so its
performance was sometimes degraded when the MCU was put to sleep.

3.5 On the Assessment of Hardware and Software Component
Performance

In order to satisfy dependability requirements, the performance of the hardware plat-
form and software components should be assessed experimentally before beginning the
protocol design process. Different operations should be profiled on a multiple nodes in
order to determine the timing range of the target hardware. It is important to note that
the time profile of the hardware should be established while it is running the operating
system that is to be used in the system of interest, since even a lightweight OS such as
TinyOS has some computational overhead. Furthermore, in most cases, it is difficult or
impossible to determine whether a given delay in a specific operation has its origin in
hardware or in software. Ideally, a general purpose test suite should be developed
in order to establish a profile of the target hardware platform when running the chosen
operating system. Profiling should be done on several different nodes in order to
accurately estimate the variation in performance that should be expected.

3.6 Symphony: A Framework for Accurate and Holistic Wireless Sensor
Network Simulation

The overall purpose of Symphony is to provide a holistic framework in which the
development of software for m2 m nodes and simulations of its functionality can be
performed in a single integrated development environment. In brief, when using
Symphony, a m2 m developer always has access to a real implementation of their
application in an OS that is used in m2 m hardware such as TinyOS,3 FreeRTOS4

3 See http://www.tinyos.net for more information.
4 See http://www.freertos.org for more information.
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or Contiki.5 Symphony uses virtualization and hardware modeling techniques that
allow the developer to work on a real node while also smoothly integrating the real
implementation of the application with a general purpose network simulator that
enables extensive testing of its distributed functionality in a controlled and repeatable
manner. Technically, Symphony consists of four operating and programming scopes: a
software scope, a hardware scope, a data feed scope, and an orchestration and com-
munication scope. Figure 6 shows Symphony’s high-level architecture.

The software scope deals with the mapping of function calls to the underlying
hardware scope. The level of abstraction is configurable, and the scheduler of the
underlying WSN OS is preserved. The hardware scope consists of a clock and a series
of models for hardware components such as radio devices and sensors. These hardware
models ensure that the application code is executed on a device-specific time scale.
The data feed scope contains mechanisms for either actively or passively feeding data
to the relevant software handlers or specific sensor nodes. The orchestration scope is
implemented on top of the general-purpose network simulator ns-3. It is responsible for
integrating all of the other scopes with the sophisticated communication models and
ns-3 event scheduling engine to create a holistic simulation environment.

All of Symphony’s operational scopes are parameterized using a single XML
configuration file. Symphony thus bridges the gap between simulated and real WSN
software. It has numerous features that make it a unique development environment.
Specifically, it:

1. Enables the user to experiment with the code base that would be used in a real
deployment;

2. Preserves the execution model of the underlying operating system;
3. Accounts for the effects of hardware-induced delays on the performance of dis-

tributed applications and protocols;
4. Enables experimentation with a range of clock skew models;

Fig. 6. A high-level architectural overview of Symphony.

5 See http://www.contiki-os.org for more information.
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5. Enables experimentation with several different applications and different WSN
operating systems within a single simulation;

6. Provides a customizable level of simulation detail, ranging from fine-grained
firmware emulation to system-level experiments;

7. Allows the user to investigate performance-related phenomena across the entire
sensory data path.

While the details of each operating scope are presented in [7] in this section we present
common to all scopes modeling principles, which allows execution of simulations on
different levels of abstraction.

In Symphony, nodes are simulated using a set of models that provide homoge-
neous descriptions of the behaviors of both hardware and software components in
terms of execution times and energy consumption. Assume a sensor’s software
consists of three components, C1, C2, and C3, which implement functionality at
different levels of granularity. C1 is the lowest level (i.e. hardware) component and
may represent something like a radio device and the associated driver. It performs the
primitive operations of sending and receiving bytes. The C2 component represents a
higher level of functionality, such as a function that queues packets, inspects and
modifies their headers, and then transmits them onwards. Finally, C3 represents the
highest level software components, such as functions that accept packets, encrypt and
decrypt them, and perform application-specific operations before transmitting them
onwards. The level of granularity in the simulation can be configured by the user.
For example, it is possible to perform system-level experiments using only applica-
tion-level components, or, at the other extreme, to focus on low-level operations using
driver-level models. Simulations of the latter sort are particularly useful for very fine-
grained debugging.

The component models describe the component’s time and energy behavior when it
is called via a (call) and when it returns control to its caller via a (callback). The
component models also describe the properties of the callback. These include infor-
mation on the return type and the input parameters of the function. The time and energy
values are determined by measuring the time required for the device of interest to
perform a specific operation and the energy consumed when doing so. The acquisition
of such measurements is referred to as profiling.

Profiling is typically performed as part of a systematic measurement campaign. The
best way of determining the execution time and the energy consumption of a specific
network component is to use external measuring equipment. It is anticipated that a
library of profiles for different components and platforms will be assembled over time
and made available to Symphony users.

Symphony offers a generic and OS-agnostic virtualization platform. Currently it is
undergoing the preparation to an open source release. In the mean time the source code
of the Symphony framework is freely available for downloading upon request to one of
the first two authors of this chapter.
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4 Summary

This chapter presents the authors’ experiences with experimenting, designing, devel-
oping, deploying MAC layer protocols for time-critical machine-to-machine applica-
tions. The number of man-hours required to develop and tailor these protocols to the
specific hardware used in these applications greatly exceeded all expectations. One
factor that made this task particularly laborious and challenging was the common
occurrence of false positives in simulations performed using existing tools. While
simulations conducted using these tools were useful for addressing logical and design-
related challenges, they did not provide information that would have made it possible to
anticipate any of the issues discussed above. Moreover, it was found that the effec-
tiveness and performance of the system was strongly dependent on the operating
system used in the WSN nodes.

The lack of realism in current modeling and simulation tools is illustrated in Sect. 4.
In contrast to the situation discussed in Sect. 2, simulation tools and theoretical models
that should have been applicable to the task at hand were available in this case.
However, the performance of the protocol that was ultimately developed did not match
that predicted using these tools. The main lesson drawn from this project was that many
existing models and simulation tools produce unrealistic results and that it is not
possible to directly transfer code developed using typical simulation environments
generated with existing tools into real nodes.

The main lesson learned from this study is that there is a need for simulation and
virtualization techniques capable of handling node models that provide realistic per-
formance metrics. The findings of this chapter find their reflection in simulation
framework, named Symphony, tailored to the case of machine-to-machine communi-
cations. The framework’s key feature is its ability to perform ultra-large scale holistic
experiments on WSN functionality with millions of nodes using configurable levels of
abstraction. The behavior observable using Symphony is very similar to the run-time
behavior that developers would observe in reality. This is achieved via the virtual-
ization of real-world operating systems and by using measurement-based hardware
emulation and software component models.
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Abstract. Machine-to-Machine (M2M) systems and technologies cur-
rently constitute a hot topic in the field of Information and Communi-
cation Technology (ICT), and reflect an increasing need for technologies
enabling applications in diverse areas, as well as interactions between
continuously increasing numbers of connected devices. Important partic-
ipants in making M2M systems widely used and applicable in numerous
real-life scenarios are standardization organizations. They try to develop
technical specifications that address the need for a common M2M ser-
vice layer, which can be realized through various hardware and software
implementations. This chapter presents current standards and architec-
ture of M2M systems with the focus on communication and security
issues, while also discussing current and future research efforts address-
ing important open issues. One of the main problems in the area is
correlated with heterogeneous devices, which are using different technolo-
gies for communication. Because of communication technology diversity,
research challenges are to uniquely identify devices, and to enable them
to communicate securely. To tackle the former, previously proposed, a
unique identifying scheme that enables device identification regardless of
used technology is explained. Regarding the latter, we analyze how cur-
rent standards and architecture of M2M systems define basic processes
for secure connection establishment, and also discuss open issues, both
in respect to aspects not covered by current standards and in relation
to research proposals which may integrate with M2M systems in future
versions of the standards.

Keywords: M2M · Communication identifiers · M2M security ·
6LoWPAN security

1 Introduction

Abbreviation M2M has several different meanings: Mobile-to-Mobile, Machine-to-
Machine, Machine-to-Man (or vice-versa), Machine-to-Mobile (or vice-versa) [1].
c© Springer International Publishing Switzerland 2014
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In this chapter we will use it in the context of Machine-to-Machine communi-
cation. M2M communication is established between two or more entities with-
out any need of direct human intervention [2,3]. Actors in such an environment
include broad range of communication capable devices: computers, mobile phones,
tablets, but also a variety of sensors, actuators, pieces of industrial and medical
equipment, and countless other everyday devices [4,5]. Another important aspect
of M2M communication, as it can be seen from its longer acronym M2(CN2)M
that stands for Machine-to-(Communication-Network-to)-Machine [6], is the
notion of the underlying communication network that allows bidirectional
exchange of information between these devices. M2M systems find applications in
different areas such as home and industry automation [7], connected consumer [8],
smart metering [9], healthcare [10], smart traffic [11], and many others. Work done
by Beecham Research is one of many attempts trying to systematize all applica-
tion areas applicable to M2M systems paradigm [12]. Through this variety of pos-
sible uses, M2M communication helps to achieve the vision of connected things -
Internet of Things (IoT) [13,14], a world where ubiquitous and intelligent appli-
cations contribute to a better and safer world.

The number of connected devices is rapidly growing. International Data Cor-
poration predicts there will be 15 billion devices communicating over the network
by the year 2015 [15], while Cisco Internet Business Solutions Group (IBSG) fore-
casts 25 billion devices connected to the Internet by 2015 and 50 billion by 2020
[16]. Machina Research white paper states that by 2022 there will be 18 billion
M2M connections globally, up from approximately 2 billion today [17]. Erics-
son claims that their vision of more than 50 billion connected devices by 2020
may seem a bit ambitious today, but with the right approach, it is within reach
[5]. Due to this rapid growth, the concept of M2M communication is gaining
more and more significance. Interoperability, between devices based on different
access network technologies (e.g. mobile (2G/3G/4G), Wi-Fi, Bluetooth), using
different platforms and data models is still very limited or non-existent [18].
The idea is to connect a plethora of different devices that communicate through
different technologies and thus create a heterogeneous environment. In order to
enable connection of heterogeneous devices, globally accepted standards have to
be developed to achieve ubiquitous connectivity and security. In addition, ser-
vice platforms that will be reusable across different application areas and will
unify isolated vertical “silo” solutions, based on common device capabilities,
have to be developed [6]. Apart from standardization, policy and government
incentives are also necessary to speed up the maturity of M2M systems [19]. On
one hand, governments allocate funds for the development of certain technologies
which are thought to increase the quality of everyday life (e.g. smart metering
in households). On the other, regulation incentives provide precise directions for
the development of the sets of standards applicable within a certain country or
a region.

Standardization efforts in the area of M2M communication are very strong.
One of the most influential standardization organizations involved in creating com-
mon standards for M2M communication is the European Telecommunications
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Standards Institute (ETSI) [20]. Recently it has joined six other standardiza-
tion organizations from around the world in forming a global M2M initiative:
oneM2M [21]. These organizations are: Association of Radio Industries and Busi-
nesses (ARIB) [22] and Telecommunication Technology Committee (TTC) [23]
from Japan, Alliance for Telecommunications Industry Solutions (ATIS) [24]
and Telecommunications Industry Association (TIA) [25] from the USA, China
Communications Standards Association (CCSA) [26], and Telecommunications
Technology Association (TTA) [27] from South Korea. The goal of oneM2M
is to develop technical specifications which address the need for a common
M2M service layer, which can be realized through various hardware and software
implementations, to connect diverse M2M devices with M2M servers [21]. The
oneM2M initiative has not published any standards yet, but this is planned for
2014. Such specifications relate to how M2M devices may be identified, how they
communicate, and also with how such interactions and communication between
M2M systems may be supported with security in place. The M2M system in
a very simplified aspect, as will become clear in the following sections when
current considerations regarding architecture standardization by ETSI will be
presented, consists of M2M devices, M2M gateways, and M2M servers.

Apart from heterogeneity in types of M2M devices, M2M systems should also
allow communication between different M2M entities (i.e. M2M devices, M2M
gateways, or M2M servers), ignoring the differences in the network technolo-
gies, including the underlying used addressing mechanism. For example, in an
Internet Protocol (IP) based network, the communication establishment between
M2M entities should be possible when either static or dynamic IP addressing
is used regardless of the use of public or private IP address space. Moreover, it
is very important to emphasize that IP connectivity is not the only option, i.e.
M2M devices can be connected using different M2M area networks (e.g. Zigbee,
Bluetooth, M-BUS). Interactions with security technologies developed for such
M2M area networks must also be considered. Therefore, a common identification
scheme for different entities within M2M system has to be developed. In ETSI
standards, the need for identification of a single M2M entity is addressed in
[28]. Single M2M device can support several different communication technolo-
gies at once. Therefore, this identifier has to be independent of access networks
that M2M devices use for communication. ETSI, among several other identi-
fiers, recognizes pre-provisioned identifier used for the bootstrapping procedures
of M2M devices, and in this chapter we will explain how it was proposed in [29]
it should look like.

One of the main problems in any information system is security, and M2M
systems are certainly no exception. With a huge market expected for M2M
devices and networks, M2M systems need to be properly developed and deployed.
We also realize that many of the applications envisioned for M2M will only be
realizable if security is properly addressed from the start. Despite an urgent
need for proper security mechanisms and procedures, various characteristics of
M2M systems and applications may pose challenges to the design of appropriate
security mechanisms. Among such difficulties we may identify the support of
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heterogeneous communication technologies and protocols, of autonomous com-
munication between M2M devices, the limitations on hardware capabilities of
many M2M sensing and actuating platforms, and expectations from users regard-
ing security, in particular privacy and liability [30]. Although many lessons and
technical solutions have been learned from research in areas such as mobile ad
hoc networks [31,32] or wireless sensor networks [33], M2M systems may also
require new approaches to security.

The employment of different wired and wireless communication technologies
motivated by the usage of a common service platform determines the careful eval-
uation of the adopted cryptographic algorithms, or on the other hand the design
of new ones. The support of autonomous communication requires also appropri-
ate universal identification techniques, such as we discuss in this chapter. The
characteristics and resource constraints of M2M systems also pose challenges to
the design of appropriate security technologies that are able to deal with hetero-
geneous sensing and actuating M2M devices. Regarding expectations on security
of the users of M2M systems and applications, privacy and liability appear as
important factors, as users will require that systems allow the control of how
much personal information is exposed, while on the other end certain applica-
tions will require that a certain degree of personal information is guaranteed to
be available [34]. In the light of such challenges, this chapter analyses how secu-
rity is addressed in the context of the M2M architecture defined by ETSI [28]
that we describe in the next section. Given the significance of this architecture
for the future of M2M communication and security technologies, this analysis
sheds some light on how security is currently being addressed in the area of
M2M.

This chapter is organized as follows. In Sect. 2, we give an overview of M2M
high-level and functional architectures. Also, we provide a high level description
of one of many possible sets of specific service capabilities (SCs) that will allow
efficient deployment of M2M applications. Section 3 describes M2M communi-
cation scenarios with focus on identification, authorization, trust, and security.
A brief overview of proposed pre-provisioned identifier that can uniquely iden-
tify M2M devices is given. Section 4 presents current research opportunities on
communication and security in M2M systems, and discusses standardization
challenges that will enable further development of M2M systems as they evolve
and gradually replace proprietary technologies. Section 5 concludes the chapter.

2 M2M Architecture Defined by ETSI

ETSI’s work regarding the M2M communication has been so far mostly focused
on different use case scenarios (e.g. smart metering [9], eHealth [10], connected
consumer [8], automotive applications [11], city automation [7]), M2M commu-
nication service requirements [35], its high-level and functional architecture [28],
as well as defining M2M interfaces [36]. ETSI closely co-operates with other stan-
dardization organizations such as 3rd Generation Partnership Project (3GPP)
[37], 3GPP2 [38], Open Mobile Alliance (OMA) [39], and Broadband Forum
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(BBF) [40] in integration efforts of their respective technologies into M2M sys-
tems. Their work in the M2M architecture domain is twofold. First, they define
a high-level architecture view that identifies all constituents of M2M systems,
their roles, and relationships. Second, they also define a functional architecture
view together with reference points between different entities in M2M systems,
as well as M2M service capabilities, and common functions that are being shared
among different applications.

2.1 High-Level Architecture

A high-level architecture of M2M system consists of a Device and Gateway
Domain, and a Network Domain (c.f. Fig. 1) [28]. The device and gateway domain
is composed of the following elements:

– M2M Device - runs M2M Device Applications (DA) using M2M Device
Service Capabilities Layer (DSCL).

– M2M Gateway - runs M2M Gateway Applications (GA) using M2M
Gateway Service Capabilities Layer (GSCL).

– M2M Area Network - provides connectivity based on Personal or Local
Area Network technologies (e.g. Zigbee, Bluetooth) between M2M devices
and M2M gateways. The case of device-to-device communication is out of the
scope of ETSI’s efforts (denoted in dashed line in Fig. 1).

The network domain is composed of the following elements:

– M2M Access Network - allows M2M devices and M2M gateways to com-
municate with the Core Network. It can be based on any of the following exist-
ing access network solutions: Digital Subscriber Line (DSL), satellite, GSM
EDGE Radio Access Network (GERAN), Universal Terrestrial Radio Access
Network (UTRAN), evolved UTRAN (eUTRAN), Wi-Fi (IEEE 802.11), and
Worldwide Interoperability for Microwave Access (WiMAX), that can be opti-
mized for M2M communication if needed.

– M2M Core Network - enables interconnection with other networks, pro-
vides IP connectivity or other connectivity options, service and control func-
tions, and roaming. Similarly to access network, it can be based on varied
existing core networking (CN) solutions (3GPP CN, ETSI Telecoms & Inter-
net converged Services & Protocols for Advanced Networks (TISPAN) CN,
and 3GPP2 CN) that ought to be optimized for specific M2M communication
needs if necessary.

– M2M Network Service Capabilities Layer (NSCL) - provides M2M
functions that are shared by different M2M applications.

– M2M Applications - run the service logic and use M2M service capabilities
available via open interfaces.

– M2M Network Management Functions - consist of all the functions (e.g.
provisioning, supervision, and fault management) required to manage access
and core networks.
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Fig. 1. High-level architecture of M2M system (adapted from [28])

– M2M Management Functions - consist of all the functions (e.g. M2M
Service Bootstrap Function (MSBF)) used to facilitate the bootstrapping of
permanent M2M service layer security credentials) required to manage M2M
service capabilities in the network domain.

2.2 Functional Architecture

Each M2M domain has its own service capabilities layer (i.e. Network SCL,
Gateway SCL, and Device SCL), which provides functions that are exposed on
the mIa, dIa, mId, and mIm reference points [36] (c.f. Fig. 2). The mIa reference
point enables a Network Application (NA) access to the M2M service capabilities
in the network domain. It supports possibility for NA to register to the NSCL,
to subscribe for notifications for specific events, with a proper authorization
to read or write information in N/G/DSCLs, and to conduct device manage-
ment actions. The dIa reference point enables a Device Application residing
in a non-legacy M2M device an access to different M2M service capabilities in
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that same M2M device or in an M2M gateway. Furthermore, this reference point
enables a Gateway Application residing in an M2M gateway to access the differ-
ent M2M service capabilities in the same M2M gateway, and supports the ability
of DA/GA to register to the GSCL or DA to register to the DSCL. Through this
reference point, DA and GA should also be able with a proper authorization to
read or write information in N/G/DSCLs. The mId reference point enables an
M2M SCL residing in a non-legacy M2M device or M2M gateway to commu-
nicate with the M2M SCL in the network domain and vice versa. It supports
the ability of G/DSCLs to register to the NSCL. It should also give support
for information exchange between N/G/DSCLs, subscription to specific events,
device management, and provide security related features. Finally, the mIm ref-
erence point extends the reachability of services offered over mId reference point.
It is an inter-domain reference point, used for communication between NSCLs
of different M2M service providers, that relies on public core network connec-
tivity functions. Functionalities of all four reference points are in more details
explained in [36].

One of main M2M standardization objectives is the development of func-
tionalities that will allow efficient deployment for M2M applications. Service
Capabilities are logical groupings of functions that can be shared by different
applications. With standardized vertical interfaces (i.e. Application Program-
ming Interfaces (APIs)) that allow applications to use service capabilities, and
standardized horizontal interfaces between SCs on the service level, this objective
is within a reach. The remainder of the section provides a high level description
of one of many possible sets of specific SCs [28]. These service capabilities can
be, with little differences, instantiated for each of the network or gateway and
device domains (x in each of the below stands for either N for network, G for
gateway, or D for device). The only exception is a Telco operator exposure that
is specific for the network domain.

– Application enablement (xAE) - is the single contact point to M2M appli-
cations. It exposes functionalities implemented in each of the SCLs via a single
reference point: mIa/dIa (depending on the SCL in question).

– Generic communication (xGC) - is the single point of contact for com-
munication with each of the SCLs. This capability provides transport session
establishment and teardown along with security key negotiation, encryption
and integrity protection on data exchanged with the SCLs. Key material for
the latter is derived upon secure session establishment.

– Reachability, addressing, and repository (xRAR) - provides a mapping
between the name of an M2M entity or a group of M2M entities and its/their
reachability status. It also manages subscriptions and notifications pertaining
to events and allows creating, deleting, and listing of a group of M2M entities.
It stores M2M application (NA/DA/GA) and SCL (DSCL, NSCL) data, and
makes it available on request or based on subscriptions.

– Communication selection (xCS) - provides network selection, based on
policies, when each of the available M2M entities can be reached through
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several networks or several bearers. It also includes alternative network or
communication service selection after a communication failure.

– Remote entity management (xREM) - acts as a remote management
client to perform the device remote entity management functionalities (e.g.
software and firmware upgrades, fault (FM), performance (PM), and config-
uration management (CM)) for the M2M entities. It supports several man-
agement protocols, such as OMA-DM [41] and BBF TR-069 [42].

– Security (xSEC) - supports M2M service bootstrap and key hierarchy for
authentication and authorization procedures. It also initiates mutual authen-
tication and key agreement, and is responsible for the storage and handling
of M2M connection keys.

– History and data retention (xHDR) - is an optional capability deployed
when required by policies. It archives relevant information referring to mes-
sages exchanged over the reference points and also internally to each of the
SCLs based on policies.

– Transaction management (xTM) - is an optional capability that deals
with transactions. Transaction is an operation that involves several atomic
operations. This capability triggers a roll-back if any individual operation
fails, aggregates the results of the individual operations, and commits the
transaction when all individual operations have completed successfully.

– Interworking proxy (xIP) - is also an optional capability that enables
interworking between non-ETSI compliant devices and the SCLs. It can be
implemented either as an internal capability of DSCL/GSCL, or an applica-
tion communicating via reference point dIa with DSCL/GSCL.

– Compensation brokerage (xCB) - is another optional capability deployed
only when needed. It submits compensation tokens (i.e. electronic money)
to requesting customers, bills the customer of compensation tokens after
the validity of compensation tokens is verified, and finally refunds service
providers for tokens acquired as compensation for services provided to cus-
tomers.

– Telco operator exposure (xTOE) - enables interworking and using of core
network services exposed by the network operator.

Regarding security, ETSI defines a set of functions and procedures to support
security-related capabilities, with the main goal of supporting and providing fun-
damental security mechanisms and properties in the context of M2M systems,
applications, and devices. Later in the chapter we analyze in greater detail such
mechanisms, namely in the context of the various procedures defined for M2M
communication establishment. For example, key negotiation, and encryption and
integrity protection are supported in the context of the various communication
between M2M entities, together with the required key bootstrap and negotia-
tion functionalities. Cryptographic keys are used to support authentication and
authorization of the M2M devices participating in a given M2M domain, in the
context of the various procedures such as M2M device registration, management,
and provisioning. As previously identified, the various security procedures are
also visible in the context of the reference points defined for the architecture,
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particularly as regards to identification, authorization, registration, and interac-
tions (reading or writing) with service capabilities layers.

3 Communication Establishment

ETSI distinguishes two types of M2M devices: those that implement ETSI
M2M service capabilities (marks them as D), and those that do not (marks them
as D′). Both types of devices are still considered ETSI compliant, and there are
two ways how they can connect to the network domain: directly or indirectly
(through M2M gateway) (c.f. Fig. 2). M2M gateway serves as a proxy for
the network domain, which means that all the procedures mentioned in the
previous section (registration, authentication, authorization, management, and
provisioning) are performed through it. In the first case, M2M devices connect
to the network domain via the M2M access network. In the second case,
M2M devices connect to the M2M gateway using the M2M area network. To
summarize, M2M devices can be connected to M2M network domain:

– directly through mId interface to NSCL (e.g. M2M device 1 (type D) in Fig. 2),
– indirectly through dIa interface to GSCL (e.g. M2M device 2 (type D′) in

Fig. 2),
– directly through dIa interface to NSCL (e.g. M2M device 3 (type D′) in Fig. 2).

However, an M2M device may not support IP protocol for communication1,
in which case it is called a legacy M2M device and is marked as d. A legacy
M2M device can be connected to M2M network domain:

– indirectly through Gateway Interworking Proxy (GIP) on M2M gateway (e.g.
M2M device 4 in Fig. 2),

– indirectly through Device Interworking Proxy (DIP) on a non-legacy M2M
device (type D) (e.g. M2M device 5 in Fig. 2),

– directly through Network Interworking Proxy (NIP) (e.g. M2M device 6 in
Fig. 2).

M2M devices in both cases, if connected to IP network (e.g. Internet), com-
municate using IP protocol. In the first case (direct connectivity), an M2M
device usually has a public IP address, while in the second case (indirect con-
nectivity) it has a private one. The 3GPP standard System Improvements for
Machine-Type Communications [43] analyses three possible addressing scenarios
for communication between M2M server in the network domain and M2M device
in the device and gateway domain. First scenario involves M2M server and M2M
device both located in the IPv6 address space, in the second scenario M2M server
is located in the public IPv4 address space and M2M device is located in the
private IPv4 address space, and the third scenario involves both M2M server
and M2M device located in the same private IPv4 address space. Using a tax-
onomy proposed in our previous work [44], we can classify aforementioned M2M
1 If M2M device uses connectivity protocols such as ZigBee, Z-Wave, or Bluetooth

that do not natively support IP.



264 I. Bojic et al.

Fig. 2. Functional architecture of M2M system

communication types between two M2M devices into three categories. When
both M2M devices are directly connected to a network domain via an M2M
access network, then this type of communication can be classified as direct and
external. In Fig. 2, an example would be communication between M2M device
6 and M2M device 3 (denoted in dashed line), as both are directly connected
to an M2M access network. Furthermore, when one M2M device is connected
directly to a network domain, while the other one is connected to an M2M
gateway using an M2M area network, then this type of communication is indi-
rect and external. Examples in Fig. 2 are M2M device 6 which is connected
directly to M2M access network, and M2M device 2 which is connected indi-
rectly through an M2M gateway (denoted in dot dashed line). Finally, when
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both devices are connected to an M2M gateway using an M2M area network,
then this type of communication is classified as indirect and internal. In Fig. 2,
an example of internal communication is between M2M devices 2 and 4 which
are connected through an M2M gateway (denoted in dotted line). Figure 2 also
features device 7 (denoted in transparent shade) which is an example of potential
device-to-device communication with device 2. Such communication scenario is
out of the scope of ETSI’s standardization efforts and therefore is not featured
in any of the analyses.

The process of communication establishment in M2M systems defined in [28]
consists of the following six procedures: application registration, network boot-
strap, network registration, M2M service bootstrap, M2M service connection,
and SCL registration of D/GSCL with NSCL.

Application Registration procedure involves registration of an application
(DA, GA, or NA) with local SCL. It allows interactions between local appli-
cations (i.e. those connected via the local SCL), while enabling M2M commu-
nication between applications connected on other SCLs requires involvement of
several other procedures.

Network Bootstrap procedure defines initial configuration settings that allow
an M2M device/gateway to connect and register to its access network, if it is
based on fixed or mobile technologies. One example of these procedures is a
bootstrap procedure from Universal Integrated Circuit Card (UICC).

Network Registration procedure consists of registration of an M2M device/
gateway with its access network, taking into account the characteristics of cor-
responding access network technologies. For example, registration of an M2M
device in a 3GPP Network such as Universal Mobile Telecommunications Sys-
tem (UMTS) involves IP address assignment, mutual authentication as two sides
agree on a set of security keys, authorization for using specific access network
services, as well as initiation of potential accounting operations.

M2M Service Bootstrap procedure, together with M2M service connection
procedure, defines basic prerequisites for the communication establishment and
registration of an M2M D/GSCL with the NSCL. It involves, apart from the
usual actors, the M2M Service Bootstrap Function and the M2M Authentication
Server (MAS). Former facilitates the bootstrapping of permanent M2M Service
Layer Security Credentials (M2M Root Key) between the M2M D/G/NSCL
entities, as well as MAS, while the latter serves as a safe location for storage. If
the M2M service credentials have been pre-provisioned (e.g. in UICC), the M2M
service bootstrap procedure is not needed. Otherwise, it is conducted with or
without the assistance of an associated access network layer.

M2M service connection procedure includes a mutual authentication of mId
end points (D/GSCL and NSCL), an optional agreement on an M2M Connec-
tion Key derived from an M2M root key, as well as an optional establishment
of a secure encrypted session via mId.

SCL Registration procedure, as its name suggests, is involved in a D/GSCL
registration with NSCL. Successful completion of M2M service connection pro-
cedure between D/G/N M2M entities is a prerequisite for performing SCL
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registration. This procedure occurs either periodically or on demand. When this
procedure is used periodically, the frequency of registration updates is decided
by the M2M service provider. Successful registration, among others, results in
an exchange of context information between D/GSCL and NSCL.

In other words, when a new M2M device enters the M2M system, it needs to
establish an initial contact with a corresponding SCL and an access network, and
then conduct all relevant credential creations and exchanges to establish a secure
connection with its communication peer (e.g. M2M server in a network layer)
within the M2M system. Only when this process is successfully completed, an
M2M device is able to communicate with other entities in the M2M system (e.g.
report measured sensor data to the server or update new version of software).

As for most security approaches, one fundamental security-related aspect of
the ETSI M2M architecture [28] is how cryptographic keys are employed to sup-
port security mechanisms. The standard defines two types of keys, an M2M root
key (Kmr) and an M2M connection key (Kmc). Kmr is used to support mutual
authentication between the D/G M2M node and the M2M service provider, while
a Kmc key is derived to protect communication in the context of the specific
connection. Kmr must be set up for each specific D/G M2M node, in the con-
text of a particular M2M service provider, for example during manufacturing
or the deployment phase, and is also related to a particular M2M node identi-
fier, as previously discussed. After successful authentication, Kmc is derived and
delivered from the MAS to the M2M node where it is stored in a local secure
environment domain (e.g. using UICC).

In general, security-sensitive functions and data (credentials and key mater-
ial) shall be protected using a secure domain, which may be optionally integrity-
protected using asymmetric cryptography for the provisioning and validation of
trusted reference values. Integrity-validation extends to both devices and gate-
ways, and allows verifying if a device is authorized to connect to the network,
and enables validation of executable code on M2M devices, according to dif-
ferent security policies. Successful integrity validation may also be defined as a
precondition for successful M2M service bootstrap, although we must note that
all integrity-related steps are currently defined as optional in the ETSI M2M
architecture [28]. Two further aspects deserve our attention in relation to how
security keys are handled in this architecture. One is that, for M2M applications
where the M2M service provider and access network provider have a trust rela-
tionship, access network credentials may be used to obtain the Kmr key, which
consequently opens the door for the adoption of new authentication mechanisms
designed at diverse layers of the network stack. The other is that the expiration
of Kmc is left to particular policies from M2M service providers, which may con-
stitute a problem if policies allow the same Kmc to be used to support symmetric
encryption during unacceptably long periods of time.

3.1 Application Registration

Application Registration involves local registration of an M2M application with
the local SCL, and the purpose of this procedure is to allow the M2M application
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to use M2M services offered by the local SCL. As a result, the local SCL obtains
context information on the registered applications. Two applications registered
to a common local SCL can communicate via that local SCL. For the purpose of
an application-level authentication and encryption, application specific keys can
be generated optionally as previously discussed, thus a Kmc obtained from the
Kmr root key after mutual authentication may be used also to protect applica-
tion registration. Application registration depends on other procedures and thus
also on the security procedures described in the following phases of connection
establishment, as we proceed to discuss.

3.2 Network Bootstrap & Network Registration

The purpose of network bootstrap is to configure an M2M device or gateway
with the initial configuration data required to connect and register to the access
network. Bootstrap can occur from a secured environment domain (e.g. UICC),
resulting in the data required to perform access network registration. Alter-
natively, bootstrap can also employ an over-the-air mechanism to provision
the access credentials (including key material) required for registration oper-
ations. As for network registration, it involves the registration of the M2M
device/gateway with the access network, based on the corresponding access net-
work standards. This may involve (mutual) authentication with the access net-
work, with the two ends agreeing on a set of security keys to protect the access
network session. Registration may also involve IP address assignment, autho-
rization approval for using specific access network services, and the initiation of
access network accounting operations. Both the network bootstrap and network
registration specific procedures are currently defined to be out of scope of the
current ETSI specification [28].

3.3 M2M Service Bootstrap & M2M Service Connection

In order to successfully complete procedures of the connection establishment
process and establish communication, each M2M entity has to have a proper
unique identifier, and eventually address based on the used communication tech-
nology so it can be reached by other M2M entities. ETSI proposes several identi-
fiers which are used during M2M service bootstrap and M2M service connection
procedures regarding successful connection setup in M2M systems [28]:

– Pre-provisioned Identifier - represents an ID and needs to be pre-
provisioned by the M2M device/gateway manufacturer and is considered out
of scope for this document.

– M2M Node Identifier (M2M-Node-ID) - represents globally unique logi-
cal representation of the M2M components in the M2M device, M2M gateway,
or M2M network. Such components include one SCL, M2M service bootstrap
function if any, and an M2M service connection function. On a global level,
M2M-Node-ID uniquely identifies a particular M2M entity.
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– M2M Service Connection Identifier (M2M-Connection-ID) - identi-
fies an M2M service connection, which is instantiated upon M2M D/GSCL
getting authenticated and authorized by an NSCL for connectivity.

The creation of an M2M root key during the M2M service bootstrap pro-
cedure requires a pre-provisioned identifier that is typically assigned during the
manufacturing process of an M2M device. Figure 3 shows a simplified version of
the main activities that occur between M2M entities during either the service
bootstrap or service connection setup procedures. Identifiers that are associated
with M2M devices/gateways are considered inside the scope of current standards
[36], except for the pre-provisioned identifier. Therefore, in this chapter we will
present related work where it is explained how this identifier is formed in order
for it to be globally known and unique in the whole M2M system. We will also
discuss its format and its (dis)advantages.

In [29] authors propose how to construct a pre-provisioned identifier that can
uniquely identify an M2M device regardless of used communication technologies.
Namely, the same M2M device can establish communication using more than
one communication technology. However, sent data has to be associated with
the M2M device no matter which technology is used.

Fig. 3. Simplified view on the M2M connection establishment [29]

Because of all aforementioned, the identifier proposed in [29] is of a variable
length where its header denotes the list of communication technologies that some
M2M device supports, and bytes that follow after the header denote correspond-
ing communication technologies identifiers/addresses (c.f. Fig. 4). The authors
specified the order of only the first four bits of the identifier header (i.e. Blue-
tooth on bit 0, Wi-Fi on bit 1, Wireless M-Bus on bit 2, and ZigBee on bit 3)
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leaving out the meaning of the other bits2. If the value of the bit in the header
is equal to zero, then it means that this M2M device does not support that com-
munication technology. Opposite to that, if the value of the bit in the header is
one, the M2M device supports the corresponding communication technology.

The last bit of every byte in the identifier header is reserved for denoting
whether it is necessary to expand the header with other bytes. Namely, if the
device supports communication technologies that are not specified within the
first byte, then the last bit of the first byte has to be equal to one, otherwise it
should be zero. Bytes that come after the identifier header consist of addresses of
communication technologies that the M2M device supports. For communication
technologies specified within the first four bits (e.g. Bluetooth, Wi-Fi, Wireless
M-Bus, and ZigBee), those identifiers/addresses are of different lengths: six bytes
for Bluetooth and Wi-Fi, less than a byte for Wireless M-Bus, and eight bytes
for ZigBee.

Fig. 4. Proposed identification scheme [29]

With this proposal, the identifier is tightly coupled with the hardware. In
the proposed identification scheme, there must be at least one supported com-
munication technology while the upper limit does not exist. This is one of its
advantages, together with the fact that because of the variable length, it is no
longer than it should be. However, on the other hand, the question is what if a
communication module of some M2M device gets broken and has to be replaced
with another one. Since every communication module has its unique identifier,
the new module will not have the same identifier as the old one had. Conse-
quently, the M2M device will change it. The advantage of this approach is that
tampering with the device’s communication can be detected. The disadvantage
is that if the device is broken or malfunctioning and needs to be replaced by
another device, the M2M system will detect that as a new device and some
extra management effort will be needed to link the old identifier with the new
one, thus preserving information about this change of the M2M device identifier.
If the device identifier would be a layer-3 identifier, then this additional effort is
not needed, but the start-up procedure needs to deal with that. Also, detecting
the device tampering after defining the identifier will not be possible.
2 The authors said that the order of other bits should be standardized by standard-

ization organizations active in the field of M2M systems.
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We may note that, if the M2M device credentials have been pre-provisioned
(e.g. in UICC), in practice no M2M service bootstrap is needed. Otherwise,
depending on relationship between the access network provider and the M2M
service provider, the M2M service bootstrap may by either assisted or without
assistance from the network layer.

In the former, the access network involves security operations, and access
network security credentials may be used for service layer bootstrapping. In
particular, the ETSI standard defines procedures for M2M service bootstrap
assisted by various network access mechanisms, from which Kmr and (possibly)
M2M node and SCL identifiers result and are provisioned to the MAS. Mecha-
nisms are defined for the support of Generic Bootstrapping Architecture (GBA)
capable M2M gateways and devices, for bootstrap based on Extensible Authen-
tication Protocol (EAP) [45] using EAP for GSM Subscriber Identity Module
(EAP-SIM) [46] or EAP method for UMTS Authentication and Key Agreement
(EAP-AKA) [47] credentials and for EAP-based network access authentication,
in which network access authentication is utilized for the generation of the Kmr
key, which is applicable to networks using EAP-based mutual authentication and
key agreement (e.g. Wi-Fi, WiMAX).

As for M2M service bootstrap without access network assistance, the access
network layer only transports M2M traffic but does not provide any security
for such traffic. In this context, the standard currently defines an access network
independent M2M service bootstrap mechanism. This mechanism is aligned with
the M2M architecture, ensures mutual authentication between the D/G M2M
node and the M2M service bootstrap server with perfect forward and backward
secrecy in respect to the negotiated Kmr root key. The mechanism supports
authentication based on Identify-Based Authentication Key Exchange (IBAKE)
[48], EAP, or TLS [49] to protect the exchanged authentication messages. For
certificates-based M2M service bootstrap, bootstrap credentials shall include
globally unique identifiers, and the device must also be configured with the
information related to certificate validation in the context of a root trust anchor
(Certification Authority, CA). Certificate validation also supports validation of
certificates using certificate revocation lists (CRL) or the Online Certificate Sta-
tus Protocol (OCSP) [50].

Permanent security credentials bootstrapped using the M2M service boot-
strap procedures are stored in a safe location, M2M MAS. This server can be an
Authentication, Authorization and Accounting (AAA) server. On the other end,
security credentials established for D/G M2M nodes during the same procedure
are stored in a secured environment domain at the node itself. The credentials
negotiated in the context of the bootstrap procedure are used for mutual authen-
tication and secure communication between the D/GSCL on the D/G M2M
node and M2M service capability layer in the network (NSCL), as well as for
authorization of access to specific M2M services, and related accounting/billing
functionality.

The M2M service connection takes place between a D/G M2M node and
the network domain of the M2M service provider, for which an M2M root key



Communication and Security 271

(Kmr) has been established as previously discussed. The M2M service connec-
tion enables mutual authentication of the mId end points and key agreement,
in the context of an M2M service connection session established between the
two mId end points. This connection is optionally encrypted using a Kmc key
agreed between both communicating parties, which enables the establishment
of a secure session (encrypted communication) via mId. This includes the pro-
tection of subsequent SCL registration messages, as we describe next. Other
than mutual authentication and M2M connection key agreement, M2M service
connection also enables reporting of integrity validation security attributes for
those M2M service providers that support integrity validation, and the optional
establishment of secure sessions using encrypted communication over mId. After
successful establishment of M2M service connection, SCL registration and subse-
quent M2M (secure) communication can take place. The architecture also defines
a mechanism for the usage of TLS-PSK for establishing Kmc between a D/G
M2M node and network M2M node with the assistance of MAS (similarly to
EAP), with whom the D/G M2M node has already established Kmr. As for
M2M service connection based on GBA, it applies to scenarios where the access
network and M2M service providers have a trust relationship (also possibly being
the same entity). GBA may thus also support mutual authentication and key
agreement between the D/G M2M node and the network M2M node.

3.4 SCL Registration

The SCL Registration procedure enables a D/GSCL to register with an M2M
service capability layer in the network (NSCL), in order to be able to use
M2M services offered by the network. A pre-requisite for this registration is an
M2M service connection that has been established by the M2M service connec-
tion procedure previously discussed, with all the related security requirements
verified. After SCL registration, information exchanged between M2M devices,
gateways, and the network may be protected with data origin authentication,
integrity, replay protection, confidentiality, and privacy. The architecture defines
three distinct ways the mId may be secured: via access network layer security, via
channel security, or via object security. Access network layer security is viable if
the underlying access network is already physically or cryptographically secured,
and in this case a careful study must be conducted in order to properly align
end-points at the access network layer with the M2M network layer. As for
channel security, a secure communication channel may be established between
the D/G M2M node and the network M2M node, to protect all the exchanged
information. This channel can be established after the M2M service connection
procedure takes place. Finally, an M2M implementation may also rely on object
security by applying security at the protocol payload level. We may also note that
more than one security approach may be combined in a given M2M deployment.
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4 Research Opportunities and Standardization
Challenges in M2M Systems

Regarding the previously discussed characteristics and functionalities of M2M
systems, while also considering the ETSI M2M architecture, we are able to iden-
tify various open issues that may motivate future research and standardization
efforts in M2M communication and security, as we proceed to discuss.

4.1 Research Opportunities: Communication and Identification

Current standards have proposed a hierarchical organization of entities in three
layers: M2M servers, M2M gateways, and M2M devices, and they have defined
M2M architecture only for those devices that support IP. In real-world systems
these assumptions are not always true. Namely, IP protocol, in a way, may be
too complex for small devices such as sensors due to their energy constraints.
On the other end, one can also consider existing optimizations enabling IP for
particular classes of sensing devices, such as with IPv6 over Low power Wire-
less Personal Area Networks (6LoWPAN) [51]. Moreover, many applications in
distributed systems rely on flat, i.e. peer-to-peer architecture between devices
that can communicate using different communication technologies (e.g. sensor
networks, ad-hoc networks). There are two possible directions of how this prob-
lem could be solved. One possible solution is to achieve communication between
devices without an M2M gateway regardless of communication technology, and
other would be to modify current applications in such a way that they work even
when devices do not communicate directly, but through an M2M gateway. Both
approaches have their advantages and disadvantages that are discussed in the
following sections.

Finally, in a wider context, research opportunities in M2M systems include
achieving management functionalities. Namely, due to a huge number of inter-
connected and heterogeneous M2M entities, it is challenging to manage M2M
systems. Some of the functionalities that need to be supported are: fault
management, configuration management, and software upgrade, then mobility
management, account management, and security management [52]. Fault man-
agement should support periodic, on demand and/or event driven reporting of
faults that occurred in M2M systems. Configuration management and software
upgrade should enable changing of M2M device states remotely (e.g. configur-
ing M2M devices for reporting with specific parameters). Mobility management
should provide support for both vertical and horizontal handoff, regardless of the
used communication technology. Account management should include charging
schemes for M2M service usage for both pre-paid and post-paid types. Finally,
security management should provide end-to-end security.

Non-IP Based Protocols. Standards dominantly use IP based communication
between M2M devices. The problem with IP based communication is that some
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M2M devices (e.g. small sensors) are resource constrained, so they cannot imple-
ment Transmission Control Protocol/Internet Protocol (TCP/IP) stack (stan-
dards call them legacy devices). M2M gateways serve as proxies between M2M
devices and the rest of the network, regardless of the communication technologies
these devices support. Therefore, gateways implement interworking proxy func-
tions (e.g. Gateway Interworking Proxy, GIP) that allow communication between
IP and non-IP M2M devices by providing interfaces for otherwise incompatible
protocol stacks. Each of the currently available M2M gateway implementations
(e.g. Actility Cocoon [53], OpenMTC [54]) provides these functionalities, as it
was initially conceived in ETSI standards [28], and are constantly developing
new solutions. The second problem is that for some low level technologies there
are no existing standards that provide TCP/IP stack over that technology. There
are numerous initiatives that are trying to overcome this deficiency, so they are
developing simplified IP stacks over existing low energy protocol suites, many
of which are still in draft phase: Routing Over Low power and Lossy networks
(ROLL) [55], 6LoWPAN [56], ZigBee over IP [57], Bluetooth Low Energy (BLE)
over IP [58]. These initiatives are accompanied by the appropriate extensions on
the application layer (e.g. Constrained Application Protocol (CoAP) [59] as a
low energy replacement for Hypertext Transfer Protocol (HTTP)). In this set-
ting main challenges are how to identify such devices and how to incorporate
them into the existing standards. Pre-provision identifier proposed in [29] is an
effort in that direction, because its variable header length supports any num-
ber of the existing communication technologies an M2M device can currently
use (e.g. Bluetooth, ZigBee, Wireless M-Bus), but also provides room for future
expansions to new communication technologies. It is important to emphasize
that proposed identifier does not change anything in the original communica-
tion standard, because it only takes over the existing addressing/identification
schemes and incorporates them in its fields.

Peer-to-Peer M2M Device Communication. Applications in distributed
systems can be generally classified into two categories: specific purpose appli-
cations (e.g. collecting information about electricity consumption) and general
purpose applications (e.g. identification of new M2M devices), where the specific
purpose applications usually rely on services provided by the general purpose
applications. Up till now, general purpose applications have been developed for
homogeneous and peer-to-peer like distributed systems. Without a doubt, these
applications will need to be adjusted according to M2M specificities. Namely,
most of these applications rely on the fact that devices can communicate among
themselves directly without gateways. However, this scenario is not covered in
current M2M standards. Introducing this kind of communication brings different
problems such as how to discover nearby M2M device (e.g. by broadcasting or by
contacting gateway), how to define parameters of communication (e.g. protocols
on top of lower layer communication), how to identify and achieve trust among
different M2M devices without M2M gateways, etc. Moreover, a prerequisite of
most of the applications is that devices are the same, but in M2M systems that
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is usually not the case. Consequently, applications need to be changed in such a
way they would work in M2M systems where devices are diverse.

M2M Devices Always Accessible. In some cases M2M devices need to be
always accessible from M2M gateway. If such M2M device (e.g. M2M device
is smart meter measuring gas consumption at home) is powered by battery,
then continuous energy consumption is unacceptable because battery needs to
be charged or replaced in a short period, which is costly. In this setting, M2M
devices usually go to sleep mode, sleep for some time, wake up, do the job, and
go back to sleep mode. To be able to switch devices between sleep and operating
modes, the information about its context which characterizes the situation of an
entity, has to be stored somehow. One of the possible solutions is by using Rich
Presence Information (RPI) which indicates the willingness or the ability of a
user (or device in an M2M network) to communicate with other users (devices)
in a communication network [60]. In this proposal, RPI is stored on an M2M
gateway, and all negotiations are carried out by agents. Server Agent initiates
communication with devices through M2M gateways. M2M gateway forwards
requests only to those devices which are, according to RPI data, available. The
problem is what if M2M gateway needs to communicate to that M2M device
while it is in sleep mode. In that case, M2M gateway needs somehow to wake
up the device from sleep mode. The research challenge is how to wake up the
M2M device and that M2M device in sleep mode consumes as small amounts
of energy as possible. There are also problems with security in such settings, as
data obtained from sleeping devices (and possibly cached at the M2M gateway)
should be properly authenticated and protected in regard to its confidentiality
and integrity, among other security-related requirements.

4.2 Research Opportunities: Security and Privacy

The various challenges posed to the addressing of security in M2M may benefit
from a paradigm shift in how the various security requirements are guaranteed.
For example, scenarios without a security infrastructure in place (contrary to
the previously analyzed ETSI M2M architecture) may consider classic security
solutions side-by-side with new decentralized and distributed approaches. As
in some scenarios M2M systems may be unable to derive definitive conclusions
about the identity or intents of other devices, security mechanisms may need
to consider compromises between the enforcement of definitive security controls
and the acceptance of controlled risks [30].

Other aspects are trust and privacy, which may motivate the design of new
security mechanisms and approaches. Distributed and autonomous trust man-
agement and verification mechanisms will be required to support autonomous
M2M device-to-device identification and authorization [34]. M2M applications
may also require the control of privacy and liability, as previously discussed. For
some M2M applications (in the context of the IoT) the user will require to be
able to control the amount of personal information exposed to third parties, for
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instance in maintaining privacy while exposing personal records in healthcare
applications. On the other end, other M2M applications may require that some
of that information is available in case of necessity, for instance with M2M vehic-
ular applications in case of traffic accidents. Challenges also exist in the usage
of M2M architectures such as the one from ETSI, side-by-side with emerging
communication and security solutions.

Heterogeneity and Resource Constraints of M2M Systems. Given the
limitations on the computational capabilities of many sensing and actuating
platforms, security technologies must be developed to cope with heterogeneous
devices, some of which may be very limited. In this context, further mecha-
nisms are required to integrate such devices in M2M environments supported by
architectures with the characteristics of the ETSI M2M architecture. For exam-
ple, applications using passive Radio-Frequency IDentification (RFID) tags are
unable to support security mechanisms requiring the exchange of many messages
and communication with servers on a network domain. Lightweight solutions for
symmetric and asymmetric cryptography [61,62], which have been proposed in
recent years, provide a useful guidance in this context. The heterogeneity of
sensing/actuating M2M devices may also be addressed by security approaches
at higher layers of the protocol stack or at the middleware, in line with the
approach previously discussed.

Identification, Authorization, and Trust. Identification and authorization
of M2M devices in a dynamic and autonomous world will pose serious research
challenges. Authentication mechanisms should work side-by-side with distrib-
uted trust management and verification mechanisms. Any two M2M devices
should be able to build and verify a trust relationship with each other, and
this problem is certainly more challenging in environments without a security
infrastructure in place. Trust will be an important requirement for designing new
identification and authentication systems for M2M. As authentication is related
with identification, M2M systems will probably need to incorporate some type
of secure identifier, tying information identifying the device or application with
secret cryptographic material. Current proposals point to the usage of X.509-
based certified secure identifiers, for example using IEEE 802.1AR [63], or on
the other end of self-generated uncertified secure identifiers, also called crypto-
graphically generated identifiers [64,65]. As M2M systems require that privacy
is balanced against disclosure of information, new authentication mechanisms
relying on appropriate secure identifiers and incorporating privacy-preserving
mechanisms are required. This aspect may also be incorporated in new trust
computation mechanisms, as the evaluation of the risk in accepting communi-
cation with a partially unknown device may also consider the level of privacy
accepted for an M2M application.

As distributed and autonomous trust mechanisms will be required for M2M
environments, trust must be established on an M2M device from the start. Local
state control via secure boot (local trust validation) may be enforced for M2M
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devices, similarly to the mechanisms previously analyzed in the context of the
ETSI M2M architecture. This secure boot may allow the establishment of a
trusted environment providing a hardware security anchor and a root of trust,
from which different models for trust computation may be adopted. In this
context, the Trusted Computing Group (TCG) [66] has proposed autonomous
and remote validation models. Autonomous validation (using for example smart
cards storing authentication secrets) presents the problem of requiring costly in-
field replacements of compromised devices. Remote validation presents problems
related to scalability and complexity, regarding limitations of M2M devices.

A promising avenue for research in this field may be that of semiautonomous
validation [34]. Semiautonomous validation combines local validation with remote
validation, meaning that a device is able to validate trust for another device and
communicate with a trusted third-party in situations of absolute necessity (in
many environments such third party may not be available at all). Distributed
semiautonomous trust verification mechanisms are therefore necessary for M2M
environments. The previously described M2M architecture from ETSI also incor-
porates the usage of secured and trusted environment domains, controlled by the
M2M service, as a cornerstone for the (secure) usage of security credentials on
M2M devices and gateways.

Anonymity and Liability. As previously discussed, anonymity and liability
are two interrelated security requirements for M2M applications. Such require-
ments are not only related with security, but they are also vital for the social
acceptance of many applications envisioned for M2M. Anonymity is necessary
as applications may only be accepted if the user is guaranteed to have a certain
degree of protection of its personal (or other) information. Liability is a deeply
related requirement, as other applications may require access to private infor-
mation in case of necessity, for example for legal purposes. As anonymity will
be required in M2M, research can target the applicability of light weighted for-
mal anonymity models such as k-anonymity [67] to M2M environments. Possible
alternative approaches are the development of mechanisms for data transforma-
tion and randomization. Intrusion detection will also be relevant for autonomous
M2M environments. Autonomous and cooperative methods allowing the early
detection of node compromises may be the path to follow in this domain [68].

4.3 Standardization Challenges

As previously discussed, standardization on communication and security mech-
anisms and architectures to support M2M environments are essential for the
evolution of M2M as a fundamental cornerstone of the IoT. Thus, research and
standardization must symbiotically address security as a fundamental enabling
aspect of future M2M applications. Research challenges must consider the efforts
of standardization on M2M, and technologies developed by standardization bod-
ies need to address security from the start. Standardization is also important
because M2M can replace proprietary technologies such as Supervisory Control
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And Data Acquisition (SCADA) [69,70] in the future. Unlike SCADA, M2M
devices are able to push data to a server and M2M also works with standard-
ized technologies. Such factors will push towards the replacement of proprietary
technologies with M2M solutions in the long term. This will open a huge market
for M2M, but also many security and management challenges.

In the context of standardization, it is reasonable to expect that as the tech-
nology matures new opportunities and bridges between work being developed at
different working groups may appear. For example, current efforts at the Inter-
net Engineering Task Force (IETF) [71] include the work being developed at
6LoWPAN [51,72], Routing Over Low power and Lossy networks (ROLL) [55],
and Constrained RESTful Environments (CoRE) [73] working groups. Work
developed at these groups seeks to define a stack for the usage of Internet
communication protocols on low-energy area networks, which qualify as M2M
area networks in the context of the previously discussed ETSI M2M architec-
ture. Considering the previously described security procedures and mechanisms
defined in this architecture, one can investigate how security mechanisms being
developed for 6LoWPAN-based communication protocol may fit in the ETSI
M2M architecture described in this chapter. Possible approaches are mecha-
nisms proposed to integrate security at the network layer [74] using 6LoWPAN
communication technologies. This integration is also related with the evolution
of sensing devices to adopt the usage of Representational state transfer (REST)
web-services approaches, such as the IETF CoAP [59], which currently lacks
security mechanisms. Also in the context of end-to-end communication between
Internet and constrained M2M devices using CoAP-based REST communica-
tion, techniques have been proposed to support security in an efficient manner
at the transport [75] and application layers [76]. Such mechanisms thus may
provide the support for end-to-end or indirect (via an M2M gateway) commu-
nication with 6LoWPAN-based sensing devices, in the context of M2M systems
enabled by architectures with the characteristics of the ETSI architecture.

Finally, we may refer that engineering and research challenges also reside in
the design of new sensing platforms for M2M devices. A security co-processor
may enable efficient cryptographic operations in low-end sensing and actuating
platforms, and more complete hardware-based security solutions can also be
used, such as the one currently proposed with Trustchip [77]. New platforms may
be designed to allow efficient computation of security algorithms appropriate to
M2M applications, and security-related data may be stored (as defined in the
ETSI M2M architecture) using secure hardware modules with the characteristics
of the Trusted Platform Module (TPM) proposed by the TCG [66] group. The
usage of such a module allows the secure binding of the device identification and
secret cryptographic information. As the usage of such hardware modules may
not be economically feasible, research should address the design of alternative
software secure-storage solutions and its impact on the overall security of M2M
devices and applications.

In conclusion, various characteristics of M2M devices and applications will
demand a new approach on how security and management is addressed.
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The ubiquity and autonomous nature of many M2M applications will dictate
that many security-related decisions are performed in the absence of a central-
ized and trusted security infrastructure. In other contexts, such an infrastruc-
ture may be available as defined by ETSI. Considering the autonomous nature
that is expected for many M2M applications, aspects such as autonomous com-
munication, privacy and liability (among others) will pose major challenges to
engineering and research. Many of the required security mechanisms will operate
autonomously and in a distributed fashion.

5 Concluding Remarks

As previously discussed, efforts from organizations such as ETSI, as well as from
other organizations and researchers, are currently enabling architectures and
communication technologies capable of supporting future complex M2M sys-
tems accommodating various application scenarios. M2M systems are primarily
characterized by heterogeneity, i.e. their reliance on great variety of standardized
communication technologies. Therefore, we propose a new pre-provisioned device
identifier, transparent of the underlying communication technology. Nonetheless,
there are still many open issues in the area of achieving end-to-end communica-
tion interoperability between various technologies, added by the fact that M2M
systems integration into IoT environment will require further convergence on
communication, data, and service levels. As in the current Internet architecture,
security will remain of prime importance and will in fact represent a funda-
mental enabling factor of most of the current applications of M2M communica-
tion. In this chapter we have analyzed how communication establishment and
security are addressed in the context of the ETSI M2M architecture [28], and
also what are the main open issues that will require further efforts from both
research and standardization. As we have observed, M2M architectures support
valuable technologies and rules for the implementation of M2M systems, but in
the context of the IoT we may expect that not all applications will be ruled by a
single reference architecture. For example, applications may be unattended and
M2M devices may require autonomous secure communication, and in this sce-
nario a well-defined security infrastructure may be absent. Also in this context,
important issues of security such as trust, privacy, and anonymity demand for
immediate efforts from research and standardization bodies.
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Abstract. Vehicular Ad Hoc Networks (VANETs) require mechanisms
to authenticate messages, identify valid vehicles, and remove misbehav-
ing vehicles. A Public Key Infrastructure (PKI) can be utilized to provide
these functionalities using digital certificates. However, if a vehicle is no
longer trusted, its certificates have to be immediately revoked and this
status information has to be made available to other vehicles as soon as
possible. The goal of this chapter is to introduce and describe in detail a
certificate revocation mechanism based on the Merkle Hash Tree (MHT),
which allows to efficiently distribute certificate revocation information in
VANETs. For this, an extended-CRL is created by embedding a hash tree
in each standard certificate revocation list (CRL). A node possessing an
extended-CRL can respond to certificate status requests without having
to send the complete CRL. Instead, the node can send a short response
(less than 1KB) that fits in a single UDP message. This means that any
node possessing an extended-CRL, including Road Side Units (RSUs) or
intermediate vehicles, can produce short certificate-status responses that
can be easily authenticated. The main procedures involved in the pro-
posed mechanism are described in detail. General security issues related
to the mechanism are treated as well.

Keywords: PKI · Certificate revocation · Extended-CRL · MHT ·
VANETs

1 Introduction

In the last years, wireless communications between vehicles attracted extensive
attention for their promise to contribute to a safer, more efficient, and more com-
fortable driving experience in the foreseeable future. This type of communica-
tions has induced the emergence of Vehicular AdHoc Networks (VANETs), which
consist of mobile nodes capable of communicating with each other (Vehicle to
Vehicle communication,V2V) and with the infrastructure (Vehicle to Infrastruc-
ture communication,V2I). To make this new type of communications feasible,
c© Springer International Publishing Switzerland 2014
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vehicles are equipped with On-Board Units (OBUs). In addition, fixed commu-
nication units Road Side Units (RSUs) are placed along the road. Finally, multi-
hop communication based on the IEEE802.11p standard is utilized to facilitate
data exchange among network nodes that are not within radio range of each
other [1,2].

The open-medium nature of these networks makes it necessary to integrate
VANET security mechanisms such as authentication (the assurance to one entity
that another entity is who it claims to be), message integrity (the assurance to
an entity that data has not been altered), confidentiality (the assurance to an
entity that no one can read a particular piece of data except the receiver explicitly
intended) and privacy (the quality of being secluded from the presence or view
of others) [3].

A generic solution envisioned to achieve these functionalities is based on
digital certificates provided by a centralized Certification Authority (CA) [4,5].
This is the approach of the IEEE 1609.2 standard [6], which states that certifi-
cates will be used to digitally sign and encrypt the exchanged messages by using
the Elliptic Curve Integrated Encryption Scheme (ECIES). Therefore, vehicular
networks will rely on a Public Key Infrastructure (PKI) for certificate manage-
ment. The possibility to assign in the future a personal IPv6 address [7] to each
vehicle and embed this address in the vehicle’s certificate is also envisaged as
a promising proposal for solving many of the security issues existing in these
networks.

On the other hand, a critical part of the PKI is the certificate revocation.
In general, the revocation approaches for VANETs can be roughly classified as
global or local:

– Local revocation enables a group of neighboring vehicles to revoke a nearby
misbehaving node without the intervention of an external infrastructure at
the expense of trusting other vehicles’ criteria.

– Global revocation is based on the existence of a centralized infrastructure such
as the PKI, which is in charge of managing the certificate revocation.

According to the IEEE 1609.2 standard [6], vehicular networks will utilize the
global revocation approach based on PKI Certificate Revocation Lists (CRLs).
CRLs are black lists that enumerate revoked certificates along with the date
of revocation and, optionally, the reasons for revocation. CRLs in VANET are
expected to be quite large because this type of networks contain many nodes
(vehicles) and also because each vehicle will probably have many pseudonyms1

to protect the users’ privacy. As a result, a VANET CRL might have a size
of hundreds of Megabytes [8,9]. The distribution of such a huge data structure
within a VANET is a challenging issue that has attracted the attention of many
researchers [3,8,10,11]. A general conclusion is that most of the research efforts

1 Certificates with pseudonyms contain a name that a the user assumes for operating in
the VANET but that differs from his or her original or true name. These certificates
are temporary.
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have been put into trying to reduce the size of the CRL, either by splitting or
compressing (c.f. Sect. 3).

This chapter explains in detail another approach for reducing the amount of
certificate-revocation data, exchanged between VANET nodes. The mechanism
described is an adaptation of previous works [12,13] for the VANET scenario.
The proposed certificate revocation mechanism is based on the Merkle Hash
Tree (MHT) and a model of computation, whereby untrusted repositories answer
certificate status queries on behalf of the CA and provide a proof of the validity
of the response back to the user. By using this mechanism, two major CRL
issues can be tackled: (i) the CA is no longer a bottleneck as there are several
repositories that act on its behalf; and (ii) the revocation data can be checked
without downloading the whole CRL.

The main idea behind the proposal described in this chapter is to embed
a little extra information into the CRL which allow the efficient and timely
checking/obtaining the status of a certificate without having to download the
entire CRL. This information is not proportional to the number of certificates
but it roughly occupies the size of a signed hash value and the fixed overhead of
introducing a CRL extension.

More specifically, this chapter proposes a way of efficiently embedding a MHT
within the structure of the standard CRL to generate a so-called extended-CRL.
For the creation of the extended-CRL, a standard way of adding extra informa-
tion to the CRL is used. This extension contains all the necessary information to
allow any vehicle, or VANET infrastructure element that possesses the extended-
CRL, to build the MHT, i.e., a hash tree with the certificate status information
of the CRL. Using this MHT tree, any entity possessing the extended-CRL can
act as a repository and efficiently answer certificate status checking requests of
other vehicles or VANET nodes.

In general, the response with certificate status information is short in size
(less than 1 KB), which allows to perfectly fit it within a single UDP message.
This makes the distribution of certificate status information more efficient than
distributing the whole CRLs (even if they are compressed), thus reducing the
amount of data that has to be transmitted over the VANET. The proposed cer-
tificate revocation mechanism operates off-line, i.e. no on-line trusted entity (like
a CA) is needed for authenticating the responses produced by the repositories
(c.f. next section). However, repositories need to have access from time to time
to the CA to download the CRL.

The rest of the chapter is organized as follows. Section 2 presents a brief def-
inition of the certificate revocation paradigm along with the corresponding clas-
sification of the certificate status checking mechanisms. Section 3 describes the
existing global revocation proposals for VANETs. Section 4 explains the oper-
ation of the hash tree. Section 5 describes the proposed certificate revocation
mechanism and the various procedures involved in it. Section 6 discusses general
security issues related to this mechanism. Finally, Sect. 7 concludes the chapter.
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2 Certificate Revocation Paradigm

The owner of the certificate to be revoked, an authorized representative or the
issuer CA, can initiate the revocation process for this certificate (Fig. 1).
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Fig. 1. PKI reference model

To revoke the certificate, any of the authorized entities generates a revocation
request and sends it to the Revocation Data Issuer (RDI). The revocation data
issuer is a Trusted Third Party (TTP) that has the master database of revoked
certificates. The revocation data issuer is also responsible for transforming its
database revocation records into “certificate status data”. The status data has
the appropriate format to be distributed to the end entities and includes at least
the following data:

– A Certificate Issuer which is the Distinguished Name (DN) of the CA that
issued the target certificate(s).

– A Validity Period that is the life-time of the status data. Obviously this valid-
ity period is much smaller than the validity period of the certificate.

– A Issuer Name that is the DN of the TTP that issued the status data.
– A Cryptographic Proof that must demonstrate that the status data was issued

by a TTP.
– A Serial Number of the target certificate(s).
– A Revocation Date that is the date when the target certificate was revoked.
– A Revocation Reason which is optional. This is used guidance and it can be
unspecified, keyCompromise, cACompromise, affiliationChanged,
superseded, removeFromCRL, cessationOfOperation or certificateHold.
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In the vast majority of the revocation systems, end entities do not have a straight
connection to the revocation data issuer. Instead, the revocation data issuer
publishes the status data in “repositories” or “responders”. The main function
of both repositories and responders is to answer requests from end entities con-
cerning the status of certificates (status checking). The difference between them
is that the repositories are non-TTPs that store status data pre-computed by
the revocation data issuer while the responders are TTPs that have a private key
and can provide a signature (serving as a cryptographic proof) for each response.
Maintaining the level of security is one of the main drawbacks of using respon-
ders, in the sense that the responder has to be on-line, but at the same time
it has to protect its private key against intruders. Certificate status checking
mechanisms can be classified in different ways [14]:

1. By the type of certificate status checking mechanism:
– In an off-line mechanism the status data is pre-computed by a revocation

data issuer and then it is distributed to the requester by a repository.
– In an on-line mechanism the status data is provided on-line by a responder

and a cryptographic proof is generated for each request. This provides up-
to-date information.

2. By the type of list:
– Negative or black lists contain revoked certificates.
– Positive or white lists contribute valid certificates.

3. By the way of providing evidence:
– A direct evidence is given if a certificate is mentioned in a positive or

negative list, respectively. Then, accordingly, it is supposed to be either
revoked or not.

– An indirect evidence is given if a certificate cannot be found on a list and
therefore, the contrary is assumed.

4. By the way of distributing information:
– In a push mechanism the repository or the responder periodically sends

updates to its users.
– In a pull mechanism the user asks the repository or the responder for

certificate status data.

It is worth mentioning that certificate status checking is the mechanism that
has the greatest impact on the overall performance of a certificate revocation
system. Therefore, a certificate status checking needs to be fast, efficient and
timely, and it must scale well too. It is therefore necessary to reduce the number
of time-consuming calculations like generation and verification of digital signa-
tures, and to minimize the amount of data transmitted.

3 Related Work

This section describes the existing global revocation proposals for VANETs.
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Overview of Centralized Revocation Approaches. The IEEE 1609.2 stan-
dard [6] proposes an architecture based on the existence of a TTP, which man-
ages the revocation service. In this architecture, each vehicle possesses several
short-lived certificates (used as pseudonyms), to ensure users’ privacy. However,
short-lived certificates are not sufficient because compromised or faulty vehicles
could still endanger other vehicles until the end of their certificate lifetimes.
Thus, the IEEE 1609.2 promotes the use of CRLs to manage revocation while
assuming a pervasive roadside architecture.

Other proposals in the literature also assume the existence of a TTP to
provide the revocation service. Raya et al. [3] propose the use of a tamper-
proof device2 to store the certificates. A TTP is in charge of pre-loading the
cryptographic material in the tamper-proof device. Thus, when a vehicle is com-
promised/misbehaving, it can be removed from the network by just disabling
its tamper-proof device. To that end, the TTP must include the corresponding
revocation information in a CRL. To reduce the bandwidth consumed by the
transmission of CRLs, the authors in [3] proposed to compress the CRLs by
using Bloom filters3. However, this method gives rise to false positives which
degrades the reliability of the revocation service.

On the other hand, even compressed, the timely distribution of CRLs to
all vehicles is not a trivial process. Some authors [5,10], instead of using a sin-
gle central authority, have proposed the use of regional certification authorities
with developed trust relationships. Papadimitratos et al. [15] suggest restricting
the scope of the CRL within a region. Visiting vehicles from other regions are
required to obtain temporary certificates. Thus, a vehicle will have to acquire
temporary certificates if it is traveling outside its registered region. The authors
also propose breaking the CRL into different pieces, then transmitting these
pieces using Fountain or Erasure codes, so that a vehicle can reconstruct the
CRL after receiving a certain number of pieces. Similarly, in [16], each CA dis-
tributes the CRL to the RSUs in its domain through Ethernet. Then, the RSUs
broadcast the new CRL to all the vehicles in that domain. In the case when
RSUs do not completely cover the domain of a CA, V2V communications are
used to distribute the CRL to all the vehicles [11]. This mechanism is also used
in [17,18], where it is detailed as a PKI mechanism based on bilinear mapping.
Revocation is accomplished through the distribution of CRL that is stored by
each user.

Overview of Decentralized Revocation Approaches. Decentralized revo-
cation mechanisms provide the revocation service without assuming the existence
of a TTP. Some proposals in the literature divert from the IEEE 1609.2 standard
and use on-line certificate status checking protocols instead of CRLs to provide
a revocation service in a decentralized manner. This is the case, of the Ad-hoc
2 Tamper-proof devices are designed to resist intentional malfunction or sabotage by

any user with physical access to the device.
3 A Bloom filter is a space-efficient probabilistic data structure that is used to test

whether an element is a member of a set.
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Distributed OCSP for Trust (ADOPT) [19], which uses cached OCSP responses
that are distributed and stored on intermediate nodes. Another group of propos-
als establishes the revocation service on detecting a vehicle to be misbehaving
by a set of other vehicles. Then, the detecting set may cooperatively revoke the
credential of the misbehaving node from their neighborhood. Moore et al. pro-
posed in [20] a revocation mechanism aiming to prevent an attacker from falsely
voting against legitimate nodes. Raya et al. in [3] proposed a mechanism to tem-
porarily remove an attacker from the trust list if the CA is unavailable. To do
so, the number of accusing neighbor users must exceed a threshold. A similar
mechanism based also on vehicle voting is proposed in [21]. Again, by means of
a voting scheme, a vehicle can be marked as misbehaving and then removed by
its neighbors from the trust list.

Another proposal uses a game-theoretic revocation approach to define the
best strategy for each individual vehicle [22]. These mechanisms provide incen-
tives to guarantee the successful revocation of the malicious nodes. Moreover,
thanks to the records of past behavior, the mechanism is able to dynamically
adapt the parameters to nodes’ reputations and establish the optimal Nash equi-
librium on-the-fly, minimizing the cost of the revocation.

Finally, there are some hybrid approaches that are neither totally central-
ized nor decentralized [23–27]. For instance, authors in [28] propose the use of
authenticated data structures to issue the certificate status information. Using
these schemes, the revocation service is decentralized to transmit the certificate
status information but still depends on a CA to decide when a node should be
evicted from the VANET.

4 Operation of the Hash Tree

The Merkle Hash Tree (MHT) [29] relies on the properties of the one way hash
functions. MHT exploits the fact that a one way hash function is at least 10,000
times faster to compute than a digital signature, so the majority of the crypto-
graphic operations performed in the revocation system are hash functions instead
of digital signatures. A sample MHT is presented in Fig. 2.

N1,0

N0,0 N0,1

N1,1

N0,2 N0,3

N2,0

H 1,0 H 1,1 h ( H    | H )h ( H    | H    )

H 0,0 0h ( c  ) H 0,1 1h ( c  ) H 0,2 2h ( c  ) H 0,3 3h ( c  )

H root= H 2,0 h ( H    | H    )= 1,11,0

== 0,1 3,00,0 0,2

= = = =

Fig. 2. Sample MHT.
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Ni,j denotes the j-th node at the i-th level. Hi,j denotes the cryptographic
variable stored by node Ni,j . Nodes at level 0 are called “leaves” and they rep-
resent the data stored in the tree. In the case of revocation, leaves represent the
set Φ of certificates that have been revoked,

Φ = {c0, c1, . . . , cj , . . . , cn}, (1)

where cj is the data stored by leaf N0,j . Then, H0,j is computed as

H0,j = h(cj), (2)

where h is a one way hash function.
To build the MHT, a set of t adjacent nodes at a given level i (i.e. Ni,j ,

Ni,j+1 . . . , Ni,j+t−1), are combined into one node in the upper level, denoted by
Ni+1,k. Then, Hi+1,k is obtained by applying h to the concatenation of the t
cryptographic variables:

Hi+1,k = h(Hi,j |Hi,j+1| . . . |Hi,j+t−1) (3)

At the top level, there is only one node called the “root”. Hroot is a digest
for all the data stored in the MHT.

The sample MHT in Fig. 2 is a binary tree because adjacent nodes are com-
bined in pairs to form a node in the next level (t = 2) and Hroot = H2,0.

Definition 1. The Digest is defined as
Digest = {DNRDI , Hroot, V alidity Period}SIGRDI

Definition 2. The Pathcj
is defined as the set of cryptographic values necessary

to compute Hroot from the leaf cj .

Remark 1. Note that the Digest is trusted data because it is signed by the
revocation data issuer and it is unique within the tree, while Path is different
for each leaf.

Claim. If the MHT provides a response with the proper Pathcj
and the MHT

Digest, an end entity can verify whether cj ∈ Φ.

Example 1. Let’s suppose that a certain user wants to find out whether c1

belongs to the sample MHT in Fig. 2. Then,
Pathc1 = {N0,0, N1,1}
Digest = {DNRDI , H2,0, V alidity Period}SIGRDI

The response verification consists in checking that H2,0 computed from the
Pathc1 matches H2,0 included in the Digest:

Hroot = H2,0 = h(h(h(c1)|H0,0)|H1,1) (4)

Remark 2. Note that the MHT can be built by a TTP (revocation data issuer)
and distributed to a repository because a leaf cannot be added or deleted to Φ
without modifying Hroot

4 which is included in the Digest, and as the Digest is
signed, it cannot be forged by a non-TTP.
4 To do this, an attacker needs to find a pre-image of a one way hash function which

is computationally infeasible by definition.
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5 MHT-Based Mechanism for Certificate Revocation
in VANETs

5.1 Overview

Our mechanism is a centralized revocation system based on an adaptation of
the typical PKI CRL for the vehicular environment. We use a CRL extension
to embed a Merkle Hash Tree, which allows us to check certificate status data
without downloading the whole CRL.

The mechanism is implemented over a hierarchical architecture that consists
of three levels (Fig. 3): the CA is located at level 1, the RSUs are located at level
2, and the OBUs are located at level 3, the bottom of the hierarchy. The main
tasks of each entity are presented below:

1. The CA is responsible for generating the set of certificates that are stored
in each OBU. It is also responsible for managing the revocation information
and making it accessible to the rest of the entities. By definition of TTP, the
CA should be considered fully trusted by all the network entities, so it should
be assumed that it cannot be compromised by any attacker. In fact, in our
proposal the CA is the only trusted entity within the network.

2. RSUs are fixed entities that are fully controlled by the CA. They can access
the CA anytime because they are located on the infrastructure side, which
does not suffer from disconnections. If the CA considers that an RSU has
been compromised, the CA can exclude it from the trust list.

3. OBUs are in charge of storing all the certificates that a vehicle possesses. An
OBU has abundant resources in computation and storage, and allows any
vehicle to communicate with the infrastructure and with any other vehicle in
its neighborhood. Regarding the design of the revocation system, the main
issue to address is that the transmission rate between the OBUs and the
RSUs for transferring certificate status data might be a bottleneck.

The proposed certificate revocation mechanism consists of three stages. Dur-
ing the first stage of System Initialization, the CA creates the “extended-CRL”,
that is, a CRL in which a signed extension is appended. This extension will
allow third non-trusted parties to answer certificate status checking requests in
an off-line way when required. Once this extended-CRL has been constructed, it
is distributed to the RSUs. In the second stage of Repository Creation, a non-
trusted entity (i.e. a RSU or a vehicle) gets the extended-CRL and becomes a
certificate status checking repository for other VANET entities. Finally, in the
third stage of Certificate Status Checking, vehicles can use an efficient protocol to
obtain the certificate status information from an available VANET repository.
The extended-CRL is basically a standard CRL with an appended extension.
This extension can be used by non-trusted entities (RSUs and vehicles inside
the VANET) to act as repositories and answer the certificate status requests.
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Fig. 3. System Architecture.

The steps followed by the CA are described below:

1. Create a tbs-CRL (to be signed CRL), which is a list that contains the serial
numbers of the certificates that have been revoked (along with the date of
revocation), the identity of the CA, time-stamps to establish the validity
period, etc.

2. Create the MHT tree, that is, a MHT that is constructed by using the serial
numbers within the previous tbs-CRL as leaves of the tree.

3. Calculate the extension, which consists basically of the Digest. Once calcu-
lated, append the Digest to the tbs-CRL, generating the tbs-extended-CRL.
Just recall that this Digest is calculated as the concatenation of the certifi-
cation authority distinguished number, the root hash and the validity period
of the certificate status information, and after that it is signed by the CA.
Obviously, the distinguished number and the validity period should be the
same than the ones contained in the tbs-CRL. In fact, the MHT tree is just a
different way of representing the certificate status information, but the hash
tree will be valid during the same time and will provide the same information
than the CRL.

4. Sign the tbs-extended-CRL, generating the extended-CRL. Note that this
second overall signature not only authenticates all the certificate status infor-
mation, but also binds this certificate status information to the Digest. The
extended-CRL is only slightly larger than the standard CRL.

5. Distribute copies of the extended-CRL to the designated RSUs which are the
repositories.

5.2 Responding to Certificate-Status Requests

The MHT embedded in the CRL will help us to efficiently respond to certificate-
status requests. Table 1 summarizes the information contained in each leaf of the
MHT.
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Table 1. Leaf Information.

left child A reference to the left child. This reference might be null if the
node is a leaf (the node does not have children).

middle child A reference to the middle child. This reference might be null if
the node is a leaf.

right child A reference to the right child. This reference might be null if
the node is a leaf or if it has two children.

max This is the biggest element of the subtree that descends from
this node.

min This is the smallest element of the subtree that descends from
this node.

Hi,j Cryptographic value stored by each leaf.

Leaf This is a boolean that indicates whether the node is a leaf or
not. If the node is a leaf, it has the following data in addition to
the previous fields:

– The revocation date.
– The revocation reason.
– A certificate identifier that is formed by the serial number,

a hash of the DN of the certificate issuer (CA) and a hash of
the public-key used by the issuer (CA) to sign the certificate.

Figure 4 depicts a sample 2–3 tree that represents a set of revoked certificates
Φ = {2, 5, 7, 8, 12, 16, 19}.

Note that an internal node has only two or three children. If it has two
children, these are the “left” and “middle” ones, and if it has three children these
are the “left”, “middle” and “right” ones. In other words, an internal node always
has “left” and “middle” children. A leaf has no children and min = max = cj .
Leaves are ordered in the following way: leaves on the left have smaller numbers
than leaves on the right.

As mentioned in Sect. 2, apart from the data that identifies the certificate
that has been revoked, revocation systems provide the reason and the date of
revocation. We compute the following cryptographic value for each leaf to include
the previous information in the MHT:

H0,j = h{CertID |Reason| Date} (5)

As pointed out in Sect. 4, the response varies depending on whether the
requested certificate belongs to the MHT or not.

If ctarget ∈ Φ, the user needs to be provided with the Path from the target
leaf to the root. For this, a recursive algorithm is provided that starts from the
root and goes across the tree until the target leaf is reached. During this trip
through the tree, the algorithm finds the Path for the target leaf.
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Fig. 4. A sample 2–3 tree

To sum up, when the algorithm has reached a certain internal node denoted
by Ni, it decides the next node to go to (denoted by Ni−1) and adds the siblings
of Ni−1 to the Path. The algorithm is presented below in a pseudo-code.

While (Ni �= leaf){
If (Ni has two children){

If (ctarget < Ni.middle.min){
Ni−1 = Ni.left
#Ni.middle is included in Path
Ni.middle �Path
}

Else {
Ni−1 = Ni.middle
Ni.left �Path
}

}
If (Ni has three children){

If (ctarget < Ni.middle.min){
Ni−1 = Ni.left
Ni.middle �Path
Ni.right �Path
}

Else if (ctarget < Ni.right.min){
Ni−1 = Ni.middle
Ni.left �Path
Ni.right �Path
}

Else {
Ni−1 = Ni.right
Ni.left �Path
Ni.middle �Path
}

The above algorithm is illustrated by an example in Fig. 5:

1. Start from the root (Fig. 5# root = N2,0, ctarget = 16).
2. Choose next node (Fig. 5# N1,2).
3. Add siblings to Path (Fig. 5# {N1,0, N1,1} �Path).
4. Choose next node (Fig. 5# N0,5).
5. Add siblings to Path (Fig. 5# N0,6 �Path).
6. End since the target leaf has been reached (Fig. 5# ctarget = 16).

If ctarget /∈ Φ, the two adjacent leaves to the target certificate must be found.
Note that if ctarget /∈ Φ and the same algorithm previously described is followed,
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Fig. 5. Example: searching for a revoked certificate

the Path of the minor adjacent of ctarget will be found. To find the major adja-
cent a similar algorithm is needed but using other border-lines. This is why the
“Node” object includes the max parameter.

5.3 Adding Revoked Certificates

When a certificate has been revoked, it must be inserted into the MHT. The
algorithm that proposed for inserting a revoked certificate in the MHT is depicted
below and it is also illustrated by an example in Fig. 6.

1. Start searching the target leaf (Fig. 6a ctarget = 9).
2. Stop searching at level 1. The node at which the search algorithm stops is

denoted as N1,j (Fig. 6 N1,j = N1,1).
3. If N1,j has “2” children, then

(a) Insert ctarget as a child of N1,j in the correct position.
(b) Update N1,j .max, N1,j .min and H1,j .
(c) Recalculate the Hi,j from the current leaf to the root (note that the

resulting tree is balanced).
(d) End.

4. If N1,j has “3” children, ctarget would be the fourth child, which is not possible
in a 2–3 tree by definition, then
(a) Split N1,j (a new node is created). The new node is denoted by N1,j+1

(Fig. 6b N1,j+1 = N1,2).
(b) The two leaves with the smaller serial number remain as children of N1,j ,

while the other two leaves become children of N1,j+1.
(c) Update N1,j .max, N1,j .min, H1,j , N1,j+1.max, N1,j+1.min and H1,j+1.
The father of N1,j is denoted by N2,k (Fig. 6b N2,k = N2,0).

5. Apply the algorithm recursively to insert N1,j+1 as a child of N2,k.

In the last instance, the root node may be split. In this case, a new root is
created whose children will be the old root and the new node. The root splitting
is how the tree grows (Fig. 6c).
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Fig. 6. Example: inserting a revoked certificate (with root splitting)

5.4 Response Verification

To verify a response the user must check that each TreePath included in the
response is correct to verify a response. In addition, if the target certificate has
not been revoked, the user also needs to ensure that the TreePaths provided
belong to real adjacent nodes.

In first place, to check that each TreePath included in the response is correct
the user must verify that the rootHash computed from the Path matches the
rootHash included in the Digest.

However, if a target certificate has not been revoked, this is not enough. The
user also needs to ensure that the TreePaths provided belong to real adjacent
nodes (remember that the repository is a non-TTP, so the user can be misled
into believing that a certain pair of nodes within the tree are adjacent leaves).

For example, let’s suppose that a user wants to perform a transaction using
a given certificate. The certificate is identified by ctarget. Using the example in
Fig. 4, let’s assume that ctarget = 16. Note that ctarget ∈ Φ, but let’s suppose
that a malicious repository provides us with the Path for a couple of leaves
that belong to the MHT, claiming that they are adjacent. For instance, let us
assume that these leaves are cminor = 8 and cmajor = 19. If we only check that
{cminor, cmajor} ∈ Φ, we will think that ctarget is valid and we will perform the
fraudulent transaction.

Thus, an algorithm to check that two nodes are adjacent is also necessary
to verify a response. Next, a recursive algorithm is proposed, which verifies,
for a given couple of TreePaths that they actually belong to adjacent leaves.
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The algorithm works without adding any extra information to the data struc-
tures. The alleged adjacent leaves are denoted by N0,j and N0,j+1. The algorithm
for adjacency checking is the following:

1. The user computes H1,m and H1,n, which denote respectively the crypto-
graphic values of the fathers of N0,j and N0,j+1.

2. If H1,m = H1,n, then both leaves have the same father. Then
(a) If N0,j = N1,m.left and N0,j+1 = N1,m.middle, then they are adjacent

nodes.
(b) If N0,j = N1,m.middle and N0,j+1 = N1,m.right, then they are adja-

cent nodes.
(c) Else, they are not adjacent nodes.

3 If H1,m �= H1,n, then the leaves do not have the same father. Then
(a) If N1,m has “2” children and N0,j �= N1,m.middle, then they are not

adjacent nodes.
(b) If N1,m has “3” children and N0,j �= N1,m.right, then they are not

adjacent nodes.
(c) If N0,j+1 �= N1,n.left, then they are not adjacent nodes.
(d) Otherwise, the user computes H2,p and H2,q, which denote respectively

the cryptographic values of the fathers of N1,m and N1,n, and applies the
algorithm recursively. In the last instance, the root is the unique common
father between the pair of nodes.

Illustrative examples of this algorithm are depicted in Fig. 7.
It must be pointed out that the strength of the above algorithm resides in

the position that a certain node occupies relative to its father, in other words
whether a certain node is LEFT, MIDDLE or RIGHT. Note that the end user
can trust this information since the relative node positions cannot be swapped
by a malicious repository because a non-commutative hash function has been
used. If the malicious repository modifies the concatenation order, then it will
change the cryptographic value of the next step:

Hi+1,k = h(Hi,j |Hi,j+1) �= h(Hi,j+1|Hi,j) (6)

Finally, note that in some cases minor adjacent, major adjacent or both can
be missing. For instance,

– If Φ = {∅}, i.e. the MHT is empty, then both adjacent nodes are missing.
– If ctarget < cj ∀j, i.e. the serial number of the target certificate is smaller than

the smallest leaf within the MHT, then there is no minor adjacent.
– If ctarget > cj ∀j, i.e. the serial number of the target is bigger than the biggest

leaf within the MHT, then there is no major adjacent.

A serial number is nothing more than an array of bits. The serial numbers with
all bits set to 0 s and 1 s are reserved (not assigned to “real” certificates) to bound
the MHT. These “special” serial numbers represent 0 and +∞ respectively, so
now each possible serial number has two adjacent nodes independently of the
certificates contained by the MHT.



MHT-Based Mechanism for Certificate Revocation in VANETs 297

2,1NN2,0

N1,1

N0,2 N0,3

N1,2

N0,4 N0,5

N3,0

N0,6

N

N0,7 N0,8

1,3 N1,4

N0,9 N0,10

N1,0

N0,0 N0,1

  Non Adjacent

RIGHTLEFT

LEFTMIDDLE

(a)

  Non Adjacent 2,1NN2,0

N1,1

N0,2 N0,3

N1,2

N0,4 N0,5

N3,0

N0,6

N

N0,7 N0,8

1,3 N1,4

N0,9 N0,10

N1,0

N0,0 N0,1

LEFT LEFT

LEFTMIDDLE

(b)

Adjacent Nodes 2,1NN2,0

N1,1

N0,2 N0,3

N1,2

N0,4 N0,5

N3,0

N0,6

N

N0,7 N0,8

1,3 N1,4

N0,9 N0,10

N1,0

N0,0 N0,1

LEFT MIDDLE

LEFT

LEFTMIDDLE

RIGHT

(c)

Fig. 7. Examples of adjacent node checking

6 Security Discussions

For a revocation system implementing the mechanism proposed in this chapter to
be effective, certificate-using applications must connect to any of the repositories
available. In the event that such a connection cannot be obtained, certificate-
using applications could implement other processing logic (CRL, OCSP etc.) as
a fall-back option.

Another important aspect that the MHT administrators must take into
account when deploying the system is that there can be problems with fire-
walls if the transport mechanism is different from HTTP (many firewalls do
not allow anything but HTTP to pass through). In addition, the administra-
tors of the certificate status checking system should not forget that the HTTP
transport makes it possible for firewall administrators to configure them to selec-
tively block out messages using specific Multipurpose Internet Mail Extensions
(MIME) types. Administrators should also take the reliance of HTTP caching
into account because it may give unexpected results if the MHT requests or
responses are cached by intermediate servers and these servers are incorrectly
configured or are known to have cache management faults. Therefore, deploy-
ments should take the reliability of HTTP cache mechanisms into account when
MHT over HTTP is used.

On the other hand, possible attacks on the certificate revocation system and
their countermeasures must be considered, including:

– RDI Masquerade Attack: An attacker or a malicious repository could attempt
to masquerade a trustworthy revocation data issuer.
Countermeasures: This attack is avoidable if the user verifies the signature
included in the Digest using the correct certificate of the revocation data
issuer.
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– Response Integrity Attack: An attacker or a malicious repository could modify
part or the whole of a response sent by legitimate repository.
Countermeasures: This attack cannot be successfully carried out if the
response is verified according to the procedure described in Sect. 5.4. Note
that the inherent structure of the MHT together with the response verifica-
tion algorithm make infeasible to alter an MHT response without making it
invalid: the MHT cannot be modified without modifying the root which is
signed, and fake adjacent nodes are detected by the algorithm presented in
Sect. 5.4.

– Replay Attack: An attacker or a malicious repository could resend an old
(good) response prior to its expiration date but after the Digest has changed.
Countermeasures: Decreasing the validity periods of the responses will
decrease the window of vulnerability.

– Denial of Service (DoS) Attack: An attacker could intercept the responses
from a legitimate repository and delete them or the attacker could delay the
responses by, for example, deliberately flooding the network, thereby introduc-
ing large transmission delays. Note that requests do not contain the repository
they are directed to, which allows an attacker to replay a request to any num-
ber of repositories. Finally, unsigned error responses open up the algorithm
to another DoS attack, in which the attacker sends false error responses.
Countermeasures: The only way to prevent this attack is to increase the
redundancy of repositories, which is easy to deploy since repositories are non-
TTPs.

7 Conclusions

The certificate revocation service is critical for the efficient authentication in
Vehicular Ad Hoc Networks (VANETs). Decentralized approaches based on rep-
utation and voting schemes provide mechanisms for revocation management
inside the VANET. However, the local validity of the certificate status infor-
mation and the lack of support for extending its validity to the global VANET
restrain their utilization in real-life scenarios. The IEEE 1609.2 standard sug-
gests the use of Certificate Revocation Lists (CRLs) to manage the revocation
data. In this context, the problem is that the traditional way of issuing CRLs
does not fit well in a VANET where a huge number of nodes are involved and
where several pseudonym certificates and identity certificates are assigned to the
same vehicle. This chapter has presented the certificate revocation paradigm and
reviewed the main revocation mechanisms proposed in the literature.

A novel certificate revocation mechanism based on the Merkle Hash Tree
(MHT) has been then presented and discussed. The mechanism introduces an
extension to the CRL allowing any non-trusted third party to act as a repos-
itory. The main advantage of this extended-CRL is that the road-side units
and vehicles can build an efficient structure based on an authenticated hash
tree to respond to certificate status checking requests inside the VANET, thus
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saving time and bandwidth. Main procedures involved in the proposed mech-
anism have been described in detail, such as responding to a certificate status
request, revoking a certificate, deleting an expired certificate, and response veri-
fication. As explained, the proposed certificate revocation mechanism is resistant
against malicious behaviors such as Revocation Data Issuer (RDI) masquerad-
ing, response modification, replay attacks, and Denial of Service (DoS).
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