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Series Editors’ Foreword

The series Advances in Industrial Control aims to report and encourage technology
transfer in control engineering. The rapid development of control technology has an
impact on all areas of the control discipline (new theory, new controllers, actuators,
sensors, new industrial processes, computer methods, new applications, new phi-
losophies,…—new challenges). Much of this development work resides in industrial
reports, feasibility study papers, and the reports of advanced collaborative projects.
The series offers an opportunity for researchers to present an extended exposition of
such new work in all aspects of industrial control for wider and rapid dissemination.

Aerospace has always been a fertile field for testing the techniques of advanced
modern control. New control methods that have a multivariable framework and
promise ways of computing controllers able to withstand quantifiable levels of
uncertainty are always going to be of interest in applications where the models are
large-scale, high-order, resonant, and conceptually complex. When the methods of
H∞ and robust control first appeared in the literature, the Advances in Industrial
Control series saw several entries applying these techniques to airframe dynamics,
including:

• Robust Multivariable Flight Control by Richard J. Adams, James M. Buffington,
Andrew G. Sparks, and Siva S. Banda (ISBN 978-3-540-19906-9, 1994);

• H∞ Aerospace Control Design by Richard A. Hyde (ISBN 978-3-540-19960-1,
1995); and

• Robust Aeroservoelastic Stability Analysis by Rick Lind and Marty Brenner
(ISBN 978-1-85233-096-5, 1999).

The trend of new control methods finding application in the aerospace field
continues and we can cite the recent Advances in Industrial Control monograph
Fault Detection and Fault-Tolerant Control Using Sliding Modes by Halim Alwi,
Christopher Edwards and Chee Pin Tan (ISBN 978-1-85729-649-8, 2011) as one
example where the control scheme was tested on a professional civil aircraft flight
simulator. And then there is the Advanced Textbooks in Control and Signal Pro-
cessing volume: Robust and Adaptive Control with Aerospace Applications written
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by two highly respected aerospace control engineers, Eugene Lavretsky and Kevin
Wise (ISBN 978-1-4471-4395-6, 2013).

A development of the last few years is a spate of monographs in the series
reporting control developments for autonomous mini-aircraft, commonly called
“drones”. This is a development driven by the emergence of a new technological
aerospace vehicle. With the theme of emerging technologies for the aerospace field,
there have been several European research programs funding some projects to
investigate the interface between such technologies and the capabilities of advanced
control techniques. One example was the recent Advances in Industrial Control
monograph: Fault Diagnosis and Fault-Tolerant Control and Guidance for Aero-
space Vehicles: From Theory to Application by Ali Zolghadri, David Henry, Jérôme
Cieslak, Denis Efimov and Philippe Goupil (ISBN 978-1-4471-5312-2, 2013).

The present monograph Modeling and Control for a Blended Wing Body Air-
craft: A Case Study with Editors Martin Kozek and Alexander Schirrer is another
example of the outcomes of recent European aerospace research. This time the
objective was to investigate the “greening” of air travel through the use of a
“blended wing body” (BWB) aircraft to reduce fuel consumption and CO2 pro-
duction and the capabilities of today’s advanced control methodologies. Thus, the
monograph reports a modeling and design study with several advanced robust
control methods applied to a conceptual BWB aircraft. The research project was
titled “Active Control for Flexible 2020 Aircraft” and the craft itself was dubbed the
“ACFA 2020”; an interesting artist’s impression of the futuristic-looking aircraft
appears on page 12 of the monograph. The proposed aircraft was designed for civil
applications with control design performance requirements of robust stabilization of
the aircraft and structural design goals of aero-structural dynamic shaping, vibration
and load alleviation. These design goals are also linked to passenger ride comfort.

The monograph’s content comprises eight chapters divided into an opening
overview chapter, followed by Part I (three chapters) reporting the aircraft mod-
eling, the technical and conceptual design and the models necessary for the control
studies (namely, the application of model reduction techniques). Part II (three
chapters) focuses on the control design starting with a review of control techniques,
followed by feedback control and finishing with feed-forward control designs. The
eighth chapter (Part III) concludes the monograph with a discussion of the results
and presents ideas for future research directions.

Far from being purely academic research, the work reported in this monograph
was guided by leading aerospace companies, including EADS Innovation Works,
Airbus France, Hellenic Aerospace Industry (HAI) S.A., and the Israel Aerospace
Industries (IAI). Interested readers will include the aerospace and control academic
communities and engineers from a wide range of aerospace, modeling, and control
disciplines.

Glasgow, Scotland, UK Michael J. Grimble
Michael A. Johnson
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Foreword

The need for improved performance, reduced operating costs, and reduced effect of
aircraft emissions on climate change is driving aircraft designers to adopt light-
weight, high-aspect ratio flexible wings. Reducing weight decreases aerodynamic
drag, leading to less fuel consumption. High-aspect ratio wings minimize drag over
lift, improving the aircraft performance on aspects such as long range and endur-
ance. These modifications are being applied to modern commercial airplanes,
mainly by using composite materials for both fuselage and wings. On the other
hand, lightweight, high-altitude vehicles with large wing span exhibit high flexi-
bility and significant deformation in flight increasing the interaction between the
rigid body and structural dynamics modes.

The Active Control of Flexible 2020 Aircraft program (ACFA 2020) concen-
trated on reductions in fuel consumption, CO2 and NOx emissions reduction and
reduction in external noise by 50 %. A blended wing body (BWB) aircraft con-
figuration was selected as an innovative approach to future commercial aircraft. The
ACFA 2020 project embraced the two challenges (emissions and noise), and the
following main deliverables were formulated:

• Design of multi-objective active multi-input/multi-output (MIMO) control con-
cepts for BWB-type aircraft.

• Predesign of an ultra-efficient ACFA 2020 aircraft configuration.

This book describes the modeling and design of the BWB aircraft, the appli-
cation of several MIMO flight control techniques for rigid body and aeroelastic
control of the BWB aircraft, and validation of the model combined with the flight
control techniques.
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This book is perfectly timed to provide insight to researchers and engineers
working on future aircraft systems. I had the pleasure of following the ACFA 2020
progress during the program. It is exciting to see this manuscript documenting
ACFA 2020 come to fruition.

Minnesota, USA, July 2014 Gary Balas
Distinguished McKnight University Professor

Aerospace Engineering and Mechanics
University of Minnesota
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Preface

This book is based on the outcome of the European Commission (EC)-funded
research project “Active Control of a Flexible 2020 Aircraft” (ACFA 2020), which
was conducted from 2008 to 2011. It succeeded the EC-funded research projects
“Very Efficient Large Aircraft” (VELA) and “New Aircraft Concepts Research”
(NACRE), which investigated concepts for a large blended wing body (BWB)
commercial aircraft. The ACFA 2020 project worked out multi-objective control
concepts as well as an ultra-efficient BWB predesign aircraft model for 450
passengers.

This book collects several major results from the ACFA 2020 project covering
key developments in structural and dynamic modeling as well as multi-variable,
multi-objective control design methods. The scope of the book covers the con-
ceptual design as well as the modeling process to obtain a numerical simulation
model and model reduction methods to obtain the basis for controller design. The
second part is dedicated to control design, covering various advanced feedback and
feed-forward design methods to address the multitude of arising control goals:
stabilization, load alleviation, flight dynamics, and comfort. The last part comprises
validation results of the proposed control concepts, especially the achieved loads
alleviation and comfort aspects, and a discussion of further work and open issues.

The purpose of this book is two-fold: (i) promote the results obtained in the
research project, illustrated at the considered BWB aircraft pre-design model and
(ii) present the methods for modeling, control design, and optimization that have
been developed. We believe that this book is a valuable source of information to
both scientists and engineers active in the aerospace and control communities. It
contains specific information about the problems and solutions found in the pre-
design of a BWB concept and also demonstrates advanced control design methods
on a complex application example.

The ACFA 2020 project answered several fundamental questions, such as the
general load alleviation potential, but it was out of scope to produce a complete
BWB control architecture or to conduct in-depth optimization of actuators.
Therefore, several open issues remained and are addressed in the discussion and
outlook.
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We are grateful for the dedication, enthusiasm, and continuing support of the
ACFA 2020 consortium and the involved individual work groups. Rudolf Maier
and Andreas Wildschek from Airbus Group Innovations (formerly EADS Inno-
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Chapter 1
Overview and Motivation

M. Kozek, A. Schirrer, B. Mohr, D. Paulus, T. Salmon, M. Hornung,
C. Rößler, F. Stroscher and A. Seitz

1.1 Greening Air Transport

M. Kozek and A. Schirrer

The greening of air transport is one major issue in reducing the impact of mobility
to climate change and environmental impact in general. Due to the close interde-
pendence between legislative bodies, aircraft manufacturers, air transport operators,
economy, and consumers, the need for a technological contribution to mitigate the
adverse effects of air transport exists worldwide. With 2.2 billion passengers yearly
and an estimated 2% contribution to man-made CO2 emissions today’s air transport
seems to have a well-balanced benefit to cost relation [17]. However, this is expected
to increase to 3% by 2050 with the ever increasing growth in traffic.

Governments and aircraft industry have thus established coordinated actionwhich
comprises new goals of future aircraft on the one hand and funding of research on
the other hand. The European Commission is, therefore, actively supporting research
programs where research and development for green air transport is funded [17, 26,
85]. One of the driving forces in setting new goals for technology in air transport is
the Advisory Council for Aeronautics Research in Europe (ACARE) [1]. This board
develops and defines visions and goals which usually constitute benchmarks for both
industry and research.

M. Kozek (B) · A. Schirrer
Vienna University of Technology, Vienna, Austria
e-mail: martin.kozek@tuwien.ac.at
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2 M. Kozek et al.

1.2 The ACARE 2020 Vision

M. Kozek and A. Schirrer

AStrategicResearchAgenda (SRA) had been published by theACARE inNovember
2002, and in March 2005 an update was delivered. Main objective of the SRA is to
stimulate and promote research for the “ACARE vision 2020” which focuses on the
following main topics:

• 50% reduction in both fuel consumption and related CO2 emissions and 80%
reduction in NOx .

• Reduction of perceived external noise by 50%.

These goals were the main drivers for formulating the ACFA 2020 project proposal.
Note that the current updated “ACARE vision 2050” already aims for a 75% reduc-
tion in CO2, 65% reduction in noise, and 90% NOx reduction (all per passenger-
kilometer) [2].

Conventional aircraft design could only achieve these goals by improvements in
lightweight materials and engine characteristics. However, fundamental changes in
aircraft configuration promise a much larger margin for improvement. One of the
most promising concepts is the so-called blended wing body (BWB) configuration.
A blendedwing body (BWB) designminimally distinguishes betweenwing-fuselage
and fuselage-tail and consequently exhibits a much more centered volume than the
stretched cylindrical shape of a conventional aircraft. This is especially favorable
for transporting a large number of passengers, and several theoretical advantages of
traditional aircraft can be expected:

• greater internal volume
• aerodynamics and structural efficiency
• noise reduction
• reduced cost-per-seat-mile.

A reduction in fuel consumption can not only be expected from reduced structural
weight but also from a minimal wetted area in relation to load capacity. A reduction
in perceived external noise can be expected from adapted high-lift devices and the
possibility to place the engines on top of the aircraft in front of the trailing edge or
even integrated in the airframe. Fundamental design problems of suchBWBconcepts
have been solved in earlier projects by Boeing [52] and the European Union (EU).
In the EU funded projects VELA [42] and NACRE [25] large passenger aircraft
concepts have been studied. The results for the 750 passenger NACRE flying wing
configuration was therefore one of the starting points for the ACFA 2020 project.
However, most of today’s long-distance flights are served by aircraft with around 450
passenger capacity. This is one of the reasons why Boeing initiated research for a
450-passenger BWB aircraft, see [52]. Since the predicted efficiency of that design is
significantly higher than for the NACRE flying wing, a more advanced BWB design
for 450 passengers was sought for.
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It is interesting to note that some criticism on the ACARE vision has been
expressed lately. In [33] the authors claim that based on a number of studies from
other authors the expected technological potential for the next 20–40years is unreal-
istically optimistic. Furthermore, it is stated that behavioral change can be combined
with technological advances to yield even more substantial benefits.

1.3 The ACFA 2020 Project

M. Kozek and A. Schirrer

1.3.1 Overview and Deliverables

The before mentioned challenges constituted the core of the framework 7 Area
“Green Aircraft—Flight Physics” in 2007, and a consortium was formed which set
up a collaborative project aiming at solutions to those challenges [55]. The project
was named “ACFA 2020—Active Control for Flexible 2020 Aircraft” and lasted
from 2008 to 2011.

Note that the design of a BWB aircraft is an integrated task, where strongly inter-
acting fields like aerodynamics, structural analysis, flightmechanic design, actuators,
and control design have to be considered simultaneously. Since currently, there exist
no comprehensive integrated methods to tackle such a complex problem, it is nec-
essary to iterate through the individual design tasks in order to come up with an
optimal solution. Due to limited time and resources, the ACFA 2020 project could
only establish that iteration loop and exemplarily complete the first iteration. The
results presented in this book, therefore, constitute a good starting point for opti-
mization but are not the final result of such a procedure.

The studies conducted in the European projects VELA and NACRE had clearly
identified the need for a specific control system for such aircraft concepts. However,
no such investigation had taken place in the mentioned research projects. Aside from
the control system issue, the next step to a predesign of a fuel-efficient European
BWB aircraft was in order. The ACFA 2020 project embraced these two challenges,
and the following main deliverables were formulated:

1. Design of multi-objective active multi-input multi-output (MIMO) control con-
cepts for BWB-type aircraft

2. Predesign of an ultra-efficient ACFA 2020 aircraft configuration.

1.3.2 Main Deliverable 1: Solutions for Active MIMO Control
for BWB-Type Aircraft

For conventional aircraft configurations active load alleviation systems had already
been developed in the European AWIATOR project [41] as well as in the German
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national project MODYAS [47]. A short review on the history of such active con-
trol systems can be found in Sect. 1.7. In the past, these control systems have been
employed to reduce critical loads and to improve handling qualities. Also an improve-
ment in ride comfort had been achieved. An important feature of load reduction is the
increase in aircraft efficiency by reduction of structural weight. All of these features
are also important assets for the integrated design of a BWB aircraft.

It must be emphasized here that the control design for a BWB configuration is
considerably more challenging than for a conventional aircraft. First of all this is
caused by the different flight mechanics of the BWB aircraft. Instead of improving
the generic dynamic behavior of a conventional aircraft, theBWBcontrol designmust
imprint the desired closed-loopdynamics in order to provide handling qualities for the
pilot. The open-loop behavior may be even unstable due to the missing empennage
and the center of gravity location. This task therefore calls for a MIMO control
design which explicitly considers strong coupling between the individual controls
and outputs. The controller must also be capable to guarantee performance over the
flight envelope, either by scheduling, adaptive algorithms or by robust design. Last
but not least, the integration of the controller design in the overall systemoptimization
must already be considered in the aircraft design.

Main goals of the ACFA 2020 main deliverable 1 therefore were:

1. Aerodynamic loads: minimization to reduce structural weight of BWB-type air-
craft (improved fuel efficiency)

2. Handling qualities: meet requirements for response to pilot inputs, desired gust
response, pitch, and Dutch Roll mode (DR mode) damping

3. Ride comfort: reduction of 50% with respect to baseline BWB aircraft concepts
(stabilizing controller only).

Some of the goals defined above can be achieved by separate control design methods
(for example, feed-forward control for handling qualities, feedback control for load
alleviation and comfort), but in general an integrated control design approach is
necessary to meet all required criteria.

1.3.3 Main Deliverable 2: ACFA 2020 Aircraft Configuration
(Predesign of an Ultra-Efficient 450 Passenger
BWB-Type Aircraft)

TheACFA2020 aircraft configuration is an ultra-efficient 450 passenger tailless com-
posite aircraft with aerodynamic wing/fuselage blending. The engines are mounted
over the rear fuselage such thatminimumexterior noise signature canbe expected. For
load reduction as well as for improved ride comfort and handling qualities the active
MIMO control architecture developed in ACFA 2020 main deliverable 1 is applied.

Half of the projected 50%reduction in fuel consumption should be provided by the
savings of structural weight of the airframe. The other half is expected to come from
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the reduced fuel consumption of future engine technologies. This would allow an
overall 50% reduction of CO2 can be achieved by the proposed BWB design. A veri-
fication of the reduction in fuel consumptionwas performed usingBreguet’s formula.

1.3.4 Consortium and Figures

A wide range of partners from industry and academia constituted the ACFA 2020
consortium. The respective core competence of the partners formed a background
of knowledge specifically tailored to meet the project objectives. Another important
aspect for selection was to transfer knowledge from the European projects VELA
and NACRE by integrating partners from DLR, ONERA, FOI, TUM, and AIRBUS.
This choice ensured maximum efficiency in providing both expert knowledge on the
key challenges of the ACFA 2020 project and access to already existing knowledge
on nonconventional aircraft configurations. As a matter of fact, model, and aerody-
namic data from NACRE project were used for development of design tools and the
associated workflow. Twelve partners from eight European nations together with IAI
from Israel constitute the ACFA 2020 consortium:

• Airbus France
• Alenia Aeronautica S.p.A.
• BTU, Bialystok Technical University
• CTU, Czech Technical University
• DLR, Deutsches Zentrum fr Luft- und Raumfahrt e.V.
• EADS-IW, EADS Innovation Works (today Airbus Group Innovations)
• FOI, Swedish Defence Research Agency
• HAI, Hellenic Aerospace Industry S.A.
• IAI, Israel Aerospace Industries
• NTUA, National Technical University Athens
• ONERA
• TUM, Technical University Munich
• TUV, Vienna University of Technology, Institute of Mechanics and Mechatronics.

Coordinator of the project was Dr. Rudolf Maier from Airbus Group Innova-
tions (formerly EADS Innovation Works). The work was conducted under Grant-
Agreement number ACP7-GA-2008-213321, starting at March 1st, 2008 and lasting
for 48months. Total budget of the project was 4.588 million Euros, and the EU
contribution was 3.125 million Euros.

1.4 Recent Developments in New Aircraft Configurations

B. Mohr, D. Paulus and T. Salmon

The commercial aviation market is projected to have steady growth up to the year
2030 [12]. The world’s fleet of aircraft is forecast to more than double in the next
20years [3]. However, the commercial aviation industry will face changes in the near
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Table 1.1 ACARE target
values

Vision
2020 (%)

Flightpath
2050 (%)

CO2 −50 −75

NOx −80 −90

Noise −50 −65

future. One of them is the shortage of fossil fuels and its impact on operating cost
and airline business models. Furthermore, the awareness regarding emissions, that is,
noise and pollutants, is growing among civilians and politicians. As a result, future
aircraftwill need to bemore cost and fuel efficient. In addition, noise levels, especially
during take-off and landing, will have to be lowered significantly to facilitate more
movement at airports. The target values1 for improvements have been established by
the European Commission (EC), see [27, 28] and Table1.1.

The majority of current civil transport aircraft uses the typical wing-cylindrical-
fuselage-tail configurations powered by turbofan engines. The most obvious and
straightforward efficiency gain could be achieved by further improving the airframe
and engines, while continuing to use this conventional layout as it has been done for
the past 60years. This could be achieved by applying a combination of the following
options:

• Improved aerodynamics, for example, laminar flow, new airfoils and winglets, etc.
• Next-generation engines, for example, geared turbofan (GTF), unducted fans
(UDF), etc.

• Lightweight structures, for example, material usage, new structural concepts, etc.
• Innovative systems, for example, more electric system architecture, active and
adaptive control, etc.

However, the conventional layout has been progressed so far over the past decades
that it is gradually reaching an asymptotic limit in terms of efficiency, especially from
an airframe point of view. If the current trend is held, Flightpath 2050 targets are
not likely to be reached. This is why several sources postulate the investigation of
completely new aircraft configurations for the long term [15]. Many options for
innovative aircraft configurations exist and are targeted at providing breakthroughs
in terms of aerodynamics, engine and material technology. Some configurations are
given as an example that have recently been studied and in some cases even made
their way into the sky, such as the Piaggio Avanti:

• Lockheed Martin and Stanford University box-wing concept
• University of Pisa Prandtl-Plane concept
• Piaggio P180 three-surface aircraft (TSA)
• Bauhaus Luftfahrt Claire Liner concept
• Boeing Sugar Volt concept

1 Relative to year-2000 aircraft.
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• Airbus concept plane
• Oblique flying wing (OFW)
• Blended wing body (BWB).

The goal ofmost unconventional configurations envisaged for civil air transport use is
to improve efficiency and reduce fuel burn. The most common ground among these
new configurations is improved aerodynamic behavior by means of an innovative
layout.

The intent of some of these configurations is to take advantage of nonplanarwings,
such as bi-plane, tri-plane, box wing, or Prandtl-plane configurations, by reducing
the production of lift dependent drag. One big challenge with these configurations is
finding the optimal balance between improved aerodynamics of nonplanar wings and
inherently higherwing structural weights.With the same total wing area and the same
wing span, the wing box chord, and depth become very small for sustaining ground
and flight loads. Another challenge with these configurations can be the aircraft
operations on the ground and airport compatibility. Also, cargo and cabin doors
might not be very easily accessible for boarding/deplaning, catering, and servicing.

The oblique flyingwing is an interesting concept, since it can theoretically achieve
good performance at high speed (limited wave drag) while still having good low-
speed capabilities for take-off and landing (high-lift production and low-induced
drag). This is achieved by adapting the wing sweep angle in flight. However, weight
and technical complexity of the wing pivoting system, in particular for civil appli-
cations where certification regulations require a very high level of safety, would be
a significant challenge. Hence, this type of configuration is probably more suitable
for military applications, in particular for high-speed aircraft (Mach number>1).

Another trend is to look toward wings with a very high-aspect ratio. This is in
fact more a stretch of the classical layout to its limit in terms of reduction of induced
drag rather than an entirely novel configuration. The wing aspect ratio is a highly
efficient lever to improve the aerodynamic efficiency of an aircraft. This has long
been used for gliders and now is also being used on long-endurance UAVs. For
civil transport applications, however, the optimum in span and aspect ratio for fuel
burn is quickly reached because of the effect on the wing weight. For this reason
some specific structural features, such as wing struts, can be used to counteract
the detrimental effect of increasing wing span. One example is the strut-bracing
used on the high-aspect ratio wing of the Boeing Sugar Volt concept. This concept
combines an aerodynamically efficient wing with a hybrid propulsion system, in
order to significantly reduce the fuel burn of the aircraft.

In fact, the very aggressive targets in terms of fuel burn or CO2 reduction, like the
ones set by ACARE, will only be reached in the long term if aircraft configurations
can combine disruptive designs in many domains, especially in aerodynamics and
propulsion. Such designs will be enabled by progress made in materials, such as
composites and advanced systems. Examples of disruptive propulsion systems are:

• Open-rotors (propulsive efficiency increase by means of an increased by-pass
ratio), for example, GE36 UDF



8 M. Kozek et al.

• Boundary layer ingestion (improves aircraft fuel efficiency by re-energizing the
aircraft wake)

• Hybrid propulsion/electrical propulsion (reduce fuel burn by using partially or
totally alternative energy, such as electricity, to power the aircraft), for example,
Boeing Sugar Volt concept

• Distributed/multifan concepts (improved fuel efficiency and better flexibility for
propulsion integration), for example, Bauhaus Luftfahrt Claire-Liner.

Finally, another designwhich is of great interest (in particular for capacity aircraft)
is the flying wing. The basic principle of the flying wing is to have everything
embedded in a single wing volume, in particular the payload (passenger and cargo
in case of civil transport application), which is normally located in a cylindrical
fuselage. This leads to minimizing wetted areas and thus to maximizing lift/drag
ratio (L/D ratio). On the flying wing even the control and trim surfaces are part of
the wing movables. The term “blended wing body” is used very often to account
for configurations that may deviate from the pure flying wing shape in order to
accommodate the payload (several flattened shapes of different sweep angles blended
together, bulge on the surface, etc.), the control surfaces (winglets, fins, etc.), and
the engines (podded engines). In the US, the term “hybrid wing body” is often used.
With blended or hybrid wing bodies, lift is produced both by the central body and by
lateral wings. This contributes to a much better L/D ratio compared to the classical
configuration.

Furthermore, the BWB concept offers noise reduction potential if the engines are
mounted on top of the aircraft, enabled through the noise shielding effect produced
by the central body.

One of the big challenges of the BWB configuration is linked to the integration of
the payload (cargo and passengers for civil aircraft) into the center section volume.
Given that the size of human body (especially the height) is more or less constant
across the world, the smaller the aircraft the bigger the challenge, since it requires
aerodynamic profiles of bigger relative thickness when the aircraft is shorter. Typical
relative thicknesses of 16–18% are commonly used for the aerodynamic profiles
of the BWB center section. For this reason, as will be explained in Chap.2, an air-
craft capacity of 450 passengers was considered for the ACFA project in order to
stay within reasonable limit in terms of integration for the cabin and cargo compart-
ment.

1.5 Recent European Research Activity on the BWB

D. Paulus and T. Salmon

In aerospace history, since Lilienthal’s bird flight experiments, many unconventional
aircraft have been studied, developed, and sometimes flown, often as an answer to
contradictory or extreme requirements [81]. Flyingwing configurations can be traced

http://dx.doi.org/10.1007/978-3-319-10792-9_2
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back to Hugo Junkers’ J1000. A comprehensive overview, from the 1930s and the
Horten brothers to the current experimental configurations, is given in [90].

Recent progress in design methods and especially computational power has
enabled the development of unconventional aircraft with greater precision than ever
before. To achieve sustainable growth in the future, for example, coping with an
increasing demand while lowering the energy and ecological footprint, the flying
wing configuration seems to be a very interesting option that is very fuel efficient
and particularly suited for large capacity.

In Europe growing attention from the aerospace industry and academia has been
focused on dedicated aspects of the development of civil commercial blended wing
body configurations. The aircraft configuration models used for such activity have
changed and evolved over several research programs as shown later in this chapter.

This aim of this research activity has primarily been to:

• Improve the understanding of such unconventional configurations and identify
their potential, in particular in the context of civil air transport

• Identify risks and challenges of the BWB concept and propose ways to overcome
them

• Improve the design method and tools necessary to design and develop such con-
figurations.

The challenges are numerous and research programs have tried to tackle most of
them. A non-exhaustive list of topics to address are:

• Evacuation scenarios
• Ground handling
• Aerodynamic load distribution to cope with highly loaded outer wing, desired
pitching moment characteristics and very thick central profiles

• Potentially higher approach speeds (due to the absence of a high-lift leading edge
device and to the compromise to be made on the wing trailing edge movables
between control, trim, high-lift, and load alleviation functions)

• Rotation at take-off
• Short moment arm for movables and control surfaces that represent a challenge
for stability and control, both longitudinal and laterally

• Structural arrangement for non-cylindrical cabin compartment and innovative
ways to deal with large composite elements

• Passenger comfort
• Passenger acceptance
• Compliance with certification requirements (for instance, relaxed stability criteria
in regards to advance control and actuator technology may be an option to realize
the full aerodynamic potential of such configuration)

• Flutter behavior (especially if large winglets are used for lateral control)
• Scarce data either from testing or flight tests
• Current design methods widely based on conventional tube-and-wing aircraft con-
figurations and only partially transferable to BWB aircraft.
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Fig. 1.1 European research programs 2000–2012

Hence, the last decade saw five BWB-related research programs in Europe as
shown in Fig. 1.1:

• Multidisciplinary Optimization of a Blended Wing Body (MOB)
• Very Efficient Large Aircraft (VELA)
• New Aircraft Concepts Research (NACRE)
• Active Control for Flexible Aircraft (ACFA 2020)
• Silent Aircraft Initiative with the latest SAX-40 design (University of Cambridge
and Massachusetts Institute of Technology collaboration).

Every research project in Fig. 1.1 is dedicated to the concept of BWB aircraft. In
the MOB project, the goal was to build a preliminary design model with a multidis-
ciplinary approach. The methods applied were considered best practice at the time
and comprised in-house as well as commercially available solutions. The result is
the Computational Design Engine (CDE) which was applied to BWB configuration
[59].

The VELA (Fig. 1.2) project was focused on a very high capacity aircraft. The
findings showed few problems in stability and control. It estimated a saving potential
of nearly 10% in mass and 4–8% in aerodynamics. The identification of the limited
availability of computation and simulation methods was another key finding. The
aerodynamic optimization was conducted mainly for the cruise phase [21].

The NACRE configuration (Fig. 1.3) followed VELA from 2005 to 2010. The
focus was placed on environmental friendliness and passenger comfort. Among
the topics addressed were the propulsion integration aft of the center of gravity,
the laminar wing, and the demonstration of passenger evacuation.
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Fig. 1.2 VELA BWB configuration ( c© VELA consortium)

The Silent aircraft initiative, a joint European andAmerican cooperation launched
in 2003, has been undertaken to finds ways to dramatically reduce aircraft noise.
Several technologies were studied, including BWB configurations with buried top-
mounted engines. The SAX-40 (Silent Aircraft eXperimental, Fig. 1.4), was one of
aircraft designs that came out of this program [38].

The latest European Commission funded project was Active Control for Flexible
Aircraft (ACFA) 2020 from 2008 to 2012 which mainly focused on the BWB con-
figuration. The configuration carries 450 passengers with a highly swept back center

Fig. 1.3 NACRE configuration ( c© NACRE consortium)
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Fig. 1.4 The SAX-40 BWB configuration ( c© Silent aircraft consortium)

Fig. 1.5 The ACFA BWB configuration ( c© ACFA consortium)

part wing and two podded turbofan engines (Fig. 1.5). The engines are positioned
aft on the center part of the wing. It targeted the reduction of structural loads and
the improvement of ride comfort by actively controlling the aircraft throughout the
mission with effective control algorithms [55].

1.6 Recent Developments in Aircraft Conceptual Design
Modeling and Simulation Methods

M. Hornung, D. Paulus, C. Rößler, F. Stroscher, T. Salmon and A. Seitz

This section introduces the state of the art in aircraft design modeling techniques
which is not necessarily limited to BWB aircraft and thus can be applied to any new
design.

1.6.1 Overall Design

Aircraft conceptual design is the first step in designing a new aircraft. Starting from a
set of requirements, different configurations are studied, including the sizing ofmajor
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components, such as fuselage, wings, tails, and power plant up to performance and
cost analyses. The goal is to determine if an aircraft can in principle be built thatmeets
the requirements and, if so, what the most suitable configuration is. After the con-
ceptual design, the selected configuration is matured during the preliminary design
phase, followed by the development and detailed design, resulting in all necessary
data to start the production of the new aircraft.

Simple and time efficient methods must be used in the conceptual design phase
where many configurations are investigated. The classical, academic approach is a
combination of empirical and simple analytical equations summarized in aircraft
design books (for example [78, 82, 89, 96]). Aircraft design is an iterative process,
going through the different disciplines, such as propulsion, aerodynamics, structure
and weights, and optimizing parameters until a feasible configuration is found and
all requirements are met. Hence, the described handbook methods are automated
with the help of computer programs. To name one, Advanced Aircraft Analysis
(AAA) [18] is such tool to size or re-engineer existing airplanes. Its methods are
based on Jan Roskam’s eight-volume work “Airplane design” [82] and on one of his
publications on flight mechanics [80]. Another example is Raymer Design Software
(RDS) [79]. This aircraft design program is based on the book “Aircraft Design:
A Conceptual Approach” [78]. As is the case in AAA, the engineer can change
the design parameters after each iteration in RDS. Additionally, RDS includes an
optimization algorithm to optimize up to six parameters (thrust/weight ratio (T/W
ratio), wing loading, aspect ratio, taper ratio, sweep, and wing airfoil thickness). The
result can be graphically illustrated as a Pareto frontier.

The challenge is to find the global optimum because there are many contradicting
disciplines in aircraft design. A small sacrifice in one area could gain huge advan-
tages in another area, leading to an overall improved solution. Furthermore, increas-
ing complexity and technologies interacting in a way that prevent each of them from
being handled separately requires an integrated design and optimization approach
which handles the various disciplines simultaneously. This enables finding a globally
optimal design, which may not be obtained when the disciplines are handled sequen-
tially. To overcome these challenges, new aircraft design methods must be applied.
A recent field is multidisciplinary design optimization (MDO). A brief overview of
MDOmethods can be found in literature [4, 92]. This approach is, for example, used
in a design method developed by ONERA [19].

While classical configurations can be handled well with the empirics-based hand-
book methods, more universal methods are necessary for new configurations due
to the lack of an empirical database. With increasing computational power, meth-
ods based on underlying fundamental physics can be used, allowing more accurate
performance predictions for new technologies and new aircraft configurations. One
example is PrADO (Preliminary Aircraft Design Optimization), which has been
developed at Technical University of Braunschweig [37]. It features over 50 analysis
modules with different methods, depending on the required level of detail and aircraft
configuration.Another example is a conceptual designmethod for small electricUAV
developed at Technical University of Munich [83] which again requires a different
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approach inweight estimation and aerodynamics compared to larger aircraft at higher
speeds.

The increasing complexity of aircraft design projects and the globalization of
the industry led to a distribution of system design among various research centers
located in different countries. Hence the data exchange between the teams becomes a
crucial point in the design process. Therefore, the German Aerospace Center (DLR)
has developed a new data exchange file format called Common Parametric Aircraft
Configuration Schema (CPACS) [53]. CPACS is XML-based and contains data of
aircraft, rotorcraft, engines, climate impact, fleets, andmissions. Process information
is also stored in CPACS. It is, therefore, a common language between the disciplinary
analysis tools and a driver for multidisciplinary and multi-fidelity design in distrib-
uted environments. In the same context, DLR developed an integrated framework
called RCE which allows the user to couple the individual tools to multidiscipli-
nary process chains for analysis and optimization tasks [53]. Using the combination
of CPACS and RCE, individual process chains can be created and used to evalu-
ate the impact of new technologies. Similar to the CPACS/RCE approach, Bauhaus
Luftfahrt is developing OpenCDT (Conceptual Design Tool). It includes integrated
data management, as well as organizational aspects of an MDO process. The vision
of OpenCDT is to provide a framework for conceptual aircraft design that enables
the integration of design data and functionality from existing software tools, that it
supports the collaboration between discipline teams, and that it is flexible enough to
be adapted for designing unconventional aircraft concepts [64].

1.6.2 Propulsion

Propulsionmodeling is carried out to optimize engine performance and its integration
into the airframe. The ACFA project applied a non-disclosable generic engine model
and used theGasturb Software [30]. Reference [84, pp. 11–13] has combined theGas-
turb software with an aircraft design framework and in his thesis has summarized the
state of the art in propulsionmodeling: In the United States of America, “the method-
ological contributions published, mainly employed shared solutions for the discipli-
nary analyses, such as the FLight OPtimization System (FLOPS) [56], the Weight
Analysis of Turbine Engines (WATE) code [63], and the NASA Engine Performance
Program (NEPP) [74]. Connecting these codes, the Integrated Propulsion/Airframe
Analysis System (IPAS) [50] was introduced in 1992. IPAS allows for a concurrent
optimization of engine and airframe design parameters and was demonstrated for
the high-speed aircraft design case [50]. […] The design code integration framework
COMETSBOARD [34] was introduced as an optimization engine for multidisci-
plinary aircraft and propulsion system design tasks [69–73].” Also [Geiselhardt]
created an “engine cycle and aircraft configuration optimization […] for supersonic
civil transport application [31]. […] A survey of distinguished propulsion system
simulation software may be found in [91]. The overview includes proprietary (“in-
house”) as well as commercially available software solutions” [84, pp. 11–13].
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In Europe, the German Aerospace Center (DLR) not only works on an integrated
aircraft design framework but also on “the integration of engine preliminary design
into the overall aircraft design process […with the] Technology Integration for the
Virtual Aircraft (TIVA) [54]. […] Initiated as part of the VITAL project and further
developed within the NEWAC project [99], the tool TERA (Techno-economic and
Environmental Risk Assessment) targets a multidisciplinary engine assessment of
environmental impact and cost of ownership [62]. […] TERA includes modules for
aircraft and engine performance, engine weights, economics, environment, noise,
and emissions. For engine performance considerations, Cranfield University’s in-
house code TURBOMATCH [67] is used. Aircraft performance is simulated using
the HERMES code, which computes typical performance characteristics for given
aircraft geometry, weight information, and mission profile ownership [62]. Here,
calculations are based upon handbook methods according to Jenkinson [43]. Engine
operational characteristics are provided by TURBOMATCH [22]. A corresponding
flow chart is given in [22]. The modules of the TERA framework are embedded in
an ISight [86] workflow scheme [13]. (Further reading is recommended in [68, 76]
and [22].) […] A most recent overview of TERA capabilities is given in [49, 51]”
[84, pp. 11–13].

1.6.3 Aerodynamics

The principal goal of any aerodynamic modeling effort is the determination of the
forces and moments in this case generated by the airframe, that is, its wings, control
surfaces, and components. Generally, the modeling approaches are of different accu-
racy in that they make use of permissible simplifications to reduce complexity or to
shorten computation time. The highest complexity does not necessarily produce the
most accurate results. A large existing database can produce equally satisfying results
depending on the configuration. Further reading is recommended in [7] or [45]. The
most dominant effects reflected in the different methods comprise the flow charac-
terization (that is, laminar (potential) or turbulent), the consideration of the boundary
layer (inviscid or viscous calculations) and theflowspeed (subsonic, transonic, hyper-
sonic), also divided into compressible, or incompressible flow.Onlymethods of high-
est accuracy will be capable of dealing with all effects of flow. Since high-accuracy
methods often demand high computational resources and substantial preparation
effort, the conceptual design relies on simplified approaches to obtain results rapidly
and to enable iterations. The following listing provides an introduction of commonly
used computational methods for aerodynamic forces and moments of an aircraft.

1.6.3.1 Approximation Methods

The wing is one of the most important components to evaluate lift, drag, and
moment characteristics. It is usually divided into section cuts for which the pressure
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distribution (cp) is solved, either by mathematical functions based on the geometry
or by existing computation programs requiring only the most crucial parameters as
input. This enables the deduction of 2D forces and moments of the airfoil and is then
integrated over the y-axis (lateral direction) over the entire span for a 3D solution. For
conventional tube-and-wing aircraft configuration and some selected unconventional
(for example, delta) configurations, preliminary estimates for the entire aircraft can
be drawn from handbook approaches such as [78] or [29]. Software tools for the 2D
airfoil to the isolated, yet dominating wing of the aircraft are XFoil [24] for 2D air-
foils and XFLR5 which is an extended version incorporating solutions for 3D wing
layouts. Panel methods are frequently used in aircraft design. They divide the geo-
metric shape into trapezoidal elements with differing length and width from which
an averaged pressure is calculated and transferred (for example, as downwash) at
reference points to the next panel until the pressure distribution over the entire span
is integrated. The differences within the panel methods exist based on whether the
pressure is averaged or concentrated on the 25% line. Potential (irrotational) and
incompressible flows are the prerequisites for these approaches. A combination of
sources, sinks, doublets, and a vortex line, is added and combined to represent the
flow field [7]. This is also known as the vortex lattice method. Panel division and
calculation of the forces and moments for thin airfoils and small angles of attack are
satisfactory for most applications. Viscous or inviscid calculation approaches may
be selected by the user. Prominent software examples are [9, 93] or [94]. The former
two are (extended) vortex lattice methods for linear aerodynamic wing design appli-
cations and the latter offers the choice of using the lifting line theory, the vortex lattice
method, or a 3D panel method. The PAWAT software implements an extension to
the lifting line theory to account for the effects of integrating a propeller propulsion
system and the influence of multiple wings’ interaction [87]. The following section
illustrates the theory behind the software [87]: “The lifting-line method in this is
based on [40] […which] enables the method to be used for systems of lifting surfaces
with arbitrary camber, sweep, and dihedral. Further the method is able to account for
nonlinear airfoil data by solving a nonlinear system of equations. The aerodynamics
of a lifting surface is synthesized using a composite of horseshoe-shaped vortices,
which model the distribution of bound vorticity over the surface of the wing and
the distribution of free vorticity in the trailing vortex sheet in a discrete way. The
bound portion of each horseshoe vortex is placed coincident with the wing quarter
chord line. The trailing vortices are aligned either to the free stream velocity or to the
local flow velocity. The trailing vortices may be modeled to follow the wing surface
(including a flap deflection) and leave the wing at the trailing edge […].” A propeller
and slipstreammodel is used to superimpose the wing aerodynamics. “The propeller
model is based on a blade element approach, i.e., the propeller blades are radially
divided into blade elements. Additionally, the propeller is modeled by a number of
azimuthal blade positions to account for non-axial flow conditions and periodical
geometry changes like blade flapping and blade pitching. […] Different models have
been implemented to calculate the self-induced velocity at the propeller blades: (i)
simple momentum theory as in [23] with no radial variation of self-induced veloc-
ity, (ii) blade element momentum theory as in [44], (iii) [39] to compute axial and
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tangential induced velocities. […] The lifting surface and propeller aerodynamics
are coupled by calculating the system in an iterative way […] based on the resulting
induced velocities” [87].

1.6.3.2 Higher Accuracy Methods

Methods of higher accuracy are usually of numerical origin. They very accurately
solve the flow field around an aircraft at discrete points because the modeling
approach theoretically reflects all complex flow effects, such as turbulence, friction,
or compressibility. They require mesh generation, which is often coupled to a CAD
system, preprocessing where the flow conditions are set up and solving and post-
processing to extract the forces andmoments from the modeling of the flow problem.
The effort required for the modeling process is large despite the fact that research has
greatly progressed over the last decade. It is possible to couple structural and aerody-
namic effects. The aerodynamic theory is the computational fluid dynamics (CFD)
approach as described in many textbooks, such as in [6]. Different levels of accuracy
dominate. The highest accuracy is reached by solving the Navier-Stokes equations;
however the frictionless Euler equations or the Reynolds-averaged Navier-Stokes
(RANS) equations are often employed. The latter equations consider friction in the
boundary layer and are solved in combination with one or more models of the tur-
bulence. Although the mathematical formulation with the Navier-Stokes equations
is physically comprehensive, the simplified RANS equations are more often used,
since the computation time for direct numerical simulation (DNS) can easily take
months. Structured or unstructured meshes are mostly built manually to solve the
discretized flow control volume, and the flow physics are then solved at each of the
points (knots) in that mesh with an appropriate solver. This requires strong com-
putational resources, especially in three-dimensional analysis. The latest research
applications make use of automatic mesh generation and dynamic mesh adaption
for which many publications exist, for example, [100]. CFD used to be employed
in the later, more detailed phases of the development. However, for complex flow
phenomena, or in the absence of test facilities, its use in predesign becomes more
frequent. A topic of growing importance for preliminary design is finding the optimal
trade-off between fast, lightweight methods on one side and strong, time-consuming,
and expectedly highly accurate CFD simulation on the other side. The results of the
analysis process, if conducted by skilled experts, are often excellent for lift and
momentum predictions and agree well with test data. Drag predictions rely on the
boundary layer and turbulence modeling and often remain less accurate with fully
turbulent RANS computations. Prominent software in the research and development
environment are VS Aero, Ansys, elsA, and the TAU code. VS Aero [97] is reduced
in modeling complexity to enable rapid result generation. Comprehensive CFD soft-
ware packages, including structural and thermal interaction on the commercial side
are Ansys with its modules, CFX and Fluent [8], and the academic software TAU
[10] by the German Aerospace Center (DLR) and elsA [5] by the French Aerospace
Center ONERA.
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1.7 Flight Control Design

M. Kozek and A. Schirrer

The general development of ever more lightweight structures in aircraft and the
availability of first analog and then powerful digital computers led to an increased
prevalence of active flight control system (FCS). It is important to note that active FCS
cannot be simply added to existing aircraft concepts—instead, an integrated approach
becomes necessary: Thewhole loopwith sensors, on-board computers, pilot controls,
electromechanic or electrohydraulic actuators, and aerodynamic controls needs to be
optimized togetherwith the aeroelastic (and possiblyflexible) structure of the aircraft.
A beneficial, deep integration of active FCS therefore requires its consideration
already during early design stages.

1.7.1 General Goals

One main focus of most active FCS is to provide an automatic system aimed at
reducing structural loads. This so-called load alleviation system (LAS) typically
incorporates systems for gust and/or maneuver load control. In high-performance
aircraft (such as fighter planes or unmanned air vehicles) ride comfort is not a con-
cern and maneuver load is usually the only design criterion. In passenger aircraft,
however, mainly gust-alleviation is the critical sizing load, but active suppression of
wing bending modes and maneuver load alleviation may additionally be considered.
One of the main features of such systems is the reduction of the bending moment
augmentation near the wing root during steady and unsteady maneuvers. This reduc-
tion can be utilized to allow for more lightweight structures and consequently be
mapped into benefits such as improved payload, extended structural life, and higher
fuel efficiency. Note that certification requirements pose a considerable challenge
for active FCS in general and LAS more specifically. In principle, the in-flight avail-
ability of the LAS system must be sufficient to assure the same level of safety as
in conventional aircraft. This is especially true for civil aircraft; in military aircraft
these requirements may be considerably relaxed. Total cost (including design cost,
indirect, and direct operating costs) may be increased to a point where utilization of
such a system becomes economically unattractive.

The other main focus of an active FCS is to imprint predefined flight dynamics
to a new aircraft. Here, mainly the existing flight dynamics of classical passenger
aircraft without active FCS are considered as desirable closed-loop characteristics for
a modern civil aircraft equipped with active FCS. It is therefore possible to guarantee
similar flight behavior of different aircraft (size, payload, propulsion) within certain
margins. This is especially important for aircraft with unconventional open-loop
flight dynamics or even unstable behavior. The result of a well-designed active FCS
is in all these cases to provide a familiar flight behavior and good handling qualities
for the pilot.
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1.7.2 Loads Alleviation

Beginning in the 1970s publications on the implementation of active FCS in both
military and civil aircraft have emerged. Most of them focus on conventional passen-
ger aircraft, fighter planes, or unmanned air vehicles; only a few publications deal
with BWB configurations.

One of the early works on LAS was conducted at NASA under the SST Program
[75] where a considerable weight reduction was reported for the NASA SCAT-15F
concept based on a reduction of the wing root bending moment by 5–9%. As early as
1978, this LASallowed formore lightweight structures, leading to a reduced fuel con-
sumption and extended fatigue life [48]. A saving of 2–3% in operational costs was
estimated from a 15% weight reduction. For the Lockheed C-5A, a specific LAS
was designed to reduce both maneuver and gust-induced wing bending moments
[20]. The fully automatic LAS was developed, tested in-flight, and finally incorpo-
rated in the aircraft. This so-called active lift distribution control system achieved a
reduction in relevant wing stresses by 20–30% resulting in a life improvement factor
of 1.25.

NASA conducted a project from 1977 to 1979 [60] which reported that a weight
reduction of 2.5% of the wing structural box is possible from adding an LAS for
bending moment alleviation. Also beginning at the end of the 1970s was the develop-
ment of an LAS for the long-range version of Lockheed’s L-1011 Tristar. It became
possible to increase the wing span length without increasing weight due to structural
savings. With increased wing span and the resulting higher wing aspect ratio (mean-
ing less induced drag), fuel consumption was reduced. The details of this project can
be found in [11, 61, 77].

Another project by NASA early in the 1990s focused on the F-111A fighter-
bomber aircraft [95]. An automated LAS was implemented and tested where flap
deflections were controlled according to flap position, true air speed, Mach number,
dynamicpressure, normal acceleration, andwing sweepposition.An increase ofmore
than 1g in load factor was reported without the need for structural re-enforcements
due to constant wing bending moments.

An interesting extension has been presented in [16]: The authors present a method
for a robust damage-mitigating control. They add a fatigue crackmodel to the aeroser-
voelastic model of the aircraft to come up with an integrated control scheme. This
approach targets the fatigue problem most specifically, and an early consideration
during the design process is advised by the authors.

More recent publications focus on the active damping of wing bending modes,
thus alleviating structural fatigue loads but also lowering pitch attitude variation and
vertical accelerations in the cabin [35, 58, 98]. These are important results because
the single goal of comfort enhancement for gust load alleviation may lead to an
undesired increase of structural loads [36]. For an unmanned air vehicle with joined-
wing configuration, an LAS is presented in [66]. The load reduction is achieved by
rearranging the aerodynamic loads (symmetrical actuation of the ailerons), but the
vertical load factor is kept constant. In [65], the application of a similar LAS for an
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EASA CS-25 business aircraft is given. The author reports an increase in fatigue life
of up to 67.5% at the wing root.

1.7.3 Handling Qualities

As mentioned before, the active FCS should also provide a desirable flight behav-
ior and good handling qualities for the pilot. Historically, these design goals have
already been achieved with analog equipment several decades ago (for example,
[32, 46]). Since the 1970s, textbooks covering the state of the art of their respec-
tive times have been available [57, 80]. Excellent sources for today’s rich material
on that topic are the textbooks [14, 88]. Any active FCS must explicitly consider
both the actual open-loop flight dynamics, the desired closed-loop dynamics, as well
as the existing control surface configuration. While the desired closed-loop charac-
teristics are always similar (and represent a well-behaved classical aircraft of the
respective type), both, open-loop dynamics and control surfaces heavily depend on
the specific aircraft configuration. Especially for the BWB configuration the lat-
ter characteristics are quite unconventional and challenging. The actual level of
improvement achieved by active control concepts applied to BWB-type configu-
rations is a hardly investigated research topic so far. Consequently, in the ACFA
2020 project the system’s aeroelastic properties with respect to modern control
design methodologies have been investigated. Thereby, the potential in structural
load reduction, improvement of ride comfort, and attainable handling qualities were
main drivers.

1.7.4 ACFA 2020 Control Design Challenges

It is important to note that modern conventional aircraft designs could in many cases
still be operated by a pilot without an active FCS since the dynamic behavior of
such a design is quite generic. Although individual gains of the pilot controls and
the related time constants may differ considerably, typical modes can be expected.
In the case of the ACFA BWB design, this is no longer true. The open-loop aircraft
dynamics are unstable in usually stable modes, and most dynamic characteristics are
completely different from conventional designs. A suitable active FCS is therefore
an integral part of the aircraft design and faces entirely new challenges in terms of
the unconventional open-loop system dynamics.

A general control structure is presented in Fig. 1.6 where the overall active control
concept is schematically decomposed into three parts:

Feedback control (FBC). Relevant flight mechanic data and measurements
reflecting aeroelastic dynamical behavior are utilized to improve and unify the
aircraft dynamics with respect to pilot needs over the flight envelope and to reduce
the effect of unmeasurable disturbances.
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FBC

FFCC

FFDC

Fig. 1.6 BWB aircraft configuration and schematic of an active control concept [55]

Feed-forward command control (FFCC). The desired pilot command is trans-
formed into control surface commands in an optimized manner with respect to
handling qualities, limited control effort, and reduced maneuver-induced struc-
tural loads.
Feed-forward disturbance control (FFDC). A priori knowledge of disturbances
provided by adequate measurements is utilized to act early on the control surfaces,
again in an optimized way to reduce disturbance-induced structural loads and
vibration‘s as well as to improve ride comfort.

For all three control tasks, a variety of control concepts can be utilized, including
robust design, parameter-dependent and scheduled control, adaptive control, or a
mixture of these.
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Chapter 2
Conceptual Design

H. Baier, M. Hornung, B. Mohr, D. Paulus, Ö. Petersson, C. Rößler,
F. Stroscher and T. Salmon

2.1 Introduction

Highly efficient future aircraft configurations are needed in order to cope with
ever-growing air traffic and to sustain and improve passenger comfort and freight
requirements. The configurations within the project ACFA 2020 are designed for the
growing mid-range and long-haul market segments of 400 passengers and beyond.
Airbus considers the biggest market share with 42% order value from 2010 to 2029
to be taken by mid-size twin aisle aircraft. If long-range large aircraft are included,
new order value rises to 60% [4].

Two aircraft configurations were investigated in AFCA 2020. The superior design
was chosen to be further analyzed. Active control was investigated as a means to
increase aerodynamic efficiency and to improve ride comfort. Since active control not
only directly influences the control surfaces, the conventional aircraft design process
had to be adapted at an early stage of development. Tailless aircraft configurations
withwing-fuselage blending potentially offer low fuel consumption,mainly achieved
by drag reduction, reduced structural weight, and by the significantly lower wetted
area ratio [5, 7]. Exterior noise can be minimized by an advanced high-lift system
or by shielding of the engines [1]. Airframe development for a blended wing body
(BWB) and a wide body configuration with carry-through wing box (CWB), as the
basis for further control studies, was conducted within the first year of the project.

This chapter discusses the conceptual aircraft design and selection process of a
highly efficient BWB and CWB configuration on a specified design mission. The
challenges and development methods are described beginning with the requirements
definition. The main body will present the results of the design process with a special
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focus on the multidisciplinary design optimization (MDO) of the fuselage and wing
box. Systematically comparing the developed configurations led to the selection of
an aircraft that is most suitable for the proposed mission and further development.
This chapter is adapted with slight modifications from [10].

2.2 Requirements and Mission Definition

A set of requirements for operational performance, fuel and passenger capacities was
established with project partners [8]. The most relevant requirements are given in
the following.

2.2.1 Operational Performance

Global requirements begin with the mission definition as shown in Table2.1. The
development focuses on a carrier design for at least 460 passengers (Pax) on a 7,200
nautical mile mission in a two-class layout. Flight altitude is 33,000 ft and higher,
with a cruise Mach number of 0.85. The aircraft must be able to fly at its optimum
altitude during the entire cruise phase, for which climb and buffet ceilings were
defined. For slow approaches, a speed of less than 150knots is considered to be
optimal [1].

2.2.2 Passenger Cabin and Landing Gear Definition

For the BWB, the baseline layout is a two-class arrangement with a total of 470
passengers in a business class (BC)/economy class (YC) class splitting of 56/414.
On the other hand, the CWB has a two-class arrangement with 464 passengers in
BC/YC splitting of 60/404. For the landing gear, a wheel track of less than 16m
(International Civil Aviation Organization (ICAO) Code F) and a rotation clearance
angle of greater than 11◦ shall be achieved.

Table 2.1 ACFA mission
definition

ACFA global requirements

Approach speed <150kt

Range ≥7,200nm

Cruise Mach number 0.85

Initial cruise altitude ≥33,000 ft

Pax ≥460 in two-class layout
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2.2.3 Lifting Surface Requirements

New aircraft wing span is restricted to 80m under the International Civil Aviation
Organization (ICAO) Code F. Winglets for yaw control, in the event that one engine
is inoperative, are an option. The leading-edge sweep angle shall be 55◦ for the BWB
center body.

The BWB outer wing and CWB wing sweep and relative thickness need to be
designed to optimize the fuel burn of the overall aircraft in an aerodynamic perfor-
mance/weight trade-off. Hence, the BWB center body’s maximum relative thickness
should not exceed 17%. The spanwise load distribution target in the early phase is
elliptic as it has been identified as a potential optimum, since a large part of the flying
wing structure is not sized by aerodynamic loading but by pressurization.

2.2.4 Fuel Capacity

Fuel capacity is set to be greater than the maximum take-off weight (MTOW) minus
operating empty weight (OWE) plus 0.7 times the two-class payload. For 464 pas-
sengers and an assumed 105kg per passenger, the payload sums up to 48,720kg.
This results in the basic fuel capacity formula (2.1):

mFuel > MTOW − OWE − 34,104 kg (2.1)

2.3 Design Process

This section describes the design methods and processes applied to the CWB and
BWB configurations based on the preceding definition of global requirements.

2.3.1 Structural Weight

2.3.1.1 Fuselage Design

The fuselage was sized according to cabin and passenger requirements. For uncon-
ventional fuselage shapes, the methods applied for current commercial aircraft with
an aft empennage are not applicable. Foregoing parametric studies of cross section
with different radii and structural thickness were optimized in close cooperation
with the Institute of Lightweight Structures (see Chap.3). The cabin integration
for unconventional aircraft designs revealed the necessity of using finite element
(FE) models to obtain mass and center of gravity estimates for the fuselage, since

http://dx.doi.org/10.1007/978-3-319-10792-9_3
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conventional statistical equations cannot be applied for the unconventional cross
section. Both layouts were optimized for cross-sectional and wetted area. In addi-
tion, the provision of six exits at each side and an easy loading and unloading of the
unit load devices 3 (LD) and pallets is foreseen. A cruise angle of attack of less than
3◦ at 1.7◦ can be considered as comfortable.

2.3.1.2 Wing

The Luftfahrttechnisches Handbuch (engl. Aviation Technology Handbook) (LTH),
a German aerospace publication for civil and military aircraft applications [2], was
used for BWB and CWB wing weight calculations and also applied for the slats,
flaps, and ailerons including paint. After the establishment of the FE model, wing
weight calculations were compared with the analytical model and FE results were
used for a more detailed concept development.

2.3.1.3 Conventional Structural Elements

The weights of the structural elements which do not significantly differ from con-
ventional design were computed from the LTH [2]. The results were either directly
calculated or validated with published data. As mentioned above, the fuselage pri-
mary structure was designed with a FE model. Secondary structure elements, such
as cabin and cargo floors, doors, landing gear (main/front), cockpit and cabin win-
dows, horizontal and vertical stabilizers, engines including the controls, subsystems,
oxygen, and deicing systems, were also calculated according to the LTH [2]. Fur-
ther systems in this calculation included communication, electric wiring, furnishing,
water installation, and operator items.

2.3.2 Aerodynamics and Control

2.3.2.1 Subsonic Regime

To ensure the comparability of the CWB to the BWB configuration, the same meth-
ods and approach for both configurations were used. The core is a combination of
empirical equations to calculate the aerodynamic efficiency at trimmed conditions.
With these equations, variable parameters have been optimized to attain maximum
aerodynamic efficiency at different angles of attack and flight altitudes. In addition,
a vortex lattice method with 3D panels was used to develop the profiles and to calcu-
late pressure and lift distributions. The BWB requires specially designed airfoils as
stability has to be achieved through sweep and twist adjustments. The center section
has to accommodate the cabin box which decreases aerodynamic performance in the
transonic speed region. The three-dimensional target lift distribution was achieved
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by iterating the local twist and spanwise twist with specially adapted airfoils with a
half-span partition into five wing panels. Hence, low lift coefficients are required in
the middle section and higher lift coefficients at the outer parts of the wing. A twist
distribution for near elliptic lift was identified as best concerning aerodynamic per-
formance measured by the glide ratio or total drag at the design cruise condition.

2.3.2.2 Transonic Regime

Aerodynamics are especially challenging in conceptual design for the transonic
regime. Aswithmany aspects for unconventional aircraft, analyticalmethods inaccu-
rately describe the physical effects of shock and wave drag effects. The Lock formula
described and adapted by [6] for the estimation of wave drag effects is sufficient for
preliminary estimates [7]. For validation, a comparison was performed with already
available aerodynamic computations conducted within AIRBUS.

2.3.2.3 Stability and Control

The flight control surfaces of the ACFA BWB at this stage are ailerons, elevators,
winglet rudders, slats, and flaps, in addition to spoilers and airbrakes. Unlike the
CWB, no horizontal tail for trim can be used to trim the BWB. Instead, sweeping
the wing and twisting the outer wing section is necessary. The influencing factors for
flight control analysis in the preliminary design phase are weight in terms of MTOW
and total wing span. Stability was analyzed with software, combining lifting line
with vortex lattice and a 3D panel method. Additional analyses were conducted with
calculations and available test data [14] based on [13].

2.3.3 Engine

The generic and scalable engine model used was provided by AIRBUS. It comprises
a 115klb take-off thrust engine and its characteristics during take-off, climb and
cruise in regard to available thrust and fuel consumption. The model provided data
for all relevant flight altitudes and temperature offsets from the International Standard
Atmosphere (ISA), see Fig. 2.1.

Since two pylon-mounted engines are located over the center body of each con-
figuration, scaling rules for the adaption of weight, specific fuel consumption (SFC),
and dimensions were also implemented in agreement with AIRBUS. The take-off
and initial climb is the decisive regime for the sizing of the engines and highly depend
on the aerodynamic efficiency during acceleration and rotation. As in the conceptual
development stage, the assessment of low-speed aerodynamics and take-off speeds is
preliminary; a fixed thrust/weight ratio (T/W ratio) of 0.27 for both BWB and CWB
was assumed. The engine size was computed according to (2.2):
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Fig. 2.1 Cruise specific fuel consumption (SFC) curves for BWB at different altitudes

Fengine (lbf) = 0.27 × MTOW (kg) × 9.81 (m/s2)/(4.448222 (lbf/N) × nengines[−])
(2.2)

2.4 Multidisciplinary Design Optimization in the Structural
Design Process

Details of the structural design of both ACFA 2020 aircraft concepts are given in
the corresponding reports [9, 15]. Both concepts considered in the ACFA project are
unconventional in nature, particularly with respect to the fuselage designs. There-
fore, the applicability of traditional statistics-based mass estimation routines must
be examined critically. In the case of the BWB configuration, the ACFA project
was able to build upon experience from previous European framework programs,
such as Very Efficient Large Aircraft (VELA) and New Aircraft Concepts Research
(NACRE). For the CWB configuration, however, few data points were available. The
design and mass estimate of the CWB fuselage was therefore performed in a closely
coupled MDO process iterating between conceptual and structural designs.

Given the width of the cabin, a conventional circular cross-section pressure vessel
is intangible for the CWB fuselage design, as this would lead to too much wasted
space. Initial studies including, for example, elliptical cross sections quickly led to a
so-called double-bubble design as a good trade-off between cross-sectional area and
resistance to internal pressure loads. This design consists of two side-by-side pressure
vessels supported by frames with a double-spherical section pressure bulkhead at the
rear of the cabin. In the center, vertical struts connect the frames at the top and
bottom surfaces and the floor beam. To determine the cross-sectional shape, an FE
half-model of a section through the fuselage consisting of two frames, the outer
skin, floor, and central supports was created and used as a basis of a multi-objective
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Fig. 2.2 Design of the cross
section: Circled points
indicate design points of the
spline; boxes are the
prescribed dimensions for
cabin and freight volume

Fig. 2.3 Major principal
strain in the fuselage cross
section due to an internal
pressure of 1bar. Maximum
strain (green/yellow) of 4.6‰

optimization of the structure (see Figs. 2.2 and 2.3). The shape of the cross section
is given by four splines with support points at the corners of the boxes defining the
payload volume provided by AIRBUS. The optimizer varies the distance of each
control point from the payload circled in Fig. 2.2 and the slope of the spline, as well
as the height of the frames at each point. An internal pressure of 1bar is applied to the
skin and symmetrical boundary conditions applied at the center line. The thickness of
the skin and frames was kept constant. In addition to geometric constraints, the major
principal strain in the structure was not allowed to exceed 5‰. The material was
quasi-isotropic carbon fiber. The objective of the optimization was the minimization
of a weighted sum of the normalized mass and the total cross-sectional and wetted
area of the section.

After running the optimization with varying weighting of the two objectives, the
resulting shapes and sectional masses were discussed with the conceptual design
team. This resulted in the selection of the cross section shown in Fig. 2.3, with the
mass of the section serving as the basis for the fuselage mass estimate.

In the case of the CWB wing box, the outer geometry was determined during the
conceptual design stage, as well as the positions of front and rear spars. Position and
length of a center spar were free to change during the structural design. The CWB



36 H. Baier et al.

Fig. 2.4 Parameterized
model of the internal structure
of the CWB wing box with
variable rib spacing and
angle, as well as center spar
position and length

wing is thin and highly swept, but is generally of a conventional configuration and
thus expected to correspond well with statistical mass estimations.

To obtain a good configuration for the positioning of the wing box ribs, a para-
meterized FE model of the wing box was created as shown in Fig. 2.4, where the
outer skin has been removed in the figure to expose the ribs and center spar. In this
model, the position and length of the front and rear spars are constant, along with the
wing profile, twist, and dihedral. Spacing of the ribs in the wing box can be varied,
as can the angle between the ribs and the front spar. The chordwise position of the
center spar and its sweep and length can also be varied in the model. The model
has symmetric boundary conditions on the center plane. Elliptical pressure loads
simulating lift of a 2.5g pull-up maneuver and of a −1.0g push-over maneuver are
applied in two separate load cases with the weight of the fuselage included as dis-
tributed forces on the center part of the wing box in each case. Spar webs and ribs are
constructed of quasi-isotropic carbon-fiber-reinforced polymer (CFRP), wing skin,
and spar caps are highly orthotropic to take advantage of the well-defined load paths.
Stringers in the outer skin are modeled using layered shell elements; the top layer
modeled corresponding to the wing skin itself and subsequent layers are modeled
to the stringer webs and caps. These subsequent layers, therefore, have near-zero
stiffness orthogonal to the stringers, as well as a near-zero shear stiffness.

A parameter study of the internal structure of the wing box was performed using
a genetic algorithm [3]. Apart from the geometric variables described above, the
thickness of the wing skin and spar webs was also varied by the algorithm. In the
model, constraints are placed on the displacement at the tip and the major and minor
principal strains in the structure. However, since the primary failuremode of thewing
skin is expected to be skin buckling, a separate model was used to assess the stability
of the skin as shown in Fig. 2.5. During each evaluation, a skin panel between two
ribs near the wing root is automatically exported, re-meshed with a finer element
size, and the section forces from the global model are applied for each of the two
load cases. Finally, a linear buckling analysis is performed and the resulting load
factor is returned to the genetic algorithm.
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Fig. 2.5 Buckling field
between two ribs in the wing
box

The objective function of the genetic algorithm was the mass of the wing box.
After about 15 generations with a population size of 60, the algorithm had converged
to a solution with a rib spacing of about 800mm and an angle between ribs and front
spar of about 95◦. Buckling strength in both load cases was the limiting constraint.

With the finalized topology of the wing box structure, a structural sizing opti-
mization of the FE half-model, including the fuselage, tail and simplified engine
mountings, was performed. Mass modeling was performed in cooperation with the
conceptual design, distributing nonstructural masses representing landing gears, and
other equipment in the fuselage according to the conceptual mass estimate. Like-
wise, a mass point representing the engine is positioned at the center of gravity of
the engine and connected by rigid beams to the fuselage. Fuel masses are distrib-
uted in the wing and connected via rigid-body elements to the wing box. Symmetric
boundary conditions are applied at the center plane. An elliptical pressure distrib-
ution representing the lift in both the positive 2.5g maneuver as well as the −1.0g
maneuver was applied to the wing (see Fig. 2.6), a constant pressure was applied to
the tail surfaces (see Fig. 2.7), and an internal pressure of 1.4 bar was applied to the
fuselage between the pressure bulkheads at the rear and the nose.

In order to further improve the model, stringers in the wing skin were modeled
as beam elements with the skin as a single-layer orthotropic shell. Stringers in the
fuselage, tail and stabilizers were modeled in the same manner.

The sizing optimization of the half-model comprised 54 design variables consist-
ing of the thickness of thewing skin separated into several design zones, the thickness
of the fuselage skin similarly divided into zones and thickness of the stabilizer skin,

Fig. 2.6 Elliptical lift
distribution applied to the
wing distribution for
structural sizing
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Fig. 2.7 Static load on the
tail

shear webs of the fuselage frames, as well as spars and ribs in the wing and sta-
bilizer. Dimensions of the stringers in the wing, stabilizers, and pressure hull were
also variable, as well as the dimensions of the caps of spars and ribs in the wing and
stabilizer, in addition to the caps of the frames in the fuselage. Elastic strain in the
structure was constrained to remain within ±5‰. The objective of the optimization
was minimum structural mass.

Convergence was generally rapid with a candidate optimal solution usually deliv-
ered in less than 35 iterations with stringent convergence criteria. Starting the opti-
mization from several starting points resulted in the selection of an optimum design
on which to base the final structural design.

The design resulting from the sizing optimization is intuitive: strength-limited
components (that is, those close to the strain limit) are the wing skin near the wing
root, the fuselage skin where the wing box passes through the hull and the stringers
in the wing to around 2/3 of the span. Also following intuition, the thickness of the
wing skin decreases when going from root to tip and thicknesses of shear webs in
spars and frames tend to their minimum values, since no constraints on the stability
of these components were included. Sizing variables of the stabilizers all tend to their
minimum values indicating that the loads applied to themmight need to be reviewed.

Comparing the mass of the final structural design with the initial mass estimates
of the conceptual design results in a difference of about 5% for the wing with the
structural model mass being greater. This rather small difference is consistent with
the conventional design of the wing. In the fuselage, the structural model mass is
almost 15% lighter than the conceptual design, despite the latter being based on
the original FE section model. Similarly, the mass of the stabilizers in the structural
model is 20% less than the initial estimate. The most likely explanation for these
discrepancies is lack of dimensioning load cases, such as impact at landing or the
loss of an engine at take-off, as well as nonconservative sizing rules for the shear
webs and skins in the hull considering only static strength and not stability.

Finally, a more detailed aeroelastic tailoring was performed of the wing box in
isolation [11]. Mass and inertia properties of the rest of the structure were concen-
trated at a mass point located at the center of gravity and this was connected to
the wing box using rigid elements as shown in Fig. 2.8. Modeling of the tail was
greatly simplified. It was connected to the mass point at the center of gravity using
beam elements whose mechanical properties were determined from the detailed FE
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Fig. 2.8 FE model of wing
with simplified tail surfaces
for aeroelastic tailoring

Fig. 2.9 DLM mesh of wing
and tail including split aileron
vertical stabilizer and trim
surface

model of the fuselage. Flaps and slats were included as plates with approximated
mass and stiffness properties and fastened to the wing box without stiffening it in
bending. Boundary conditions were applied at the center of gravity; both symmetric
and anti-symmetric cases were included.

In addition to the structural model, a DLM was created as shown in Fig. 2.9. The
aerodynamic model includes the wing and tail surfaces, as well as the split aileron.

The 2.5 and −1.0g static load cases were simulated by trimming the aircraft with
the corresponding constant vertical acceleration using the horizontal tail surface
(excluding the part of the tail contained within the fuselage). In addition, positive
and negative roll maneuvers due to deflection of each of the ailerons or both of them
together were included. The response to discrete 1 − cos gusts of various lengths
was also assessed.

For aeroelastic tailoring, the wing skins were modeled as four-layer shells with
one layer for each fiber orientation, 0◦, 90◦, and±45◦ with properties smeared across
the thickness of the shell. The optimizer was free to vary the thickness of each layer
separately. Constraints, as before, were placed on the elastic strain in the mater-
ial. Additionally, a constraint was placed on the minimum steady-state roll rate to
ensure control effectiveness and on the difference between first bending and torsional
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eigenfrequencies to avoid flutter problems. As previously, the objective was to min-
imize mass.

The tailored design does not differ significantly from the previous sizing of the
wing box, except at the outer third of the spanwhere additional stiffness, and therefore
material, must be added to the wing to ensure compliance with the roll effectiveness
constraint. The critical gust loads (both positive and negative) also lead to excessive
strains in this region requiring reinforcement, whereas the strength at the wing root
after sizing for the static maneuver cases is adequate. The main reason for the critical
loads at this location is because the center spar ends here which modifies the shear
flow for torsional loads.

2.5 Configuration Selection

The one-year conceptual design process demonstrated the feasibility of both aircraft
concepts. Selected results will be presented in this section leading to a comparison
and thus selection of the BWB concept over the CWB design.

2.5.1 Results

Selecting a future aircraft layout within the ACFA framework was conducted based
on a detailed trade-off analysis comprising the categories geometry, aerodynamics,
weights, and mission performance. The work in this section represents first year-end
collaborative research results [8, 12]. Figure2.10 depicts the two basis configurations
with their main dimensions.

2.5.1.1 Geometry

The CWB in its final configuration has a wing aspect ratio of 10.83, whereas the
BWB has a ratio of only 4.82 due to its unconventional form. One reason is the 80m
wing span limitation. The all-lifting BWB airframe results in a low required CL in
cruise and low induced drag.

The increased lifting surface and reference area of the BWB potentially increases
low-speed lift. The detailed trade-off for cruise drawbacks for flying in higher alti-
tudes can be significant. Although the reference area of the BWB is much larger, the
overall wetted area is 3.6% less leading to lower zero lift friction drag. Taper ratios
are 0.09 for the BWB and 0.29 for the CWB.

The CWB fuselage accommodating the passenger cabin is 14.77m longer. The
reason for this is the widening of the cabin box along the y-axis in the BWB. Effects
on ride comfort were evaluated later in the project. The current CWB and BWB
configuration can house at least 30 LD3 containers. Both concepts position the
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Fig. 2.10 Overview of CWB (left) and BWB (right)

engines on top of the fuselage with possible shielding effects expected to be larger
for the BWB. However, no significant structural advantages are expected, since
the structural reinforcements of conventional under-wing engine mounting are also
required for the envisaged central aft mounting.

For yaw control, the CWB configuration uses double fins with rudders, whereas
the BWB uses winglets with a rudder chord of 30% of the winglet.

Trim is also challenging. Neglecting trim drag on the BWB seems a reasonable
approach as it can be assumed that fuel transfer between the different central and
outboard fuel tanks could be used to have the aircraft center of gravity (CG) aligned
with the center of pressure in cruisewithout having to deflect the elevators, sowithout
creating trim drag. This is a target approach assuming that it is possible to design
the fuel system in such way that it could cope with the CG variation due to different
payload level (baggage and passengers) and variation of fuel volume on-board along
the flight. The approach seems reasonable given the significant internal volume in
the wing and in the center body of the BWB that gives enough flexibility to install the
fuel tanks appropriately. A study on the ACFA 2020 BWB configuration has been
done in [16]. The same kind of approach has been used within Airbus for internal
projects on BWB in the recent years.

All trailing edge movables are needed on the BWB. In comparison, the CWB
has a heavy movable H-tail, which counteracts center of gravity shifts during flight
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more easily and with fewer flight dynamics interactions. Damping capabilities for
flight stability are generally lower on the BWB due to smaller lever arms and higher
coupling effects. However, more sophisticated approaches are necessary to perform
a detailed stability and performance assessment.

2.5.1.2 Aerodynamic Performance and Stability

The BWB has a better lift/drag ratio (L/D ratio) at the reference Reynolds number
and a very low CD0, since the ratio of wetted area to Sref is lower. As the BWB
aspect ratio is also low, induced drag increases rapidly with CL and leads to very low
optimum CL of 0.25 for the BWB. Opposite effects lead to a higher optimum CL of
0.47 on the CWB [12]. Hence for the total lift force in cruise, the lower CL for the
BWB requires a larger wing area. Figures2.11 and 2.12 depict the lift distribution
along the span for CWB and BWB. CWB distribution is close to an elliptic lift
distribution which results in low induced drag. Figure2.12 shows the lift distribution
of the BWB at the due date of the configuration selection and indicates the need for
further modification of the lifting body geometry. The final configuration and lift
distribution is presented in [7].

Stability analysis revealed a slightly stable (1% static margin) configuration and
the need for more detailed models since the margin range is small and the accurate
determination in preliminary design with conventional methods is challenging.

2.5.1.3 Weights

Comprehensive data for all system and structure weights was computed. Especially
for highly complex elements of the overall aircraft, the methods from conventional

Fig. 2.11 ACFA CWB lift distribution
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Fig. 2.12 ACFA BWB lift distribution

aircraft design need refinement. The BWB aircraft realizes a weight advantage of
14.10 t. The horizontal and vertical stabilizers on the CWB add a 25.6% weight
penalty, since conventional tail horizontal stabilizers on the BWB do not exist.
Because operator items are assumed to be equal for both configurations, the BWB
achieves anOWEadvantage of 9.7 t over the CWB.Both configurations are separated
by a 23.79 t MTOW advantage for the BWB.

2.5.1.4 Engine

Based on the calculations in preliminary design and the CWB’s lower optimum
altitude, CWB thrust per engine is 126.7klb sized for the minimum T/W ratio of
0.27. BWB cruise and stepped altitude requirements lead to thrust of 119.6klb per
engine.

2.5.2 Aircraft Selection

As the conceptual aircraft design has revealed, both configurations offer promising
advantages for future air transport (see Table2.2). The BWB’s weight benefit is
significant and the inferior cruise and resulting fuel burn performance of the CWB,
whose cruise L/D is 21.7 compared to 24.2 of the BWB, is a further disadvantage
of the CWB. The higher flight altitudes for the BWB and thus the required engine
thrust does not exceed what current engines available on the market can deliver.

For its superiormissionperformance in fuel consumptionona7,200nm(4,000nm)
mission, the BWB beats the CWB by more than 13%. No development obstacles
have been identified; hence the BWB was studied and optimized in the detailed
development phase of the ACFA 2020 project.
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Table 2.2 Mission performance comparison for BWB and CWB [12]

BWB CWB Δ (%)

TOW 401.6 t 428.4 t −6.7

OWE 255.0 t 234.7 t 8.0

2-Class Pax capacity 470 464 1.3

Engine size 119.6klb 126.7klb −5.9

CL of L/Dmax 0.25 0.47

L/Dmax 24.2 21.7 10.3

Block fuel 4,000nm 62.03 t 68.16 t

131.8kg/Pax 146.9kg/Pax −11.5

Block fuel 7,200nm 116.47 t 130.25 t

247.8kg/Pax 280.7kg/Pax −13.3

Initial cruising altitude (ICAC) 36,000 ft 33,100 ft 8

TTC at 31,000 ft 25.6min 25.6min 0

2.5.3 Conclusion and Outlook

Within the project time frameof one year, two conceptual commercial aircraft designs
for a long-haul mission were developed and compared based on a comprehensive
set of requirements. The selection process was driven by the mission performance
calculations based on geometric, aerodynamic, and weight analysis. Furthermore, a
comprehensive MDO was performed to optimize fuselage cross section and wing
box design.

The selection of the BWB is a result of its superior efficiency. Compared to an
improved wide body design such as the CWB, the mission performance results in
15.46 t less fuel burn with corresponding CO2 savings.

Ongoing research in the field of aircraft design addresses the preliminary design
process adoptions and the design for active control technologies [7]. Especially in
the areas of stability analysis, transonic aerodynamics and structure, conventional
methods need adjustments in order to efficiently apply them in conceptual design.
Ride comfort and passenger acceptance, as well as the inclusion of these radical
configurations in the controlled airspace, are issues necessitating further research.

Additional improvements to reach the ACARE goals and to lower fuel consump-
tions beyond what can be achieved by new airframe designs are expected from
innovative engine technologies and more efficient air traffic management.
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Chapter 3
Numerical Simulation Model

F. Stroscher, A. Schirrer, M. Valášek, Z. Šika, T. Vampola, B. Paluch,
D. Joly, C. Breitsamter, M. Meyer, D. Paulus, T. Klimmek and H. Baier

3.1 Introduction

F. Stroscher and A. Schirrer

The active control design activities in ACFA 2020 are based on a numerical flight
simulation model of the BWB aircraft configuration which shall predict its flight
dynamics, as well as structural dynamic response. The classical approach of aircraft
flight simulation is a 6 degrees of freedom flight dynamic model, not considering
the dynamic response (that is, vibrations) of the airframe, as well as its impact on
the flow field around the wetted surface. Aircraft structural dynamics are classically
considered in structural loads analysis (for example, landing loads) and aeroelas-
tic stability (for example, flutter) or response analysis (for example, transient gust
response). This separated approach is well suited for flight simulation of classical
wing-fuselage aircraft whose aeroelastic response does not remarkably interact with
its flight dynamics.

However, for larger aircraft with high wing spans, aerodynamic coupling between
flight dynamic and aeroelastic motion becomes more significant because wing
vibration frequencies are lower and closer to those of the flight dynamic modes
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(for example, the short-period mode). This holds true for the ACFA 2020 BWB
aircraft, which is even more prone to such interactions due to the following properties:
First, its airframe is highly flexible compared to wing-fuselage aircraft. The low wing
loading, achieved by the fuselage acting as lifting surface, allows for a lightweight,
thin and thus flexible wing design. Second, a significant aerodynamic coupling of
flight dynamic and aeroelastic motion is present because the wide wing-like fuselage
is involved in structural deformations. This behavior is well observable at the first
bending mode, which clearly shows wing deflection, but also pitch rotation of the
fuselage. Consequently, the aerodynamic coupling of aeroelastic and flight dynamic
degrees of freedom will be considered in the BWB aircraft flight simulation model.

For control design, a linearized simulation model in the time domain is required.
It shall be parametric with respect to multiple mass configurations of the aircraft,
as well as flight conditions. Its numerical order has to be relatively low in order to
efficiently perform parametric control studies. The state-space formulation is applied
for the formulation of the aircraft equations of motion. The state vector x is comprised
of the plant degrees of freedom and their first time derivatives. The input Eq. (3.1)
is a first-order differential equation, relating the state vector time derivative to the
state vector by the system matrix A and the input vector u by the input matrix B. The
output Eq. (3.2) relates plant outputs to the state variables and inputs by the output
matrix C and the feed-through matrix D.

ẋ = Ax + Bu (3.1)

y = Cx + Du (3.2)

This chapter outlines two approaches to obtaining a numerical simulation model
suitable for dynamic simulation studies and for control design (after performing
further order-reduction, see Chap. 4):

• In the initial phase of the ACFA 2020 project, a predesign model of a large 750-
passenger BWB aircraft configuration has been made available by the NACRE
project consortium [2] to the ACFA 2020 consortium. This way, the development
of the necessary methods and tools for modeling, order-reduction, and control
design could be started early in the project during the conceptual design phase
leading to the ACFA 2020 flying wing design. Section 3.2 reports on the neces-
sary adaptation tasks to the NACRE BWB configuration to enable control-related
dynamic simulation, see also [8].

• The actual modeling tasks of the selected ACFA BWB configuration are presented
in Sects. 3.3–3.5. Section 3.3 reports on the structural modeling via the finite
element method (FEM). An FE model of the airframe is utilized for the computa-
tion of its natural modes, which are used as a reduced set of degrees of freedom
for the aeroelastic equations of motion. Section 3.4 outlines aerodynamic mod-
eling and analysis tasks. High-fidelity as well as standard aerodynamic tools are
applied for the computation of the aerodynamic database. On the one hand, steady
aerodynamic derivatives of the rigid aircraft are required for flight dynamic mod-
eling. On the other hand, unsteady aerodynamic forces on modal coordinates,

http://dx.doi.org/10.1007/978-3-319-10792-9_4
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so-called generalized aerodynamic forces (GAF) will be derived. The reduction
of structural and aerodynamic degrees of freedom to a limited number of common
modal coordinates is a highly effective model order reduction principle, which
is common practice in aeroelastic simulation. Finally, the coupled flight dynamic
and aeroelastic equations of motion will be derived from structural dynamic and
aerodynamic data in Sect. 3.5. The nonlinear flight dynamic equations of motion
are coupled to the aeroelastic equations of motion. The linear state-space model
is derived by numerical linearization of the coupled equations.

3.2 Preliminary Structural Modeling

M. Valášek, Z. Šika and T. Vampola

This section describes the adaptations on the finite element (FE) model of the flying
wing configuration of the starting structure, a BWB aircraft configuration laid out for
750 passengers that has been made available by the NACRE project [2]. This model
was utilized in the initial phase of the ACFA 2020 project for developing, testing,
and tuning the modeling and control design methods that were later applied to the
ACFA 2020 BWB configuration (designed for 450 passengers).

An overview on the performed model modifications is given in [8]. The structural
modifications detailed in the following were necessary to achieve a structural model
applicable for structural dynamic analysis for different mass configurations. Starting
point of the adaptation was the FE model of the primary structure of the flying wing
configuration. The model was examined regarding structural dynamic and structural
stability (buckling) characteristics. To eliminate the detected and unwanted local
modes, additional structural elements in the form of beams were integrated. Further-
more, some missing parts in primary structure like tail, engines, pylons, and cockpit
were modeled. In addition, masses were incorporated for the consideration of the
fuel and other nonstructural components. Finally, a structural dynamic analysis was
performed for various mass configurations.

3.2.1 Testing FEM Structure

All designed methods and concepts used for the optimal design of the flying wing
were tested and tuned on the simplified flexible structure. Due to the size of the
flexible model was used for only so-called primary structure and the missing parts
(tail, fuel masses, engines, nonstructural masses) have been modeled as a discrete
mass in the primary structure (Figs. 3.1 and 3.2).

The FE model of the primary structure was scrutinized in order to detect causes
for the poor structural dynamic characteristics. The model was examined regarding
structural dynamic and structural stability (buckling) characteristics. To eliminate
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Fig. 3.1 Primary structure
(made available by the
NACRE project [2])

Fig. 3.2 Modified testing
structure of the flying wing

the detected and unwanted local modes, additional structural elements in the form of
beams were integrated to the primary structure to reinforce the fuselage of the testing
structure of the flying wing. The geometric configurations of the added beams were
derived from the buckling analysis. The calculated allowable stresses gave hints for
the designer to adapt the thickness of various shell elements of the structure. The
reinforcement of the fuselage on the contrary increases the total mass of the flying
wing. The additional beams were used in the fuselage and transition areas (Fig. 3.3).

The original primary structure contained not all structural parts of the aircraft.
The biggest missing part was the tail. Therefore, the tail structure was connected to
the primary structure. In order to reduce the size of the model, only the load carrying
parts were used. The leading and trailing edges for the vertical tails were left out.
The structure of the rudder was replaced by a simple plate structure. This allowed
for the consideration of control surface modes (Fig. 3.4).

As for the fuselage, beam elements were integrated to stiffen the structure in order
to avoid parasitic modes. In contrary to the stiffening structure for the fuselage, the
additional beam elements have no mass. This was done to simplify the process
to balance the center of gravity (CG) position of the overall structure including
nonstructural components. Otherwise, a more extensive dimensioning process would
have been necessary.

The engines were modeled as one mass point at the CG of the engine. For
the pylons, a simple beam structure was applied to achieve a distributed connec-
tion of the pylon to the wing box. By varying the structural properties of the
beams, realistic structural dynamic characteristics of the engine/pylon structure were
achieved (Fig. 3.5).
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Fig. 3.3 Additional stiffening elements in the fuselage and transition areas of the testing structure

Fig. 3.4 FE model of tail structure

Fig. 3.5 Model of engines and pylons

A single mass point was used for representing the cockpit. The mass and the
location were taken from the mass value and the CG position of the detailed structural
model of the previous project modeling complete aircraft model (Fig. 3.6).

The fuel tank masses were modeled as concentrated masses distributed in the
wing. For the tanks 1 and 2, the fuel is represented by only one mass point. For tanks
3 and 4, mass points per sections between two ribs are designated. The breakdown
of the masses for tanks 3 and 4 for full fuel tanks is proportional to the volumes
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Fig. 3.6 Cockpit structure

of each section. For the state-space models, different fuel configurations have to be
taken into account. Therefore, a widespread applied strategy was used by emptying
the tanks from inside of the wing to outside. This approach brings out a relief of the
root bending moment of the wing due to fuel masses (Figs. 3.7, 3.8 and 3.9).

The additional nonstructural masses were redistributed in the fuselage modeling
the loads. The mass points were connected to the structure by using a connection
element (RBE3 element) that defines a constraint relation in which the motion at a
“reference” grid point is the least square weighted average of the motions at other
grid points. The element is useful for “beaming” loads and masses from a “reference”
grid point to a set of grid points. The overview of the distribution of the nonstructural
masses in the plane is introduced in Fig. 3.10.

For testing purpose of assembled flexible structural model were suggested the
loading cases for that were computed the mean aerodynamic chord (MAC) to prove
the quality of the model and compare the assembled structure with previous concepts
of the flying wing. The loading cases were realized according to Fig. 3.11.

For the different load cases were computed positions of the CGs. The CG position
is crucial for the stability of the structure. It was tuned according to similar structures
to obtain reasonable values (Fig. 3.12).

Due to the needs of the driving algorithms, the validity of the structural model
was tested by the conditions of the symmetry too (Fig. 3.13).

The eigenfrequencies for the right half and left half of the model were compared
for chosen mass configuration. The boundary condition was applied in the plane of
symmetry. The differences between eigenfrequencies of the left and right half of
the structural model were computed. For the first 30 structural eigenmodes was the
maximal frequency difference between left and right half of the model for all mass
variants is below 0.3 Hz. It means that the symmetry of the structural model was
very good and assembled model could be used for testing of the derived methods
and concepts for the optimal design of the ACFA flying wing. The total frequency
densities of the assembled flexible structure were in a good accordance with the pre-
vious concepts of the flying wings structure without parasitic modes in the frequency
range 0–30 Hz (Figs. 3.14, 3.15 and 3.16).

In the next step, the shear and normal forces and bending torques in the wings
root were computed.



3 Numerical Simulation Model 53

Fig. 3.7 Fuel masses in the wing tanks
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Fig. 3.8 Emptying strategy of the fuel tanks

Fig. 3.9 Lumped masses in the testing structure of the flying wing
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Fig. 3.11 Definition of load cases

Finally for the proved flexible structure of the flying wing, the result mass and
stiffness matrixes for the all load case configurations were generated and a first
hundred eigenmodes were computed. These information were used for deriving the
reduced-order model (ROM) (Fig. 3.17).
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3.3 ACFA BWB Structural Modeling

B. Paluch and D. Joly

3.3.1 Overview on Structural Modeling

This section describes the step adopted for the construction of the BWB FE model
within the framework of the ACFA program. After a brief description of the aircraft
geometry and the configuration as well as the material properties, more realistic
loading cases were determined in agreement with AIRBUS. The single shell con-
cept used for the fuselage was validated through a detailed calculation which led to
reinforce the initial structure to improve its buckling behavior. After having taken
into account the distributions of the nonstructural masses, finite element calculations
showed that the maximum strain criterion is satisfied. The aircraft mass breakdown
and inertia parameters could then be determined from this model (Figs. 3.13, 3.14
and 3.15).
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Fig. 3.13 Structural
model—left half

Fig. 3.14 Variant
00—frequency differences
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Because of the shape and the structural complexity of the BWB, the usual assump-
tions related to strength could become too restrictive. Consequently, an FE has been
built to calculate the thickness of the various components. The evaluation of a new
configuration is generally carried out on three levels:

Conceptual: starting from the aircraft mission specifications global results
concerning the most adapted aircraft geometry and performances are obtained.
Simple calculation procedures and expert knowledge are employed and the inter-
nal structure of the aircraft is not considered.
Preliminary: starting from more detailed specifications, a more precise weight
estimation of the primary and secondary structures is done, requiring more refined
computer codes, such as the FEM.



3 Numerical Simulation Model 57

Fig. 3.15 Variant
41—frequency differences
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Detailed: details (for example, technological constraints due to manufacturing)
of most of the aircraft parts or components are considered, leading to a precise
evaluation of the performances and costs of the project.

In this project, the design dedicated to the aeroelastic evaluation of this BWB concept
is more relevant on a preliminary level than on a conceptual one. The main problem
in the design step is to know the size of the smallest structural component that one
should take into account in the FE model. For the BWB, this size has been limited
to the frames and the stiffeners. Smaller components such as stringers, which play
an important role for elastic stability of fuselage and wing skins, for example, were
not meshed but included in the skin properties. In this manner, an FE model could
be built with a reasonable but sufficiently large number of nodes and elements,
allowing to perform an accurate analysis concerning flutter, weight estimation, and
design evaluation.

3.3.2 ACFA Geometry

3.3.2.1 Overall Configuration

The geometry of the BWB configuration was defined in the reference document
published in July 2008 by Technical University of Munich (TUM). The plane form
of the aircraft is shown in Fig. 3.18: the overall length and span are equal to about
43 and 80 m, respectively.

In this document, the following zones are distinguished in the structural concept
and in the FE model, respectively (Fig. 3.19):
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Fig. 3.16 Eigenfrequencies over load cases

Fig. 3.17 Testing
structure—static deformation
2 g

• the passengers cabin (pressurized),
• the cockpit (pressurized),
• the rear fuselage,
• the transition area (located between the cabin and the wing),
• the wing box,
• and the winglet box located at the wing tip.

Schematically, an aircraft structure can be split into two parts:

• the primary structure, designed to support the main loads such as aerodynamics,
cabin pressurization, and so on. The different zones defined previously are included
in this category,

• and the secondary structures which do not support the main loads, grouped in the
following devices:

– the aerodynamic devices like flaps (colored in blue in Fig. 3.19) and slats (green
in Fig. 3.19),
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Fig. 3.18 ACFA BWB overall dimensions

– the tanks,
– the engines,
– the “active” components (actuators, …),
– the “passive” components (seats, …).

All the devices attached to the primary structure do not affect the resistance of the
primary structure.

3.3.2.2 External Geometry

The external geometry of the aircraft was defined by a set of airfoils whose coordi-
nates were communicated to ONERA by TUM. The global aircraft geometry refer-
ence frame (Fig. 3.20) is defined by:

• the frame origin O located at the aircraft nose,
• the X axis directed backward (from the cockpit to the rear),
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Fig. 3.19 BWB main structural parts

Fig. 3.20 BWB reference
frame

• the Y axis directed from the fuselage center to the wing tip,
• and the Z axis defining a direct reference frame with the previous axis (and directed

upward).

Except for the winglets (whose airfoil are defined in planes parallel to the XOY
plane), the aircraft was defined by a series of airfoils whose coordinates are expressed
in planes parallel to the XOZ plane, and for several positions in span (along the Y
axis). The external shape can be defined by ruled surfaces between two consecutive
airfoils.

3.3.2.3 Internal Geometry

Cabin volume was designed to obtain a capacity of 470 passengers divided into two
classes (business class (BC) and economy class (YC)) on one deck. The cargo bay
is designed to have a capacity of 30 LD3s (that is, 12 pallets). The rear landing
gear boxes are located on both sides of the cargo bay as indicated in Fig. 3.21. The
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Fig. 3.21 CAD view of cabin and cargo bay locations in the BWB fuselage

pressurized volume of the cabin is thus defined (Fig. 3.21) by the external surface
of the fuselage, the cabin bulkheads, and the lateral walls between the cabin and
the transition area. Since the landing gear bays are not included in this pressurized
volume, they will not be modeled as structural elements.

The pressurized area will be the subject of a specific structural concept developed
in preceding European programs (VELA and NACRE). The rear part of the fuselage
(non-pressurized) is delimited by the rear cabin bulkhead and the wall which will have
to support the flaps. In the same way, the wing box is delimited by the leading and
trailing edge spars which respectively support the four slats and the flaps (Fig. 3.22).

3.3.3 Material Properties

3.3.3.1 Composite Materials

The major part of the structure will be manufactured with carbon fiber/epoxy matrix
laminates. C. Dienel from DLR-FA listed the advantages and the disadvantages
(Table 3.1) of the various processes which could be used to manufacture the structure:
hand lay-up, prepregs, or liquid composite molding (LCM).

According to Table 3.1, DLR deduced that it would be preferable, in terms
of mechanical properties to production cost ratio, to use composites worked out
by LCM. If the mass of the aircraft obtained with LCM composites would be
too high, DLR-FA then recommends to choose prepregs, in order to save mass.
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Fig. 3.22 Positions of flaps and slats

Another important material property is volumetric mass. TUM decided to take a
volumetric mass of 1,800 kg/m3 for all composite materials due to the local rein-
forcements. Since this work concerns a preliminary design, the mass will be evaluated
without considering the structure details. Some parts of the structure will be made
up of a combination of structural elements, such as the wing and cabin skins. In both
cases, the composite panels are stiffened by stringers.

To size the structure, a yielding stress criterion is required, and AIRBUS Ham-
burg suggested to use the following allowable strains for all considered composite
materials:

Ultimate loads:

|ε| ≤ εult = 0.5 % (3.3)

Table 3.1 Qualitative evaluation of current composite manufacturing processes (from C. Dienel,
DLR-FA)

Hand lay-up Prepreg technology Liquid composite molding (LCM)

Initial cost Low High Medium

Tooling costs Low High High

Labor costs High Medium Medium

Material costs Low High Low

Series volume <1,000 p.a. <3,000 p.a. <50,000 p.a.

Cycle time 3–24 h 5–24 h 15 min–24 h

Mechanical properties Modest Very good Good

Quality Modest Very good Good
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Limit loads:

|ε| ≤ εlim = 1

1.5
εult = 0.35 % (3.4)

This value has been obtained by dividing the ultimate load by a factor of 1.5.
The allowable value for limit loads takes into account the margins due to fatigue and
damage tolerance. The criterion which will be used contains the maximum absolute
value of the principal strain, such as:

ε = max (εI, εII) (3.5)

This value is compared with one of the two values (3.3) and (3.4), depending on the
studied load case, assuming that the allowable strains are identical in tension and
compression.

3.3.3.2 Other Materials

Other materials which could be used in the structure design are essentially aluminum
alloys with the following characteristics (recommended by TUM for a current alloy):

• Young’s modulus E = 70 GPa
• Poisson’s coefficient ν = 0.3
• yield strength σe = 300 MPa which leads to a yield strain of about 0.4 %
• volumetric mass ρ = 2,750 kg/m3.

3.3.3.3 Technological Constraints

A major technological constraint is the minimal thickness of a laminate. For the
skins, this thickness could be relatively small. However, composite materials being
not ductile, possible impacts can cause more serious damage to composites than to
metals. For the skins, AIRBUS recommends to use a minimal thickness of 2 mm in
order to preserve a sufficient level of laminate damage tolerance.

3.3.4 Load Cases

3.3.4.1 Cabin Pressurization

The maximum pressure difference in the passenger cabin and the cockpit, at the
highest flight altitude, is �p = 0.7 bar. This value corresponds to the difference
between the cabin and the atmospheric pressure, multiplied by a safety factor. Two
cases have to be considered:
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• limit pressure with �p = 0.7 bar
• ultimate pressure with �p = 0.7 bar × 2 = 1.4 bar

The second case corresponds to the cabin pressure test. During the sizing step, this
case will be considered apart from the other load cases.

3.3.4.2 Aerodynamic Loads

The total lifting force L acting on the half-BWB is given by the relationship:

L =
YT∫

0

l(y) dy = 1

2
Mg fL (3.6)

where M is the mass of the aircraft (MTOW, MZFW, …) depending on the considered
flight configuration, g the acceleration of gravity (9.81 m/s2), and fL the load factor.
Let be:

�Yt = 1

3
(YE − YF) and �Yw = 2

3
(YE − YF) (3.7)

the lengths of the second zone, where the subscripts t and w are related to the second
and last third of the wing span, respectively. The lifting force is then equal to:

L =
(

1

2
�Y + �Yw + YF

)
lmax (3.8)

from where one can easily deduce lmax and consequently the aerodynamic pressures
exerted on the fuselage (pf ) and the wing (pw), given by:

pw = lmax�Yw

Aw
and pf = lmaxYF

Af
(3.9)

where Af and Aw are the projected areas of the fuselage and the 2/3 wing,
respectively. For the fuselage, as for the wing, one considers the total projected
area (from the leading edge toward the trailing edge), that is, the area including slats
and flaps.

The calculation of the pressure distribution to be taken into account in the FE
model will be based on an elliptic distribution. The two values of mass (for the
half-BWB) to consider for the calculation of this new pressure distributions are
MTOW = 200 t and MZFW = 151 t. The calculation has been performed consider-
ing the following law for the kinetic lifting force l:

l = lmax

√
1 −

(
Y

YE

)2

. (3.10)
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Together with (3.9), the following relationship results:

L =
N∑

i=1

li (Y )�Yi = lmax

N∑
i=1

√
1 −

(
Yi

YE

)2

�Yi = 1

2
Mg fL (3.11)

Equation (3.11) allows to calculate lmax by carrying out the summation on a number
N of slices along the span Y. For the three loading cases considered hereafter, the
following values have been calculated:

• Case A: lmax = 161,228 N/m for M = 200 t (MTOW of the half-BWB) with
k = 2.5

• Case B: lmax = 121,727 N/m for M = 151 t (MTOW of the half-BWB) with
k = 2.5

• Case C: lmax = 64,491 N/m for M = 200 t (MTOW of the half-BWB) with k = 1

To calculate the pressure field, it is necessary to take into account the chord
variation law according to Y . The chord is interpolated linearly between two reference
airfoils. For each section located at a Yi position, the pressure pi is given by:

pi = lmax

ci

√
1 −

(
Yi

YE

)2

, (3.12)

where ci is the local chord at position Yi . The pressure distribution calculated accord-
ing to (3.12) gives, a priori, a load case more unfavorable than that initially pro-
posed by TUM. In Fig. 3.23 the strong differences due to the various Cases A–C are
shown.
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Table 3.2 Load cases considered for the BWB sizing

Load Maximum Mass Load factor Cabin pressure

Case Subcase Type strain (%) Type Value (t) Aero. (g) Inertia (g) (bar)

A 1 Limit 0.34 MTOW 200.0 2.5 −2.5 –

2 Limit 0.34 MTOW 200.0 2.5 −2.5 0.7

B 1 Limit 0.34 MTOW 151.0 2.5 −2.5 –

2 Limit 0.34 MTOW 151.0 2.5 −2.5 0.7

C 1 Limit 0.34 MTOW 200.0 −1.0 1.0 –

2 Limit 0.34 MTOW 200.0 −1.0 1.0 0.7

D 1 Ultimate 0.50 – – – – 1.4

3.3.4.3 Load Cases Summary

The various loading cases, which have to be considered to size the primary structure,
are summarized in Table 3.2. The positive sign means that the loads are applied
upward (that is, on the lower side for the aerodynamic loads), while the negative sign
means that the loads are directed downward. For the first three Cases A, B, and C, the
inertia loads are always applied in the opposite direction to the aerodynamic loads.
In the Case D, one considers only the ultimate cabin pressure without any other load.

3.3.5 Structural Concepts

3.3.5.1 Passengers Cabin

The structural concept adopted by ONERA for the pressurized part of the fuselage is
that which had already been proposed in the previous European programs VELA [4]
and NACRE [2], totally or partially dedicated to flying wings. The pressurized part of
a flying wing, made up of a volume which upper (suction face) and lower sides (under-
surface) are relatively flat, constitutes the most unfavorable configuration in terms of
structure behavior with respect to the compressive forces. In this area, the fuselage
does not have a circular cross section, and the pressure cannot be only balanced by
tensile stresses in the skins. In the absence of frames, the upper and lower skins will
be subjected to bending moments, and thus to very important stress gradients through
the thickness. The main issue of this configuration is that it is necessary to stiffen the
skin in order to limit, as much as possible, the flexural strains (and consequently the
stresses) to minimize the mass. By order of decreasing importance, the three types
of loading which induce bending moments on the fuselage skins are:

• the cabin pressurization,
• the transmission of a part of the bending moment from one wing to the other

(along the Y axis), the other part being transmitted by nonpressurized rear part of
the fuselage,
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Fig. 3.24 Loads acting on the fuselage upper skin

• and the transmission, along the fuselage (according to direction X), of the bending
moment induced by the weight of the aircraft structure as well as freight and
passengers.

The first and the third load cases all concern the cabin, while the second concerns,
approximately, the part of the fuselage located between the wing roots.

If one considers the cabin separation walls as nondeformable (in fact there are
slightly extended in traction), the upper side and lower side can be modeled (Fig. 3.24)
as flat panels clamped at their two ends. One of the two supports is fixed (on the level
of the symmetry plane XOZ of the fuselage), the other is movable.

The inner side of the skin is subjected to the cabin pressure p, since on one of
the embeddings one has a tensile force LB or a compression force, induced by the
bending moment MB passing through the central part of the fuselage and due to the
aerodynamic lifting force acting on the wings.

3.3.5.2 Configuration

In this configuration, it is obvious that a skin of a few millimeters thickness will be
unable to support these loads. The proposed single shell concept should support the
skin with transverse frames (I cross-section beams) lying in the direction Y . These
frames are in theory sufficient to support compression and tensile stresses induced
by the cabin pressurization acting on the skins. They support also the tensile (or
compression) stresses due to the side forces LB.

The bending moment supported by the transverse frames being very important,
the frame pitch is considerable smaller (about half) in X direction than in Y direction.
However, these frames are not able to support the bending moment along the X axis,
due to the weight of the aircraft. For this reason, it is also necessary to put frames in
the X direction. To avoid skin buckling, it would then be necessary to put stringers
on the inner skin side in the X direction.

The transverse and longitudinal frames constitute a kind of grid of the fuselage
structure which is able to support at the same time the cabin pressure as well as the
bending moments due to the lifting loads and the aircraft weight. The skins, lying
on a frame network, can then be locally considered as plates embedded on their
circumference. Since the frames support the bending moments as well as the lateral
compression load, the skin can then have a small thickness. However, in order to
avoid a too large deflection of the skin panels located between each frame under the
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Fig. 3.25 Skin stringers
layout within the supporting
grid

action cabin pressurization, it is also necessary to put stringers on the inner skin side.
Three stringers were laid out according to Fig. 3.25.

3.3.5.3 Finite Element Modeling of a Fuselage Portion

After having described the basic fuselage structure as well as the principles which
guided the technological choices, it is necessary to check, in detail, if the design
solutions are relevant from a mechanical point of view, and if they lead to a light-
weight concept. For this purpose, the single shell structure has been modeled by finite
elements to check the structural behavior under cabin pressurization and buckling.

A representative flat portion of the fuselage has been considered. It contains 13
transverse frames along the X axis and 8 longitudinal frames along the Y axis.
The skins and the frames were meshed with 4 node quadratic elements (Q4 linear
interpolation), while the frame flanges as well as the stringers were meshed with
beam elements. This mesh is sufficiently refined to calculate the local displacements
and deflections to show the stress concentrations and to perform buckling calculation
with confident results. The boundary conditions consist of clamping (blocking of Y
displacements) on one side, a blocking of vertical displacements (according to Z ) on
the longitudinal frames. In this area, the frames can be considered as embedded on
one side, but free to move in the transverse direction on the opposite side, due to the
lateral load LB, a blocking of displacements along X on both the transverse frame
ends.

The materials used to manufacture the different components are:

• for the skins: quasi-isotropic carbon-fiber-reinforced polymer (CFRP) laminate
• for the longitudinal and transverse frames: orthotropic CFRP laminate
• and for the stringers: orthotropic CFRP laminate.

The cabin pressurization p = 0.7 bar (see Sect. 3.3.4.1) and the lateral load LB
have been taken into account. This load depends on the bending moment due to the



3 Numerical Simulation Model 69

Fig. 3.26 Membrane loads
acting on fuselage skin

aerodynamic pressure distribution discussed in Sect. 2.4. The most adverse loading
Case A has been applied by integrating the respective pressure distribution.

According to the diagram of Fig. 3.26, one can estimate the lineic compression
load LB in the following way. If we assume that only the lower and upper skins of
the fuselage support the bending moment, one can then write that:

LB = MB

H W
(3.13)

where W and H respectively represent the equivalent width of the fuselage involved
in the transmission of the bending moment and the distance between the two skins.
A mean value of LB equal to approximately 500 kN/m was calculated.

The first calculation checked the stresses induced by the cabin pressurization only.
Figure 3.27 shows the map of the displacement field calculated by FEM, where it is
clearly visible that displacements result from the superposition of a global displace-
ment due to the transverse frame deflection, and a local skin deflection, limited to
small values because of the stringer stiffness. The mean skin waviness amplitude
does not exceed 20 mm, which should not deteriorate the air flow around the fuse-
lage, and thus the aerodynamic performances. Strain distributions in the skins and
the frames have been checked. It can be noted that the maximum strain does not
exceed 0.2 %, which largely satisfies the allowable strain criterion in Sect. 3.3.3.1.
The longitudinal frames are strained at a very low level.

In the overall weight estimation, the transverse frames have the most significant
weight contribution, because they mainly support the bending moments. Overall, a
total specific weight of 21 kg/m2 was estimated for the design.

In addition to the pressure cabin loading case, we added a lateral compression load
LB = 500 kN/m to check the buckling behavior of this fuselage portion. We chose a
nonlinear elastic calculation method, giving results closer to reality. This calculation
consists of application of load increments and to evaluate the tangent stiffness matrix
at each iteration. For the initial concept, the buckling load is equal to approximately
25 % of the ultimate load. This small value was mainly due to the local buckling of
the transverse and longitudinal frame flanges. It has been decided to put stiffeners on
the longitudinal frames, and to reinforce the lower parts of the transverse frames with

http://dx.doi.org/10.1007/978-3-319-10792-9_2
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Fig. 3.27 Displacement field (left scale in m) calculated for cabin pressure only

cross-section beams. The frames were also reinforced by using a sandwich structure
to increase the flexural inertia in the transverse direction. Since the transverse flexural
stiffness of the frames plays a central role, it is preferable to reinforce them by a kind
of stringer, rather than to increase the web thickness. For this reason, the thickness
of the transverse frames was not modified.

The thickness of the skin was changed, and this modified structure supports the
combined effect of the cabin pressurization and the lateral compression load. In fact,
LB has a stiffening effect on the frames, and the global displacement is smaller than
that obtained for the cabin pressurization only. The mass per unit area increases from
21 to 23 kg/m2. The cabin will thus be reinforced in this way to resist at the same
time to the internal pressurization, to the compression load induced by the bending
moment due to the wings, but also to the bending moment due to aircraft own weight
and payload (along axis X ). As for the wing, we will use an equivalent material with
specific properties for membrane/flexion coupling.

3.3.5.4 Cabin Lateral Bulkheads

Around the cabin, the forces induced by cabin pressurization are supported by three
convex walls located:

• at the fuselage leading edge (CB1),
• between the cabin and the transition area (CB2),
• at the rear cabin bulkhead (CB3).
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In the optimal case, these walls should have a semi-cylindrical shape, in order to
balance the cabin pressure by tensile stresses, to minimize the wall deformation as
well as its thickness and mass. This constitutes the ideal case which, in fact, is only
satisfied for CB3 since it is not possible to design a semicircular wall when:

• the external shape is imposed, as for the leading edge of cabin (CB1), by the
aerodynamic shape of the airfoil,

• there is a strong variation of the external shape, as in the transition area.

In those cases, the wall can have only an elliptic shape which main dimensions
(b/h < 1) are imposed by the tangency conditions with the other surfaces. Indeed,
when the b/h ratio decreases, it is necessary to increase the wall thickness to maintain
the strains below the allowable level, which leads to an increase in the mass. The
addition of stiffeners on the wall skin (I cross-section shape) makes it possible to
reduce the strains, by limiting the deflection, and thus to minimize the mass. This is
the solution adopted in the fuselage concept to stiffen the bulkheads CB1 and CB2,
but also CB3. Although in the rear bulkhead CB3, the shape is already semicircular,
stiffeners were added to improve the elastic stability of the bulkhead regarding to
local buckling.

3.3.5.5 Passengers Floor

The passengers floor (Fig. 3.28) is manufactured with composite material transverse
beams (along Y axis) connected by some longitudinal beams of the same size. These
beams confer floor flexural stiffness, and support another set of beams of smaller
section along the X axis, with a small pitch to be able to fix the passenger seat rails.
The largest beams are connected to the cabin separation walls as well as the cabin
bulkheads by lattices made up of circular cross-section rods connected to the X and
Y frames. There are two kinds of lattices: those laid out in vertical plane to attach

Fig. 3.28 Passengers floor mesh and construction
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the cabin floor to the cabin structure, and those arranged on a horizontal plane to
attach the passenger floor to the bulkheads to avoid large lateral displacements. This
lattice consists of parallel rods connected to each other by rods laid out in diagonal
(Fig. 3.28) to support the shear forces.

3.3.5.6 Transition Area

The transition area is a more complex structure subjected to high loads, since the
bending moment is transmitted from the wing to the fuselage, as well as the shear
forces. Figure 3.29 shows two views of the FE mesh to distinguish the main compo-
nents:

• the skins (on top left of Fig. 3.29),
• the four spars: the first (S1) connecting the cabin leading edge spar, and the third

one (S3) connecting the trailing edge spar to the rear fuselage spar,
• stiffeners laid out between the spars on the skin sides and connecting the wing box

to the fuselage Y frames.

The four spars are reinforced by flanges (not shown in Fig. 3.29) extended to the
wing.

3.3.5.7 Rear Fuselage

The rear fuselage part, although not pressurized, has to support the engines, the
aerodynamic pressure loads, and the forces at the flap hinges. It also transmits a
fraction of the wing bending moment, because the last spar of the transition area
is attached to one of the two transverse frames. The structure is conventional in
the sense that it consists of two spars connected with ribs, on which lie the skins.
In this manner, the structure is designed as a nondeformable box. However, spars,

Fig. 3.29 Transition area structure
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ribs, and skins are thin, and the risk of buckling is avoided by laying stiffeners on
these components. To simplify the FE model, the engine mast is modeled with beam
elements connected to one of the spars, and the engine is represented by a mass
point.

3.3.5.8 Wing

The wing can be divided in three zones (Fig. 3.30) called W1, W2, and Wa. The two
first are related to the wing itself, while the last one is related to the reinforcement
of the wing tip in the vicinity of the winglet. The structure contains four spars in W1
part and three in W2, ribs as well as skins (not shown in Fig. 3.30). The skins and the
spars are subjected to compression and tensile stresses due to the bending moment,
while the ribs ensure the elastic stability of the skins with respect to global buckling.
Between two consecutive ribs, the skins are reinforced by stringers to avoid local
buckling.

The rib pitch pR has been determined by the following empirical rule:

pR = 0.8
√

tA (3.14)

where tA is the airfoil thickness. Since the airfoil chord (and consequently the thick-
ness) decreases from the wing root toward the wing tip, pR decreases also along the
span YL. In order to build the wing mesh in a simple way, the rib pitch is varied by
steps of decreasing values.

Fig. 3.30 Wing structure



74 F. Stroscher et al.

Fig. 3.31 Winglet structure

3.3.5.9 Winglet

The winglet has the same structure as the wing, except that there are two spars
instead of three (Fig. 3.31). Preliminary flutter analyses revealed a too great flexibility
in torsion of the wing area Wa. Consequently, this area was reinforced by cross ribs
laid out at angles equal to more or less 45° to the spar direction. The flutter calculations
moreover showed that the mass of the winglet was also important, and that its size
had to be reduced.

3.3.5.10 Flaps and Slats

In order to simplify the FE model, which has to be sufficiently representative of the
real structure behavior (in particular for flap modes), the slats and the flaps were
modeled with plate elements (Fig. 3.32), in accordance with the geometrical data of
Chap. 2, namely:

• 4 slats (1–4) attached on the wing box,
• 4 flaps (4–7) attached to the wing box, and
• 3 flaps (1–3) attached to the rear fuselage.

The structure of each flap consists of two skins assembled on spars and ribs. A
flap is articulated on the wing trailing edge with several hinges and is actuated by
jacks. The jacks (2 per flap) and the hinges (3 per flap) were modeled with beam
elements on which stiffness and mass were allocated. The hinge and jack masses were
determined by analytical formulations and were distributed on the flaps. Figure 3.51
shows a flap cross section and one can consider, at first approximation, that the two
skins constitute an isosceles triangle. From the trailing edge spar heights h1 and
h2 corresponding to the flap span beginning and end positions, we determined the

http://dx.doi.org/10.1007/978-3-319-10792-9_2
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Fig. 3.32 Slats and flaps FE modeling

average height h of this flap as well as the average heights Hm (Fig. 3.33), such that:

h = h1 + h2

2
; Hm1 = 5

6
h; Hm2 = 1

2
h; Hm3 = 1

3
h (3.15)

In order to take into account a decreasing flexural stiffness, the flaps were divided
into three elements along the chord c. Each element consists of two skins of same
thickness e, parallels between them with a distance Hm1, Hm2, and Hm3 according
to their position in chord. In the FE model, a plate element is thus affected with a
thickness 2e, and its inertia I1 per unit of width has a value:

I1 = (2e)3

12
(3.16)

Fig. 3.33 Equivalent flap stiffness scheme
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In fact, the real inertia I2 of the plate element is:

I2 = 2e

(
Hm

2

)2

(3.17)

In the Nastran plate element properties card we affected a multiplying coefficient
R for the inertia of each element, in function of its position in chord such as:

R = I2

I1
= 2H2

m

e3 (3.18)

The material considered is a quasi-isotropic composite laminate. Since inertia
depends primarily on the skins, only the skins were taken into account in the calcu-
lation of R.

3.3.6 Nonstructural Masses

The FE model automatically takes into account the mass of each element, through
the dimensions and the density of the material (see Sect. 3.3.3.1). However, it is also
necessary to incorporate the nonstructural masses.

3.3.6.1 Fuel Tanks

Among all these masses, the fuel (ρ = 803 kg/m3) represents the most important
part, and is distributed as follows (Fig. 3.34):

• Wing tank 1: 13,500 kg
• Wing tank 2: 5,150 kg
• Wing tank 3: 4,750 kg
• Center tank: 35,300 kg.

For each tank, the masses were assigned uniformly on the tank projected area,
connected to the eight nodes located at the corners of each subtank (the displacement
of each node of the structure is related to the displacement of the mass node).

In this model, we considered a full fuel center tank located in the fuselage area
indicated in Fig. 3.35, that is, below the passengers floor and over the X and Y frames
of the fuselage primary structure.

As proposed by Airbus, this tank will be probably used to adjust the aircraft CG
and will not be uniformly filled over its entire length. This procedure allows to adjust
the CG position Xg (compared to origin 0 of Fig. 3.35) by variation of the filling
length Xm.
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Fig. 3.34 Fuel tanks mass distribution on the BWB FE model

Fig. 3.35 Center fuel tank
geometry

3.3.6.2 Flaps, Slats and Landing Gears

Due to the size of the flaps located at the rear fuselage and the loads they have to
support, their mass per unit area is higher than those of the flaps located on the wing
trailing edge. Within the framework of the previous European Commission (EC)
program NACRE task 3.2, concerning the engine integration at the rear of a flying
wing, these flaps have been suitably meshed. From this work, a realistic value has
been estimated for this unconventional flap.

The mass of the landing gear was assigned in the same way as for the fuel tanks.
The masses were distributed uniformly over the projected area of the bays and on the
lower side skin of the fuselage. To preserve the simplicity of the model, the landing
gear boxes were not meshed, although they probably represent a certain mass penalty
(Fig. 3.36).

3.3.6.3 Equipments

The masses of the equipments have been grouped into three categories:

• navigation and communication: 900 kg
• electric systems and furnishings: 9,685 kg
• operating items: 17,710 kg.
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Fig. 3.36 Landing gears mass distribution on the BWB FE model

Fig. 3.37 Equipment mass distribution on the BWB FE model

These values were obtained by gathering the various mass items provided by TUM.
Their assignment has been done in the same way as explained before (Fig. 3.37).

3.3.6.4 Freight and Passengers

The mass assignment is shown in Fig. 3.38. Freight as well as passengers masses
were evaluated as 7,200 and 19,100 kg, respectively.

3.3.7 Finite Element Calculation

3.3.7.1 Mesh

Only one half of the aircraft has been meshed (Fig. 3.39), and the mesh is composed
of the following elements (with linear displacement interpolation):

• CQUAD4: quadrangular plate elements
• TRIA3: triangular plate elements
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Fig. 3.38 Freight and passengers mass distribution on the BWB FE model

Fig. 3.39 Complete FE model of the half-BWB

• CBAR: beam element
• CROD: rod elements (tensile/compression force along rod axis only).

The total number of nodes and elements are equal to about 11,800 and 23,000
respectively. The structure has been meshed with PATRAN software and the FE
calculations were performed with NASTRAN (MSC Software).

3.3.7.2 Loads and Boundary Conditions

For the static calculations, the loading cases of Table 3.2 were applied to the model.
The boundary conditions consisted in blocking in the mid plane (Y = 0):

• all the displacements in the Y direction for the nodes located in this plane (loading
symmetry condition),

• displacements in the Z direction for the nodes located at the two ends of the
fuselage,
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• and some displacements in the X directions for the nodes located in the vicinity
of the cockpit.

3.3.7.3 Strain Analysis Procedure

For each loading case, it was evaluated that the strains supported by the different
structural components did not exceed the allowable values of Table 3.2. Consider
loading Case D, for which the allowable strain should not exceed 0.5 %. Let the
principal strains calculated at the center of each element number i (i = 1, . . . , N )
of a given structural component (for example, the lower fuselage skin), N being
the number of elements of this component. For each element i, one takes only into
account the maximum value of the principal strain, such as:

εi = max
(
εi

I , ε
i
II

)
, (3.19)

εi
I , ε

i
II being the principal strains.

For each element having an area Si , the couples (Si , εi ) are ranked by increasing
strain values, such as:

εi < εi+1 (3.20)

The associated probability is then evaluated with the following relationship:

Pi =
∑i

j=1 S j

∑N
j=1 S j

, (3.21)

the denominator representing the area of the component. In this way, one obtains the
fraction of the component area for which the strain is smaller than a given value εi .
The graph of Fig. 3.40 shows the strain distribution function for the lower fuselage
skin calculated for the loading Case D of Table 3.2.

From Fig. 3.40, it is obvious that 60 % of the skin area is subjected to a strain
lower than about 0.2 %, and that the whole component is not subjected to strains
higher than 0.5 %. The strain criterion (1) is thus satisfied. From the distribution
of Fig. 3.40, the strains at different area percentages have been extracted for the
loading Case D. As a matter of fact, more than 99 % of the skin area is sub-
jected to strains lower than 0.47 %, and that only 1 % exceeds the limit strain of
0.5 %.

In this kind of analysis, it is necessary to keep in mind that the FE model is the
result of a preliminary design approach, so all the parts of a given component are not
obliged to be under the allowable value. For example, one can tolerate that 5 % (even
10 %) of the component area will be above the allowable value, because generally
a large fraction of the component will be subjected to very small strains. Since the
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Fig. 3.40 Max strain distribution calculated for the upper skin and load case D

thickness was set to a constant value for a structural component, the mass surplus of
the less strained areas could be reallocated to the higher strained areas, which leads
to a mass redistribution without global mass variation.

3.3.7.4 Static Calculation Results

To illustrate the preceding step, the graph of Fig. 3.41 clearly highlights that in most
of the components, 95 % of their area is under the allowable strain of 0.34 %. Some
components should therefore be reinforced, but within the framework of this project
and regarding the small percentages concerned by higher strains, this is more relevant
for a detailed design.
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Fig. 3.42 An example of superimposition of global and local modes ( f = 8.8 Hz)

3.3.7.5 Modal Analysis Results

Modal analysis has been performed under NASTRAN to check if there were no
local modes which could lead to a more complicated flutter analysis. During this
task, several analyses were performed, especially for the cabin floor, which was
reinforced to eliminate most of the local modes. The first wing bending mode comes
to lie at 1.16 Hz. Bending and torsion modes of the wing can be easily identified
since they are not coupled. But at higher frequencies, some local modes can appear
as shown in Fig. 3.42. The shown mode is a result of a superposition of a global wing
mode and a local flap mode.

The first passenger floor mode is over 10 Hz, which is in agreement with the
recommendations of the ACFA team. Since one of the goals of this project is to
study the influence of the aircraft aeroelastic behavior on the passenger comfort,
floor stiffness properties have also to be set by the following design tasks. This will
be easily done in the FE model, where the main components are set in different
element groups which can be clearly and quickly identified.

3.3.8 Mass Estimation

3.3.8.1 Weight Breakdown

Table 3.3 summarizes the weights estimated for the different aircraft configurations.
It gives the weight breakdown of the BWB primary structure calculated from the FE
model. This table includes some values estimated by TUM such as the engine and
the landing gears.

MTOW and MZFW are respectively equal to 391 and 273 tons. These values
can be compared to the values taken into account to determine the loading cases
of Sect. 3.3.4, which were equal to 400 and 302 tons respectively. The calculation
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Table 3.3 Weight summary for the half and complete BWB

Item Item weight (kg) Total (kg)

Structure 164,292 164,292

Equipments 21,170 (MWE) 185,462

Ops items 35,420 (operating empty weight (OWE)) 220,882

Freight and pax 52,582 (MZFW) 273,464

Fuel 116,800 (MTOW) 390,864

carried out with the initial values in Sect. 3.3.4.2 is thus slightly conservative and the
weight difference is acceptable.

3.3.8.2 Aircraft Mass and Inertia Properties

The values of the half aircraft inertias given by the FE model at the CG, in the
reference frame (Sect. 3.3.2), are given in Table 3.4. The position of CG is quite the
same between both configurations, although inertias vary much more significantly
because of the full tanks.

3.3.9 Conclusion

The initial model has been modified many times to take into account the suggestions
of the different partners. In accordance with the remarks of TUM, some parts of
the structure were reinforced with respect to buckling, and the material properties
have been updated according to the technological constraints induced by the man-
ufacturing process. The flutter preliminary calculations showed that it was crucial
to reinforce the winglet and the surrounding attachment area at the wing tip, and
to reduce the winglet area. The updated model was finally delivered to the partners
responsible for model analysis and reduction.

Table 3.4 Inertia of the
complete BWB calculated at
the aircraft CG in the
reference frame

MTOW MZFW

Inertia (kg m2)

XX 2.6224E+07 1.6127E+07

YY 3.0242E+07 2.4743E+07

ZZ 5.3114E+07 3.8209E+07

CG location (m)

Xg 23.64 23.55
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3.4 Aerodynamic Modeling

C. Breitsamter, M. Meyer, D. Paulus and T. Klimmek

Unconventional aircraft designs like BWB designs are a possible solution to achieve
the ambitious economic and ecologic goals of future air transport systems to reduce
the fuel consumption, CO2-emissions by 50 % and the external noise by 4–5 dB. In
previous project dealing with BWB configuration, like the EC-funded projects VELA
(2002–2005) and NACRE (2005–2008), the high need for active control and related
expertise has been identified. Since flight control design and flight performance are
strongly influenced by the aircraft aerodynamics, it is inevitable to have accurate
aerodynamic predictions even in the preliminary design process. Due to the strong
nonlinear phenomena occurring on the BWB configuration, results of acceptable
accuracy can only be obtained by high-fidelity simulations as opposed to simplified
approaches, for example, empirical methods or linear aerodynamic methods without
corrections. This section summarizes the aerodynamic computations carried out in
task 2.2 of ACFA 2020. The goal is to provide a database of steady and unsteady
aerodynamic data for task 2.3 that can be used for the setup of a reduced aerodynamic
model in the frequency domain of the flight dynamics and the aeroelasticity of the
ACFA BWB configuration. The data should cover the complete flight envelope, from
low speed to cruise speed.

At first, the numerical methods used for the aerodynamic computations by the
different partners, DLR-AE, FOI, NTUA, and TUM-AER, are explained with the
focus on the fundamental concepts covering the flow physics.

3.4.1 Numerical Methods

In this subsection, the employed numerical methods are briefly described. Since
potential flow methods are very robust and time efficient, they are the standard
tools for aeroelastic simulations in industrial practice. Nevertheless, computational
fluid dynamics (CFD) solvers provide much better accuracy in the transonic regime.
Hence, several flow solvers based on different numerical methods are applied for
the ACFA BWB configuration to provide the best fitted and most efficient solu-
tion approach according to different flight conditions. Furthermore, a comparison
between independent flow solvers is valuable to assess the numerical results in lack
of experimental data. DLR-AE used linear potential flow methods to predict the
aerodynamic pressure distribution. FOI, NTUA, and TUM-AER solved the Euler
equations, while FOI also conducted simulations based on the Reynolds-averaged
Navier-Stokes (RANS) equations. The structured and unstructured meshes for solv-
ing the Euler equations were built with the commercial software ANSYS ICEM-
CFD by FOI. The meshes for the RANS equations were built using the unstructured
Euler meshes and an FOI-in-house software TRITET based on an advancing front
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algorithm in order to create a hybrid mesh of prismatic and tetrahedral elements. The
generation of the deflected fluid surface grids according to the structural eigenmodes
was done by FOI.

3.4.1.1 Potential Flow Methods

In order to cover the low-speed regime (M = 0.2–0.6), the commercial surface panel
method VSAERO was used by DLR-AE. VSAERO solves the three-dimensional
potential flow equations by the boundary integral method (panel method) based on
Morinos formulation [7]. Viscous boundary layer effects are calculated by integral
methods which include convergence/divergence terms along streamlines and are cou-
pled to the potential flow solution by surface transpiration. Wake models for wing
trailing edge separation, bluff-body and cross-flow separation are available. Matrix
solutions are obtained by a variety of methods which include Direct, Blocked Gauss-
Seidel, Banded Jacobi, and GMRES solvers. An option to VSAERO is to calculate
the aerodynamics of a structure oscillating with a prescribed shape, amplitude, and
frequency. So the steady and oscillatory pressures including the in-phase (real) and
out-of-phase (imaginary) pressures are determined. Linear analysis is used to achieve
calculation times equivalent to steady-state calculations. The unsteady pressures can
be linearized about the freestream, or for greater accuracy, linearized from the steady-
state solution. Aeroelastic calculations of divergence and flutter are possible by gen-
erating the aerodynamic influence coefficients suitable for calculating pressures on
a body undergoing arbitrary oscillations. A structured, multi-block surface grid of
the ACFA BWB configuration was generated for VSAERO. The mesh is depicted in
Fig. 3.43. The potential flow model needs also a geometry description of the trailing
wakes. They are attached to the trailing edges of the wing-body shape including the
winglets. The mesh consists of 19,398 body panels and 6,482 wake panels. For Mach
numbers higher than M = 0.6, VSAERO is hardly applicable, because of the pres-
ence of aerodynamic shocks which cannot be captured correctly by this method. The
grids are locally refined in areas where flaps are located. By modifying the boundary
condition for panels representing a flap, static computations for deflected flaps can
be conducted efficiently without modifying the actual geometry. VSAERO was also
used to calculate the dynamic derivatives.

3.4.1.2 CFD Methods

All aerodynamic simulations by FOI were carried out using the in-house CFD code
EDGE [1]. EDGE is a parallelized CFD flow solver system for solving 2D/3D
viscous/inviscid, compressible flow problems on unstructured grids with arbitrary
elements. The flow solver employs an edge-based formulation which uses a node-
centered finite volume technique to solve the governing equations. The control vol-
umes are nonoverlapping and are formed by a dual grid, which is computed from
the control surfaces for each edge of the primary input mesh. In the flow solver,
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Fig. 3.43 Panel mesh by DLR-AE

the governing equations are integrated explicitly toward steady state with Runge-
Kutta time integration. Convergence is accelerated using agglomeration multigrid
and implicit residual smoothing. Time-accurate computations can be performed using
a semi-implicit, dual time-stepping scheme which exploits convergence acceleration
technique via a steady-state inner iteration procedure. EDGE solves the RANS com-
pressible equations in either a steady frame of reference or in a frame with system
rotation. Turbulence can be modeled with eddy viscosity models or explicit algebraic
Reynolds stress models. Edge contains different spatial discretizations for the mean
flow as well as the turbulence, different gas models, steady-state and time-accurate
integration, low-speed preconditioning, etc. Applications include shape optimiza-
tion and aeroelasticity. The used unstructured meshes comprise up to 1.37 million
nodes for inviscid simulations and up to 12.2 million nodes for the viscous case. In
Fig. 3.44, a surface mesh of the winglet is depicted.

In the TUM-AER flow solver AER-Eu, the Euler set of equations are discretized
on structured finite volume grids [3]. The numerical convective fluxes are computed
by the Roe scheme, and the diffusive fluxes are discretized by the Chakravarthy
method. A total variation diminishing scheme prevents unphysical oscillations. For
time advancement, the current calculations use a time-accurate scheme with lower-
upper symmetric successive over relaxation (LU-SSOR). The numerical solver is
second-order accurate in time and space. The AER-Eu has some special features.
One is the ability to compute unsteady flows also forthright in the frequency domain,
which guarantees high computational time efficiency in terms of CFD. It is based on
a linear small disturbance approach applied to the Euler equations. Another feature
is the extension to a Navier-Stokes set of equations in the AER-NS solver. With
algebraic, 1- and 2-equation turbulence models RANS simulations can be carried
out. These two features are not exploited in the ACFA 2020 project. However, an
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Fig. 3.44 Unstructured surface mesh at winglet by FOI

exploited feature is the ability to simulate deforming geometries. For calculations
with deformed geometries, both deformed and undeformed spatial grids are required.
The undeformed grid for the TUM-AER simulations was generated by TUM-AER
in the commercial tool ANSYS ICEM-CFD and optimized by a TUM-AER in-house
globally elliptic smoothing tool. This basic structured grid shows a favorable OO-
block topology and consists of 1 million computational cells as depicted in Fig. 3.45.
Domain extents are chosen such that farfield boundary conditions do not influence
the flow physics near the aircraft. Grid independency was proven by grid conver-
gence study. Besides the instantaneous and time-averaged aerodynamic derivatives,
generalized aerodynamic forces (GAFs) are output of AER-Eu.

The NTUA flow solver is based on a vertex-centered finite volume scheme. The
flow equations are cast in conservative form and integrated over finite volumes
defined around the grid vertices. This solver may support unstructured or hybrid
grids consisting of tetrahedra, hexahedra, pyramids, or prisms. The finite volumes
are defined around each grid node, connecting the mass centers or circumcircles of
the surrounding elements and the midnodes of the edges emanating from each node.
For the given computational meshes, the second definition proved more efficient and,
thus, is employed. Fluxes crossing the finite volume boundaries are all computed with
second-order accuracy. The inviscid flux crossing the interface between the volumes
centered at two adjacent nodes is computed by using the flux vector splitting scheme;
second-order accuracy is obtained through variables extrapolation. The least squares
method coupled with the Venkatakrishnan limiter was used for the reconstruction of
the variables at the finite volumes interfaces. Dual (real and pseudo) time-stepping
is employed. In the unsteady computations carried out, the computational mesh of
each physical time step derives from the deformation of the previous real time step
based on the selected mode or moving flap. The numerical solution of the discretized
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Fig. 3.45 Structured O–O-topology by TUM-AER

flow equations between two successive time steps is carried out by repetitively using
the point implicit Jacobi method. The flow solver is fully parallelized, based on
the multi-domain technique, and the PVM or MPI protocols. All the computations
presented in this report have been carried out using the Euler equations solver.

3.4.1.3 Aeroelastic Coupling

Several procedures were tested for the fluid-structure coupling, especially procedures
that do not require hand-selection of the nodes in the structural model in order to
extrapolate the structure modal displacements to displacements of the CFD surface
mesh. After several evaluations, the radial basis functions (RBF) were used for all
computations. In the following, the eigenvectors or mode shapes, defined at the
degrees of freedom of the FE model, are interpreted as deformations of the wetted
surface, in terms of CFD mesh displacements. At first, the FE model and the CFD
reference surface meshes were fitted to each other. The fluid mesh is translated and
rotated so that leading and trailing edges in both grids fit each other. Denoting the
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displacement vector by V, the coupling between the structure and the fluid models
is realized by

VCFD = HVFEM. (3.22)

The matrix H represents the spline matrix and is computed by RBF. The aerodynamic
forces F acting on the structure and the fluid surface are also related by this spline
matrix

FFEM = HTFCFD. (3.23)

This formulation defines a conservative fluid-structure coupling, which can be shown
by

VT
CFDFCFD = (HVFEM)T FCFD = VT

FEMHTFCFD = VT
FEMFFEM. (3.24)

The conservation of work is important for solving accurately aeroelastic problems. It
guarantees that the GAFs computed by CFD are identical to the GAFs defined in the
structure model. Unsteady aerodynamic methods can require scaling of the displace-
ments in order to assure linear aerodynamic behavior and hence linear dependency
of the GAFs with respect to the structural deformation. The CFD modes delivered
by FOI were scaled such that the maximum displacement of each mode after scal-
ing is 1/500 of the MAC. Finally, the GAFs Q due to harmonic oscillations in
mode i and projected on mode j depend on the reduced frequency and are given
by

Qi j =
∫

S

cpi Vj dSi . (3.25)

S denotes the surface normal vector and cp is the pressure coefficient.

3.4.2 Steady Simulation Results

The aim of this section is to give an overview of all computational results as
well as a qualitative assessment of the data. Since experimental data are not
available, a quantitative validation of the simulation results is not possible. But
the results obtained by the different partners are compared. The next subsection
deals with the assessment of the aerodynamic design based on steady simulation
results.
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3.4.2.1 Comparison of Numerical Models and Solvers

In terms of efficiency, the use of different flow models is common in aerodynam-
ics because the relative viscosity, compressibility, and cross-flow effects vary with
altitude and speed of the aircraft configuration. Different models are used in task
2.2 in order to build a database of aerodynamic data for the development of the flight
control system.

In Fig. 3.46, global force and moment coefficients are plotted over the angle of
attack for Mach numbers ranging from M = 0.2 to M = 0.6. Since no transonic
flow effects are observed in this velocity range, steady-state results obtained by
a RANS, using the Spalart-Almaras turbulence model, computed by FOI (FOI-R)
are compared to semi-empirical results obtained with VSAERO (DLR-AE). Both
models agree well regarding the lift coefficient. Differences appear for the drag and
the pitching moment coefficient and vary with Mach number and angle of attack.
The trend observed here is that results using VSAERO yield smaller absolute values

Fig. 3.46 Global force and moment coefficients for varying angle of attack and Mach number
M = 0.2–0.6, DLR-AE (VSAERO), FOI-R (RANS), FOI-E (Euler)
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Fig. 3.47 Global force and moment coefficients for varying angle of attack and Mach number
M = 0.75, DLR-AE (VSAERO), FOI-E (Euler), TUM-AER (Euler), NTUA (Euler)

than the simulations using the RANS solver in an interval of angles of attack from
α = −4◦ to 5◦. The Mach number does not seem to influence these differences in
the present velocity range.

Transonic effects become important for Mach numbers greater than 0.6 for this
aircraft configuration. This can be observed in Fig. 3.47, especially in the moment
coefficient. Since compressibility and three-dimensional effects cannot be repre-
sented accurately by VSAERO the deviations between the results increase. Differ-
ences in the results are not always caused by the simplifications made on the flow
equations as for instance neglecting viscosity. There are also differences due to the
numerical scheme used for solving the flow equations. The flow solvers used by
FOI and NTUA use a vertex-centered finite volume scheme, whereas TUM-AER
uses a finite volume discretization that is cell-centered. Both NTUA and TUM-AER
used a Roe scheme with flux limiters whereas FOI used the second- and fourth-order
artificial dissipation model (JST model). The comparison between NTUA, FOI-E,
and TUM-AER indicates a good agreement on the lift force but also significant
differences on the drag prediction, see Fig. 3.47. The drag obtained by the Euler
solvers of TUM-AER and NTUA is considerably larger than the drag obtained by
the Euler solver of FOI (FOI-E). This can be caused by the size of the fluid domain
between the mesh built by FOI where the farfield boundary conditions are typi-
cally 50 chords away from the aircraft, whereas for TUM-AER the domain is much
smaller.

In Fig. 3.48, the pressure coefficient distribution is given in four spanwise sections.
Compared are inviscid simulation results provided by FOI, NTUA, and TUM-AER
on meshes of different size. Effects of the mesh resolution are determined to be
very small and hence the solution can be regarded as grid-converged. Discrepancies
occur concerning the shock position, especially in the two outer sections. The shock
position computed by FOI and TUM-AER agrees quite well, while NTUA predicts
a shock located further downstream.
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Fig. 3.48 Pressure coefficient distribution for α = 1.7◦ and M = 0.85 at different spanwise
locations η, FOI-E-7 (Euler, mesh coarse), FOI-E-8 (Euler, mesh fine), TUM-AER (Euler), NTUA-
7 (Euler, mesh coarse), NTUA-8 (Euler, mesh fine)

3.4.2.2 Aerodynamic Design Analysis

The aerodynamics on the BWB aircraft are determined by strong nonlinear effects.
A complex shock system is built up on the lower and upper part of the wing and the
winglet at cruise conditions, shown in Fig. 3.49. With increasing Mach number , the
shock system moves toward the trailing edge. The shock position differs strongly in
spanwise direction. Hence, the strong shocks and the spanwise variation in shock
locations affects markedly the aerodynamic performance, but the project was not
aimed on a fully optimized transonic aerodynamic design.

Figure 3.50 shows the effect of the Mach number on the lift, drag, and the pitching
moment coefficient. At higher Mach numbers, shock systems dominate the flow
physics of the aircraft and thus the aerodynamic coefficients. Due to the shock system,
the suction region on top of the wing becomes larger. This leads to a higher lift and
higher drag coefficient. The total drag coefficient is mainly increased due to the
contribution of the wave-drag. With increasing Mach number and angle of attack,
respectively, the shock strength increases and the shock system moves toward the
trailing edge of the wing leading also to a change in the pitching moment coefficient.
This shock movement is also visible in the pressure coefficient plots at the two mid-
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Fig. 3.49 Mach-isosurface (M = 1) for M = 0.85 and α = 1.7◦, TUM-AER (Euler)

Fig. 3.50 Global force and moment coefficients for varying angle of attack and Mach number,
TUM-AER (Euler)

flap positions in Fig. 3.51. The shock positions differ strongly in spanwise direction.
Between M = 0.85 and M = 0.88, the shock position varies by 5 % on the inner
wing, while it varies by 15 % on the outer wing. The respective shock strength shown
by the pressure coefficient increase is 10 % higher on the outer wing then on the inner
wing. At M = 0.75, no shock occurs on the wing. A slightly smaller variation occurs
for different angles of attack, see Fig. 3.52. The variation of the shock position implies
an undesirable unequally distributed aerodynamic loading and has a direct influence
on the aircraft handling qualities. Improvement can be achieved by a more suitable
airfoil selection or by adapting the wing twist and wing sweep.
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Fig. 3.51 Pressure coefficient distribution for α = 1.7◦ and three Mach numbers at different
spanwise locations η, TUM-AER (Euler)

Fig. 3.52 Pressure coefficient distribution M = 0.85 and three angles of attack at different spanwise
locations η, TUM-AER (Euler)

3.4.3 Unsteady Simulation Results

The steady simulations show that the Mach number has a significant influence on the
aerodynamics and thus on the load distribution, particularly, on the outboard wing.
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Therefore, the Mach number’s influence for a wing bending mode at different reduced
frequencies is investigated. The pressure coefficient’s evolutions of the time-accurate
simulations undergo a successive Fourier analysis. Figure 3.54 shows the real and
imaginary parts of cp for the previously used two mid-flap positions at two different
Mach numbers and three different reduced frequencies for the bending mode. The
pressure peaks indicate a shock position. The amplitude of the peak corresponds to
the shock’s strength and the width of the peak to the range of the shock movement
due to the elastic bending motion. The three-dimensional bending motion can be
considered as a plunge movement for a two-dimensional spanwise cut plane. The
respective amplitude of the movement is higher on the outboard wing. The real part
of cp can be seen as quasi-stationary induced incidence α0 locally at the deformation,
while the imaginary part of cp is due to the incidence αi locally induced by the bending
movement. The influence of the Mach number on both real and imaginary parts of
cp is larger on the suction side than on the lower side of the wing. Similar to the
steady calculations, the cp distribution on the outboard wing (at y/b = 0.86) is more
susceptible to changes in the Mach number. At M = 0.75, the unsteady bending
motion generates a double peak implying two recompression zones on the upper
outboard wing close to the leading edge. A variation of the reduced frequency has also
a higher impact on the cp distribution along with the amplitude of the pressure peaks of
the outboard wing. This is especially the case for the real part of cp. For the imaginary
part of cp, a change in reduced frequency even leads to a local inversion in sign.
However, this does not lead to global instabilities or to a respective change in sign of
the global forces. To summarize, the cp distribution, especially the one on the outboard
wing, shows a very sensitive behavior to variations in Mach number and reduced
frequency. These corresponding strong nonlinear phenomena can only be accounted
for by the used high-fidelity simulations as opposed to simplified approaches based,
for example, on potential theory.

In addition to the Euler computations, FOI carried out a number of viscous flow
computations. Low Mach number computations with RANS allowed a more accurate
comparison of the CFD results with VSAERO. Simulations with RANS at transonic
Mach numbers (M = 0.85) complement the Euler CFD computations carried out
by FOI (FOI-E), NTUA, and TUM-AER. The computations were carried out on
two meshes, with different nodes densities, which allowed excluding grid conver-
gence effects. All attempts at M = 0.85 were evident to suggest that the flow solu-
tion is unsteady. Therefore, for both grids, time-accurate solutions were computed.
After passing the transient, the flow solutions converged to a harmonic flow regime
oscillating at a frequency of f = 0.7 Hz, apparently driven by shock-boundary
layer interaction. The left plot in Fig. 3.53 illustrates the transient toward the har-
monic regime. The right plot shows the relation between drag and lift. The ampli-
tude variations of the drag and lift coefficient measure about 10 % of the absolute
values.
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Fig. 3.53 Time-accurate computation of the lift and drag coefficient at M = 0.85 and α = 1.7◦,
FOI (RANS)

3.4.4 Conclusions

The aerodynamics of the ACFA blended wing body (BWB) based on a number of
test cases comprising steady and unsteady results using potential theory and high-
fidelity Euler/RANS simulations were analyzed. The results show that the pressure
distribution and aerodynamic loads, respectively, are susceptible to changes in Mach
number in the steady simulations as well as changes in Mach number or in reduced
frequency in the unsteady simulations. Severe load distribution variations are espe-
cially located at the outboard wing. Furthermore, oscillations in the aerodynamic
loads are observed at cruise conditions. For improvement, it is recommended to
incorporate high-fidelity aerodynamic analysis and design methods already in the
conceptual design phase. A comparison between panel and CFD methods showed
pertinent agreement at Mach numbers M < 0.6. But strong nonlinear phenomena
at higher Mach numbers can only be accounted for by the use of high-fidelity CFD
simulations (Fig. 3.54).
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Fig. 3.54 Real and imaginary parts of the pressure coefficient, Re[cp] and Im[cp], in streamwise
direction (x − xLE)/c at different spanwise positions y/b for symmetric bending at different Mach
numbers and α = 1.7◦ (—: kred = 0.05; −− : kred = 0.1; · · · : kred = 0.5)
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3.5 Integrated Flight Dynamics and Aeroelastic Modeling

F. Stroscher and H. Baier

In the following, the modeling steps for the coupled flight dynamic and aeroelastic
simulation model are described. The basis is the structural dynamic simulation model
(Sect. 3.3) as well as the aerodynamic database (Sect. 3.4).

3.5.1 Structural Dynamics

Within the ACFA 2020 project, an FE model of the BWB aircraft primary structure
was developed. The FE model level of detail is comparably low, but sufficient for
the prediction of structural dynamic response in the considered frequency range. A
full span model was applied in aeroelastic modeling, to directly take into account
asymmetric turbulence excitation. The fuel tanks (Fig. 3.55) are represented by con-
centrated mass elements, rigidly connected to the structure.

The possible mass conditions of the aircraft are defined over the full range of fuel
tank filling level, from empty to full. Further, the fuel distribution over tanks in wing
and fuselage is considered, providing a useful margin of x-position of the aircraft
center of gravity. Three configurations of fuel distributions are considered (CG1–3)
for 11 steps of fuel filling (index 0 with 0 % filling to index 10 with 100 % filling),
which yields 33 structural variants in total.

The natural modes for all mass configurations of the FE model are extracted by
numerical solution of the vibration eigenvalue problem (3.26). Structural damping
is neglected in this approach, resulting in noncomplex eigenvectors.

Fig. 3.55 FE model of the BWB aircraft structure (left) and fuel tank layout (right)
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Fig. 3.56 First two symmetric elastic mode shapes

(
−ω2Mstruct + Kstruct

)
xstruct = 0 (3.26)

The eigenvectors and natural frequencies are used as modal bases for each mass
condition, comprised of 6 rigid-body (RB) modes Φr and a limited number of elastic
modes Φe. The unit deflections of elastic modes are mass-normalized, leading to
unitary modal mass matrices. To properly connect flight dynamic modes to RB
modes, their deflections are normalized to 1m for translational modes, respectively
1rad for rotational modes (Fig. 3.56).

3.5.2 Aerodynamic Database

Steady aerodynamic analysis of the rigid aircraft, as well as unsteady aerodynamic
analysis of the flexible aircraft has been performed with simplified, as well as high-
order aerodynamic methods in subsonic and transonic regime. As usual in aeroelastic
analysis, the unsteady aerodynamic database is computed for modal coordinates, that
is, modal aerodynamic forces with respect to modal deflection. In order to account
for the unsteady aerodynamics of control surfaces, additional control modes are
introduced, which are defined by appropriate deflection of the aerodynamic degrees
of freedom. Further, gust unsteady aerodynamic forces are included by a downwash
distribution over the aircraft. The aeroelastic database is computed in frequency
domain, assuming harmonic oscillation of mode shapes, control surface deflections,
and gust downwash over a predefined frequency range. The reduced frequency k
is applied here, which is a nondimensional quantity, usually applied in aeroelastic
simulation, see (3.27).

k = ωc

2V∞
(3.27)

Generalized aerodynamic forces (GAF), denoted by Q, are the unsteady aerody-
namic forces on modal coordinates, normalized by dynamic pressure. The GAF Qh
are distinguished into forces due to modal perturbation Qhh, control surface pertur-
bation Qhc, and gust excitation Qhg. The modal forces in frequency domain can be
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obtained by multiplication with modal deflections η, control surface deflections δ,
and gust velocity wg, see (3.28) as given in [9].

Ph( jω) = −q∞Qhh( jk)η( jω) − q∞Qhc( jk)δ( jω) − q∞Qhg( jk)
wg( jω)

V∞
(3.28)

3.5.3 Modification of GAF by Higher-Order Analysis Results

For the transonic regime, the GAF of some important structural modes are replaced
with results from an unsteady CFD simulation, see Sect. 3.4. As the prescribed bound-
ary motion in such unsteady aerodynamic computation has to be explicitly specified,
one modal basis was selected.

By using a modal transformation rule, the GAF for the modal bases of all mass
variants can be derived from the CFD-computed GAF of one modal basis. Let Qa

hh
be the GAF with respect to deflection of the mode shapes Φa

h and Qa
hc with respect

to control surface deflection. Then, the GAF Qb
hh with respect to deflection of the

mode shapes Φb
h , and Qb

hc with respect to control surface deflection, are

[
Qb

hh( jk)
]

=
[
T ba

φ

]T [
Qa

hh( jk)
] [

T ba
φ

]
(3.29)

[
Qb

hc( jk)
]

=
[
T ba

φ

]T [
Qa

hc( jk)
]

(3.30)

with
[
T ba

φ

]
as the least squares solution of the equation

Φa
h T ba

φ = Φb
h (3.31)

By this transformation rule, the GAF of all modal bases in the transonic regime
are replaced by CFD-computed results. The approximation error due to the linear
transformation with a limited set of eigenvectors is comparably low.

3.5.4 Approximation of Aerodynamic Forces in the Laplace
Domain

In order to derive equations of motion in the time domain, the GAF have to be
expressed in Laplace domain first. This normally introduces a high number of addi-
tional degrees of freedom, to account for the time lags of aerodynamic forces. The
minimum-state method, introduced by Karpel [5], is a rational function approxi-
mation method that accurately recovers the GAF in Laplace domain with only a
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few additional degrees of freedom. The approximation rule of the GAF in Laplace
domain, (3.32), is given in [9]:

Qh(p) = A0 + A1 p + A2 p2 − D(Ip − R−1)Ep, (3.32)

where p = s c
2V∞ is the nondimensional Laplace variable. The approximation matri-

ces A0, A1, A2, D, E, and R are applied to form the equations of motion of the
time-domain aeroelastic simulation model.

3.5.5 Structural Outputs

Several structural displacement, velocity, and acceleration outputs are integrated into
the model, to be applied for load alleviation in active control design. Therefore, the
entries of the eigenvectors at specific degree of freedom positions are multiplied by
modal deflections and their time derivatives. The nodal locations of the structural
outputs are shown in Fig. 3.57. Further, force and moment outputs are applied at
several positions over wingspan for left and right part of the aircraft. These are
intended for a quantification of load alleviation techniques, applied in the control
design studies.

3.5.6 Equations of Motion

The basis of the flight dynamics modal is the nonlinear 6 degrees of freedom Newton-
Euler flight dynamic equations of motion. These are described by the angular and
linear momentum conservation laws, (3.33) and (3.34), which can be found in several
bibliographic references, such as [6]. The flight dynamic translational and rotational

Fig. 3.57 Positions over wingspan for cut forces outputs (left), acceleration output positions over
airframe (right)
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Fig. 3.58 Definition of NorthEastDown-System with inertial axes x0, y0, z0, body axes xB , yB , zB ,
Euler angles Φ,Θ,Ψ , wind axes xA, yA, z A, angle of attack αA and side-slip angle βA

degrees of freedom, Vb and Ωb, are defined over body axes. Figure 3.58 provides an
overview on inertial, aerodynamic and body axes, as well as attitude, incidence, and
side slip.

m
{

V̇b + Ωb × Vb − Tbege
} = FFD + FFD

AE + FFD
G (3.33)

JΩ̇b + Ωb × JΩb = MFD + MFD
AE + MFD

G (3.34)

Here, m is the aircraft mass, J the inertial tensor, ge gravitation acceleration
in inertial axes and Tbe the transformation matrix from inertial to body axes. The
aerodynamic forces FFD and moments MFD from flight dynamic derivatives of the
rigid aircraft are shown in (3.35) and (3.36).

FFD = q∞Sref Tba

⎛
⎝

⎧⎨
⎩

CD
CY
CL

⎫⎬
⎭ +

⎧⎨
⎩

CDp
CY p
CLp

⎫⎬
⎭ p +

⎧⎨
⎩

CDq
CY q
CLq

⎫⎬
⎭ q +

⎧⎨
⎩

CDr
CYr
CLr

⎫⎬
⎭ r +

⎧⎨
⎩

CDδ

CY δ

CLδ

⎫⎬
⎭ δ

⎞
⎠

(3.35)

MFD = q∞Sref
c

2
Tba

⎛
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⎩

Cl
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⎭ +
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⎫⎬
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⎩
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⎫⎬
⎭ r +

⎧⎨
⎩

Clδ
Cmδ

Cnδ

⎫⎬
⎭ δ

⎞
⎠

+ (ARP − COG) × FFD (3.36)

Here Tba is the transformation matrix from aerodynamic to body axes, Sref the air-
craft reference surface, ARP and COG the coordinates of the aerodynamic reference
point and center of gravity, and CD,Y,L ,l,m,p, etc., the flight dynamic derivatives.
Aeroelastic coupling forces FFD

AE and moments MFD
AE, due to elastic modal motion

are expressed in (3.37) by the rational function approximation matrices, introduced
in (3.32).



3 Numerical Simulation Model 103

{
FFD

AE

MFD
AE

}
= −q∞Tbe

(
Are0ηe +

(
c

2V∞

)
Are1η̇e +

(
c

2V∞

)2

Are2η̈e + Drxa

)

(3.37)

Gust aerodynamic forces and moments are expressed analogously by (3.38).

{
FFD

G

MFD
G

}
= −q∞Tbe

(
Arg0

wg

V∞
+

(
c

2V∞

)
Arg1

ẇg

V∞

)
(3.38)

The aeroelastic equations of motion are comprised by the modal inertial and elastic
forces on the left-hand side, as well as aerodynamic forces due to flight dynamic,
elastic, control surface , and turbulence perturbation, on the right-hand side of (3.39).
Structural damping is neglected in this formulation.

Mstructη̈e + Kstructηe

= Ae0

⎧⎪⎪⎨
⎪⎪⎩

ηr
ηe
δc

1
V∞ wg

⎫⎪⎪⎬
⎪⎪⎭

+
(

c

2V∞

)
Ae1

⎧⎪⎪⎨
⎪⎪⎩

η̇r
η̇e

δ̇c
1

V∞ ẇg

⎫⎪⎪⎬
⎪⎪⎭

+
(

c

2V∞

)2

Ae2

⎧⎪⎪⎨
⎪⎪⎩

η̈r
η̈e

δ̈c
0

⎫⎪⎪⎬
⎪⎪⎭

+ Dexl

(3.39)

For the coupling of flight dynamic motion to RB modes, ηr has to be transformed
from inertial axes to body axes. The transformation rules are given by (3.40).

ηr =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−X
Y

−Z
−Φ

Θ

−Ψ

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

, η̇r =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−u
v + V∞Ψ

−w + V∞Θ

−p
q

−r

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

, and η̈r =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−u̇
v̇ + V∞q

−ẇ + V∞r
− ṗ
q̇

−ṙ

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(3.40)

The aeroelastic equations of motion are augmented by a lag (3.41), which accounts
for time delays of unsteady aerodynamic forces. The first-order differential equa-
tion is solved for the lag states, which are coupled to the aeroelastic equations of
motion (3.39).

ẋl =
(

2V∞
c

)
[R] xl + [E]

⎧⎪⎪⎨
⎪⎪⎩

η̇r
η̇e

δ̇c
1

V∞ ẇg

⎫⎪⎪⎬
⎪⎪⎭

(3.41)
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3.5.7 State-Space Model

The state-space form of the equations of motion is constructed by linearization
of the combined flight dynamic and aeroelastic model, (3.33)–(3.41), at specified
trim points. The resulting state, input and output vectors are assembled as shown in
(3.42)–(3.44).

x = [
ηr, η̇r, ηe, η̇e, xl

]T
, (3.42)

u = [
δright, δleft, δ̇right, δ̇left,

η2d , ηvertical, ηlateral, η̇2d , η̇vertical, η̇lateral, FThrust, Fwingtip
]T

, (3.43)

y = [
uF, ustruct, u̇struct, üstruct, F struct

]T
. (3.44)
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Chapter 4
Reduced-Order Modeling

M. Valášek, Z. Šika, T. Vampola and S. Hecker

4.1 Model Order Reduction

M. Valášek, Z. Šika and T. Vampola

4.1.1 General Process of Generation of Parameterized
Reduced-Order Models for Control Design

The output of the complex modeling process without reduction is the full model
of the ACFA BWB aircraft predesign model in the original unreduced number of
coordinates that is known for many discrete values of parameters pd. It is supposed
that the original models are linear and represented in the state-space form

ẋF = AF(pd)xF + BF(pd)u

y = CF(pd)xF + DF(pd)u. (4.1)

The differential equations over structural and aerodynamic degrees of freedom
(states) are given by the systemmatrix A. The state variables x are related to an input
vector u containing input quantities, for example, control surface actuationmoments,
by the control matrix B. The transformation from states to outputs y is achieved by
the observation matrix C. In case, inputs have a direct effect on the outputs, the
feedthrough matrix D can be included. The index F indicates the full set of degrees
of freedom.
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Nevertheless, the unreduced version of the parameterized model is totally unus-
able for the control law synthesis. The suitable reduction can be done generally in two
main steps. First, the full structural model is reduced based on the modal coordinates
taken into account the relatively wide frequency range. The upper preserved frequen-
cies after the first step of the reduction should be sufficiently high (for example, about
30Hz). The rejected modes can either be completely neglected or partially taken into
account by singular perturbation approximation (SPA), without enlarging the model
order. All rigid body (RB) modes of the structure as a whole have to be preserved,
since they are base for the flight mechanics states. Performing this first reduction
step with the purely structural equations more radically (with low-frequency limit
or using balanced reduction) can lead into errors due to subsequent modal aerody-
namic coupling effects. Modes that are unimportant for inputs and outputs, that is,
with low controllability and observability measures, may be important later for the
aeroelasticity.

The model after the first reduction step is used for the derivation of general-
ized aerodynamic forces, including gust forces. Consequently, the complex model
includes all flight mechanics states, all lag states, and the states of the preserved elas-
tic modes. This complex model is further reduced based on the balanced reduction
or using other methods as described within the further paragraphs. The final process
of reduction is significantly influenced by the necessity of generation of the widely
parameterized model, where the unambiguous continuation and tracking of particu-
lar states in the process of parameters variation is problematic. This inconvenience
is especially substantial for the states corresponding to the elastic modes.

In any case, the result is the set of reduced models for the discrete values of
parameters pd in the state-space form.

ẋF = A(pd)x + B(pd)u

y = C(pd)x + D(pd)u (4.2)

Finally, a set of reduced models is replaced by one model with system parameters
that are continuous functions of the parameter vector p. The system parameters will
be functions of parameters p in a form of rational functions.

ẋF = A(p)x + B(p)u

y = C(p)x + D(p)u (4.3)

Such parameterized ROM can be processed by the Linear Fractional Transforma-
tion (LFT).
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4.1.2 First Level of Model Reduction—Modal Reduction of Full
Structural Model

4.1.2.1 Modal Decomposition

The basic operation of this decomposition is the well-known modal transformation
and sequencing of the eigenfrequencies and corresponding modal coordinates. Start-
ing from

Mẍ + Bẋ + Kx = f, (4.4)

the correspondingmodal transformation x = Vq and left multiplication by themodal
matrix VT of (4.4) leads to

VTMVq̈ + VTBVq̇ + VTKVq = VTf . (4.5)

The elastic part (which belongs to nonzero eigenfrequencies) of the modal matrix
Velast has been evaluated concerning the mass matrix normalization

VT
elastMVelast = I. (4.6)

The diagonalmatrix of the structures eigenfrequencies� in rad/s is then computed
as

VT
elastKVelast = �2. (4.7)

Concerning proportional damping, also the third part of the equation system is
diagonalized

VT
elastBVelast = 2bd�, (4.8)

where bd is the diagonal matrix of the modal damping ratios of separate eigenfre-
quencies. Concerning the flexible modes reduction, the first step of reduction simply
preserves the eigenmodes corresponding to lowest eigenfrequencies bellow some
chosen limit.

4.1.2.2 Computation of Rigid Body Modes

Asmentioned above, all RBmodes of the structure have to be included, since they are
base for the flight mechanics states. The simplest version of the RB modes includes
vertical (z-direction) and lateral (y- and x-direction) translations as well as roll, yaw
and pitch rotation. Additional RB modes of the model are the deflections of control
surfaces. Global RBM (structure as a whole), included in the modal basis, neither
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have structural stiffness nor structural damping. The local RBmodes (flaps, ailerons)
may receive structural stiffness and damping if required. The RBmodes describe the
motion of the whole body without deformation. The correct RB modes applied to
system coordinates must not induce elastic forces. This crucial property can simply
be written in matrix form

KVrigid = 0. (4.9)

The RB modes are actually a special case of static constraint modes rather than
the eigenmodes [2]. Based on this consideration, the RB modes can be evaluated
based on

[
Ki i Kir

Kri Krr

] [
Vir

Vrr

]
=

[
0ir

0rr

]
. (4.10)

The index r denotes an arbitrary set of coordinates zrigid that is just sufficient
to restrain RB motion of the system. The RB modes can be computed equating
Vrr = Irr (each mode corresponds to particular coordinate from the set zrigid). The
rest of RB mode elements can be evaluated afterwards from (4.10) as

Vir = K−1
i i (−Kir Vrr ) = K−1

i i (−Kir ) (4.11)

The complete motion in physical coordinates can be evaluated using the super-
position of RB motion and flexible modes vibrations

x = xr + xe = Vrigidzrigid + Velastqelast. (4.12)

Concerning condition of RB motion (4.9) the dynamic equations for the RB
coordinates accelerations are

VT
rigidMVrigidz̈rigid = VT

rigidf (4.13)

z̈rigid = μ−1
rigidVT

rigidf, μrigid = VT
rigidMVrigid. (4.14)

4.1.2.3 Computation of Residual Modes

The cutoff eigenmodes which are not included in the ROM can be represented by the
residual mode, which represents the feedthrough components. Strictly speaking, it
is the application of the general SPA for the system described by the modal coordi-
nates. The including of the residual mode is important for better preservation of the
frequency value of the original system zeros (antiresonances). The reliability of the
antiresonances is important for the feedback loop properties [18]. The structural part
of the aircraft model is a free body including 6 RBmodes, accordingly the flexibility
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matrix G = K−1 does not exist and the residual mode must be computed using the
inertia-relief projection matrix [2, 18]. Concerning decomposition (4.12) and RB
motion condition (4.9) the complete dynamic equation is

MVrigidz̈rigid + MVelastq̈elast + BVelastq̇elast + KVelastqelast = f (4.15)

substitution from (4.14) the equation can be rewritten into the form

MVelastq̈elast + BVelastq̇elast + KVelastqelast = f − MVrigidμ
−1
rigidVT

rigidf (4.16)

=
(
I − MVrigidμ

−1
rigidVT

rigid

)
f

The matrix PT = I − MVrigidμ
−1
rigidVT

rigid is the so-called inertia-relief projection
matrix. The matrix P operates as a filter which leaves unchanged the flexible modes

and destroys RB modes.
(
I − MVrigidμ

−1
rigidVT

rigid

)
f = PTf is self-equilibrated

superposition of the external forces and inertia forces from RB motion of the body.
Thanks to the self-equilibrium and filter properties ofP, the self-equilibrium position
in elastic physical coordinates can be written as

xe = PGi i PTf (4.17)

Gi i is the flexibility matrix corresponding to arbitrary virtual suspension which
restrain the RB motion. In our Nacre model, we have used again the suspension
described in previous paragraph, Gi i = K−1

i i .
The resulting residual matrix can be evaluated as

R =
∞∑

k=m+1

Velast,kVT
elast,k

�2
k

= PGi i PT −
m∑

j=1

Velast, j Velast, j

�2
j

(4.18)

where m is the number of nonzero eigenfrequencies retained in the ROM.

4.1.3 Second Level of Model Reduction—Reduction of Complete
Aeroelastic Model

As mentioned above, the model after the first level of reduction is used for the
preparation of the complete aeroelastic model including all flight mechanics states,
all lag states, the states of the preserved elastic modes, and possibly also the residual
mode. Preparation of this complex model is described in the Sects. 3.3–3.5. The
second level of reduction is realized on this complex model.

There are several methods how to prepare the ROM of the system suitable for
the control algorithm design [4, 13, 22]. Despite different reduction concepts being

http://dx.doi.org/10.1007/978-3-319-10792-9_3
http://dx.doi.org/10.1007/978-3-319-10792-9_3
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used, there are always two basic possibilities: the state truncation (ST) or the SPA.
Let the original state-space model be divided as follows (states corresponding to
index 1 are the preserved ones, 2 are the eliminated ones):

SSorig =
⎡
⎣A11 A12 B1

A21 A22 B2
C1 C2 D

⎤
⎦ . (4.19)

Then, the reduced-order state-space model obtained by ST of any type is

SStrunc =
[

A11 B1
C1 D

]
. (4.20)

The SPA variant of the reduced model preserves the static gains (DC gain) of an
original system and generally can be written as

SSspa =
[

A11 − A12A−1
22 A21 B1 − A12A−1

22 B2

C1 − C2A−1
22 A21 D − C2A−1

22 B2

]
. (4.21)

The preserving of the transfer functions for DC gain and for the low frequencies
is important in the context of the low-order model approximation and consequently
preserving of the RB and flight dynamics motion components. Therefore, the SPA
[21] variant of the reduction has been preferentially chosen.

4.1.4 Balanced Reduction

The important concept of the generation of the ROM is the balanced reduction [13]
based on the given inputs and outputswith the chosenmodel dimension. The balanced
reduction has been used as the reference one. The general methods of the balanced
reduction are based on solution of Lyapunov equation [4, 13]. The basic algorithm
of the balanced ROM generation is as follows [4]. The unstable part of the original
system must be included also in the ROM. The reduction is applied only to stable
part of the system. Let the original system in the state-space form be

SS =
[

A B
C D

]
. (4.22)

SSb =
[

Z−1AZ Z−1B
CZ D

]
=

⎡
⎣A11 A12 B1

A21 A22 B2
C1 C2 D

⎤
⎦ . (4.23)
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The similarity transformation matrix Z is formally decomposed with regard to
partitioning of the state matrix

Z = [
T, U

]
, Z−1 =

[
L
V

]
(4.24)

The balancing-related model reduction methods are connected with the so-called
controllability and observability gramians P and Q which can be computed from a
pair of Lyapunov equations

AP + PAT + BBT = 0

ATQ + QA + CTC = 0 (4.25)

The gramians of a stable system are positive semidefinite matrices which can be
decomposed by Cholesky factorization P = SST and Q = RTR. So-called Hankel
singular values of the system are obtained by singular value decomposition

RS = [
U1 U2

] [
�1 0
0 �2

] [
V1
V2

]
(4.26)

The singular values are ordered, first r largest singular values in �1 correspond
to retained states, the rest �2 correspond to neglected states.

L = �
−1/2
1 UT

1R, T = SV1�
−1/2
1 (4.27)

The balanced reduction is very straightforward especially for the pure structural
models with the proportional damping. The airplane model, however, also consists
of the states with the high damping and even real poles. The evaluation of the final
damping values of particular modes is relatively complex. The computational exper-
iments show that the pure balanced reduction can discard some important states, like
the first bending mode, some of the lag states, or even some flight mechanics states.
Consequently, the combined reduction approaches have been tested.

4.1.4.1 Combined Model Reduction

Based on the control design requirements, the second level model has been reduced
in two main versions. The first (control design) ROM contains all flight mechanics
states, lag states and states of the first (lowest) 4 elastic modes. The SPA variant
of the reduction has been chosen. The set of the small (4 elastic modes) models is
prepared in the grid version and also in the parameterized version as described in
the next paragraph about parameterization. In concrete, the 5th order of polynomial
parameterization has been chosen. Besides the small model with 4 elastic modes,
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Fig. 4.1 TF from global vertical gust to z cockpit acceleration

also the larger testing model with selected set of 12 elastic modes or 19 elastic modes
has been tested.

The choice starts from the balanced reduction and is modified based on the
inspection of comparisons of many transfer functions for different levels of reduction
(with first 4 elastic modes, first 9 elastic modes, first 14 elastic modes, first 19 elastic
modes, first 24 elastic modes). The SPA variant of reduction has been chosen. The
examples of the transfer functions are in Figs. 4.1 and 4.2. The larger model has been
primarily prepared only in the grid version, the problems of tracking, and the final
solution is described in next paragraphs.

4.1.5 Parameterization of Aircraft Models

The result of the reduction process is the set of reduced models (4.3) that are known
for the values of parameterspd. Thesemodels for the discrete values of parameters are
to be replaced by onemodel the system parameters of which are some approximation
continuous functions of the parameters. The system parameters are the elements of
the system matrices A, B, C, D. The form of the approximation function must be
a rational function, that is, a fraction of two polynomial functions. There are two
groups of methods for construction of such approximations.

The first group is the approximation by splines and the second group is the approx-
imation by radial basis functions (RBF). It is considered four parameters pd
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• IPass—the number of the passenger variant (1, 2, 3)
• IFuel—the number of the fuel variant (1, 2, 3, 4, 5, 6, 7)
• IMach—the number of the Mach variant (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11)
• IAlti—the number of the altitude level variant (1, 2, 3, 4, 5, 6, 7, 8).

Values of considered altitude levels and Mach numbers are presented in Fig. 4.3.
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4.1.6 Spline Interpolation

The splines can be divided into polynomial splines and rational splines (fraction of
two polynomial splines). Each parameter pi has the span pi0 < pi < pini and the
span is divided into ni intervals [pi,k−1, pi,k] in such way that pi0 < pi1 < · · · <

pi,k−1 < pi,k < · · · < pi,ni . The Cartesian product of the span consists of the Carte-
sian product of subintervals and each such Cartesian product of subintervals is for
the system parameter S approximated by the Cartesian product of cubic polynomial
splines

S =
3∑

i1=0

3∑
i2=0

3∑
i3=0

3∑
i4=0

Si1,i2,i3,i4 pi1
1 pi2

2 pi3
3 pi4

4 (4.28)

or by the Cartesian product of cubic rational splines

S =
∑3

i1=0
∑3

i2=0
∑3

i3=0
∑3

i4=0 SN
i1,i2,i3,i4 pi1

1 pi2
2 pi3

3 pi4
4∑3

i1=0
∑3

i2=0
∑3

i3=0
∑3

i4=0 SD
i1,i2,i3,i4 pi1

1 pi2
2 pi3

3 pi4
4

(4.29)

The particular splines can be created using the theory of geometric parametric
splines for curves and surfaces like as B-splines and NURBS. The requirements on
the approximation properties are here much fewer than in geometry.

4.1.6.1 Radial Basis Functions

The approximation by the RBF is based on the idea that the approximated function is
approximated by the sumof its values (orweights)multiplied by the distance function
from the function input. In the case of the system parameter S the approximation is

S =
∑

K

SK Φ (‖pK − cK ‖) (4.30)

where Φ is the distance function, cK is the input center, SK the values or weights
of the function. The distance functions are usually Gaussian functions. This theory
has been developed specifically for system model approximations in the system
LOLIMOT [12]. This original system has been reimplemented and extended at CTU
[20] and modified by replacement of the Gaussian function by rational functions for
the distance

Φ (‖pK − cK ‖) =
∏
K

1
∑n

i=0

(
pK −cK√

2σK

)2n
1
n!

(4.31)
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The developed software CTU-MIMO-POLYNOMIAL-LOLIMOT has been used
for continuous multidimensional approximation of the grid point data. CTU-MIMO-
POLYNOMIAL-LOLIMOT in basic form generates approximation of any function
in parameters p by locally linear functions and globally rational functions. For exam-
ple, the formula for three dimensional parameterization (p = [p1, p2, p3]T) has a
form

S =
m∑

k=1

(wk,0 + wk,1 p1 + wk,2 p2 + wk,3 p3)Φ (‖p − ck‖)

=
m∑

k=1

(wk,0 + wk,1 p1 + wk,2 p2 + wk,3 p3)
3∏

j=1

1
∑n

i=0

(
p j −ck, j√

2σK

)2i
1
i !

(4.32)

The local linear function can be generalized to local polynomial n-dimensional
function

pol(p1, p2, p3) = wk,0 + wk,1 p1 + wk,2 p2 + wk,3 p3

+ wk,4 p21 + wk,5 p22 + wk,6 p23 + wk,7 p1 p2 + · · · (4.33)

and if possible from the point of view of accuracy, one polynomial function can
be used for the whole parameter interval. So, we can switch between these (ratio-
nal/polynomial) types of approximation. The inherent trade-off between accuracy
and complexity needs to be considered.

4.1.6.2 Parametrization Problems

The parametrization described in previous section can enter three kinds of problems.
Thefirst kind of problems iswith the continuity of reduced coordinates. The reduction
process can result into different coordinates for different values of parameters pd.
Such situation is presented in Fig. 4.4. The modal coordinates chosen to ROM by
balanced reduction are marked by circles. The choices for the variant 00 (no fuel, no
passengers) and for the variant 44 (full fuel tanks, all passengers) are different.

This results into discontinuities of the system parameters in model description
A, B, C, D. Such parameterized ROM cannot be controlled. The change of coor-
dinates within the reduction process for different values of parameters pd must be
avoided. This means that many reduction techniques that are very efficient from the
point of view of accurate reduction cannot be used.

The second kind of problems is with the parametrization of ROM between the
values of parameters pd. The parametrization can be separately very good, but the
parameterizedROMbetween the values of parameterspd can bewrong. For example,
the parameterized ROMmodel can be unstable between the values of parameters pd.
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Fig. 4.4 Choice of modes to ROM for different variants based on balanced reduction

It is necessary to test basic properties (eigenvalues, stability, controllability, observ-
ability) for the interpolated matrices between original grid points.

The third kind of problems is the unique tracking of corresponding states during
the parameters change. This problem is particularly problematic for the states cor-
responding to elastic modes. The modal assurance criterion can be used for testing
of proximity of eigenmodes in adjacent grid points, but the reliable identification
and tracking of all states across the wide parameter intervals is not easy. The final
solution used within the project test gradually the consistency of states across all
variants for the increasing number of preserved states.

4.1.7 Conclusion

The finally chosen solution of the reduction process comes from the testing of many
variants and is highly influenced by the request of internally consistent parameterized
model. The first level ROMs have been prepared with the 80 states. The second
level of reduction process ends with two variants of models. The first variant of the
control design ROM contains all flight mechanics states, all lag states, and states of
the first (lowest) 19 elastic modes. The simplified variant of the control design ROM
takes separately the symmetric and skew-symmetric component including all flight
mechanics states, all lag states, and states of the first (lowest) 4 elastic modes. The
example of comparison between original (80 states) and reduced input–output (only
2 symmetric modes) transfer function is in Fig. 4.5.
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Fig. 4.5 Example of comparison between original and reduced transfer function

4.2 Linear Fractional Representation of Parametrized Models

S. Hecker

Over the last 20years, a paradigm shift in the modeling of dynamic systems occurred
with the introduction of modern robust control theory and its associated model-
ing framework, the LFT [14, 15]. A Linear Fractional Representation (LFR) is a
representation of a nonlinear system as a linear system formed by a constant M
matrix in linear feedback with a structured matrix � . The process of extracting the
uncertainty into the structured matrix � of this so-called M − � form is called LFR
realization, also known as “pulling out the delta”, and is considered the fundamen-
tal LFR modeling step. From these initial LFT developments, it was immediately
recognized that they were part of the larger set of linear parameter-varying (LPV)
models but presenting a specific structure. This generated great interest and sparked
the development of the (LPV)/(LFT) field [10, 11, 14–16, 19, 24].
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Fig. 4.6 Graphical representation of lower and upper LFTs

4.2.1 Linear Fractional Transformation

A LFT is a matrix function based on two matrix components,

M =
[

M11 M12
M21 M22

]

and�, and a feedback interconnection. ThematrixM represents the nominal, known,
part of the system, while the matrix� contains the time-varying, unknown, or uncer-
tain components.

Depending on the feedback interconnection used, there are two possible types of
LFTs, upper [see Fig. 4.6-left and (4.34)] and upper [see Fig. 4.6-right and (4.35)].

Fu(M,�) = M22 + M21(I − �M11)
−1�M12 (4.34)

Fl(M,�) = M11 + M12(I − �M22)
−1�M21 (4.35)

Remark 1 The matrix � is typically norm-bounded ‖�‖∞ ≤ 1 for design and
analysis (without loss of generality by scaling of M), but otherwise unrestricted in
form (structured/unstructured) or type (nonlinear/time-varying/constant). If any of
the components in � is a scheduling parameter, an LPV system is obtained.

Remark 2 The order of the LFR is the number of parameters, including repetitions,
contained in � (for example, � = diag(p1I2, p2) → LFR order is 3). Since many
realistic robustness analysis problems can easily result in very-high-order LFRs, it
is vital to have efficient and automated tools which can compute minimal, or at least
close to minimal, representations of these systems.

Remark 3 A very important property of LFRs is that their interconnection results in
another LFR (for example, sum, concatenation, etc. of LFRs result in LFRs) [5, 10].
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4.2.2 Process of LFR Modeling

The most widespread, standard approach to obtain an LFR is based on the numerical
Jacobian LPV approach augmented with the final LFR realization step of “pulling
out the deltas”. Hence the basis for the LFRmodeling is a set of linear time-invariant
(LTI) models generated by trimming and linearizing a nonlinear aircraft model at
specific points within the flight envelope (Mach number and dynamic pressure) and
for different parameter values (inACFA2020 the fuelmass and center of gravity (CG)
position parameters). These grid-pointmodels are then interpolated using polynomial
functions to obtain one single LPV model describing the full set of LTI models.
Finally, the LPV model is transformed into an LFR.

This approach has the advantages of relying on well-known numerical tech-
niques (to obtain equilibrium points and linearizations of plants) and of resulting
in purely LTI models (once the components in the � matrix are assigned numerical
values). These advantages are highly relevant since most engineers are acquainted
with numerical linearization and with linear analysis/synthesis techniques which are
applicable due to the underlying LTI nature of the LFR. The drawback is a loss of
modeling oversight as application of the numerical trim/linearization step transforms
the modeling problem into a numerical black box approach. Furthermore, the results
obtained from LTI synthesis/analysis need to be validated on the purely nonlinear
model and there may exist a wide gap between the latter and the linear models used
for design. The LFRmodeling can be summarized in the following five-step process:

1. Trimming and linearization: the nonlinear aircraft model is trimmed and lin-
earized at several values of the parameter vector p = (p1, . . . , p4), were the
uncertain parameters are the fuel case (p1 with 11 grid points), the position of
center of gravity (p2 with 3 grid points), the Mach number (p3 with 8 grid points)
and the dynamic pressure (p4 with 13 grid points). The result was a set of 3432
LTI models.

2. Model interpolation: in order to accurately approximate the grid point LTImodels
with an LPV model, a usual way is to generate multivariable polynomials for all
varying entries of the LTI state-space matrices A, B, C, D. This may result in
very complex polynomial LPV models, which then may yield high-order LFRs.
To avoid this, a general approach is presented in [17] to generate an LPV model,
which approximates a set of linearized grid-point models with high accuracy
and is optimally suited for LFT-based Robust Stability (RS) analysis and control
design. The idea is to combine the polynomial fitting with a global optimization
where the objective is to find an LPV model, which has the property to allow
a transformation into an LFR of lowest possible order. A gap metric constraint
is included during the optimization in order to guarantee a specified accuracy
of the transfer function of the LPV model. As a result, only the varying state-
space matrix entries that have a significant influence on the transfer function are
fitted with polynomials, whereas the others are taken constant. In addition, the
number of required monomials within each polynomial is optimized in order to
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reduce complexity. Some recent applications [9, 17] of the method have shown
its effectiveness.

3. Symbolic preprocessing: the role of symbolic preprocessing is to find equiva-
lent representations of individual matrix elements, entire rows/columns or even
the whole parametric state-space matrices, which lead to LFRs of lower order
when realized with the object-oriented LFT realization approach. There exist
many methods [8] such as the Horner form transformation, the structured tree
decomposition [1], and the variable splitting factorization [7].

4. Object-oriented LFR realization: the method is described in [10] and in [5] it is
extended to allow direct LFR realization of general rational parametric systems.
The basic idea is to realize elementary LFRs for each uncertain parameter and
to use basic LFR manipulation formulas for addition, subtraction, multiplication,
inversion and row/column concatenation to build an LFR for a rational parametric
matrix. The method is very flexible and can be easily automated, thus allowing an
efficient and reliable implementation, which is available within the LFR Toolbox
for MATLAB® Version 2 [6].

5. Numerical order reduction: in a last step it can be attempted to reduce the order
of the LFR by using numerical multidimensional order reduction algorithms [3,
10], which are also implemented in [6]. There are papers [3] that discuss LFR
minimality, but that is under the assumption that the uncertain parameters do not
commute. The idea behind the numerical 1-D reduction method is to repeatedly
perform standard 1-dimensional order reduction for each uncertain parameter.
The n-D technique [3] works in a similar way but considers all parameters at
once, and generally yields LFRs of lower orders compared to the 1D technique.

4.2.3 Generation of LFRs for the ACFA 2020 BWB Aircraft

In this section, the order and structure of the resulting LFRs that were used for
controller synthesis are described. As the methods for LFT-based robust controller
synthesis are computationally demanding, it is of prior interest to use LFRs of low
order. This usually requires to reduce the order and complexity (number of states,
inputs and outputs, number of uncertain parameters, number of LTI grid-pointmodels
covering a certain region of the flight envelope, …) of the underlying LTI grid-point
models that are used for LFR generation.

Here, the ROMs created as outlined in Sect. 4.1 are the starting point to generate
LFRs for control design. In the following, longitudinal LFR models are generated
for the open-loop aircraft with and without modeled phugoid mode and utilized in
system analysis and in the LPV feedback design in Sect. 6.5. Lateral LFR models
of the open-loop dynamics controlled by a 1st-order initial stabilizing controller
(designed in Sect. 6.2) are generated and utilized in the robust feedback design in
Sect. 6.3.

http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_6
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4.2.3.1 A Priori Model Simplifications

The first step in LFR modeling is the interpolation of a set of LTI state-space models
using polynomial functions for each element of the state-space system matrices
A, B, C, and D. Hence the number of states, inputs and outputs, which define the
dimension of these matrices play an important role in terms of the resulting LFR
order. A lower number of states, inputs and outputs usually results in a lower LFR
order. Therefore, in a first step, the overall aircraft model was split into two models
describing the longitudinal and lateral dynamics only. In addition, the longitudinal
model included only symmetric elastic modes and the lateral model included only
asymmetric and antisymmetric elastic modes.

The number of elastic modes that were considered for controller synthesis was
also drastically reduced and the LFRs usually included only between 2 and 6 elastic
modes of lowest frequencies. Elastic modes of higher frequencies were only used
for controller validation but due to the low bandwidth of the actuators and a roll-off
of the controller, the excitation of these modes from the controller was very small.

An accurate description of the gust affecting the aircraft dynamics resulted in a
large number of lag states that were included in the LTI aircraft models. For con-
trolling the elastic modes, the robust controllers mainly used acceleration sensors,
and no feed-forward system using a forward-looking sensor (for example, LIDAR)
was used. Therefore, the way (gust or maneuver) and accuracy of how the elastic
modes were excited was not of highest importance and most of the lag states could
be neglected. The controller synthesis models included two lag states.

Furthermore, the control allocation for the large number of model inputs was
usually fixed, that is, all controllers typically deflected several control surfaces in
the same way. Hence, these control surfaces can be combined and considered as a
single model input, which reduces the number of model inputs (columns in B and D
state-space matrices).

Finally, only six model outputs were chosen for the controller synthesis model
from the large number of outputs available from modeling.

The aircraft model includes four uncertain parameters, namely Mach number,
position of center of gravity, fuel case, and dynamic pressure. For the LFRs, the
Mach number and dynamic pressure were considered fixed and only the fuel case
and the position of center of gravity were considered uncertain, resulting in an LFR
with only two parameters. A reason for this simplification was that the Mach number
and dynamic pressure can me measured very accurately and to high safety levels.
Therefore, these parameters are used for gain scheduling, that is, several robust
controllers (robust with respect to fuel case and CG position) for different Mach
numbers and dynamic pressures will be synthesized and scheduled a posteriori.

4.2.3.2 LFRs for the Longitudinal Aircraft Model

The longitudinal aircraft model includes either 12- or 14- states: four states from two
actuator models, two lag states, four states describing the two first (lowest frequency)
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symmetric elastic modes and two RB states for the short-period mode. The 14-state
model includes two more RB states describing the phugoid mode.

The model has three inputs, where the symmetric deflection of flaps 1 and flaps 2
are combined as one input and the other inputs are the symmetric deflection of flaps
3 and the global vertical gust input.

As outputs we have chosen the vertical load factor NzCG at the center of gravity,
the pitch rate qCG at the center of gravity, the true airspeed VTAS, the combined output
Nzlong.law, the wing root bending moment Mx (here called My) and the vertical cut
force Fz at the wing root.

For thismodel a given cruise conditionwith fixedMach number, dynamic pressure
and position of center of gravity was chosen and the fuel case parameter is allowed to
vary within the full range. Therefore, the resulting LFRs include only one uncertain
parameter.

Using the automated generation process described in Sect. 4.2.2, two LFRs were
generated for the 14- states model. One accurate model with order 17, that is, � =
p4 I17, and one less accurate model with order 4. During the LFR generation process,
the accuracy of the LFR is measured using the ν-gap metric and is given by the
maximum ν-gap metric between all the LTI grid-point models (given in the relevant
flight domain) and the resulting LFR evaluated at the given grid points. Using the
MATLAB® command gapmetric.m one obtains a value between 0 and 1, where
0 means that the models are equal and 1 indicates a large difference between the
models. For the given LFRs, we obtained values of 0.08 for the accurate model and
0.15 for the less accurate model.

For the 12-state model, an accurate model of order 16 and a less accurate model
of order 3 was generated. The maximum errors in terms of the ν-gap metric were
given by 0.06 and 0.18.
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Fig. 4.7 Worst-case gain validation of 12-state model (LFR order 16, no phugoid)
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Fig. 4.8 Worst-case gain validation of 12-state model (LFR order 3, no phugoid)

Besides the ν-gap metrics, a further validation of the LFRs was performed by
calculating the worst-case gains (MATLAB® function wcgain.m) of the LFRs for
a given frequency range and comparing these values with the gains (maximum singu-
lar value over frequency) of the LTI models. Figures4.7 and 4.8 show the worst-case
gains (dashed gray line) and the gains of the LTI models for the 12-state models. It
can be clearly seen that the higher order LFR yield a better approximation/coverage,
especially at low and high frequencies the worst-case gain tightly covers the LTI
model gains. The low-order LFR overestimates the low-frequency gain and underes-
timates the gains at the frequency of the first flexible mode. For the 14- states models
shown in Figs. 4.9 and 4.10 a better approximation of the higher order LFR can be
seen for the low-frequency RB aircraft modes.

4.2.3.3 LFRs for the Lateral Aircraft Model

The lateral aircraft model includes 33- states: six states from three actuator models,
no lag states, 18 sensor states, four states describing the two first (lowest frequency)
antisymmetric elastic modes, four states for the RB modes and one state for a simple
controller that was already included in the model to stabilize the lateral RB modes
(designed in Sect. 6.2).

The model has three inputs, where the symmetric deflection of flaps 3 and flaps 4
are combined as one input, the second and third inputs are the rudder and flaps 5.

As outputs, we have chosen the sideslip angle β, the angle ϕ, the roll rate p, the
yaw rate r , the combined output nzlaw,lat and the wing root bending moment Mx (here
called My).

Two different cruise conditions with fixed Mach number and dynamic pressure
were chosen. For the first cruise case, one LFR was generated for the full variation

http://dx.doi.org/10.1007/978-3-319-10792-9_6
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Fig. 4.9 Worst-case gain validation of 14-state model (LFR order 17, with phugoid)
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Fig. 4.10 Worst-case gain validation of 14-state model (LFR order 4, with phugoid)

of fuel cases and positions of center of gravity and a second LFR was generated
covering all fuel cases but with fixed center of gravity position. For the model with
two uncertain parameters, an LFR of order 16 was obtained and for the simpler one-
parametric LFR, the order was 4. The corresponding ν-gap metric errors were 0.19
and 0.10. For the second cruise case only a two parametric LFR of order 13 covering
all fuel cases and center of gravity positions was generated. The maximum ν-gap
metric error of this model was 0.08. Figures4.11, 4.12 and 4.13 again show that
the LFRs tightly cover the LTI models in terms of the worst-case gain. All models
were of reasonable complexity to be used for robust control design methods like
μ-synthesis (in Sect. 6.3).

http://dx.doi.org/10.1007/978-3-319-10792-9_6
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Fig. 4.11 Worst-case gain validation of lateral 33-state model (LFR order 16, parametrized in fuel
and CG, cruise case A)
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Fig. 4.12 Worst-case gain validation of lateral 33-state model (LFR order 4, parametrized in fuel
only, cruise case A)

4.2.4 Summary

For the ACFA 2020 blended wing body (BWB) aircraft, parametric LFRs were
generated to be used for robust controller synthesis. During the modeling phase of
the project, much effort has been invested in findingmodels of reasonable complexity
which can be used in conjunction with modern robust control design techniques.

One important step toward control-oriented aircraft models was the application
of model reduction techniques to reduce the huge number of structural modes in the
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Fig. 4.13 Worst-case gain validation of lateral 33-state model (LFR order 13, parametrized in fuel
and CG, cruise case B)

thousands of grid-point LTI models representing the aircraft dynamics for all fuel
cases, CG positions, Mach numbers and dynamic pressures. As for LFR generation,
the reduced-order grid-point LTI models are interpolated, one has to be very careful
to guarantee consistency (number and physical meaning) of the states of the ROMs.
Here, it may easily happen that the signs of the elements of the A, B, and C state-
space matrices switch from grid point to grid point which does not affect the transfer
function of a single grid-point model but makes an interpolation of neighboring
grid-point models impossible. During the ACFA project, a fully automated process
delivering ROMs that can be interpolated was not available and many sign correction
had to be done manually. This is still an open problem and actual research tries to
find order-reduction methods that allow the a posteriori interpolation of a set of
reduced-order grid-point models [23].

As an alternative to the parametric uncertain models, one may also generate LFRs
including an unstructured uncertainty. In this case, the sign problem is not important,
however, a lot of structural information is lost and one may obtain more conservative
controllers with less performance.
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Chapter 5
Control Goals

C. Westermayer and A. Schirrer

5.1 Analysis of Aircraft Dynamics

C. Westermayer and A. Schirrer

This section summarizes the open-loop dynamic behavior of the considered ACFA
BWB aircraft predesign model as relevant for control design, both for longitudinal
and lateral dynamics. The longitudinal analysis itself is based on the ROM from
Chap.4, has been developed in [13] and is summarized in the following from there.
It starts with analyzing the system eigendynamics, where it is shown that longitudi-
nal static stability does not exist over the entire parameter range. An investigation
of the system response to control and disturbance inputs in both time-domain and
frequency-domain exposes the constrained applicability of available control sur-
faces. Additionally, the effect of turbulence gusts on the system structural dynamics
is shown and maximum load levels are determined. Based on a sensitivity analy-
sis, the system dependency on flight parameters and fuel mass is evaluated, which
provides essential insight for parameter dependent and robust control design. The
influence of conventional feedback loops on the system dynamics is outlined using
relevant root locus plots. A shortened lateral analysis taken from [10] follows in an
analogous fashion.

5.1.1 Overview on the System Models for Control Design
and Validation

Dynamic predesign models of the ACFA BWB 450-passenger aircraft configuration
have been developed during the ACFA 2020 research project as described in Part 1
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of this book [12]. These integrated models represent the longitudinal as well as the
lateral flight mechanics of the RB aircraft motion, the flexible structure mechanics,
as well as the aeroelastic coupling of the RB and the flexible dynamics. The finite
element method (FEM) has been utilized for structural design; panel- and compu-
tational fluid dynamics (CFD) methods have been applied to obtain aerodynamic
data. Compared to earlier studies (see [6–9, 14]) based on the large 750-passenger
NACRE BWB configuration (see Sect. 3.2 and [2]), the present models consider a
redesigned, downsized BWB configuration.

Four relevant parameters are considered of having a major effect on the dynamic
system behavior: the flight parameters airspeed and dynamic pressure as well as the
two structure parameters fuel-filling level and center of gravity (CG) position. The
longitudinal and lateral flight mechanics equations have been linearized about level
trimmed flight conditions at fixed parameter gridpoints, and the flexible structure
modes have been modeled and separated into symmetric and antisymmetric modes.
Then, due to the symmetry of the aircraft configuration, the lateral dynamics is decou-
pled from the longitudinal dynamics for small perturbations of the flight mechanic
variables (in particular, for sufficiently small perturbations of sideslip, roll, and yaw
angles). In this predesign stage, no further quantification of lateral–longitudinal cou-
pling effects has been done because the main objectives of the conducted studies
target control design and loads alleviation in trimmed level flight conditions or in
typical, moderate turn maneuvers.

5.1.2 Models of Longitudinal Dynamics

The longitudinal input/output (I/O) configuration of the BWB aircraft is depicted in
Fig. 5.1.

The reduced longitudinal models G are given in state-space representation

⎡
⎣ ẋ(t)

e(t)
y(t)

⎤
⎦ =

⎡
⎣ A B1 B2

C1 D11 D12
C2 D21 D22

⎤
⎦

︸ ︷︷ ︸
Gac

⎡
⎣ x(t)

d(t)
u(t)

⎤
⎦ (5.1)

with the corresponding state vector

x = [
X u Z w Θ q ξ1 ξ̇1 . . . ξs ξ̇s xl1 . . . xlt

]T
, (5.2)

where the first six states represent the RB states x-position X , body forward ve-
locity u, z-position Z , body downward velocity w, pitch angle Θ and pitch rate q,
respectively. If the integrator states X and Z are not considered, they are removed by
truncation. The number of remaining rigid body (RB) states is then r = 4. The states
ξ j and ξ̇ j ( j = 1, . . . , s) are the modal deflections and modal deflection rates of

http://dx.doi.org/10.1007/978-3-319-10792-9_3
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Fig. 5.1 Schematic sketch of BWB aircraft with relevant system inputs and outputs [13]

aeroelastic modes, respectively, and xlk (k = 1, . . . , t) are the lag states. The number
of flexible modes and lag states are different for validation and design model, leading
to the total numbers of states nx,i :

• Validation model Gac,val: r = 4, s = 19, t = 14 ⇒ nx,val = 62
• Design model Gac,des: r = 4, s = 2, t = 4 ⇒ nx,des = 12

The number of flexible modes is set to a comparatively low number due to the
limited bandwidth of about 20 rad/s of the investigated control surfaces. However,
within this range, the first two symmetrical flexible modes are located which are
important in terms of structural loads and vibrations as will be shown in the open-
loop system analysis in Sect. 5.1.3. Moreover, keeping only four lag states in the
design model turned out to have only marginal effect on the considered system
dynamics.

In general, it is reasonable to keep the system order of the aeroelastic designmodel
as low as possible mainly for two reasons:

1. The controller order depends on the design system order when usingH∞-based
design methodologies.

2. The system order strongly influences computational cost and conservativeness in
control design.

The BWB aircraft is equipped with five flaps distributed along the trailing edge of
the center body and the wing, all available for longitudinal control. Early investiga-
tions have shown that in order to obtain sufficient control authority for pitch control,
all four flaps at the center body have to be used, forming together the combined eleva-
tor ELt . Although the combined inner twoflaps at thewing FL12 aremainly dedicated
for lateral control [10], they also play an important role for longitudinal maneuver
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load control. The outer flap at the wing FL3 will be mainly used for aeroelastic con-
trol. The two engines of the aircraft are mounted at the rear, above the center body,
and produce the symmetric thrust T12. The control input vector of the system u is thus
given by:

u = [
δELt δ̇ELt δFL12 δ̇FL12 δFL3 δ̇FL3 T12

]T
, (5.3)

where δi and δ̇i is the symmetric deflection and deflection rate of the respective
control surface. Besides these control inputs, the aircraft model is equipped with
various exogenous inputs d:

d = [
ηv η2D,1 η̇2D,1 . . . η2D,33 η̇2D,33

]T
. (5.4)

A global vertical gust velocity input ηv positioned at the CG is most relevant
for the given study. Moreover, the model has zonal vertical gust velocity η2D,i and
acceleration η̇2D,i inputs distributed along the structure which can be fed by a 2D
von-Kármán turbulence spectrum [4, 5].

The system model comprises 511 outputs which are basically divided into two
groups: measurements y and exogenous outputs e. Measurements utilized in this
work are:

y = [
NzCG qCG VTAS ΘCG αCG Nzf Nzrw,i Nzlw,i Nzlong.law

]T
, (5.5)

where NzCG, qCG, ΘCG and αCG are the vertical acceleration, pitch rate, pitch angle
and the angle of attack at the CG position, respectively, VTAS is the true airspeed, Nzf
is the vertical acceleration at the front position (cockpit position) and Nzrw,i , Nzlw,i

are several vertical acceleration outputs distributed over the wing. The Nzlong.law
output is a longitudinal modal wing bending acceleration signal used to separate the
symmetric vertical wing bending from the RB motion

Nzlong.law =
((

Nzlw,k + Nzrw,k
)

2
− NzCG

)
, (5.6)

where the index k refers to a selected pair of sensors obtainedusing a sensor placement
optimization technique [3]. The exogenous output vector is given as follows:

e = [
My1 . . . My14 Fz1 . . . Fz14

]T
, (5.7)

where Myi represent the cut bending moments and Fzi the cut vertical forces equally
distributed along the wing as exemplarily shown in Fig. 5.1. From this set of struc-
tural load outputs, a subset is selected for controller design in order to formulate
performance specifications concerning load minimization in turbulence gust and
maneuvers. In the validation model, the entire set is utilized to evaluate closed-loop
performance.
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Table 5.1 Dynamical properties of control surface actuators for θq = 17,238 and corresponding
deflection and rate limits

Frequency in
rad/s

Relative
damping (−)

Deflection limit in
deg

Rate limit in deg/s

ELt 2.72 0.71 −30 ≤ ηELt ≤ 15 −30 ≤ η̇ELt ≤ 30

FL12 4.44 0.71 −25 ≤ ηFL12 ≤ 25 −40 ≤ η̇FL12 ≤ 40

FL3 7.80 0.71 −25 ≤ ηFL3 ≤ 25 −40 ≤ η̇FL3 ≤ 40

The aircraft model Gac according to (5.1)–(5.7) has to be augmented with corre-
sponding linear actuator Gact and sensor dynamics Gsen in order to finally obtain the
model for controller design and validation:

G = Gact Gac Gsen. (5.8)

The dynamical properties of the linearized second-order control surface actuator
models for the maximum dynamical pressure and the corresponding deflection and
rate limits are provided in Table5.1. The actuator matrix Gact therefore can be writ-
ten as

Gact =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

7.5
s2+3.9s+7.5

0 0 0 0

7.5s
s2+3.9s+7.5

0 0 0 0

0 19.7
s2+6.3s+19.7

0 0 0

0 19.7s
s2+6.3s+19.7

0 0 0

0 0 60.7s
s2+11.0s+60.7

0 0

0 0 60.7s
s2+11.0s+60.7

0 0

0 0 0 152e3
5.8s+1 0

0 0 0 0 Id

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (5.9)

with Im×m
d as the identity matrix of appropriate dimensions according to the number

of disturbance inputs m. As a result of the system extension by actuator dynamics,
the input vector (5.3) is replaced by:

u = [
ηELt ηFL12 ηFL3 ηT12

]T
, (5.10)

where ηsurf are the respective symmetric control surface deflection and thrust inputs.
The sensor delays are defined as 2nd-order Padé approximations, whereas for safety
critical measurements, such as y(1, . . . , 6) from (5.5), the delay is set to 160ms and
for measurements utilized for aeroelastic control y(7, . . . , 9), a delay of 60ms is
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assumed. Moreover, measurements y(1, . . . , 6) are filtered by low-pass Butterworth
filters given by the transfer function

GBW = 1

0.00281s2 + 0.075s + 1
. (5.11)

In case of the design models, sensor delays and Butterworth filters are further ap-
proximated with only 1st-order Padé approximations and PT1 elements, leading to

Gsc = −15(s − 12.5)

(s + 15)(s + 12.5)
(5.12)

for safety critical measurements and to

Gae = −(s − 33.3)

(s + 33.3)
(5.13)

for aeroelastic measurements. The sensor transfer function matrix is therefore given
by:

Gsen = diag{ GscIr×r GaeIs×s It×t }, (5.14)

where r and s are the numbers of safety critical and aeroelastic measurements,
respectively, and t the number of load outputs.

5.1.3 Open-Loop Analysis of Longitudinal Dynamics

5.1.3.1 System Eigendynamics

The longitudinal RBmotion of the BWB aircraft is characterized by the short-period
mode (SPM) and the phugoid mode (PM). Moreover, in the low-frequency region
up to 3 rad/s the slowest lag state (LAG) and actuator mode actuator mode (AM)
of the combined elevator ELt appear. Depending on the considered parameter case,
basically three different constellations of SPM and PM appear. Those are presented
in Fig. 5.2, where in the left plot the full RB dynamics, that is, SPM and PM, are
presentedwhile in the right plot the correspondingSPMapproximation due to omitted
states u and Θ is shown.

1. The SPM forms a conjugate complex pole pair and the PM is given by two real
poles, whereby one of them is unstable.

2. The SPM is given by two real stable poles while one phugoid pole is again stable
and one is unstable.
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Fig. 5.2 Pole map of low-frequency poles for various parameter cases: model with RB states u, w,
Θ , q (left) and with RB states w, q (right)

3. SPM and PM merge forming a so-called 3rd oscillation (3OS). The remaining
two poles are real. One of them is faster and stable (SPP) and the other one is
unstable (PP).

This development of pole constellations from 1 to 3 is attained with parameter
settings toward higher fuel mass θfuel, increased dynamic pressure θq and lower
Mach numbers θMa. The ELt actuator mode AM is hardly changed for varying
pressure parameters θq , however, it is located rather close to the SPM. This can lead
to undesirable interaction of those two modes due to feedback control.

In the first two cases, a similar position for the SPM is visible. In the third case,
the SPM is given by two real poles, where one of them is stable and one unstable.
Therefore, for parameter settings corresponding to the third case, the system dynam-
ics is characterized by a fast and unstable SPM, which in turn indicates longitudinal
static instability of the aircraft.

The pole distribution of the flexible modes is shown in Fig. 5.3 for the whole
parameter envelope.

The design model contains only two flexible modes, the first and second wing
bending mode WB1 and WB2, respectively. Considering Fig. 5.3, it can be seen that
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Fig. 5.3 Flexible mode pole distribution for entire envelope: validation model (left) and design
model (right)

for both models WB1 and WB2 come to lie at similar positions which is an impor-
tant requirement for control design. The remaining flexible modes in the validation
model are located between 10 and 60 rad/s. However, these modes’ frequencies are
significantly above the actual bandwidth of the actuators and therefore out of scope
of this study.

5.1.3.2 Input Response

Time-Domain Response

The following time-domain analysis provides a representative overview on system
characteristics for both control surface inputs as well as disturbance inputs.

Control surface inputs: In Fig. 5.4 the unit step response from the control surfaces
ηELt , ηFL12 and ηFL3 to the flight mechanic outputs Nzlong.law, qCG and to My5 are
shown. Note that the time responses drift away as a result of the unstable phugoid
mode. The Nzlong.law output extracts clearly thewing oscillations. In the lower plot,
the structural load output My5 is shown where high loads given by the pitch-down
maneuver are notable. The general qualitative statements on system response hold
for the entire parameter range despite the presence of strong variations in system
dynamics.
Turbulence gust inputs: For evaluation of the system response in terms of the
maximum arising structural loads and vibrations caused by turbulence, a stan-
dardized disturbance velocity signal given by the one-minus-cosine (1− cos) gust
will be utilized throughout this work. This signal basically depends on two pa-
rameters, the integral scale length Lgust and the maximum vertical gust velocity
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Fig. 5.4 Time response of selected relevant outputs to unit step inputs on combined elevator ηELt ,
combined inner flap ηFL12 and outer flap ηFL3 for a representative set of parameter cases

vz,max = vz,max(θMa, q). Shorter gusts excite mainly the flexible structure modes,
while long gusts lead to excitation of the RB dynamics. It is noticeable that the
gust of highest length corresponding to excitation in the low-frequency region
leads to maximum acceleration and pitch rate values. Depending on the parameter
case, maximum accelerations of 20m/s2 and above can occur. Similar to the flight
mechanic outputs, also structural loads are maximal for long gusts. Shorter gusts,
on the contrary, strongly excite flexible modes, resulting in long-lasting, weakly
damped vibrations. Considering the Nzlong.law output, for example, it turns out that
a gust with length Lgust = 30.5m causes the maximum wing bending accelera-
tion. It is important to determine the parameter combination for aircraft and gust
leading to maximum dynamical structural loads. The cut forces Fzi and moments
Myi at three different positions along the wing are evaluated. It turns out that the
maximum structural loads at cut positions closer to the center are typically caused
by the longest gusts. At outside cut positions, shorter gusts are more relevant.

Frequency-Domain Response

Considering the NzCG and qCG responses, it turns out that the responses for the ηELt

and ηFL12 inputs is dominated by the low-frequency short-period mode. For pitch
maneuver control, it is important that the elevator hardly excites the flexible modes.
This also becomes evident when considering the responses for Nzlong.law and My5.
The outer flap FL3 shows highestmagnitude at the frequency of the firstwing bending
mode WB1. The controllability of the second wing bending mode WB2 is low for
this flap. FL12 appears to be an effective control input for both, flight mechanics and
aeroelastics control.
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The response for varying parameter cases from vertical gust input ηv to NzCG
shows a flat characteristics until about 10 rad/s, while above it is dominated by the
weakly damped WB2 and a higher frequency flexible mode at around 50 rad/s. The
Nzlong.law response shows high-pass behavior, dominated by WB1, WB2, and again
the flexible mode at 50 rad/s. For inside cut positions the cut load outputs Fzi and
Myi showhigh gain in the low-frequency region. Themaximummagnitude is present
at WB2. Load outputs further outside show high-pass behavior, dominated by WB1,
WB2, and modes at higher frequencies.

Root Locus of Relevant Feedback Loops

Before starting a multiobjective multi-input multi-output (MIMO) controller design,
it is of utmost importance to understand the effects of single-input single-output
(SISO) feedback loops. Effective loops for modification of the short-period mode
and the phugoid mode are shown, and present limitations due to the slow actuator
dynamics and sensor delays are outlined. The basic characteristics described in the
following also hold for the remaining parameter cases.

In Fig. 5.5, the root locus for positive static feedback from qCG, NzCG and ΘCG
on ηELt and negative static feedback from VTAS on ηELt are shown. As can be seen
from the top left plot, a qCG feedback on ELt significantly increases SPM damping.
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Likewise, the damping of the actuator mode is reduced to a similar extent. The
location of the PM and the WB1 is hardly changed. The latter also holds for NzCG
feedback. Notably, this measurement has a destabilizing effect on the SPM, while the
frequency is only slightly increased. A similar behavior can be detected for a ΘCG
feedback, with the exception that this output also slightly modifies the PM. The PM
can be even more shifted by a negative feedback of VTAS on ηELt . For the optimum
static feedback gain, both poles are real and close to the imaginary axis. The SPM, on
the contrary, forms two real poles, where one of them becomes significantly slower
with increased feedback gain. Finally, the slowest lag state (LAG) is marginally
modified due to the presented feedback loops.

The effectiveness of the wing trailing-edge control surfaces FL12 and FL3 con-
cerning flexible mode damping is evaluated using the modal wing bending acceler-
ation signal Nzlong.law. The damping of the flexible mode WB1 can be increased due
to static feedback solely by the outer flap FL3. Limitations due to the 60ms delay
become clearly evident: In the case of WB2, the root locus even changes its direction
when including the sensor delay. However, the actual pole shifting of WB2 is rather
moderate. This is different for feedback on FL12, where the root locus for WB2
is almost horizontal. Nevertheless, an increase of damping using static feedback is
related to reduced damping of WB1.

5.1.3.3 Sensitivity Analysis

The main results of the sensitivity analysis are summarized in the following from
[13]. Evaluating the ν-gap metric as a control-oriented measure of plant variation
for different parameter points θMa and v for the range of fuel-mass parameters (po-
tentially unknown to the controller), it can be seen that high values of the metric
arise for flight parameter θMa = 0.85 which suggests this to be the most difficult
θMa parameter for obtaining robustness against uncertain fuel mass. Conversely, no
strong correlation to the θq parameter is evident. For the considered flight control
architectures, the flight parameters θMa and θq are potential scheduling parameters
for the BWB aircraft.

It can be concluded that an increased θMa parameter is characterized by a faster
SPM of reduced damping. Moreover, it turns out that the DC gain changes nonlin-
early with the θMa parameter and the maximum gain occurs for the low θMa number
case. For both parameters,ω and ζ , in general a linear dependency appears, however,
with varying slope for different θq and θfuel parameters. Noticeable is specifically
the different characteristic of the magnitude plot for same θfuel parameter but chang-
ing θMa parameter. Generally, with increasing θq parameter, the frequency and the
damping of the SPM is moderately increased. It can be concluded that the SPM pole
location depends approximately linearly on flight parameters θq and θMa, while the
system input–output behavior deviates, partly significantly, from linear behavior.
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5.1.4 Models of Lateral Dynamics

The lateral dynamics model is comprised of lateral flight mechanic states, antisym-
metric flexible structure dynamic states, as well as lag states. The corresponding dy-
namic models are utilized to design and validate the lateral control laws in Chaps. 6
and 7 at various flight cases (defined by the parameters airspeed and dynamic pres-
sure) and mass cases (defined by the parameters fuel-filling level and CG position).

Some comprehensive studies (for example, sizing loads alleviation performance,
see Chap.8) have been carried out for a total of several hundred aircraft parameter
cases within a defined grid for these four parameters.

Many detail studies have been carried out at a selected flight case corresponding
to cruise conditions. Then, a set of k = 30 linearized state-space systems Pi , i =
1, . . . , k for various parameter values of fuel-filling level and CG position is studied:

ẋ = Ai x + Bi u (5.15)

y = Ci x + Di u. (5.16)

The lateral state vector x is composed of 4 flight mechanic states (sideslip angle β,
roll rate p, yaw rate r , roll angle φ), 12 elastic states (6 structural antisymmetric
modes), as well as 7 lag states. The integrator states ψ (yaw angle) and y (horizontal
displacement) are neglected in this study. These systems are augmented by actuator
and sensor dynamics.

Utilized inputs u for control design are:

1. Symmetric rudder deflection and rate uRU, u̇RU
2. Combined antisymmetric trailing-edge control surface deflections and rates:

a. uTE12, u̇TE12: middle and inner elevons (deflected equally)
b. uTE3, u̇TE3: outer elevon

The actuator dynamics Gact are modeled via 2nd-order low-pass filters as a low-
order approximation of physically modeled control surfaces and actuation system
dynamics. These models provide both the actual surface deflections as well as their
rates as outputs

([u j , u̇ j ]T = Gact, j ucommand, j
)
.

Utilized outputs y for control design are:

1. Sideslip angle β

2. Roll angle φ

3. Roll rate p
4. Yaw rate r
5. Antisymmetric wingtip acceleration signal Nzlat.law = Nzr.wingtip − Nzl.wingtip

where Nzr.wingtip and Nzl.wingtip are vertical accelerations at the right and left
wingtips, respectively,

which are each considered subject to time delays due to signal processing laten-
cies (160ms for outputs (1–4), 60ms for output (5)), modeled via 2nd-order Padé

http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_7
http://dx.doi.org/10.1007/978-3-319-10792-9_8
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Table 5.2 System modes of the lateral open-loop dynamics

Aircraft system mode Pole characteristics Frequency (rad/s)

DR mode Oscillatory, low-damped/unstable 1

Roll resilience mode Real, stable 2. . .3

Spiral mode Real, slow, unstable 0.001

1st anti-sym. flexible mode Oscillatory, low-damped 10

2nd anti-sym. flexible mode Oscillatory, low-damped 20

approximations. Additionally 2nd-order low-pass Butterworth filters are applied to
outputs (1–4). Note that output (5) acts as an effective, simplified modal sensor for
the antisymmetric flexible modes. It amplifies these modes’ amplitudes, however, it
is not compensated for the effect of roll rate change (RB motion) for simplicity. The
sensor dynamics is collected intoGsens, and the augmented system P̃i = GsensPi Gact
is of order 47.

Additional exogenous input and output signals are considered for system analysis
and validation: a wind gust disturbance input is modeled by an aggregated lateral
wind speed input signal

d = vlat, (5.17)

as well as a structure load output (a cut moment at the wing)

z = Mywing. (5.18)

5.1.5 Open-Loop Analysis of Lateral Dynamics

The open-loop system eigendynamic parameters can be seen in Table5.2: A low-
damped or unstable Dutch Roll mode (DR mode) and the two real flight mechanic
modes (spiral, roll resilience) are present. The first two antisymmetric flexible modes
are located around 10 and 20 rad/s, respectively. Table5.3 lists the pole locations of
the dominating PT2 behavior of the linearized actuator models for the actuators of

Table 5.3 Eigenfrequencies of the linearized actuator models

Linearized control surfacemode
(dominant 2nd-order dynamics)

Pole characteristics

Flaps 3, 4 Damping ζ = √
2/2 at ωd = 4.4 rad/s

Flaps 5 Damping ζ = √
2/2 at ωd = 7.8 rad/s

Rudder Damping ζ = √
2/2 at ωd = 10.3 rad/s
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flaps 3, 4, 5, and the rudder. As seen from these numbers, the control design task is
expected to be challenging for flexible modes control because these are located at
or above the actuators’ bandwidth. Open-loop responses for the lateral dynamics are
given in the lateral control design sections (Sects. 6.2, 6.3, and 7.2).

5.2 Control Goals

A. Schirrer and C. Westermayer

This section lists the primary control goals formulated for the ACFA BWB aircraft
predesign model both for the longitudinal and lateral dynamics. Subsets or specific
variants of these goals are treated later in the respective control design sections of
Chaps. 6 (feedback designs) and 7 (feed-forward designs).

5.2.1 Longitudinal Control Design Goals

The following general set of goals are addressed in the longitudinal control designs:

1. Stabilize the unstable short-period mode.
2. Slow down the unstable phugoid, such that the pole pair stays real and the

maximum real part of the unstable pole p is limited by max(Re(p)) < 0.1.
3. Track the reference command input given by the vertical acceleration at the CG

position NzCG. The rise time of NzCG to a unit step command input must be
between 3 and 5s and no overshoot is tolerated.

4. Overshoot of accompanying pitch rate response at the CG position, qCG, must
be lower than 30%.

5. Reject disturbances from control inputs and external excitations within 5–7s.
6. Unify the system dynamical behavior throughout the considered operating range

in order to obtain similar closed-loop response.
7. Minimize maximum vertical accelerations of NzCG and Nzf due to turbulence

gust.
8. Constrain the demanded control signals by maximum deflection and deflection

rate limits according to Table5.1.
9. Investigate and demonstrate robustness against uncertainties of the fuel-mass

parameter.
10. All control surfaces on the trailing edge can be utilized as actuators. However,

the combined inner flap FL12 is also utilized for lateral control, consequently
only restricted use for longitudinal control is possible.

11. Besides NzCG also qCG, Nzf , VTAS and ΘCG are available as flight mechanic
measurements. Generally, the number of utilized measurement signals for the
controller must be kept as low as possible.

http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_7
http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_7
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Table 5.4 Control goals for the lateral control design tasks

General and tracking specifications

DR mode ζDR > 0.7, ωDR unchanged

Decoupling Generate inputs with high coupling to roll and sideslip angles and low
cross-coupling

Roll angle φ DC gain similar for all mass cases, rise time to 90% in trise < 7s, max.
5% overshoot

Sideslip angle β DC gain similar for all mass cases, trise < 5s

Robustness Stable controller, Robust Stability (RS) and Robust Performance (RP)
for all mass cases

Disturbance rejection specifications

Minimize the influence of lateral gust on roll, sideslip, and lateral acceleration, while obeying
the tracking specifications above. Moreover, the loads must not be increased

Maneuver loads alleviation specifications

Robustly minimize sizing Fz, Mx, and My loads along the wing in 60° roll maneuvers

The requirements 1–7 are typical design goals of a so-called stability augmen-
tation system (SAS) [1, 11] in order to align the closed-loop RB motion to pilot
needs. Moreover, fulfilling these requirements provides an improved basis for sub-
sequent autopilot design. Requirements 1, 2 and 6 are directly linked to closed-loop
pole location and can therefore be addressed only by a feedback control approach,
while requirements 3, 4 are also main goals of feed-forward design (see Chap.7).
Disturbance rejection (4) and acceleration minimization (7) based on a disturbance
feed-forward concept is not investigated in this work. The limited actuator band-
width (8) and the robustness requirements regarding fuel-mass uncertainty (9) are
further essential aspects for an integrated flexible aircraft design which have to be
considered at an early design phase.

5.2.2 Lateral Control Design Goals

The goals followed in lateral control design for the considered BWB aircraft are
specified in Table5.4.
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Chapter 6
Feedback Control Designs

A. Schirrer, M. Kozek, F. Demourant and G. Ferreres

6.1 Introduction

A. Schirrer and M. Kozek

6.1.1 General Properties of Feedback Control

The general concept of feedback control is characterized by utilizing system output
signals (measurements) to determine the control signal, thus closing a control loop
by a feedback interconnection. For linear systems, this generally alters the system’s
eigendynamics, and this is in fact the central feature that feedback systems pos-
sess in contrast to feed-forward (input-shaping) concepts. Consequently, the main
conceptual goals of feedback control concepts for linear dynamic systems are the
following:

Stabilization: If stabilizability conditions are met, unstable systems can be stabi-
lized by a suitable control law when the control loop is closed.
Shaping of the eigendynamics: The system’s eigendynamics can be altered in terms
of a shift of eigenvalues and/or a change of the eigenvectors, which corresponds
for example, to changing system time constants or to decoupling responses.
Increase robustness: Feedback control has the potential to decrease the effects of
unknown model errors or perturbations or unknown disturbances to the system’s
responses. This is commonly known as disturbance rejection. As an example,
a feedback controller could achieve accurate tracking of reference signals even
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though the system gain may be uncertain or disturbance input signals unknown to
the controller. A purely feed-forward input-shaping concept cannot address these
uncertainties by design.

Note, however, that these properties can also produce disadvantages because a
feedback controller could also destabilize an otherwise stable system, for example,
if critical model errors occur and if the feedback control law is not suitable under
these conditions. Thus, the design of a feedback controller requires in-depth system
analysis, design tuning, and validation to ensure that the critical requirements (sta-
bility, signal magnitude bounds, validity region of the model) are also met in reality.

Additionally, feedback control can address time- and frequency-domain specifi-
cations (rise time, overshoot, bandwidth, response magnitudes), which can also be
affected by feed-forward concepts. Depending on the application and on the avail-
able design methods, the control engineer needs to be decide on the most efficient
concept(s) to address these requirements. Often, a combination of methods which
exploits their benefits yields high-performance, modular solutions.

6.1.2 Feedback Design Methods in the Flight Control Context

Flexible aircraft control is subject of broad research (see for example [41, 46, 48, 90],
or [92]) and it bears the potential of additional weight savings and thus increased fuel
efficiency. Novel concepts in civil aviation such as BWB aircraft introduce numerous
new challenges to this class of multiobjective control design problems (see [57]):
potential (cross-)coupling of longitudinal and lateral motion (and low-frequency
flexible modes), possible open-loop instability, as well as high-performance demands
in loads alleviation, vibration reduction, and maneuver shaping.

This chapter presents several state-of-the-art feedback flight control design meth-
ods for the lateral as well as the longitudinal dynamics of the considered large, flexible
BWB transport aircraft model. Numerous stringent constraints and goals are given
in terms of eigendynamic requirements and specifications in the time and frequency
domains. The considered design methods typically address a subset of the design
specifications given in Chap. 5. The control performance is validated and discussed
for each approach. The following design methods are considered:

• Partial eigenstructure assignment (ACFA 2020 BWB configuration, lateral control,
see Sect. 6.2).

• μ synthesis via DGK-iteration based on a parametrized linear fractional trans-
formation (LFT) model (ACFA 2020 BWB configuration, lateral control, see
Sect. 6.3).

• Convex control design via the Youla parametrization and a parametrized observer
(ACFA 2020 BWB configuration, longitudinal control, see Sect. 6.4).

• Linear parameter-varying (LPV) feedback control design by a linear matrix
inequality (LMI) approach (ACFA 2020 BWB configuration, longitudinal con-
trol, see Sect. 6.5).

http://dx.doi.org/10.1007/978-3-319-10792-9_5
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• Structured low-order H∞ design (NACRE BWB lateral control in Sects. 6.6.1–
6.6.3; ACFA 2020 BWB longitudinal control in Sect. 6.6.4).

Partial eigenstructure assignment is utilized as an initial controller for the lateral
control task (see robust modal control design [54, 73]) to achieve some of the lat-
eral control goals most efficiently addressed by eigenstructure assignment, including
basic damping of flexible modes. Based on this pre-shaping, the linear fractional rep-
resentations (LFRs) of the parametrized, pre-shaped aircraft dynamics are obtained
as shown in Sect. 4.2 and a μ synthesis design is carried out to maximize robust
damping performance for the relevant flexible modes by exploiting the structured
change of system dynamics as functions of the physical parameters.

The longitudinal control task is addressed by convex controller synthesis, which
starts out from an linear quadratic Gaussian (LQG)-controlled plant in which rigid-
body (RB) requirements are addressed. The observer-based realization is directly
suited to put the system into a Youla-parametrized form, that is, to express closed-loop
transfers affinely in the Youla controller parameter. A convex optimization problem
for heterogenous time- and frequency-domain objectives and constraints can now
be formulated and solved efficiently. Finally, the plant model within the observer
is parametrized, yielding a globally LPV control law. The controller achieves high
performance in terms of handling qualities, critical loads, and comfort.

Next, longitudinal control is once again addressed, however, via a direct design
of an LPV controller for an LPV plant description. After a thorough open-loop
analysis, the design weighting functions are prepared and optimized by considering
a series of standard H∞ designs at fixed parameter values. This also allows to
directly tune robustness of the controller family. Then these design data are utilized
in a direct LPV control design to obtain an optimized LPV controller. This allows
to consider parameter rate of change bounds and to exploit the structure of the
parameter dependency already in the control design and yields excellent performance
in validation.

Finally, both lateral and longitudinal control tasks are addressed in the investiga-
tion of design methods of H∞ and H2/H∞ controllers with prescribed controller
structure and (arbitrarily) low dynamic order. The involved optimization problems
are generally difficult to solve (non-smooth, non-convex). However, well-performing
results could be achieved via the H∞ fixed-order optimization toolbox (H∞ fixed-
order optimization) in MATLAB®. These designs have been developed for the
NACRE BWB configuration (lateral design) and for the ACFA BWB configuration
(longitudinal design).

The multitude of control design studies in this context yields the important conclu-
sion that multistage design approaches that combine the benefits of several different
design methods allow to address a multitude of heterogenous specifications effi-
ciently. These composite control concepts typically contain feedback control laws,
but also complementary feed-forward controller blocks to address command shaping
or (measurable) disturbance compensation. These concepts are often referred to as
two degrees of freedom control architecture. Here, several such concepts have been
developed:

http://dx.doi.org/10.1007/978-3-319-10792-9_4
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• Design of a lateral comprehensive load alleviation control system as a combination
of eigenstructure assignment, robustH∞-control feedback design and a scheduled
feed-forward command shaper.

• Design of a longitudinal gust loads alleviation by LQG pre-shaping and convex
controller synthesis.

• Design of a longitudinal comprehensive load alleviation control concept com-
bining H∞ designs/LPV feedback control design with an H∞ full-information
feed-forward concept.

6.1.3 State of the Art

Flight and structural control laws are commonly built using optimal or robust control
design methods to maximize control performance also in the presence of plant uncer-
tainties. The DK-iteration and more recently the DGK-iteration or mixed-μ-synthesis
are well-known design tools to generate robust control laws when the plant’s uncer-
tainty or possible perturbations can be modeled well by structured uncertainties [5,
76, 95].

An additional, central challenge for a control engineer is to translate the given spec-
ifications efficiently and effectively into design parameters for the utilized synthesis
methods (usually from optimal or robust control). Typically, these constraints are
either stated as weighting functions in the frequency-domain (H∞/H2 control, DK-
iterations) or as objective function weightings (as in linear quadratic (LQ) control).
One design method with the capability of considering both time- and frequency-
domain constraints and objectives at the same time is convex synthesis.

Convex design for the control of conventional flexible aircraft has been stud-
ied, among others, in the PhD thesis of [20] as well as by [64] (with subsequent
controller order reduction), and [84] (a self-scheduling approach). In robust control
applications, robust stability (RS) of the closed loop is usually the most fundamental
requirement. One additional, important requirement for reliable control is the stabil-
ity of the controller itself (referred to as strong stabilization, see for example [45,
86]), which is not guaranteed by standard optimal and robust design methods. This
is however imperative in the case of potential actuator or sensor faults, and simple
tuning often does not suffice to obtain stable controllers.

Convex synthesis of a feedback controller using the Youla parameterization has
been designed based on the large 750-passenger NACRE BWB aircraft predesign
model in [72]. An linear matrix inequality (LMI) formulation is taken to optimize
directly for the time- and frequency-domain goals not addressed by the initial con-
troller. A heuristic algorithm to achieve strong stabilization is proposed and allows to
obtain a stable feedback law which is validated successfully on all considered para-
meter cases (mass cases). High control performance is achieved, including direct
time-domain specifications.

A general integrated methodology for multiobjective robust control design has
been presented in [69]. Previous, closely related studies have been carried out on the
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large 750-passenger NACRE BWB aircraft predesign model: for LQ-based lateral
control designs see [70], the application of a genetic algorithm for parameter opti-
mization of a multiobjective H∞ DK-iteration design has been treated in [71]. Using
a Youla parameterization of the feedback control loop, a convex controller synthesis
for lateral BWB control has been performed in [73] with a subsequent scheduled
feed-forward control design in [72]. Longitudinal BWB control using LPV control
concepts has been studied in [89]. All these works investigate control designs on the
large 750-passenger NACRE BWB aircraft predesign model and represent the early
results achieved in the ACFA 2020 project.

The subsequent feedback control designs reported in this chapter have initially
been published in the following papers: the lateral designs in Sects. 6.2 and 6.3 are
adopted from [74], the longitudinal convex synthesis design in Sect. 6.4 has been
shown in [24], and the LPV feedback design approach in Sect. 6.4 is detailed in [88].
Finally, the structured longitudinal design in Sect. 6.6.4 has been published in [42].

6.2 Robust Eigenstructure Assignment

A. Schirrer and M. Kozek

6.2.1 Methodology

Methods of robust eigenstructure assignment extend classical pole placement control
design in several ways [54]: First, only a partial eigenstructure assignment of a few,
relevant system poles to desired closed-loop positions is possible. The remaining
system poles will generally be shifted slightly as well, but this can be met by an
iterative design procedure. The advantage is that no artificial design requirements
(for example, pole pinning) need to be introduced, and that the remaining degrees
of freedom can be utilized to improve insensitivity to model errors. Also, no full
state vector estimation may be necessary and methods exist to derive only those
elementary estimates necessary to perform the partial assignment, yielding low-
complexity dynamic output feedback controllers.

In the following, an initial controller in the form of an output feedback control
law is designed by robust eigenstructure assignment using the techniques and tools
given in [54].

Given a state-space system P as in (5.15) and (5.16) (subscript i omitted for
brevity), q triplets (λi , vi , wi ) (eigenvalue, input, and output directions, respectively)
are assigned in closed loop (with q ≤ p where p is the number of measurements).
Let X = CV + DW, V = [v1, . . . , vq ], and W = [w1, . . . , wq ] hold. The output
feedback gain to assign the given eigenstructure is

http://dx.doi.org/10.1007/978-3-319-10792-9_5
http://dx.doi.org/10.1007/978-3-319-10792-9_5
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K = WX† (6.1)

where the pseudo-inverse (·)† of X yields the norm-minimal feedback gain for q < p.
If q = p and X is non-singular, the inverse of X can be used instead.

6.2.2 Control Goals

The specific control goals for this lateral inner-loop control design are a subset of
the goals in Table 5.4:

1. stabilize the aircraft,
2. obtain high damping ζ ≥ 0.7 of the Dutch Roll mode (DR mode) while keeping

the mode’s undamped eigenfrequency unchanged,
3. obtain sufficiently fast real/aperiodic remaining system dynamics to fulfill rise-

time requirements on roll/side-slip responses in 7 and 5 s, respectively, and
4. improve damping of the first flexible mode.

Note that in the present setting, goal 1 also includes a significant shift of the spiral
mode’s pole to the left which otherwise is realized by an outer (auto-)pilot control
loop.

These requirements all have to be fulfilled robustly for all 30 considered parameter
cases in the viewed parameter space. They will all be addressed, as far as possible, by
the control law which is designed through robust/insensitive eigenstructure assign-
ment.

6.2.3 Feedback Control Design

To fulfill the listed control goals, an initial controller is designed by robust partial
eigenstructure assignment (utilizing the MATLAB® Robust Modal Control Toolbox
supplied with the book [54]). This is done in two steps:

1. Assign low-frequency (rigid-body) dynamics using low-pass output feedback,
2. Increase the damping of high-frequency flexible modes via a bandpass-filtered

output feedback through eigenvector projection.

For step 1, an input/output (I/O)- and state-reduced RB model was extracted from
the design ROMs at a chosen parameter case:

• Input reduction to 1 combined rudder command and 1 combined anti-symmetric
command on flaps 3 and 4 (“inner” and “middle” ailerons). This was chosen
because flaps 3, 4 do not reverse their effect on the aircraft over the envelope and
they are fast enough for RB control.

http://dx.doi.org/10.1007/978-3-319-10792-9_5
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• Output reduction to measurements of β (side-slip angle), ϕ (roll angle), p (roll
rate), and r (yaw rate).

• State reduction by truncation of all flexible modes and lag states, leaving only
states β (side-slip angle), p (roll rate), r (yaw rate), ϕ (roll angle), and the rudder-
and flap 3, 4 second-order dynamics. The actuator dynamics of flaps 3 and 4 were
modeled by a single filter because they behave sufficiently similarly.

• Augmentation of each of the 4 measurements by a fourth-order dynamics (second-
order Padé approximation of 160 ms delay and a second-order low-pass filter).

The relevant plant open-loop poles lie close to the respective poles of the full-
order model. The RB poles can be identified as a low-damped (in some parameter
cases unstable) DR mode (frequency between 0.7 and 1 rad/s), a marginally stable or
unstable real spiral mode and a stable real pole at around −2. The desired DR pole
location is obtained by increasing its damping ζ to

√
2/2 with constant frequency.

The DR mode damping requirement and the decoupling specifications (and
partially the performance specifications) are cast into eigenstructure constraints,
see [54]:

prig,des,1 = −0.6 v1 = [0, ∗, 0, ∗, . . .]T (6.2)

prig,des,2,3 = pDR,des,1,2 v2,3 = [∗, 0, ∗, 0, . . .]T (6.3)

prig,des,4 = −1.3 v4 = [0, ∗, 0, ∗, . . .]T, (6.4)

where the remaining eigenvector elements (marked by ∗ in (6.2)–(6.4)) are uncon-
strained. The computed feedback gain robustly assigns a high DR mode damping.
The loop is closed with the resulting static output feedback law, and this shaped plant
comprises the design plant for step 2.

Design step 2 aims to increase the damping of the first (low-damped) flexible
mode at around 10 rad/s. The controller takes the modal measurement Nzlat.law and
generates a combined flap 3, 4 and a separately actuated flap 5 control signal. In
order to obtain enough degrees of freedom to shift the two flexible mode (complex-
conjugated) poles, a first-order observer is necessary. The mentioned toolbox offers
a robust observer design method for this task. The observation dynamics is chosen
real and near the relevant modes’ frequency at pobs = −10. After such observer
is synthesized, a static output feedback gain is computed to shift the flexible mode
poles to the left. Hence, they are reassigned at the location

pflex,desired,1,2 = pflex,actual,1,2 − 0.5 (6.5)

using a minimal-energy criterion, yielding a Bode magnitude peak reduction of about
6 dB in the closed-loop transfer path from lateral gust to Nzlat.law.

The final partial eigenstructure assignment controller is combined into a single
linear time-invariant (LTI) system of first order, 3 outputs (combined flap 3, 4; flap 5;
rudder), and 5 inputs (measurements of side-slip angle, roll angle, roll rate, yaw rate,
and Nzlat.law) and is successfully validated on all fuel and center of gravity (CG)
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Fig. 6.1 Step responses of the pre-shaped plants from rudder and ailerons to side-slip and roll
angles at random CG and fuel parameter values

parameter cases of the design flight condition (fixed Mach and dynamic pressure
case).

6.2.4 Basic Feed-Forward Decoupling Design

For basic pilot input shaping, a simple feed-forward control law of PT1-structure is
synthesized that

• maximizes decoupling of the two reference signals (roll reference ϕref and side-slip
reference βref ) and

• ensures that rate limits on the control surface inputs are obeyed for the test maneu-
vers (−30◦ → +30◦ roll reference step, 0 → 0.1 rad side-slip reference step).

This is solved by a linear programing (LP) problem that directly shapes the feed-
forward controller coefficients to optimize decoupling Decouplingover all fuel and
CG cases and a suitable choice of the PT1 time constants.
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Fig. 6.2 Bode magnitude plot of gust-wing cut moment for all mass cases (black open loop; red
closed loop with initial controller)

6.2.5 Initial Control Law Validation

Figures 6.1 and 6.2 validate the performance of the designed initial control law for all
CG and fuel cases for the high-speed central flight case (cruise conditions). Figure 6.1
shows that the closed-loop validation step responses fulfill the required RB speci-
fications robustly. Moreover, the aircraft is robustly stabilized, and the damping
ratios of the DR mode and the first flexible (wing bending) modes are increased as
shown in Fig. 6.2, but also an overall increase in the low-frequency magnitude of the
disturbance-loads transfer becomes evident. The first flexible mode can be robustly
attenuated by about 6 dB in all CG/fuel cases with this simple control law.

Further studies on the issue of the increased low-frequency disturbance-load mag-
nitude shows that this effect mainly occurs at parameter configurations far from the
design point. When solely assigning one aircraft mode to the desired location while
keeping the others fixed at their open-loop locations, it is unveiled that shifting the
roll mode and the flexible mode does not affect low-frequency loads; however, both
DR mode shaping as well as shifting the spiral mode are responsible to a similar
degree to the observed increase in loads. Further optimization of the low-frequency
disturbance behavior of the aircraft is not studied in this work, but represents an
interesting area for follow-up studies.



156 A. Schirrer et al.

6.3 DK-Iteration Design

A. Schirrer and M. Kozek

6.3.1 Methodology

Based on the pre-shaped plant obtained by closing the loop with the initial con-
troller from Sect. 6.2, a parameterized high-accuracy parameterized linear fractional
representation (LFR) is built (see Sect. 4.2.3.3), which serves as basis for robust
feedback control design by DGK-iteration [74]. Due to high-dimensional parame-
ter dependency and loose bounds in current μ analysis tools, this synthesis task
faces computational difficulties given today’s workstation computing performance
and numeric properties of the algorithms. Thus, ways to reduce design complexity
and improve resulting robust control performance are tested and assessed in terms of
performance, robustness, tractability, and problem size. A high-accuracy parametric
LFR as well as various simplified LFR formulations are utilized in subsequent design
attempts.

6.3.1.1 Initial Controller

The output feedback controller Kinit of dynamic order 1 is obtained as shown in
Sect. 6.2. The initial controller is interconnected to the aircraft system models, form-
ing a set of pre-shaped plants (each of dynamic order 48). As described in Sect. 6.2.5,
this initial controller achieves a robust reduction of the first anti-symmetric wing
bending mode amplitude by about 6 dB. Note that it is not possible to directly and
robustly increase flexible mode damping further with the eigenstructure assignment
design methodology.

6.3.1.2 Linear Fractional Representation of the Parametrized,
Pre-shaped Plants

By exploiting the structure of the parameter dependency of the plant, the damping
of the first flexible modes is attempted to be further increased, without altering the
other already satisfied control goals (RB response, stability). Therefore, an LFR
description of this set of pre-shaped plants in the two parameters CG and fuel filling
has been generated from the model grid (5.15) and (5.16) and validated by the authors’
project partners analogous to the procedure in [43], see Sect. 4.2.3.3. The lag states
were removed for the LFR generation. A first, high-accuracy LFR has been generated
which has 41 states and a Δ block size of 40 × 40 (in which the two real-valued

http://dx.doi.org/10.1007/978-3-319-10792-9_4
http://dx.doi.org/10.1007/978-3-319-10792-9_5
http://dx.doi.org/10.1007/978-3-319-10792-9_5
http://dx.doi.org/10.1007/978-3-319-10792-9_4
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parameters are 9 and 31 times repeated, respectively). Later, due to computational
difficulties with this level of complexity, a simplified parameterization has been
generated which leads to a reduced-accuracy LFR with 33 states and a 13 × 13 Δ

block (8 and 5 times repeated, respectively).
Figure 6.1 shows scaled, typical step responses (as modeled by the high-accuracy

LFR) for several randomly sampled parameter values. The RB response is considered
satisfactorily shaped by the initial controller.

6.3.2 Control Goals

In addition to the initial control law designed in Sect. 5.4, a lateral inner-loop control
design should be carried out to are:

1. retain the achieved goals from Table 5.4 (stabilization, RB control), and
2. maximize damping of the first two flexible modes.

Note that the initial control law already provides vibration damping functionality;
however, further improvement of the vibration damping performance (goal 2) is
possible only when exploiting knowledge on the parameter dependency. Thus, the
μ synthesis method (via the D(G)K-iteration algorithm) is employed to address this
goal.

6.3.3 Control Design

DGK-iteration is employed with the aim to generate a robust controller that fulfills
the targeted control goals: to attenuate the first and second flexible modes, and thus
reduce the gust-induced wing loads. For details on the involved robust control theory,
fundamental definitions of linear fractional transforms/representation (LFTs/LFRs),
the structured singular value (μ), robust stability (RS), robust performance (RP), or
the DK- and DGK-iteration algorithms, the reader is referred to [5, 37, 76, 95].

The control design architecture for control design via DGK-iteration is outlined
in Fig. 6.3 (left). The system LFR GLFR is augmented by the design weights Wa,
Wn, Wu, and Wz to obtain the augmented plant Gaug, and K is the robust feedback
LTI controller to be designed. The modeled signals are disturbance input d = vlat,
feedback control commands u = [uRU,FB, uTE12,FB, uTE3,FB]T, the performance
outputs z = [Mywing, Nzlat.law]T, the measured outputs y = [β, φ, p, r, Nzlat.law]T

with measurement noise n, as well as the weighted output signals zu and z p. The
measurement noise weighted Wn and the additive uncertainty weight Wa serve as
problem regularization terms and are chosen small and constant. The remaining
weights are chosen with the aim to

http://dx.doi.org/10.1007/978-3-319-10792-9_5
http://dx.doi.org/10.1007/978-3-319-10792-9_5
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• ensure well-scaled I/O magnitudes (via scaling inside GLFR),
• emphasize the first and second wing bending modes in the performance path (via

Wz), and to
• limit the control input magnitudes to the admissible input range (via Wu).

6.3.3.1 DGK-Design Attempt with High-Accuracy LFR

The results of a DGK-iteration run based on the high-accuracy LFR are shown in
Fig. 6.3 (right). The RP μ value is much larger than 1 at all considered frequencies—
it is clearly evident that the closed loop fails to achieve satisfactory control perfor-
mance. In further studies, it becomes evident that the bounds of the open-loop robust
stability (RS) μ value are very loose. This problem of convergence and the resulting
conservativeness in the D- and G-scalings yield unsatisfactory results of the design.
Note that only static scalings could be utilized in DGK-iteration design due to the
problem size: The Δ-block contains 40 × 40 = 1,600 entries. Fitting these with
dynamic G- and D-scalings inflates the controller order quickly well above 1,000
which is numerically and computationally infeasible.

One common heuristics to improve mixed-μ convergence is to add small, complex
uncertainties to the existing real uncertainties. This was attempted first, however no
improvement in μ bound convergence could be observed.

To overcome the encountered computational difficulties, two simplification
approaches will be taken and compared in the following.

6.3.3.2 DGK-Design Attempt with AdHoc Uncertainty Model

Based on the observation that the perturbations of the flexible mode parameters are
the main source of uncertainty, an adhoc uncertainty parameterization is attempted
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(see [8, 90, 95] for similar attempts). The aircraft models are close to a modal form
[36] in which a low-damped flexible mode is represented by a 2 × 2 submatrix of
the system matrix A:

Ami =
[

0 1
−ω2

i −2ζiωi

]
. (6.6)

By replacing the (2, 1) and (2, 2) matrix elements with real-valued uncertain para-
meters which are confined to the intervals occurring across the model set, an efficient
uncertainty representation with a small uncertainty matrix Δ of size 2 × 2 per mode
is obtained. Note that no other variations in the plant are considered, hence the uncer-
tainty model is rather crude. The architecture shown in Fig. 6.3 is reused, but the plant
LFR is replaced by its simplified version (with a Δ-block of 4 × 4). The achieved
RP μ value is 2.7.

The obtained controller is of dynamic order 117 (due to dynamic D- and G-
scalings) after few minutes of computation time on a standard office PC. This con-
troller complexity is in general too high for implementation, so controller order
reduction is needed subsequently.

Figure 6.4 shows the performance singular values of the open- and closed-loop
systems with the validation plants. An input turbulence model according to a 1D von-
Kármán vertical turbulence model has been utilized to include information on the
expected low-pass characteristics of turbulence excitation, assuming that a similar
turbulence characteristics can be observed in a lateral direction. It is evident that for
most models the obtained controller performs well and achieves strong attenuation
(about −7 dB) of the first and second flexible modes. However, in two (extremal)
parameter cases, the second flexible mode of the respective validation plant is desta-
bilized. No simple means are available to ensure stability with these plants except
for enlarging the uncertainty ranges, which quickly destroys the obtained nominal
performance.

6.3.3.3 DGK-Design with Reduced-Accuracy LFR

In order to obtain a computationally manageable problem size, but still to obtain a
robustly stabilizing and performing control law, a reduced-accuracy parameterized
LFR has been generated. The weight shapes are chosen as depicted in Fig. 6.5 to
emphasize the control effect on the first flexible mode. After several design iterations,
it became clear that the large variation of the second flexible mode is a limiting factor
in the design—therefore, the weightings are adapted to avoid control action at the
second flexible mode’s frequency range.

Figure 6.6 shows the unweighted and the weighted performance singular values of
the unweighted (scaled) LFR and of the weighted design plant, randomly sampled in
the uncertain set. The effect of the chosen weightings is clearly visible—the strongly



160 A. Schirrer et al.

re
la

tiv
e 

m
ag

ni
tu

de
 s

in
 d

B

frequencyin rad/s

M
y w

in
g

N
z la

t.
la

w
0

−20

−40

−60

−80

0

−20

−40

−60

0.1 1 10 100

Fig. 6.4 Bode magnitude plots of von-Kármán low-pass filtered lateral wind vlat to wing cut
moment Mywing and anti-symmetric wingtip acceleration signal Nzlat.law for all mass cases. Black
Pre-shaped design plant; red closed loop with robust controller, obtained by DGK-iteration on a
simplified design LFR

frequency in rad/sec

W z

re
la

tiv
e

m
ag

ni
tu

de
in

dB

frequency in rad/sec

W u

re
la

tiv
e

m
ag

ni
tu

de
in

dB

10−2 100 102 10410−2 100 102 104

−40

−20

0

20

−80

−60

−40

−20

0

Fig. 6.5 Weight shapes of Wu (left) and Wz (right) the control action is focused on the first wing
bending mode (notch in Wu , peak in Wz). Additionally, the 2nd flexible mode must be attenuated
in the performance path to obtain RP



6 Feedback Control Designs 161

frequency in rad/sec

re
la

tiv
e

m
ag

ni
tu

de
in

dB

frequency in rad/sec

v l
at

→
z p

,M
y

v l
at

→
z p

,N
z l

at
.l

aw

weighted, augmented plant Gaug

v l
at

→
M
y

v l
at

→
N

z l
at
.l

aw

unweighted plant GLFR

10−1 100 101 10210−1 100 101 102
−80

−60

−40

−20

0

20
−100

−80

−60

−40

−20

0

20

−50

−40

−30

−20

−10

0
−80

−60

−40

−20

0

Fig. 6.6 Scaled, unweighted (left), and weighted (right) magnitude plot of lateral gust—
performance outputs as modeled by the reduced-complexity LFR, sampled at 20 random parameter
points

varying second mode is decreased in importance; the control design task focuses on
the first flexible mode.

After the DGK-iteration run (20 iterations, D- and G-scalings up to order 4, grid
of 284 frequencies, augmented design plant Paug of order 59, 135 min computation
time), an RP μ of 1.44 is obtained (as compared to an open-loop RP μ of 2.0),
which is still larger than 1, but, as shown in Fig. 6.7, the RS μ value is less than 1.
The figure shows also the nominal performance singular values (single weighted load
performance outputs and all outputs combined) of the nominal closed loop M and thus
shows the closed-loop system variation bounds as gap between the nominal singular
values and the RP μ bound. The controller dynamic order is very high with 253
states. For implementation, (robust) controller order reduction must be performed,
see [21] for a μ-based approach. The high-order control law can be reduced by the
reduce command of MATLAB® [5] with the option ‘ErrorType’,‘mult’ to
order 30 virtually without performance loss. The underlying algorithm is a balanced
stochastic model truncation (BST) via Schur’s method [67].
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6.3.4 Validation and Discussion

6.3.4.1 Validation of Control Performance and Robustness

The control law obtained in Sect. 6.3.3.3 is validated with all grid models (5.15) and
(5.16). All closed-loop systems are stable. While the μ analysis results in Fig. 6.7
proves RS for the utilized LFR formulation of the problem (up to LFR approximation
errors), this enumeration of the set of all closed-loop systems proves RS in terms of
the provided model set.

Figure 6.8 shows the magnitude plots of the disturbance—performance paths: the
first flexible mode can robustly be reduced to 2–3 dB below the level provided by
the initial control law. Note that this does not contradict the evident lack of RP in the
LFR sense (which is based on the performance formulation according to Fig. 6.3).

The controller obtained by DGK-iteration does not interfere with low-frequency
roll and side-slip behavior of the BWB aircraft, so the final closed-loop responses
are virtually unchanged compared to Fig. 6.1 and control goals 2 and 3 in Sect. 6.2
remain fulfilled.

http://dx.doi.org/10.1007/978-3-319-10792-9_5
http://dx.doi.org/10.1007/978-3-319-10792-9_5
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6.3.4.2 Discussion

A highly detailed modeling process yields accurate system models for a parameter
grid of relevant system parameters. For high parameterization accuracy, the obtained
parameterized linear fractional representation turns out to be prohibitively complex
for current μ analysis and synthesis algorithms. Several ways to solve the design
task have been attempted, including well-known problem regularization techniques
(“complexification” of the uncertainty description) and simplification of the linear
fractional representation.

Adhoc uncertainty modeling yields simple LFRs and high control performance for
the design plant, but it destabilizes some parameter-extremal validation plant cases
in closed loop. No straightforward remedy is found without compromising control
performance significantly.

Subsequently, a reduced-accuracy parameterized LFR is generated which leads
to a successful, albeit computationally demanding design. The obtained control law
can be reduced to order 30 without performance degradation and yields stable closed
loops with all validation cases. Its performance is significantly lower than the nominal
performance achieved through the adhoc approach, but in turn it provides an actually
robust solution. Considering that significant damping is already introduced by the
initial control law it is plausible that further improvement comes at high cost—both
in terms of design complexity and numeric complexity of the control law.

As an outlook to possible future research, several other approaches could be
attempted in such high-complexity designs. To meet the numeric challenges associ-
ated with μ bounds calculation, especially in the present case where a low number of
parameters is repeated often, it seems reasonable to attempt numeric search methods
to empirically find improved μ bounds. Also, μ computation algorithms without the
need of fine frequency gridding could alleviate the encountered difficulties [34].
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This study considers only the lateral motion of the BWB aircraft which is decou-
pled from the longitudinal motion as long as the deviation of the flight mechanic vari-
ables remain sufficiently close to trimmed level flight conditions and the linearized
system models remain valid. However, even without longitudinal/lateral coupling in
the underlying system models, it is important to simulate both dynamics simulta-
neously in order to verify that control surface deflection/rate limitations are obeyed
also in combined maneuvers (such as in coordinated turns).

In conclusion, the findings of this work underline the importance of efficient LFR
modeling for DK-/DGK-iteration-based control design. The encountered challenges
demonstrate the need for algorithms which allow to generate efficient LFRs whose
parameterization accuracy is optimized for the envisaged control task, for example
through frequency-weighted error minimization.

6.3.4.3 Conclusions

This section presents results for an incremental robust feedback control design of a
lateral inner-loop control law for the 450-passenger ACFA BWB aircraft predesign
model. Starting with an initial control law that already provides basic response shap-
ing and flexible mode damping, the main design goal of this work is to further
increase the damping of the flexible modes robustly despite the presence of strong
parameter-dependent plant variation. The DGK-iteration synthesis procedure is uti-
lized and several LFR formulations of the aircraft model parameter dependency are
tested. The highest-complexity attempt involving a high-accuracy parametric LFR
cannot be handled computationally. A simple, manual adhoc uncertainty formulation
leads to quick results with high nominal performance but fails to provide robustness
in validation. Finally, a reduced-accuracy parametric LFR is utilized which leads
to a computationally demanding design, but yields a control law that robustly sta-
bilizes and attenuates the flexible dynamics above the level provided by the initial
control law. High-fidelity validation studies of these control laws via simulations are
necessary at a later stage of control design in order to quantify the effects of model
uncertainties and errors as well as longitudinal and lateral coupling.

6.4 Convex Synthesis Design

F. Demourant, G. Ferreres and A. Schirrer

6.4.1 Introduction

Numerous requirements are to be fulfilled to control a flexible aircraft. The corre-
sponding specifications can be very different: handling qualities, load alleviation
in the frequency- and/or time-domain representations, command effort including
saturation and rate limiters, comfort and robustness [23, 33, 84]. To meet these
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different kinds of specifications the Youla parameter design, namely the convex syn-
thesis [12] is involved. This approach is very interesting for several reasons. All
stabilizing controllers can be parametrized thanks to the Youla parameter and the
closed-loop transfer functions are affine with respect to the Youla parameter. Then
all specifications that correspond to constraints on closed-loop transfer functions can
be rewritten as convex optimization problem. Finally, the problem solved is convex
which guarantees the globality of the optimum found and good tractability of the
optimization algorithm. This last point is all the more important in that a specific
property of a flexible aircraft is the high dynamic order of the models. In brief,
the convex synthesis is clearly a multiobjective/multicriterion control law design
approach.

The second important point is to ensure achieving the required performance level
for the full flight domain and different mass/fuel cases. This point leads to schedule a
control law with measurable parameters which impact the behavior of the aircraft. An
useful representation to make the Youla parameter appear naturally is the estimated
state feedback structure. By this representation, a natural LPV controller is obtained
since a parametrized model is embedded in the observer. A typical parametrization is
an LFR of the model to control, whereby the Δ block contains scheduling parameters.
Let us point out two important points. Firstly, it is not necessary to schedule the
observer and state gains and/or the Youla parameter if the closed-loop behavior
is satisfactory. Secondly, the LFR, which can be difficult to determine with high-
order models and/or numerous scheduling/robustness parameters [83], is one possible
representation, but other parametrizations such as a polynomial parametrization, can
be used for the observer.

The studied control design task for the flexible ACFA BWB aircraft is aimed at 3
sets of specifications. The first set of specifications concerns the handling qualities,
that is, the behavior of the aircraft with pilot and flight control law. Thereby, it is
important to note that it is not expected that all handling qualities specifications
are satisfied by the feedback. If the feedback design is considered satisfactory, it
is possible and necessary to use a feed-forward control law to shape time-domain
responses in order to fully meet handling qualities specifications. The second set
of specifications concerns the load alleviation in critical load outputs. Typically,
the main objective is to decrease the load level for the wing root bending moment
(WRMX) under the constraint to satisfy actuators saturations and rate limiters and not
to increase the wing root vertical force (WRFz). The last specification set concerns
the improvement of passenger comfort. Here, this specification is formulated as
reduction of the H2 norm of cabin accelerations.

For the rigid part, an LQG methodology is involved. This methodology is very
interesting in our context because it makes the structure of the estimated state feed-
back appear naturally. Of course, from theoretical point of view, any dynamic feed-
back output can be put under an estimated state-feedback form [1]. However, this
additional step is not straightforward to carry out and can lead, in the context of an
LPV control law, to controllers which are not interpolable with a suitable behavior.
Results obtained in terms of closed-loop pole placement and time-domain simulations
are satisfactory without scheduling observer and state gains. Still, this controller is
an LPV controller due to the fact that the observer is parametrized. This controller
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represents the initial stabilizing LPV controller. Now the Youla parameter is designed
to meet specification on the flexible part. Finally, the load alleviation, which is
the main objective, is obtained while satisfying constraints on WRFz and actu-
ators together with a comfort improvement. Finally, after the feedback has been
synthesized, a feed-forward is designed to satisfy handling qualities specifications
completely.

The results of this control design strategy are taken from [24].

6.4.2 Methodology

A convex representation of the feedback control design problem is obtained via
the Youla parameterization [94]. This allows one to express closed-loop transfer
functions affinely in basis functions of the Youla parameter and thus allows direct
convex optimization of closed-loop time- or frequency-domain responses. This so-
called convex synthesis [12, 20], as a Youla-parameter-based technique, is similar to
the H∞ synthesis in the sense that it allows to weigh closed-loop transfer matrices.
Additionally, mixed frequency- and time-domain constraints or objectives (H∞,
L∞, H2, etc.) can be considered simultaneously. However, closed-loop plant poles
become immobile under this parametrization, so an initial stabilizing controller is
required which already has to produce a well-placed closed-loop plant pole structure.

6.4.2.1 Affinity of Closed-Loop Transfer Functions

Let us consider the classical standard form where y(t) and u(t) are the inputs/outputs
of the control law and w(t) and z(t) are the closed-loop inputs/outputs to control.
Typically, w(t) are reference inputs, measure noise and non-measured perturbations.
Outputs z(t) represent any closed-loop weighted signals which must be controlled
by the control law. P(s) represents the synthesis model with weighting functions and
K0 represents an available control law. Two hypothesizes are necessary to use of
convex synthesis methodology:

• the transfer matrix P(s) should be proper;
• the initial controller K0 should ensure closed-loop stability.

Let us split transfer matrix P in the following way:

P =
[

P11 P12
P21 P22

]
(6.7)

It is possible to write the transfer matrix between w and z as a function of P and
any controller K by the lower linear fractional transformation Fl(P, K):

Tw→z = Fl(P, K) = P11 + P12K(I − P22K)−1P21 (6.8)
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In our synthesis problem, it is necessary to write the set of time- and frequency-
domain specifications under mathematical criteria. For instance, frequency-domain
specifications can be written as the minimization of γi, j under the frequency-domain
constraint:

‖ Twi →z j ( jω) ‖∞≤ γi, j ⇔‖ Fl(P, K)i, j ‖∞≤ γi, j (6.9)

The problem is to determine the control law K which satisfies specifications (6.9),
which is deeply nonlinear in K. We will now show that the Q-parameterization allows
to express the closed-loop constraints as a linear expression in Q:

Fl(P, K) = T1 − T2QT3 (6.10)

where Q becomes the synthesis parameter and T1, T2 and T3 contain the poles of
the initial closed-loop system. In fact, the Q-parameterization allows to substitute Q
to K to make the optimization problem convex. The Q-parameterization allows to
describe all the K(s) which stabilize the closed loop: if a control law satisfying the
specifications exists then it is possible to find it by optimizing the Q parameter.

We have shown that the closed-loop transfer matrix is affine in Q for an (LFT).
Q can be parameterized as follows:

Q =
n∑

i=1

θi Qi (6.11)

Qi are filters whose poles are determined a priori and θi are optimization para-
meters. The set of these filters is a base which is used to build Q. Then the (LFT)
can be written in the following way:

Fl(P, K) = T1 −
n∑

i=1

θi T2Qi T3 (6.12)

Let us assume Fl0 = T1 and Fli = −T2Qi T3, we obtain:

Fl(P, K) = Fl0 +
n∑

i=1

Fli θi = Fl0 + FtΘ (6.13)

where the closed-loop transfer matrix is affine in Θ , vector of the decomposition
of Q over the base. We can show that frequency- and time-domain responses are
also affine in Θ . The problem can then be efficiently solved with the cutting-planes
method.
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6.4.2.2 Choice of a Base

To choose a base for Q comes down to determine poles. Is important to note that poles
of filters are poles of the final closed loop by property of Q-parameterization. In the
field of system identification, numerous studies exist about the generation of these
bases. Theoretically, an infinite number of base elements is needed, but as the control
law order depends on the base order, a base which order is compatible with spec-
ifications is chosen. An orthonormal base is used, called Takenaka and Malmquist
base, which combines properties of Laguerre and Kautz base. The decomposition of
Qi (s) is given by (6.14).

Qi (s) =
√

2 Re(ai )

s + ai

i−1∏
k=1

s − ak

s + ak
, Q0(s) = 1, ak ∈ C+ (6.14)

where ak are the filters poles and are determined a priori to cover the frequency
domain of the bandwidth, and Q = ∑N

i=1 θi Qi .

6.4.2.3 A Structure for the Youla Parameter

One method to obtain a Youla parametrization is to design an initial stabilizing
observer-based state feedback which is a posteriori augmented with the inputs e and
outputs v of Q(s):

˙̂x = Ax̂ + Bu + L(y − Cx̂ − Du)

u = −Kx̂ + v (6.15)

e = y − Cx̂ − Du

where K and L respectively represent the state feedback and the observer gain.
Finally, the control law order K(Q) is the sum of the order of the initial control law
K0 and the order of Q.

6.4.3 Control Design

The utilized longitudinal model of the ACFA 2020 BWB aircraft (a variant of the
reduced-order model (ROM) as generated in Sect. 4.1) is of order 23. This model
includes 4 rigid states (pitch oscillation and phugoid modes), 6 flexible modes, hence
12 flexible states and 7 lag states. This model is composed of 2 parts: A rigid part
which corresponds to the handling qualities model and a flexible part which corre-
sponds to the aeroelastic model.

http://dx.doi.org/10.1007/978-3-319-10792-9_4
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The structure of the closed loop for the longitudinal control of a civil aircraft is the
following one. The measurement signals used by the controller are Nzlong.law, q, and
NzCG. The signals q and NzCG, respectively, represent the pitch rate and the vertical
acceleration on the center of gravity. These two outputs are used to obtain satisfactory
results for the handling qualities. Nzlong.law = (Nzl.wingtip + Nzr.wingtip)/2 − NzCG
where Nzl.wingtip and Nzr.wingtip represent respectively the vertical acceleration on the
left and right wing allows to catch the symmetric flexible modes of the wing in order
to control them and then to decrease the load level and to improve the comfort for
passengers. The outputs used by the controller correspond to the elevators (inner and
outer) and the outer ailerons. The elevators allow to obtain good handling qualities and
the ailerons allow to control the symmetric flexible modes. As just the longitudinal
dynamics is investigated ailerons and elevators are deflected in a symmetric way.
The last input, Nzcom, corresponds to the reference input.

A second-order actuator is used for each input. Besides, a second-order Padé
model of a 160 ms delay with an additional low-pass second-order filter is added on
q and NzCG. A second-order Padé model of a 60 ms delay is added on Nzlong.law.
These actuators have specific characteristics since the dynamics of these actuators are
very slow as indicated by Table 6.1. This kind of dynamics leads to a high amplitude
of controller output signals. Besides, as rate limiters and saturations are situated
before actuators on the controller outputs, rate limiters represent strong constraints
for the command effort. Data about saturations and rate limiters are given in Table 6.1.

Globally the system to control is of order 37 (aircraft 23+actuators 4+ sensors
10). Of course, it is necessary to add other inputs and outputs which are not used by
the controller but essential to satisfy specifications such as the wind and derivative
wind inputs, WRMX and WRFz outputs, and cabin accelerations to improve comfort.

The considered flight domain is defined by 3 Mach numbers and 3 dynamic
pressures. Tables 6.2 and 6.3 provide the different flight cases in altitudes and true
air speed. Eight fuel cases have been considered from the case 20 % to the case full
fuel tank by step of 10 %. Finally, 9 flight cases and 9 fuel/mass cases are obtained
which correspond to 81 models.

To evaluate the load level, two kinds of signal for perturbations can be considered.
The first one is the turbulence which is usually represented by a linearized von-
Kármán filter. In our application, this perturbation does not represent the critical
perturbation in the sense that it does not lead to a high load level. The second one is
the discrete gust which is modeled by the following relation:

Table 6.1 Actuators characteristics

Damping Frequency (rad/s) Position limits (°) Velocity limits (°/s)

Elevators 0.707 2.71 [−30, +15] [−30, +30]

Outer ailerons 0.707 7.77 [−25, +25] [−40, +40]
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Table 6.2 True air speed
VTAS in m/s

Mach case 1 Mach case 2 Mach case 3

V1 243.6 251.6 259.8

V2 248.6 256.1 263.7

V3 252.9 260.3 267.7

Table 6.3 Altitude in m Mach case 1 Mach case 2 Mach case 3

H1 10,871 11,335 11,777

H2 9,031 9,513 9,973

H3 7,793 8,287 8,761

U = Uds

2
×

[
1 − cos

(
π VTAS

H
t

)]
(6.16)

where VTAS is the true airspeed of the aircraft, Uds the amplitude which varies from
11.9 to 19 m/s and H the scale which lies between 9 and 152.4 m. This kind of
perturbation leads to sizing load levels.

6.4.3.1 The Initial Stabilizing Controller

The initial stabilizing controller has been designed by a classical LQG approach. Let
us remind that this approach is based on the minimization of the following criterion:

+∞∫

−∞

(
xTQx + uTRu

)
dt (6.17)

where x is the state vector and u is the input signal of the system to control such as:

ẋ = Ax + Bu

y = Cx + Du (6.18)

Matrices Q and R are design parameters and are chosen to satisfy specifications.
Finally, a state feedback K such as u = −Kx is obtained. A similar formulation
exists to synthesize the observer gain L.

6.4.4 Validation and Discussion

As indicated previously, convex synthesis is done in two steps. The first one is to
obtain an initial stabilizing LPV controller. From methodological point of view, this
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initial controller is designed to satisfy specifications on the rigid part. The rigid part
is a fourth-order model with two dynamics: the pitch oscillation and the phugoid
modes.

6.4.4.1 Handling Qualities

Specifications concern the pitch oscillation since the phugoid is treated thanks to an
auto-throttle which is not the objective here. But a hard constraint must be respected
since the pitch oscillation control do not make the phugoid too unstable, that is, the
phugoid must remain real and the possible instability inferior to +0.1 rad/s. In other
words, the phugoid can be unstable but real and very slow to be controllable by the
pilot. Specifications are the following ones:

• A static error null between the Nz command Nzcom and NzCG for a step input;
• Perturbation rejection must be ensured;
• A correct closed-loop pole placement, that is, the control law is able to reject a

non-measured perturbation in 5 or 6 s;
• A first-order behavior for NzCG with a step reference input on Nzcom. A rising

time of 3–6 s is expected with a very limited overshoot on Nz and an overshoot
maximum of 30 % on q.

The first three specifications can be and must be satisfied only by the feedback. In
fact, it is necessary to have an integrator in the controller to ensure the perturbation
rejection and the null static error. Besides, the closed-loop pole placement cannot be
modified by a feed-forward, hence it is necessary to satisfy with the feedback the
specification concerning the perturbation rejection in 5 or 6 s. The last specification
is treated thanks to a feed-forward. However, to make easier the design of the feed-
forward, it is interesting to have, with only the feedback, time-domain response as
closed as possible to this specification.

The structure of the 2DOF controller is given by Fig. 6.9. Let us notice the integra-
tor pole in the controller to ensure a perturbation rejection, the feed-forward which
acts on only the elevators to satisfy handling qualities specifications and the Youla
parameter which uses the estimation error.

Design of the State-Feedback Controller

The design model corresponds to the most unstable model with pitch oscillation
and phugoid modes. The phugoid mode is unstable (−0.133 and +0.206), while the
damping ratio of the short-period mode, namely 0.527, is close to the minimum value
over the operating range.

The design model for the state-feedback controller is the 21 state integral model
(with a second-order rigid part only corresponding to the pitch oscillation)+actuator
and sensor models+an integrator on the NzCG output. Only the elevators are used.

An LQ method is used as written previously to design the initial stabilizing con-
troller. R = 1 for the weighting matrix on u1 and the weighting matrix Q for the
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Fig. 6.9 Structure of the 2DOF controller

states corresponds to Q = μ1c1cT
1 + μ2c2cT

2 . The output y1 = cT
1 x corresponds to

the integrator on the NzCG output, while y2 = cT
2 x corresponds to the NzCG output

itself. For the application, μ1 = μ2 = 0.01.
Finally, the results in terms of closed-loop pole placement are the following ones

for all models over the operating range with only the pitch oscillation:

• The integrator pole remains real in closed loop;
• The open-loop real lag pole remains real in closed loop;
• The pitch oscillation mode, with a damping ratio of about 0.5 in open loop, is

accelerated and a bit more damped.

The previous results are not modified by the phugoid, that is, with a 23rd-order
model. Besides for all models over the operating range, the worst-case stability degree
for the phugoid is +0.007, which is very satisfactory since widely inferior to 0.1 rad/s
which is the limit imposed by specifications.

To illustrate these results, time-domain responses of the closed loop between
Nzcom and NzCG are given by Fig. 6.10a, b. Let us notice that results without phugoid
are rather close to the final specifications expected with a feed-forward. Then it is
reasonable to assume that it will be possible to satisfy specifications on all models
with a simple multi-model feed-forward. The state-feedback controller is globally
(very) satisfactory.

Design of the Observer Gain

The model embedded inside the observed state-feedback controller is chosen to be the
integral 21 state model (with only a second-order rigid part corresponding to the pitch
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Fig. 6.10 Time-domain response of NzCG for a step input on Nzcom. a Time-domain response
without phugoid. b Time-domain response with phugoid

Fig. 6.11 Step response to the filtered wind input on all models without phugoid

oscillation mode) as well as actuator and sensor models. There is no integrator on
the NzCG output since this state is directly available for the state-feedback controller.
Remember that the pitch oscillation mode is correctly damped, so that the observer
gain is simply chosen as zero. The resulting observed state-feedback controller is
first tested on all models without phugoid mode, for the step response to a filtered
wind input. More precisely, a filter 1/(1+0.05s) is applied to the wind input w and a
filter s/(1+0.05s) is applied to dw/dt . The result seems satisfactory (see Figs. 6.11
and 6.12). The step response to a reference acceleration input is the same as the one
obtained with the state-feedback controller, and the closed-loop poles correspond to
those obtained with the state feedback and observer gains, so that they need not be
checked. Then the estimated state-feedback controller is applied to all models with
phugoid mode:

• As for the closed-loop poles, the worst-case stability degree is +1.951e−02, which
means that the phugoid mode has been essentially stabilized (remember its worst-
case open loop value is +0.206).

• The step responses to a reference acceleration input are displayed in Fig. 6.13.
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Fig. 6.12 Step response to the filtered wind input on all models with phugoid

Fig. 6.13 Time-domain response of NzCG for a step input on Nzcom with phugoid mode for all
models

6.4.4.2 Control of the Flexible Part

Specifications on the flexible part are treated thanks the Youla parameter design. Let
us remind that the closed-loop transfer functions are parametrized with respect to
the Youla parameter of the following way:

Tw→z = T1 + T2QT3 (6.19)

where Tw→z represents the closed-loop transfer function to minimize or to constrain,
T1 the initial closed-loop transfer function, T2 and T3 closed-loop transfer functions
which depend on the initial stabilizing controller. Specifications on the flexible model
are the following ones:

• To minimize the WRMX load level for sizing cases with critical perturbations;
• A command effort to minimize the WRMX compatible with saturations and rate

limiters;
• A WRFz preserved with minimization of the WRMX load level;
• Improvement of the passengers comfort.

Load Level Alleviation

The first specification is the main specification and the most difficult one. Typically,
the perturbation is either a turbulence or a discrete gust. However, generally speaking,
the discrete gust is the perturbation which leads to the maximum load level for the
WRMX. For discrete gusts, the load level is evaluated as an L∞ norm on the output
WRMX for a specific discrete gust. For each flight and mass case, 10 different discrete
gusts, which correspond to 10 different amplitudes Uds and scales H , are applied.
Besides when the WRMX load level is decreased for one discrete gust, one mass
and one flight case, the load level must represent the maximum load level for all
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other discrete gusts and flight/fuel cases. In other words, it is difficult to guarantee a
maximum load level for all cases. Of course, as indicated previously, it must be done
while satisfying saturations and rate limiters with a limited WRFz load level.

Another and last point is to take into account the 1 g load. This static load is
specific to the longitudinal dynamic and perfectly natural since it corresponds to the
compensation of the weight of the aircraft. In brief, the total load level is the result
of a static part and a dynamic part. But if the dynamic load is obtained by the linear
time-domain simulations, it is not the case of the 1 g load. For all that it is the total
load which must be minimized and if the same constraint is imposed for all dynamic
load it is not relevant because the total load can be very different due to the 1 g load.
A solution is to impose a constraint different for each dynamic load in order to have
the same constraint for the total load level.

To decrease the WRMX load level sizing fuel and flight cases have been deter-
mined. Besides discrete gusts which lead to the highest WRMX load level are deter-
mined too. These discrete gusts are called critical discrete gusts. In brief, just sizing
flight and fuel cases with critical discrete gusts are used in the optimization problem.
But the analysis a posteriori is done with all fuel and flight cases and all discrete
gusts.

For all figures, constraints are represented by red lines, static load levels by green
lines and dynamic or total load levels by blue lines. For a upward discrete gust , the
bending moment is negative, so the sizing value is represented by the negative part.
A constraint on the dynamic load is evaluated for each fuel and flight sizing case
(Fig. 6.14a). The Youla parameter is designed and finally the result on the dynamic
load level is given by Fig. 6.14b. Results on total load level are given by Fig. 6.15b
where we notice that the constraint is the same for all cases (Fig. 6.15a, b) since the
constraint on the dynamic part has been evaluated for this. Finally, a load alleviation
of 17 % is obtained on the total load level (Fig. 6.15b). An important point is to check
that WRMX load level for all flight and mass cases and all discrete gusts satisfy
constraints, which represent 81 models × 10 discrete gusts totalling 810 time-domain
simulations for each figure. These responses are presented in Fig. 6.16a, b. Thanks
to these figures we notice that the constraints are satisfied for all cases.

Command Effort

Let us remind that in the nonlinear scheme, saturations and rate limiters are situated
before the actuators and consequently on the controller outputs. Then the signals
which are considered for the synthesis and the analysis are controller outputs. Critical
constraints are imposed by rate limiters since the deflection velocity before actuator
is very high due to limited actuators bandwidth.
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Fig. 6.14 Time-domain response of the WRMX dynamic load level with discrete gust. a WRMX
time-domain response without Youla parameter. b WRMX time-domain response with Youla para-
meter
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Fig. 6.15 Time-domain response of the WRMX total load level with discrete gust. a WRMX time-
domain response without Youla parameter. b WRMX time-domain response with Youla parameter
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Fig. 6.16 Time-domain response of the WRMX total load level with all discrete gusts and all fuel
and mass cases. a WRMX time-domain response without Youla parameter. b WRMX time-domain
response with Youla parameter
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Fig. 6.17 Deflection velocity of elevators for sizing mass and flight cases and critical discrete gusts.
a Deflection velocity of elevators without Youla parameter. b Deflection velocity of elevators with
Youla parameter
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Fig. 6.18 Deflection velocity of outer ailerons for sizing mass and flight cases and critical discrete
gusts. a Deflection velocity of outer ailerons without Youla parameter. b Deflection velocity of
outer ailerons with Youla parameter

Figures 6.17, 6.18, 6.19 and 6.20 represent deflections (in rad) and deflection
velocity (in rad/s) of outer ailerons and elevators for sizing flight and mass cases
and critical gusts with respect to time in seconds. We notice that the constraints
represented by red lines are satisfied. These constraints are given by Table 6.1. Let us
notice that the initial stabilizing controllers whose the objective is to satisfy handling
qualities does not use ailerons, so the result without Youla parameter is 0.

Wing Root Vertical Force Load Level

A specification concerns the WRFz which must be preserved with minimization of
the WRMX load level.

In Fig. 6.21, the WRFz load level has been represented for all discrete gusts, mass
and flight cases. The red lines on these figures represent the maximal positive and



178 A. Schirrer et al.

0 2 4 6 8 10
−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

time in s

(a) (b)
de

fle
ct

io
n

in
ra

d

0 2 4 6 8 10
−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

time in s

de
fle

ct
io

n
in

ra
d

Fig. 6.19 Deflection of elevators for sizing mass and flight cases and critical discrete gusts. a Deflec-
tion of elevators without Youla parameter. b Deflection of elevators with Youla parameter
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Fig. 6.20 Deflection of outer ailerons for sizing mass and flight cases and critical discrete gusts.
a Deflection of outer ailerons without Youla parameter. b Deflection of outer ailerons with Youla
parameter
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Fig. 6.21 Time-domain response of the WRFz load level with all discrete gusts and all fuel and
mass cases. a WRFz load level without Youla parameter. b WRFz load level with Youla parameter
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negative value without Youla parameter. We notice that results with Youla parameter
are satisfactory because not only the WRFz is preserved, but also it is decreased for
the positive value. The absolute value of the negative part increases but it is not a
problem since the 1 g force is positive.

Passenger Comfort

Figures 6.22 and 6.23 represent comfort cabin with two kinds of filters: seasickness
and vibration filters. The comfort criterion is based on the H2 norm of the transfer
function. Only result with one comfort cabin output has been represented but 5
comfort cabin outputs have been used in the design scheme. On each figure, the 81
fuel and flight cases have been represented. The input signal is a white noise filtered
by a linearized von-Kármán filter. Globally, since 5 comfort cabin outputs are used,
the H2 norm of 5 ∗ 81 = 405 transfer functions are considered. Of course, it is not
possible to represent all these transfer functions but the global reduction of the H2
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Fig. 6.22 Comfort cabin with seasickness filters. a Transfer functions of comfort cabin without
Youla parameter. b Transfer functions of comfort cabin with Youla parameter
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Fig. 6.23 Comfort cabin with vibration filters. a Transfer functions of comfort cabin without Youla
parameter. b Transfer functions of comfort cabin with Youla parameter
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norm is 20 %, that is, the comfort has been improved by 20 %. This global reduction
can lead to a rise in some transfer functions as it is possible to see in Fig. 6.23b.

6.4.4.3 Feed-Forward

Let us remind handling qualities specifications that we have to satisfy with the feed-
forward:

• A rise time of 3–6 s is expected with a very limited overshoot on Nz;
• A maximum overshoot of 30 % on q.

Figure 6.24 represents handling qualities when the feed-forward law is designed
and implemented. We can notice that specifications are fully satisfied now since:

• The overshoot on NzCG is limited to 1 % for the worst case with a mean of 0.45 %;
• The rising time on NzCG is 5.95 s at 95 % of the wanted value or 4.95 s at 90 % of

the wanted value for the worst case. Mean values are respectively of 4.0 and 3.4 s.
• The overshoot on q is limited to 21.5 % for the worst case with a mean value of

5.7 %.

Besides, this feed-forward law is multi-model, that is, a simple transfer function
of order 4 allows to satisfy specifications for all fuel and flight cases. Of course, all
these results on NzCG and q are obtained with a limited command effort since we can
see in Fig. 6.25 that firstly, only elevators are used by the feed-forward law as shown
by Fig. 6.9 and secondly that deflection and deflection velocity are widely inferior to
constraints represented by saturations and rate limiters.

Fig. 6.24 Step response for
N z and q
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Fig. 6.25 Elevator and
aileron responses to step
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6.5 LPV Feedback Design

C. Westermayer, A. Schirrer and M. Kozek

The LPV feedback control design presented in this section has been developed in
[88] for the longitudinal dynamics of the ACFA 2020 BWB aircraft. Over the design
steps, including preliminary and optimized H∞ LTI designs, as well as the overall
LPV design, both, a linearization family of the ROMs (Sect. 4.1) and a parametrized
model in an LFR obtained in Sect. 4.2 has been utilized for analysis, design, and
validation tasks.

6.5.1 Methodology—LPV Design Using Parameter-Dependent
Lyapunov Functions

In this section, the theoretical background for controller design using parameter-
dependent Lyapunov functions is outlined. It follows the derivations in [93], where
the information given by upper bounds on parameter variation rates are utilized for
controller design of parameter-varying systems in order to obtain less conservative
results. An outline of this methodology can also be found in [66], where also the con-
nection to other scheduling approaches is provided. The methodology was already
successfully applied to some practical applications [4, 61, 85, 89], which was deci-
sive to use it also for the given problem formulation. More specifically, an LPV
design toolbox developed by and kindly provided by Prof. Gary Balas [4], which is
based on the methodology of parameter-dependent Lyapunov functions, is utilized
for feedback control design of the aeroelastic BWB aircraft.

http://dx.doi.org/10.1007/978-3-319-10792-9_4
http://dx.doi.org/10.1007/978-3-319-10792-9_4
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6.5.1.1 Stability and Performance Analysis of Parameter-Dependent Systems

Starting point for the following considerations is the description of the nonlinear
plant

ẋ(t) = f (x(t), u(t), d(t), ρ(t))

y(t) = g (x(t), d(t), ρ(t)) (6.20)

z(t) = h (x(t), u(t), d(t), ρ(t))

where x(t) denotes the state vector, u is the control input, d is the disturbance input,
y is the measurement output, z is the error output. Additionally, ρ(t) is the exogenous
variable, or also denoted as the parameter vector. This vector is assumed piecewise
continuously differentiable and is defined over the compact set P ⊂ Rs :

ρ(t) = [ρ1(t) ρ2(t) · · · ρs(t)]T ρ ∈ P ⊂ Rs . (6.21)

Moreover, the parameter vector rate of variation is bounded such that

|ρ̇i (t)| ≤ νi , i = 1, . . . , s. (6.22)

holds. Linearization of (6.20) for a set of fixed parameters in an equilibrium point
with respect to x, u and d leads to a linear parameter-dependent description for the
nonlinear plant ⎡

⎣ ẋ
z
y

⎤
⎦ =

⎡
⎣ A(ρ) B1(ρ) B2(ρ)

C1(ρ) D11(ρ) D12(ρ)

C2(ρ) D21(ρ) D22(ρ)

⎤
⎦

⎡
⎣ x

d
u

⎤
⎦ (6.23)

Utilizing the assumptions that D22(ρ) = 0, D12(ρ) has full column rank and D21(ρ)

full row rank for all ρ ∈ P , the open-loop system representation (6.23) can without
loss of generality be transformed in a simplified form for synthesis:

⎡
⎢⎢⎣

ẋ
z1
z2
y

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

A(ρ) B11(ρ) B12(ρ) B2(ρ)

C11(ρ) D1111(ρ) D1112(ρ) 0
C12(ρ) D1121(ρ) D1122(ρ) Inz2

C2(ρ) 0 Ind2 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

x
d1
d2
u

⎤
⎥⎥⎦ . (6.24)

The parameter vector ρ and its derivative ρ̇ are assumed to be measurable in real
time and therefore can be used as an additional information for the controller. This
leads to the system representation of the controller

[
ẋK
u

]
=

[
AK(ρ, ρ̇) BK(ρ, ρ̇)

CK(ρ, ρ̇) DK(ρ, ρ̇)

] [
xK
y

]
, (6.25)

which is also parameter-dependent. Using a lower (LFT), the closed loop can be built
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[
ẋcl
z

]
=

[
Acl(ρ, ρ̇) Bcl(ρ, ρ̇)

Ccl(ρ, ρ̇) Dcl(ρ, ρ̇)

] [
xcl
d

]
, (6.26)

with

Acl =
[

A(ρ) + B2(ρ)DK(ρ, ρ̇)C2(ρ) B2(ρ)CK(ρ, ρ̇)

BK(ρ, ρ̇)C2(ρ) AK(ρ, ρ̇)

]
, (6.27)

Bcl =
[

B11(ρ) B12(ρ) + B2(ρ)DK(ρ, ρ̇)

0 BK(ρ, ρ̇)

]
, (6.28)

Ccl =
[

C11(ρ) 0
C12(ρ) + DK(ρ, ρ̇)C2(ρ) CK(ρ, ρ̇)

]
, (6.29)

Dcl =
[

D1111(ρ) D1112(ρ)

D1121 D1122(ρ)DK(ρ, ρ̇)

]
. (6.30)

In order to test stability of the parameter-dependent systems such as (6.24) or (6.26),
the Lyapunov stability test [40] can be used. However, this test is based on a quadratic,
parameter-independent Lyapunov function

V(x) = xTXx, X = XT (6.31)

and proves stability for arbitrarily fast changing parameters. Therefore, utilizing this
analysis test as a basis for controller synthesis of parameter-varying systems leads to
either conservative results or in terms of an LMI optimization even to infeasibility
although a feasible result could exist. Instead of the quadratic Lyapunov function, a
parameter-dependent Lyapunov function of the form

V(x, ρ) = xTX(ρ)x, X(ρ) = XT(ρ) (6.32)

can be introduced. Its time derivative is given by

d

dt
V(x, ρ) = ẋTX(ρ)x + xTX(ρ)ẋ + d

dt
X(ρ)

= ẋTX(ρ)x + xTX(ρ)ẋ +
s∑

i=1

(
ρ̇i

∂X(ρ)

∂ρi

)
. (6.33)

Using this Lyapunov function, the stability test for parameter-dependent systems can
be defined as follows.

Definition 6.1 (Parameter-dependent stability [93]) For a given compact parameter
set ρ ∈ P ⊂ Rs and non-negative upper bounds of parameter variation rates {νi }s

i=1,
consider a linear parameter-varying system

ẋ = A(ρ, ρ̇)x, x(t0) = x0, (6.34)
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which is called parametrically dependent stable if limt→∞ x(t) = 0 for all x0. Using
the parameter-dependent Lyapunov function (6.32), then A(ρ, ρ̇) is parametrically
dependent stable over P if there exists a continuously differentiable function X(ρ):
Rs → Sn×n , such that X(ρ) = XT(ρ) > 0 and

AT(ρ, ρ̇)X(ρ) + X(ρ)A(ρ, ρ̇) +
s∑

i=1

(
ρ̇i

∂X
∂ρi

)
< 0 (6.35)

for all ρ ∈ P and |ρ̇i | ≤ νi holds.

The proof is given in [93]. This parameter-dependent stability criterion incor-
porates bounds on the maximum parameter rates of variation and therefore is less
conservative than the quadratic stability criterion. In order to obtain a similar sta-
bility and performance test as given by the classical Bounded Real Lemma [68] for
LTI systems, this lemma has to be generalized for parameter-varying systems using
the parameter-dependent Lyapunov function (6.32). An appropriate corresponding
performance measure for LPV systems is given by the induced L2-norm which is
defined for the performance transfer path as

||Tzd ||i,2 = sup
ρ∈P
|ρ̇|≤ν

sup
‖d‖2 =0

||z||2
||d||2 . (6.36)

This norm is equivalent to the largest amplification of the disturbance norm ||d||2
to the error norm ||z||2 for all parameter trajectories that satisfy ρ ∈ P and hence
represents a generalization of the H∞-norm for LTI systems to LPV systems [93].
Consequently, the following theorem is derived which provides a sufficient condition
for parameter-dependent stability and a prescribed bound for the induced L2-norm
of a linear parameter-dependent system.

Theorem 6.1 [93] For a given compact parameter set ρ ∈ P ⊂ Rs and non-
negative upper magnitude bounds of parameter variation rates {νi }s

i=1, consider the
linear parameter-varying system (6.26). If there exists a continuously differentiable
matrix function X(ρ) = XT(ρ) such that

X(ρ) > 0,⎡
⎣ AT

cl(ρ, ρ̇)X(ρ) + X(ρ)Acl(ρ, ρ̇) +
s∑

i=1

(
ρ̇i

∂X
∂βi

)
X(ρ)Bcl(ρ, ρ̇)

BT
cl(ρ, ρ̇)X(ρ) 0

⎤
⎦

+
[

0 I
Ccl(ρ, ρ̇) Dcl(ρ, ρ̇)

]T [ −γ 2I 0
0 I

] [
0 I

Ccl(ρ, ρ̇) Dcl(ρ, ρ̇)

]
< 0 (6.37)

holds for all ρ ∈ P and |βi | ≤ νi , then

1. the function Acl(ρ, ρ̇) is parametrically dependent stable over P and
2. the closed-loop performance transfer fulfills ||Tzd ||i,2 < γ .
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In Theorem 6.1 purposely the closed-loop system as given by (6.26) was considered,
indicating that this theorem serves as a basis for controller design. Using the Schur
complement, the LMI (6.37) can be also written in compact form as

⎡
⎢⎢⎣

AT
cl(ρ, ρ̇)X(ρ) + X(ρ)Acl(ρ, ρ̇) +

s∑
i=1

(
βi

∂X
∂ρi

)
X(ρ)Bcl(ρ, ρ̇) γ −1Ccl

T(ρ, ρ̇)

Bcl
T(ρ, ρ̇)X(ρ) −I γ −1 Dcl

T(ρ, ρ̇)

γ −1Ccl(ρ, ρ̇) γ −1 Dcl(ρ, ρ̇) −I

⎤
⎥⎥⎦< 0.

(6.38)

This LMI (6.38) can be used as starting point for the derivation of an adequate
controller synthesis formulation. For the sake of brevity, the solvability condition
for the parameter-dependent γ -performance problem is not presented here and the
reader is kindly referred to [93].

The matrix functions X(ρ) represent an infinite-dimensional function space which
has to be approximated by a finite-dimensional subspace using a set of continuously
differentiable basis functions fi :

X(ρ) :=
N∑

i=1
fi (ρ)Xi . (6.39)

A guideline for the selection of the basis functions is to choose functions that reflect
the parameter dependency of the open-loop plant as close as possible [4, 61, 85].
Moreover, the synthesis LMIs have to be satisfied for all ρ ∈ P which would require
to solve an infinite number of LMIs. Hence, for computational tractability, the entire
parameter space has to be approximated by a representative finite set of grid point
models. It is important to keep in mind that both, the selection of basis functions and
the gridding density strongly affects computational complexity, since the number of
decision variables increases with a higher number of basis functions and grid point
models.

6.5.1.2 Design Process

Based on the theoretical aspects outlined above and the information that needs to
be gathered from nominal H∞ grid point design as will be shown in Sect. 6.5.3, the
LPV design process can be described by the following steps:

1. Derive the linearized models from the nonlinear system parameterized by the
scheduling variables ρ (see Sect. 4.2). Thereby, attention should be paid on the
model order to simplify the subsequent LMI optimization process.

2. Analyze the open-loop model with special emphasis on the effect of varying
parameters on the system properties (see Sect. 5.1).

http://dx.doi.org/10.1007/978-3-319-10792-9_4
http://dx.doi.org/10.1007/978-3-319-10792-9_5
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3. Select an appropriate H∞ controller design architecture which addresses the
required design specifications and define appropriate weighting functions (see
Sect. 6.5.3.1).

4. Optimize LTI H∞ controllers over the entire parameter space by adjusting the
performance weighting functions (see Sect. 6.5.3.2). Preferably, this is done in an
automatic way by defining a cost function based on relevant design specifications
which have to be optimized (see Sect. 6.5.3.3).

5. Validate the LTI controllers on a representative validation model. If specifications
are not satisfied, go back to step 3 and try a different design architecture or
different frequency weighting functions.

6. Scale the determined performance weighting functions for each parameter grid
point by corresponding obtained γLTI values in order to avoid over-emphasizing
of some grid points in the LPV optimization. At the same time, the finally
obtained γLPV value provides information about the performance degradation in
comparison to the LTI design.

7. Select suitable basis functions according to the plant dynamics dependency on
scheduling parameters [93], and determine a grid of fixed parameter settings
representing the parameter space (see Sect. 6.5.4.1).

8. Define lower and upper bounds for the parameter variation rates representative
for the considered application (see Sect. 6.5.4.2).

9. Run of LMI optimization using the linearized models, the design architecture,
and the scaled performance weighting functions determined in the previous steps.

10. Split the entire parameter space into smaller subspaces, if the entire parameter
space is too large for controller optimization in one step or strong discontinuities
in a certain parameter region are present.

If more than one scheduling parameter has to be considered at once, it is to recommend
that a priori designs for a single parameter are carried out to develop an understanding
about the necessary density of the parameter grid and the effect of various basis
functions. With the information gathered, a stepwise enlargement of the parameter
space is preferable.

If the LMI optimization leads to a feasible solution, the following steps are nec-
essary to obtain the final LPV control law:

1. Preparation of a fine gridding of linearized models such that several grid points
in between the design grid points are available.

2. Linear interpolation of the performance weightings and the γLTI values between
the design grid points.

3. Interconnection of the finely gridded linearized models with the corresponding
interpolated and scaled performance weightings.

4. The LPV controller matrices for the fine gridding are obtained as presented in
[93], where the system matrix ALTI depends on the parameter rate.

5. Optional removal of parameter rate dependency according to [66].
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In order to obtain a control law representation which continuously depends on the
parameter vector, the finely gridded controller matrices can be linearly interpolated
element-wise as in [4].

6.5.2 Design Goals

In this feedback design, the feedback control goals as a subset of the goals listed in
Sect. 5.2 are addressed. Especially, robust stabilization, pole placement, and rejection
of turbulence or gust disturbances are focused on. Partially, the maneuverability is
addressed to improve maneuver performance with the final feed-forward command
shaping.

6.5.3 Preceding H∞ Design Optimization

6.5.3.1 Design Model and Closed-Loop Interconnection Architecture

As described in Sect. 6.5.1.2, the overall complexity of the feedback control process
demands a stepwise design procedure starting with nominal H∞ designs. Using the
results gathered during the open-loop analysis as presented in Sect. 5.1, an adequate
control design architecture needs to be defined.

Initial preliminary designs have revealed that the architecture as proposed in
Fig. 6.26 is suitable to successfully address the design goals as formulated in
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Fig. 6.26 Extended closed-loop interconnection structure
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Sect. 6.5.2 in an highly efficient manner. In this architecture, G is the state-space
model of the aircraft

⎡
⎣ ẋ(t)

e(t)
y(t)

⎤
⎦ =

⎡
⎣ A B1 B2

C1 D11 D12
C2 D21 D22

⎤
⎦

︸ ︷︷ ︸
G

⎡
⎣ x(t)

d(t)
u(t)

⎤
⎦ , (6.40)

and K is the feedback controller to be designed. The corresponding state vector x of
G is given by

x = [
u w Θ q ξ1 ξ̇1 . . . ξs ξ̇s xl1 . . . xlt

]T
, (6.41)

where the first four states represent the RB states body forward velocity u, body
downward velocity w, pitch angle Θ and pitch rate q. Neglecting the states u and Θ

in (6.41) results in the short-period mode approximation of the aircraft. Using this
approximation prevents the H∞ optimization algorithm from directly stabilizing
the phugoid mode in favor of overall improved closed-loop performance. The states
ξ j and ξ̇ j ( j = 1, . . . , s) are the modal deflections and modal deflection rates of
aeroelastic modes, respectively, and xlk (k = 1, . . . , t) are the lag states. The number
of flexible modes and lag states are different for validation and design models:

• Validation model Gval: s = 19, t = 14
• Design model Gdes: s = 2, t = 4

The number of flexible modes in the design model is set to a comparatively low
number due to the limited bandwidth of about 20 rad/s of the investigated control
surfaces. However, within this range, the first two symmetrical flexible modes are
located which are important in terms of structural loads and vibrations. Moreover,
keeping only four lag states for the design turned out to have only marginal effect on
the considered system dynamics.

The utilized control inputs u of G are the combined elevator ηELt and the fast
actuating outer flap ηFL3 . The first is the control surface most efficient for pitch
motion control, while the latter is mainly used for aeroelastics control. In terms of
aeroelastics control, the exogenous input ηv is a further important input to the system,
representing the global vertical gust velocity input positioned at the CG.

The measurement signals available to the controller to fulfill control goals that
are mainly related to the RB dynamics of the aircraft, are the vertical acceleration
at CG, NzCG, and the pitch rate qCG. Zero tracking error on NzCG is guaranteed
by an approach as presented in [50], where the open loop is directly augmented by
an integrator as indicated by the index i in Fig. 6.26. The qCG output turned out to
be an effective lever for tuning of the short-period mode damping. Initial designs
also revealed that NzCG and qCG feedback signals are able to significantly shift the
unstable phugoid mode. For that reason, an additional VTAS measurement signal was
not directly included in the H∞ design, but instead a static VTAS outer feedback loop
was added to further improve the phugoid mode. For aeroelastic control, the modal
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ȳu

dd
dd

dg
dg

dc
dc

zy

zy

zu

zu

zp

zp F l(P,K)

Fig. 6.27 Generalized closed-loop and lower LFT

wing bending signal Nzlong.law is used to separate the vertical wing bending from the
RB motion:

Nzlong.law =
((

Nzlw,k + Nzrw,k
)

2
− NzCG

)
, (6.42)

The cut moment output My5 serves as the only performance output during design and
is selected to formulate performance specifications concerning load minimization in
turbulence gust and maneuvers.

The design architecture in Fig. 6.26 represents a standard H∞ mixed-sensitivity
problem [76], with the corresponding generalized closed-loop representation as
shown in Fig. 6.27. The main goal of the optimization is to minimize the cost function

∥∥Fl(P, K)
∥∥∞ < γ, (6.43)

where the transfer paths from the exogenous inputs d to the exogenous outputs z
correspond to the single elements of the cost function matrix (6.43) and represent
important performance paths of the closed loop. These are additionally weighted by
suitable weighting functions Wi as indicated in Fig. 6.26 and represent the tuning
knobs of the H∞ mixed-sensitivity design. Therefore, a good understanding of the
weighting functions and the actual closed-loop behavior is a prerequisite for a suc-
cessful LPV design over a large parameter space. However, the choice of weighting
function definition and the tuning process itself is extensive. Here, exemplarily the
optimization with respect to limited control energy and the tuning of aeroelastic
control is presented only.
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6.5.3.2 Performance Weighting Function Definition

When trying to improve disturbance attenuation or tracking performance, it is of
utmost importance to incorporate constraints concerning available control energy in
a similar degree. In terms of a mixed-sensitivity problem, this can easily be ensured
by including the control input u in the performance output vector [76]. Thereby,
the function KSo appears in the cost function (6.43), where So = (I + GK)−1 is
the output sensitivity function. In the low-frequency region, the singular value of
KSo must be limited in order to avoid large control signals beyond saturation limits
demanded by the controller K. On the other hand, the bandwidth of control inputs
must be constrained to avoid exceeding the corresponding rate limits. Since the output
sensitivity function So typically shows proportional behavior in the high-frequency
region, the controller roll-off itself determines the roll-off of the closed-loop transfer
function KSo. Appropriate controller roll-off is obtained using a high-pass filter as
performance weighting

Wu =
[

tu1
s+tu2·1

s+tu2·100 , 0

0 tu3
s+tu4·1

s+tu4·100 ,

]
, (6.44)

where tu1, tu3 and tu2, tu4 as the corresponding tuning factors to define the static gain
(DC gain) and the corner frequency. For the control input ηELt , the singular value plot
of KSo for a nominal plant as well as exemplarily the inverse of the corresponding
weighting function W−1

u is shown in Fig. 6.28 (left).
As evident from that figure, the low-pass behavior of W−1

u ensures the desired
roll-off behavior of the closed loop. Increasing tu1 leads to both reduced bandwidth
and reduced maximum control signals.
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The design requirements regarding reduction of structural loads and maximum
vertical accelerations due to vertical gusts has proven to be difficult to achieve by
frequency domain weighting without deterioration of the remaining specifications.
Therefore, instead of minimization, an increase of these quantities is tried to be
avoided by an appropriate selection of tuning weights. The damping of structural
vibrations, on the contrary, is effectively addressed by shaping the output sensitivity
function So from the disturbance input at the output dd to the measurement Nzlong.law
and the disturbance transfer path from the vertical gust input ηv to Nzlong.law. There-
fore, the output disturbance weighting function matrix Wd and the output weighting
function matrix Wy ,

Wd =
⎡
⎣ td1 0 0

0 td2 0
0 0 td3

⎤
⎦, Wy =

⎡
⎣ ty1 0 0

0 ty2 0
0 0 ty3

⎤
⎦, (6.45)

at the corresponding position are both defined as a constant weight td3 and ty3.
Constant weights have proven to be sufficient, due to the localized high gains of
the flexible modes in the corresponding transfer functions. For controller tuning,
the factors td3 and ty3 are both increased until a slight shift of WB1 respectively
WB2 is visible. Subsequently, td3 is kept constant and ty3 is used for tuning of
the structural damping of these two modes. This is presented in the singular value
plot from ηv to Nzlong.law in Fig. 6.28 (right), where the results for a varying tuning
factor ty3 are shown and ty3 = 1 represents a nominal setting. As can be seen, the
damping is extremely sensitive on variations of ty3. Considering WB1, variations of
the nominal setting ty3 = 1 by a factor of 2 respectively 0.5 leads to changes of the
relative damping of around ±50 %. However, as expected not only modifications in
the modes’ damping ratios but also in their frequencies are apparent.

6.5.3.3 Robustness Against Fuel Uncertainty and Automated Tuning

In the previous section, aspects of nominal design were considered mainly. A sub-
sequent step is to investigate the design optimization with respect to the robustness
requirement for fuel-mass uncertainty. Basically, two different approaches were con-
sidered. First, a μ-synthesis design was investigated using an (LFT) model with a
structured uncertainty block of order three. The high-accuracy and simultaneously
low-order (LFT) model was provided by the project partner DLR (see Sect. 4.2). The
obtained RP of the closed loop was compared to a second approach, a multi-model
H∞ approach. Despite the slightly deteriorated performance of the latter, the multi-
model approach is chosen due to the reduced optimization complexity. Moreover,
the closed-loop robustness against frequency and damping parameter uncertainty of
the first two flexible modes was analyzed. Thereby, it turned out that the sensitivity
to frequency uncertainty is higher than for damping parameter variations. However,
basically a good robustness against these two uncertain parameters was revealed.

http://dx.doi.org/10.1007/978-3-319-10792-9_4
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The manual tuning process is a time-consuming task for the large operating range
to be considered. Therefore, an automatic tuning approach based on quality functions
appropriate for performance specifications related to command response shaping and
pole placement were defined. The resulting optimization function was minimized
using the genetic algorithm of the optimization toolbox in MATLAB®. Using the
automatic tuning approach, the weighting functions over the entire considered para-
meter space required for the subsequent LPV optimization were effectively deter-
mined, see [88].

6.5.4 Preliminary LPV Feedback Design

With the information gathered from the nominal H∞ designs as described in the
previous Sect. 6.5.3, the LPV controller optimization can be started. The LPV design
is again divided into several sub-steps in order to improve the overall design process.
First, several preliminary designs with single scheduling parameters are necessary
in order to determine appropriate basis functions and an adequate gridding density,
both with respect to closed-loop performance and computational complexity. Fur-
thermore, closed-loop performance is investigated with respect to changing upper
bounds for parameter rates. Finally, the LPV design optimization over the entire
parameter space is presented and key items are discussed.

6.5.4.1 Basis Functions Selection and Gridding Density

For a successful LPV control optimization over a large parameter space, the effect
of gridding density and the selection of basis function are essential aspects of the
design. It is advantageous to consider always only one scheduling parameter for
the parameter range of interest at the beginning. Exemplarily, the θMa parameter is
investigated in the following.

The solution matrices X(ρ), Y(ρ) of the LPV synthesis problem as outlined in
Sect. 6.5.1.1 are matrix functions depending on the parameter vector ρ. This leads to
an infinite-dimensional optimization problem, so these matrices have to be approxi-
mated by a finite set of basis functions. Though much importance is attached to the
choice of basis functions, a clear analytical procedure is not available. A general
rule is to select the basis functions according to the parameter dependency of the
open-loop system to be considered [93]. In previous works [4, 61, 85], where the
LPV design methodology is applied to industrial applications, the matrix functions
were defined by constant, linear and quadratic basis functions as

X(ρ) = X1 + ρX2 + ρ2X3, Y(ρ) = Y1 + ρY2 + ρ2Y3. (6.46)

For a larger subproblem in [85], only a constant and a linear term are utilized.
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According to the results obtained from the open-loop analysis in Sect. 5.1, the
parameter dependency of the short-period mode (SPM) on the θMa parameter for
the given parameter range 0.82 ≤ θMa ≤ 0.88 is nearly linear. Therefore, in a first
step, constant and linear basis functions, X(θMa) = X1 + θMaX2 and Y(θMa) =
Y1 + θMaY2, were tested. Moreover, the parameter range was approximated by two
finite parameter vectors PθMa,i of different grid density:

PθMa,1 = [0.820, 0.832, 0.844, 0.856, 0.868, 0.880]
PθMa,2 = [0.820, 0.850, 0.880] (6.47)

The effect of the different gridding density on the controller is shown in Fig. 6.29,
where a frequency magnitude response plot of the controller from NzCG to ηELt

and the corresponding pole/zero map on a fine parameter validation grid PθMa,val =
[0.820, 0.826, . . . , 0.880] is presented. In the low-frequency region up until 5 rad/s,
the magnitude curves lie denser for the finer gridding indicating the advantage given
by the additional information of intermediate grid points. In the higher frequency
region, on the contrary, the magnitude curves are similar, which can be explained
by the restricted control authority of the elevator in this region. The pole/zero map
shows a smooth characteristics for poles and zeros along the parameter variation
for the fine gridding. For the rough gridding, however, sometimes poles and zeros
form a cluster. The obtained γ values are γLPV,fine = 1.15 and γLPV,rough = 1.25 for
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the fine and rough gridding, respectively, which emphasizes the advantage given by
denser gridding.

A similar investigation was conducted with the matrix functions extended by
the quadratic basis function terms θ2

MaX3 and θ2
MaY3. Thereby, it turned out that

the design is much more sensible to gridding density as in the linear case. Using a
gridding according to PθMa,2 did not lead to useful results for intermediate points
even though the design γ value γLPV,rough = 1.08 was significantly lower than
for the linear case. With PθMa,1, better results could be achieved, however, at few
intermediate points the obtained control law was still defective. The same analysis
was carried out for the θq parameter which lead to similar results.

6.5.4.2 Parameter Rate Setting

Additionally, the effect of the parameter rate setting on the optimization result
was tested. Therefore, starting from a nominal setting of |θ̇Ma| = 0.02 1/s and
|θ̇q| = 80 Pa/s was stepwise increased respectively decreased. Increasing the rate
values leads to more conservative results indicated by an increased γLPV value and
deteriorated overall performance. However, the basic characteristics of the control
law and the resulting closed-loop behavior did not change.

6.5.5 Final LPV Design

With the information gathered from preliminary LPV designs, the parameter space
was enlarged step-by-step. The H∞ multi-model approach as shown in Sect. 6.5.3.3
has shown good RP results for an uncertain fuel-mass parameter and fixed θMa and
θq parameters. However, for varying θMa and θq parameters, achieving robustness for
the entire fuel-mass range turned out to be hard. Therefore, the fuel-mass parameter
is included as additional parameter in the LPV design process, which is possible
according to the design specifications, leading to a three-dimensional parameter
space for the LMI optimization.

The associated high complexity of the optimization problem leads to either long
computation times or to infeasibility of the problem. Therefore, the entire parameter
space is split up into several subspaces. The rate of parameter variation is com-
paratively higher for θMa and θq in comparison with θfuel, which makes robustness
guarantees for those two parameters important. Moreover, the control law must pro-
vide sufficient robustness against fuel-mass uncertainty. Therefore, the fuel-mass
parameter range was divided into three subspaces, where each subspace of θfuel is
described by two grid points:

Pθfuel,1 = [38, 63] Pθfuel,2 = [63, 91] Pθfuel,3 = [96, 100] (6.48)
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Fig. 6.30 Gridding of the
parameter spaces used for
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Those fuel parameter regions which are not included in the optimization have to be
robustly covered by the designed control laws Kθfuel,i (θMa, θq , θfuel), i = 1, 2, 3.
Especially in the low-fuel-mass region θfuel ≤ 50 %, it has been shown that Kθfuel,1
fulfills the RP requirements to full extent. A continuously scheduled control law
even for the fuel-mass parameter would have to be blended. However, blending of
the control laws was not carried out in this work.

The parameter ranges of θMa and θq parameter are described by three grid points,
where the grid point vectors Pi are defined as

PθMa = [0.820, 0.838, 0.880] Pθq = [8,000, 12,800, 17,238] (6.49)

Therefore, each subspace is described through 18 grid point models as can be also
seen in Fig. 6.30. The matrix functions X(θMa, θq , θfuel), Y(θMa, θq , θfuel) are approx-
imated by constant and linear basis functions in θMa, θq and θfuel according to:

X(θMa, θq , θfuel) = X1 + θMaX2 + θqX3 + θfuelX4
Y(θMa, θq , θfuel) = Y1 + θMaY2 + θqY3 + θfuelY4

(6.50)

The parameter rate of variation was set to |θ̇Ma| = 0.005 1/s, |θ̇q| = 240 Pa/s, and
|θ̇fuel| = 0.1 %/s. For the middle subspace represented by Kθfuel2 , it has been shown
that a reduction of the maximum rate for θ̇Ma and θ̇q to a quarter of the given value
is necessary. Basically, this subspace has shown to be the computationally most
demanding which could be relaxed through a further splitting.

With this optimization setup, one optimization run on an Intel® CoreTM i7 PC
takes between 6 and 17 h when using the LMI solver mincx from the Robust Control
Toolbox of MATLAB® [5].

The obtainedγ values areγLPV,θfuel1 = 6.9,γLPV,θfuel2 = 4.9 andγLPV,θfuel3 = 2.4.
Basically, an increase of the γ values in comparison with the LTI values is to be
expected due to the given rate bounds and the approximation of the function space
by the basis functions. However, these comparatively high values can be traced
back to chosen high-gain performance weights at distinct parameter regions in order
to enforce the desired performance specifications. Since the closed-loop validation
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results are satisfactory as will be shown in Sect. 6.5.6, no further attempts were taken
to reduce the obtained γLPV,θfuel i values.

6.5.6 Validation of LPV Feedback Design

Basically, the validation models feature the following characteristics:

• The linear aircraft model comprises 19 aeroelastic modes and 14 lag states.
• The actuator dynamics is given by a θq -dependent nonlinear model.
• Control inputs are limited by nonlinear saturation and rate limits.
• Second-order Padé approximations for sensor delays.
• Second-order Butterworth filters for control measurement signals.

6.5.6.1 Closed-Loop Poles

One of the key performance requirements is the stabilization of the partly unstable
SPM. Moreover, the open-loop poles must be shifted by the feedback law such that
they provide satisfactory absolute and relative stability in the closed loop, except for
the phugoid mode (PM), where an unstable real pole with a maximum real part of
max(Re(λPM)) < 0.1 is still acceptable.

6.5.6.2 Command Response Behavior

For evaluation of the pitch response to a reference step command, essential flight
mechanic data as well as the corresponding demanded control signals are presented
in this section for the system response to a r = 1.5 g reference command, where
g = 9.81 m/s2 is the gravity constant. Such large reference step represents a required
validation maneuver leading to operation off the linearization point used for design.

The final command response behavior is available only if the feedback loop is
connected with the feed-forward controller Kff where the results will be presented
in a later section. The following results show the attainable tracking performance
given by Kfb alone and highlight the requirements which are not fully satisfied and
therefore have to be improved by Kff .

First, the command response is presented in Fig. 6.31 where the validation model
does not contain the phugoid mode. Besides the outputs NzCG, qCG, and Nzf , the so-
called C∗ quantity is provided. This is a weighted linear combination of the vertical
acceleration at the pilot position Nzf and pitch rate qCG and can be defined according
to [13]:

C∗ = Nzf + q̇CG
xCG

g + qCG
Vm
g , (6.51)
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where Vm = 122 m/s [80] is an average velocity and xCG is the distance from the
CG to the pilot position.

Considering NzCG, which is the quantity to be tracked, in the upper left plot, it
turns out that differences in the rise time as well as the maximum overshoot appear
for the various parameter cases. Mainly the high Mach cases tend to yield slower
command response. As it can be seen, it takes up to t = 8 s for some systems to
reach the desired end value. However, a large part fulfills the requirement of a rise
time between 3 and 5 s with little overshoot.

The spread of the time characteristics of the pitch rate qCG is, on the contrary,
comparatively small over the parameter cases. The rise time is shorter than for NzCG
and the maximum overshoot of 50 % is higher than the given requirement of 30 %.
Considering the vertical acceleration at the cockpit position Nzf , only moderate
differences to the NzCG output appear. Also the C∗ response is dominated by the
shape of the Nzf response.

The control signals demanded by the controller corresponding to Fig. 6.31 are
provided in Fig. 6.32.

Comparing the obtained results with the actual limits for deflection and deflection
rates

− 30◦ ≤ ηELt ≤ 15◦ −25◦ ≤ ηFL12 ≤ 25◦ −25◦ ≤ ηFL3 ≤ 25◦ (6.52)
−30◦/s ≤ η̇ELt ≤ 30◦/s −40◦/s ≤ η̇FL12 ≤ 40◦/s −40◦/s ≤ η̇FL3 ≤ 40◦/s (6.53)
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Fig. 6.31 Flight mechanic data time response to an r = 1.5 g reference step command for repre-
sentative validation models chosen from the parameter envelope
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Fig. 6.32 Control input deflection and deflection rate time responses to an r = 1.5 g reference step
command for representative validation models chosen from the parameter envelope

it turns out that the demanded values stay below the limits except for a few outliers.
Especially the deflection rates are significantly lower for both actuators than the
given limits, indicating that there is still enough potential left to make the pitch
response faster. This was one of the main goals for feed-forward control law design,
see Sect. 7.3.

6.5.7 Disturbance Response Behavior

In this section, the system disturbance response is validated using two representa-
tive 1 − cos gusts input signals. In Fig. 6.33, the closed-loop and open-loop time
responses for the longest considered gust length Lgust = 152.4 m are compared.
This gust is the most important one in terms of maximum vertical accelerations and
structural loads. The maximum acceleration respectively maximum load is given
by their first peak in the time response. For a reduction of these peaks, it has been
shown that feedback control requires high control effort in terms of maximum deflec-
tions and rates. Moreover, due to the corresponding necessary higher bandwidth, the
robustness against high-frequency flexible modes deteriorates. Therefore, instead of
minimizing of these maximum values, closed-loop acceleration and structural load
levels equivalent to the open-loop level were aimed for.

http://dx.doi.org/10.1007/978-3-319-10792-9_7
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Fig. 6.33 Closed-loop and open-loop system time responses to gust number 10 for representative
validation models chosen from the envelope

Considering the vertical acceleration NzCG response in the lower right plot of
Fig. 6.33, it can be seen that the maximum closed-loop acceleration for various para-
meter cases is equivalent to those of the open-loop, represented by the dashed lines.
For evaluation of structural loads, the load outputs My3, My6, Fz3, and Fz6 are
exemplarily selected. Considering the responses it turns out that the design goal to
avoid an increase of the load level is satisfied for both, the wing bending moment
and the vertical force outputs.

The demanded control input time responses are provided in Fig. 6.34. During the
design process, it has been shown that exceeding the rate limit of the elevator severely
deteriorates the disturbance response and can even lead to instability. Therefore,
special attention was paid to avoid too fast controller action of this control flap by
appropriate frequency weighting. As can be seen in this figure, the maximum rate
value for the elevator is |η̇ELt | = 28◦/s and for the majority of cases |η̇ELt | < 20◦/s
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Fig. 6.34 Control input deflection and deflection rate time response to gust number 10 for repre-
sentative validation models chosen from the envelope

holds, while |η̇FL3 | < 29◦/s holds. The maximum deflections |ηELt | ≤ 12◦, |ηFL3 | ≤
13◦ also stay well within the limits.

Finally, the performance of aeroelastic damping is evaluated in the frequency
domain. In Fig. 6.35, an open-loop/closed-loop comparison of the singular value plots
is presented for several load outputs as well as NzCG and Nzlong.law measurements.
As can be seen from these plots, the damping of WB1 is significantly increased
and its magnitude significantly reduced for all considered outputs. The damping of
WB2, on the contrary, is hardly changed. No spillover effects arise for the modes not
included in the design due to sufficient roll-off of the control law. There possibly exists
some potential to further increase the control law bandwidth which can also have a
positive effect on the damping performance for WB2. This could be investigated in
a subsequent design iteration step.
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6.6 Low-Order Control Law Design

M. Hromčík and T. Haniš

6.6.1 Lateral H∞-Optimal Control Law

Two different design approaches for design of lateral control augmentation system
(CAS) for large BWB aircraft with flexible structure are elaborated and assessed in
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this section. The most challenging design issues are related to coupling of rigid-body
(RB) mechanics and flexible dynamics. First, a classical approach is employed giv-
ing rise to separate flight dynamics controller (H2-optimal, with sufficient roll-off
at higher frequencies to avoid spillover) and an active damper for most prominent
lateral flexible modes on top of that (mixed-sensitivity H∞ design). This approach
proves successful and has obvious advantages related to the design process complex-
ity and to implementation/verification/testing. On the other hand, there is always a
risk of potentially significant performance loss compared to a fully integrated design.
For this reason, a fully integrated design is also presented in the form of a fixed-order
multi-input multi-output (MIMO) H∞-optimal flight control system (FCS) con-
troller, obtained by means of direct non-convex non-smooth optimization using the
dedicated software package HIFOO. Performance of both approaches is discussed.
This design is carried out for the lateral motion of the NACRE BWB 750-passenger
aircraft predesign model.

6.6.1.1 Introduction

Large lightweight aircraft structures and novel concepts, such as the BWB air-
craft configurations, typically feature low-frequency structural vibrations modes,
and their coupling with the flight mechanics modes may occur. Combined with
significant dependency of the aircraft dynamics on flight parameters (Mach num-
ber / altitude / passengers / fuel volume and its distribution), severe flight control laws
design challenges are to be expected.

Traditional methods for flight control design typically use nested single-input
single-output (SISO) control loops and strongly structured control architectures [79].
These methods are based on detailed aircraft system analysis and exploit paths with
weak coupling to obtain good results for conventional flight control design. However,
multivariate methods, such as optimal control and particularly robust control design
methods, are state-of-the-art for more complex flight control designs nowadays,
especially useful for coupled and/or uncertain system dynamics. Two large groups
of control design methodologies are optimal control design methods (for example,
LQG control and the Kalman estimator [52]), as well as robust control design methods
(see [76, 95] for fundamentals, or [7] for an aerospace-specific overview).

Two different approaches to lateral MIMO feedback CAS for NACRE BWB
aircraft are presented in the following sections. They are namely a robust MIMO
H2/H∞ mixed-sensitivity controller and a low-order robust MIMO H∞-optimal
controller designed by direct fixed-order control design techniques. All controllers
are designed to guarantee the desired closed-loop RB response (namely rise time
and no-overshoot behavior to the reference change of the bank angle set point, atten-
uation of side-slip disturbance, and required damping ratio of the DR mode), and
to dampen the first two anti-symmetric wing bending flexible modes. Performance
and robustness of all controllers is demonstrated by means of MATLAB/Simulink®

simulations, and their advantages and drawbacks are discussed.



6 Feedback Control Designs 203

6.6.1.2 BWB Aircraft Lateral Mathematical Model

The mathematical model of the BWB aircraft used for control law design consists
of the flight mechanics model combined with the models of actuators and sensors.
Actuator models are considered as second-order linear models augmented by satura-
tions and rate limiters. Sensors are modeled as second-order Butterworth filters with
time delays approximated by second-order Padé approximations. The mathematical
model of the aircraft consists of the RB description (modeled as a 12th-order linear
system separated into longitudinal and lateral dynamics), flexible modes (for design
purposes just four modes are considered, depicted by an eighth-order linear model)
and lag states. The overall model used for control law design is of order 52.

6.6.1.3 H2/H∞ Mixed-Sensitivity Controller

A two-stage control law is devised—a separate CAS taking care of the flight dynamics
(robust H2-optimal roll autopilot, with roll-off at higher frequencies), and an active
damper for selected flexible modes (H∞-optimal mixed-sensitivity controller tuned
to first two anti-symmetric wing bending modes). Such an arrangement has obvious
advantages—regarding tuning (both parts are designed/tuned independently), future
flight testing (the active damper can be tested after the roll autopilot is implemented
and approved, and it can be turned on/off at any time while keeping the aircraft well-
controlled), safety (loss of the damper’s functionality, for example, due to sensors
failure, does not take the airplane out of control). The drawback is the potential
reduction of performance compared to a fully integrated design where both flight
dynamics and vibrational issues are handled by a single large MIMO controller.

Design Method

The lateral CAS (roll autopilot) is designed by H2 norm minimization of the gener-
alized plant, encompassing the lateral RB dynamics itself (four states/outputs), two
integrators (to ensure perfect steady-state tracking of a roll angle set point command
and perfect steady-state attenuation of a side-slip disturbance), and two low-pass
filters (for the required roll-off at higher frequencies—so that the flexible modes are
left untouched and not excited by the controller). As all the RB states are measured,
no observer needs to be implemented in fact and the resulting order of this CAS can
be kept quite small (six states). Resulting controller features RS/RP for all considered
mass cases (three passengers and five fuel cases).

On top of that, a robust MIMO controller is built by minimization of the H∞
norm of the frequency-weighted mixed-sensitivity function. The wings’ modal anti-
symmetric sensor and anti-symmetric flaps make up the I/O groups. Loosely speak-
ing, the closed-loop sensitivity function is kept small at selected frequency regions (in
our case covering the wings’ anti-symmetric modes) to assure for good performance
(disturbance attenuation), while the complementary sensitivity function is kept small
everywhere else (to ensure robustness—the design model becomes invalid outside the
selected frequency region). A simple design model of eighth order was constructed
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Fig. 6.36 Control augmentation system for H2 controller design. Anti-symmetrically operated
wings ailerons are considered as control surfaces

Fig. 6.37 Control augmentation system for H2/H∞ controller design. Anti-symmetrically oper-
ated wings ailerons are considered as control surfaces

(modeling accurately the two modes and close region in the I/O channels). Two res-
onant weighting filters of second order are tuned to the frequencies and dampings
of the anti-symmetric wing bending modes of a selected representative case for this
purpose. The resulting H∞ controller has 20 states.

The resulting damper (and also the overall CAS/damper combination) provides
RS for all mass cases, significant improvement regarding damping of structural vibra-
tions for most mass cases (more than 5 dB attenuation), and no effect on vibration
damping for the remaining cases. These findings and the overall performance of the
designed controller and its respective parts are visualized in Figs. 6.36 and 6.37.

H2/H∞ Control Results

Brief assessment of the controller performance is given in the text above (regard-
ing robustness and performance). A set of selected characteristics is now given to
document these findings.

Note that very good performance is achieved for those cases that do not vary
much in the frequency of the targeted modes (Fig. 6.38 left). However, even for the
other cases (Fig. 6.38 right), some performance improvement is achieved, and RS is
assured (Figs. 6.39, 6.40, and 6.41).

Required response to bank angle set point is achieved. Note marginal improvement
of the response when the damping system is connected (though it was not intended
to influence the flight dynamics in fact). As stated above, the flight dynamics part
contains integrated yaw damper and side-slip compensator. Gain and phase margins
for the complete designed controller have been evaluated. RS of the closed loop for
all mass cases is achieved. For simultaneous, independent, worst-case variations in
the individual channels the gain margin ranges from 1.9 to 3.7 dB, and the phase
margin ranges from 12 to 23◦, depending on the mass case.
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Fig. 6.38 Wing bending modes attenuation. Open loop (green), H2 control (blue), and H2/H∞
control (red)

Fig. 6.39 Roll reference tracking. H2 control (blue) and H2/H∞ control (red)

6.6.2 Non-convex Non-smooth Optimization

In recent years, great progress has been made in the challenging area of non-convex
non-smooth optimization solvers. In contrast to more traditional setups, such prob-
lems are highly non-convex and no differentials or Jacobians can be used to navi-
gate the search for even a local optimum. The solvers rely on a Broyden–Fletcher–
Goldfarb–Shanno (BFGS) variable metric (quasi-Newton) method [16, 17, 51], or
non-smooth modifications of Virginia Torczon’s multidirectional search (MDS) [2,
81, 82].

Related numerical software has been soon delivered in the form of freeware
and commercial package like Hybrid Algorithm for Non-Smooth Optimization
(HANSO) based on the BFGS method.

As people from the systems and control community quickly realized, such algo-
rithms and tools can be successfully applied to resolve some control design challenges
that are otherwise almost untractable for real-life-size data. Didier Henrion and Mike
Overton seem to get furthest, proposing a new methodology for direct design of
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Fig. 6.40 Side-slip disturbance rejection. Open loop (green), H2 control (blue), and H2/H∞
control (red)

Fig. 6.41 Yaw rate damper. Open loop (green), H2 control (blue) and H2/H∞ control (red)

low-order H∞-optimal controllers in the 2000s [3, 15, 38, 39, 59], and delivering
a related freeware package HIFOO.

The HIFOO package has already attracted attention of controls designers in the
miscellaneous field [22, 25, 47, 63, 65, 87]. Regarding flight controls design, the
first attempt was made in master thesis [59], where the applicability of the package
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was approved by a means of a textbook example of a wing-leveler controller for an
F-16 aircraft.

In this section, this approach and software will be employed to design, at one-shot,
a robust, full-featured, H∞-optimal longitudinal control law for a BWB highly flex-
ible near-future airliner concept, following the recommended and industry-approved
structure for this CAS. Performance of the result is assessed by means of high-fidelity
simulations and classical, industry-standard robustness analysis results.

6.6.3 Direct Approach to Fixed-Order H∞-Optimal Control Design

For reader’s reference, the basic principles of the underlying algorithms used for
directH∞ fixed-order control design are summarized in brief in this section, adopted
from [38]. Interested readers are advised to consult the original paper for a more
detailed and rigorous treatment.

The aim of the HIFOO algorithm is to deliver a stabilizing H∞-optimal con-
troller for given n LTI systems. The criterion for H∞ optimization is expressed
by the generalized plant setup. The algorithm has two phases. In each phase, the
main workhorse is the BFGS optimization algorithm, which is surprisingly effective
for non-convex, non-smooth optimization. The user can provide an initial guess for
the desired controller; if this is not provided, HIFOO generates randomly generated
initial controllers, and even when an initial guess is provided, HIFOO generates
some additional randomly generated initial controllers in case they provide better
results. The first phase is stabilization: BFGS is used to minimize the maximum
of the spectral abscissa of the closed-loop plants. This process terminates as soon
as a controller is found that stabilizes these plants, thus providing a starting point
for which the objective function for the second phase is finite. The second phase is
optimization: BFGS is used to look for a local minimizer of the controllers found in
the first phase. The HIFOO control design method searches for locally optimal solu-
tions of a non-smooth optimization problem that is built to incorporate minimization
objectives and constraints for multiple plants. The optimization problem is intro-
duced as a set of augmented plants, see Fig. 6.42, commonly used in robust control
approaches. First, the controller order is fixed at the start, allowing for low-order con-
troller design. Second, Lyapunov or lifting variables are introduced to deal with the
conflicting specifications. The resulting optimization problem is formulated on the
controller coefficients only, resulting in a typically small-dimensional non-smooth
non-convex optimization problem that does not require the solution of large convex
sub-problems, relieving the computational burden typical for Lyapunov LMI tech-
niques. An algorithm that searches only for local minimization is used for the sake
of computational time. While no theoretical guarantee can be given on the result’s
quality, in practice it often yields surprisingly efficient control laws.
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Fig. 6.42 H∞ fixed-order optimization setup

6.6.3.1 Lateral Fixed-Order H∞-Optimal MIMO Robust Controller

Similar as in the previous section, the two different control goals are targeted, but this
time by one integrated controller. One job of the control law is to provide autopilot
functionality. The autopilot consists of a stability augmentation system (SAS) (a DR
mode damper) and a CAS (roll and side-slip angle reference tracking). Other roles
of the control law are related to vibrations and loads attenuation.

The lateral integrated CAS was designed as a 2DoF architecture using the fixed-
order optimization approach to keep control law order low. The resulting, extremely
simple controller (in this case, just third-order control law was used) was calculated
using the HIFOO toolbox. The overall lateral CAS consists of a RB autopilot (roll
and side-slip tracker with DR mode damper) and an active feedback damper for
structural modes. The lateral CAS setup can be seen from Fig. 6.43. Two reference
signals are used as inputs into the feed-forward part of the controller (roll and side-
slip setpoints). The side-slip reference signal is usually set to zero, and then the CAS
provides coordinated turn functionality.

Fig. 6.43 Control augmentation system for HIFOO
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The control surfaces used by the CAS are all ailerons (anti-symmetrically actu-
ated FL1–FL3), rudders (RU) and elevators (symmetrically actuated EL). Measured
signals are lateral RB variables at CG (side-slip angle, roll angle, roll rate and yaw
rate), for structural modes control we have selected a lateral wing bending accelera-
tion modal sensor in an anti-symmetrical setup. The resulting control law (autopilot
and structural modes controller) provides RS as well as RP for all 18 cruise condition
cases (six fuel and three passenger cases).

6.6.3.2 HIFOO Control Results

The achieved improvement of damping of the first and second wing bending modes
can be seen from Fig. 6.44. Simultaneously, the DC gain is preserved for all cases.
RP can be approved by the bank angle reference signal tracking response plotted in
Fig. 6.45 (left). Responses for a sequence of two steps are shown and one can see
sufficiently fast response with acceptably small overshoot.

Side-slip disturbance attenuation functionality is investigated in Fig. 6.46 (left).
One can see complete vanishing of side wing influence in a few second and without
inducing oscillation for major part of cases. DR mode damping is investigated in
Fig. 6.46 (right).

Gain and phase margins for the complete designed controller have been evaluated.
RS of the closed loop for all mass cases is achieved. For simultaneous, independent,

Fig. 6.44 Wing bending mode attenuation. Open loop (blue), closed loop (red)
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Fig. 6.45 Bank angle and roll rate reference signal tracking

Fig. 6.46 Side-slip angle disturbance attenuation (left) and Yaw rate damping (right). Open loop
(blue), closed loop (red)
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worst-case variations in the individual channels the gain margin ranges from 0.8 to
2.6 dB, and the phase margin ranges from 5 to 16◦, depending on the mass case.

6.6.4 Longitudinal H∞-Optimal Control Law of Prescribed
Structure

Advanced non-convex non-smooth optimization techniques for fixed-order H∞
robust control are proposed in this part for design of FCSs with prescribed structure.
Compared to classical techniques—tuning of and successive closures of particular
SISO loops like dampers, attitude stabilizers, etc.—all loops are designed simultane-
ously by means of quite intuitive weighting-filters selection. In contrast to standard
optimization techniques, such as H2 or H∞ optimization, the resulting controller
respects the prescribed structure in terms of engaged channels and orders (for exam-
ple, P, PI, PID controllers). In addition, robustness with respect to multi-model uncer-
tainty is also addressed which is of most importance for aerospace applications as
well. Such a way, robust controllers for various Mach numbers, altitudes, or mass
cases can be obtained directly, based only on particular mathematical models for
respective combinations of the flight parameters.

6.6.4.1 Introduction

The flight dynamics, exhibiting many oscillatory or unstable modes for a typical
aircraft, as well as the automatic or semi-automatic regimes of modern autopilots call
for control synthesis methods that can effectively address these issues. Traditionally,
classical tools for SISO loops tuning are used successively to deliver a complex FCS
composed of a few smartly pre-selected channels, such as pitch, roll, or yaw dampers
for suitable dynamics modifications (stability augmentation), subsequent attitude
hold autopilots, automatic navigation loops, etc. Typically, a significant number of
iterations and “backstepping” is required as the higher-level loops interact partially
with the lower-level predesigned parts. Historically, frequency response methods
were developed first in the 1930s and 1940s [11, 32, 56, 58, 60], and they remain
arguably the most commonly used methods until today [14].

Since the 1960s, results of optimal control theory have been used extensively for
aircraft control design as a powerful alternative to the classical approach. The meth-
ods are typically purely multi-input multi-output (MIMO) in nature, delivering all
channels of the resulting controller in “one shot”. The design procedure is controlled
indirectly by means of selection of some weightings, being it constant matrices for
LQ or LQG approach [53, 95], or LTI shaping filters for the H2 or H∞-optimal
control [7, 76, 95]. Nevertheless, the structure of the FCS is typically very hard
or impossible to imprint, and the order (complexity) of the resulting controller can
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become unacceptably large as well. In this regard, the classical methods still have
quite a lot to offer.

Robustness of the flight controller is of utmost importance. The flight dynamics
changes considerably as the aircraft properties vary over time (fuel amount, center
of gravity position) and as the flight parameters change (altitude, airspeed, attitude
angles). Classical and optimal controllers must fulfill the robustness requirements
which is typically acknowledged by means of stability margins analysis (gain mar-
gin, phase margin [10, 18, 19, 53, 76, 95]) and extensive simulations for selected
important points of the flight envelope. Nevertheless, neither of these methodolo-
gies supports incorporating the robustness requirements explicitly into the design
procedure. In contrast, the robust control design approach, developed in the 1980s
through the 2000s [26, 30, 31, 95] relies on the mathematical formulation of the
uncertainty as one of the control design parameters. Most prominent methods are
unstructuredH∞ optimization [7, 76, 95], structuredH∞ control (μ-synthesis, DK-
iterations [6, 27–29, 95], robust loopshaping [55], and others). They all have been
naturally accepted by the aerospace controls community, giving rise to significant
implementations [9, 35, 44, 62].

One may ask if there is not a way to combine the benefits of the classical, optimal,
and robust approaches—the convenient weighting-filters formulation of the optimal
control synthesis, hierarchical and comprehensive structure of the classical con-
trollers, and insensitivity to parameters uncertainties of the robust control designs.
Indeed, some attempts have been made, based either on linear quadratic optimization
(static output feedback design [77–79]), based on mixed-sensitivity H∞ optimiza-
tion with static output constraints [49, 75], or by designing a mixedH2/H∞-optimal
controller of fixed order based on a homotopy algorithm [91].

In this section, a completely different approach toward this goal is suggested,
though. Thanks to the practical availability of computer-aided control systems design
(CACSD) tools based on most recent non-convex non-smooth optimization tech-
niques, direct synthesis methods can be employed to deliver a complex FCS that is
structured (features pre-selected channels only), of fixed low order (consisting of,
for example, P, PI, or lead-lag controllers), optimal in the H∞ norm sense (for band-
width setting, reference tracking, disturbance attenuation requirements), and robust
with respect to a multi-model uncertainty (covering a selected number of airspeed,
mass, altitude, or other cases).

The rest of this section is structured as follows. In Sect. 6.6.4.2, the method of
formulating and solving a structured longitudinal CAS design process with HIFOO
is shown. The main result of the paper is the case study presented in Sect. 6.6.4.3
(where advanced case study is presented). The procedure toward a structured, low
complexity, and robust lateral FCS is elaborated in detail for a nonlinear model
of a BWB-type aircraft, as a proof of practical usefulness of the proposed modern
techniques for flight controls design purposes.
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6.6.4.2 Longitudinal Structured Control Law with HIFOO

We propose a systematic methodology for a one-shot, robust, full-featured, H∞-
optimal longitudinal control design, for a multi-model case covering substantial
points of the flight envelope. This methodology literally combines advantages from
modern controller design techniques involving H∞ or H2 optimization with a hier-
archical approach for aircraft control system design. The HIFOO toolbox allows to
preserve the property of physical meaning of each control system loop (which is one
reasonable argument of aircraft control system engineers) and removes disadvantages
of loop-by-loop tuning of control systems. On the other hand, the well-known robust
control design approach based on the generalized plant setup and a corresponding
criterion definition (for example, in the H∞ sense) in the frequency domain can be
followed also in the HIFOO formulation. Thereby, weighting filters like those used in
[70, 71, 89, 90] can be included to produce MIMO controllers. Still, the HIFOO tool-
box can be understood as an extension to the classical control design techniques. Due
to the local optimization carried out by HIFOO, providing a suitable starting point
in terms of an initial controller can significantly save computation time. Standard
hierarchical approaches can then be used as a promising initial control law.

Algorithm:
Given:

• Set of systems for control design
• Structure of resulting control law
• Optimization criterion.

Output:

• Robust LTI control law with predefined structure.

• Step 1: Specify generalized plant set up (define measurable outputs/actuated inputs
and criterion by performance inputs/outputs).

– Recommendations: It is needed to select measurable outputs/actuated inputs
in correspondence with structure to be designed.

• Step 2: Specify performance requirements by weighting filters.

– Recommendations: Depends on the control problem. Typically, low-pass filters
are used for reference signal tracking, and bandpass filters are used for vibration
modes attenuation.

• Step 3: Specify the control law structure.

– Recommendations: The structure needs to be defined by the controller’s Rosen-
brock matrix. There can be more than one representation, whereby a minimal
realization should be aimed for.

• Step 4: Specify the starting control law if any is available, otherwise it will be
generated randomly.
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Fig. 6.47 Longitudinal control augmentation system (adopted from [13])

Fig. 6.48 Normal
acceleration reference signal
tracking control augmentation
system with structure

– Recommendations: The suitable choice of a starting point is critical to save
optimization time. Control laws designed by classical approaches can be a suit-
able choice.

• Step 5: Solve the design problem using the HIFOO toolbox.

– Recommendations: The involved optimization does not guarantee global opti-
mality; therefore, it is usually required to run the optimization several times to
reduce the risk of getting caught in mediocre local optima.

A longitudinal CAS of extremely low order (first-order control law) with imprinted
structure was designed by the HIFOO toolbox. The structure of the control law is
shown in Fig. 6.47, respectively Fig. 6.48 (with mapping of constants (6.54)).

k1 = hη

k2 = jnz

k3 = jθ̇
k4 = knz

k5 = kθ̇

(6.54)

It is a common hierarchical control law used for an asymptotic tracking of the
aircraft normal acceleration reference signal (see [13, 79]). The hierarchical control
law design was usually done in an iterative manner, using background knowledge
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of the physical meaning of the single loop to reach the required performance. The
optimization technique is addressed now to design the overall control law in one
shot. H∞-performance criteria can be introduced to design robust control laws with
predefined structure and order. The extremely low-order and structural complexity of
the overall control law (with preserved robust behavior and control performance of
full MIMO high-order control laws) is very important for final on-board implemen-
tation. It reduces necessary computational effort and therefore hardware demands for
on-board equipment, which is closely connected with reliability and price of imple-
mentation. For other possibilities of high-order MIMO CAS designs, see [70, 71, 89,
90]. Control surfaces used by CAS are symmetrically actuated beaver tails (denoted
as BT) and elevator (denoted as EL), in our case both flaps are collectively actu-
ated as one. Measured signals are longitudinal RB variables at CG, namely normal
acceleration (denoted as NzCG) and pitch rate (q). Highly valuable feature of H∞
optimization is the possibility to introduce the concept of robustness. The HIFOO
toolbox will be used, in this particular case, to cover multiple plants, each represent-
ing different fueling points in the flight envelope to end up with a longitudinal CAS
robust with respect to fueling. The augmented plant used for control law design is
shown in Fig. 6.49.

The signals in the augmented plant are divided into exogenous inputs and outputs
(which represent control law performance by definition of the optimization criterion),
as well as measured outputs and actuated inputs according to Fig. 6.42. The plant G
represents aircraft longitudinal dynamics itself and weighting filters W represent the
definition of performance criterion in the frequency domain. At this point, the struc-
ture of the controller can be introduced into HIFOO by prescribing zero entries in the
controller’s Rosenbrock matrix. Let the state-space representation of the controller
be K · a, K · b, K · c, and K · d, then its Rosenbrock matrix is:

K =
[

K · a K · b
K · c K · d

]
, (6.55)

Fig. 6.49 Augmentation plant set up used for longitudinal control law design
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with the augmented plant setup shown in Fig. 6.49 and the desired structure of the
controller as shown in Figs. 6.47 and 6.48 the controller can be written in the form:

AK = 0 (6.56)

BK = [
1 −k2 k3

]
(6.57)

CK = [
1
]

(6.58)

DK = [
k1 k4 k5

]
. (6.59)

Consequently, the controller’s Rosenbrock matrix is

K =
[

0 1 −k2 k3
1 k1 k4 k5

]
. (6.60)

The HIFOO toolbox is applied now to carry out the fixed-order optimization
with a predefined structure of the controller. The final control law is an integrated
first-order multi-input single-output (MISO) controller with predefined structure and
can be used as an integrated longitudinal CAS. However, because of the structure
it is possible to disassemble it into a hierarchical structure of SISO loops, which
can be used one-by-one as a SAS itself (pitch rate damper and normal acceleration
damper) as it is known from text books and longitudinal CAS, in this case a normal
acceleration reference signal tracker.

6.6.4.3 BWB Case Study

Mathematical Model of Longitudinal Aircraft Dynamics

This longitudinal CAS control design is carried out for the ACFA 2020 BWB aircraft.
A variant of the longitudinal ROMs obtained in Sect. 4.1 are utilized in the following.
They contain both flight mechanics and aeroelastic effects as well as their coupling. A
set of linearized state-space systems for various parameter values of fuel and payload
mass (at fixed cruise altitude and airspeed) is available:

ẋ = A · x + B · u
y = C · x + D · u,

(6.61)

where the state vector x is composed of the six flight mechanic states (x-position X ,
body forward speed u, altitude Z , body down speed w (it is proportional to angle of
attack α), pitch angle θ and pitch rate q), 12 elastic states (six symmetrical structural

http://dx.doi.org/10.1007/978-3-319-10792-9_4
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modes), as well as seven aerodynamic lag states. The states X (x-position) and Z
(altitude) are neglected in this study. Utilized inputs u for control design are:

• Symmetric Extended Elevator deflection δEEL (in rad) and deflection rate δ̇EEL (in
rad/s).

• Symmetric Elevator deflection δEL (in rad) and deflection rate δ̇EL (in rad/s).

The Extended Elevator and Elevator control surfaces are coupled and actuated simul-
taneously (will be notated as δEL) in case of longitudinal control law. The actuator
dynamics are modeled via second-order low-pass filters.
Utilized outputs for control design are:

• Pitch rate q (in rad/s)
• Normal acceleration NzCG (in m/s2)

where in both sensor signals 160 ms time delay (due to signal processing latency,
modeled via a second-order Padé approximation) and low-pass Butterworth filters
of second order were considered.

Simulations

The resulting longitudinal control law performance is presented in this section.
First are presented linear model simulation in MATLAB® and than nonlinear
MATLAB/Simulink® model is involved to demonstrate longitudinal control law
capabilities. Position of the closed-loop poles is constrained by required relative
damping of 0.5 for all RB poles, the only exception is for the phugoid mode, which
can have even one real unstable pole with time period less than 0.1. The closed-loop
pole locations can be seen in Fig. 6.50.
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Fig. 6.50 Poles and zeros of NzCG reference signal to NzCG output signal channel (10 fueling cases
are plotted)
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Fig. 6.51 Normal acceleration step response—linear simulation (10 fueling cases are plotted)

The aircraft normal acceleration step response can be seen in Fig. 6.51, where the
design plant (without phugoid mode) response as well as the validation plant (with
phugoid mode) responses are plotted for all fuel cases (which is one of the robust
behavior requirements).

The robustness of control law with respect to unmodeled uncertainty is presented.
The uncertainty is here illustrated by diamonds in a Nichols charts, as standard
margins or robustness evaluation measures among aircraft controls designers for
decades. Uncertainty in this case should be understood as a phase lag and gain
variance insensitiveness. One Nichols chart is used for each opened loop (closed loop
is disconnected at controller inputs or its output) of the multiple inputs and single-
output control law to validate controller robustness. There are different robustness
requirements for predefined frequency regions of control law, bounded by phugoid
mode frequency (solid line diamond), short-period frequency (dot and dash line
diamond) and the first wing bending mode frequency (doted line diamond). First,
the robustness is investigated with respect to unmodeled uncertainty at system input,
represented by diamonds in a Nichols chart of open-loop transfer function from
system δEL input to controller δEL output, see Fig. 6.52 and its zoom in Fig. 6.53.
One can see that all curves are outside of the prescribed diamonds which guarantees
the required robustness.

Similarly, robustness with respect to output unmodeled uncertainty is investi-
gated. The open-loop system has two inputs pitch rate q and normal acceleration
Nz (controller inputs) and two measurements of the same notations (plant outputs).
Nichols charts of open-loop transfer functions are plotted in Fig. 6.54, and its zoom
for Nichols diamonds are plotted in Fig. 6.55.
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Fig. 6.52 Nichols charts of the closed loops (disconnected at actuators). Ten fueling cases are
depicted
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Fig. 6.53 Nichols charts of the closed loops (disconnected at actuators). Ten fueling cases are
depicted. Zoomed in for Nichols diamonds
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Fig. 6.54 Nichols charts of closed loop disconnected at sensors, pitch rate (left) and NzCG (right)
(10 fueling cases are plotted)
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Fig. 6.55 Nichols charts of closed loop disconnected at sensors, pitch rate (left) and NzCG (right),
zoomed for Nichols diamonds (10 fueling cases are plotted)
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Fig. 6.56 Normal acceleration step response (10 fueling cases are plotted)
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Eventually, a MATLAB/Simulink® nonlinear model has been involved. Main
sources of nonlinearity come from a fully nonlinear model of actuators, which
considers control surface maximal deflections, maximal deflection rates, and aero-
dynamic effects. All nonlinear simulations are influenced by the unstable phugoid
mode, but with a time constant of instability of less than 0.1 s it does not violate con-
trol constraints or requirements. Time responses of the aircraft’s normal acceleration
for all considered aircraft fuel cases are plotted in Fig. 6.56. The pitch rate and angle
of attack responses are plotted in Figs. 6.57 and 6.58, again plotted for all considered
cases. Finally, control law effort needed for such a maneuver, for all fuel cases, is
plotted in Fig. 6.59.

References

1. Alazard D, Apkarian P (1999) Observer-based structures of arbitrary compensators. Int J Robust
Nonlinear Control 9(2):101–118

2. Apkarian P, Noll D (2006) Controller design via nonsmooth multidirectional search. SIAM J
Control Optim 44:1923–1949

3. Arzelier D, Deaconu G, Gumussoy S, Henrion D (2011) H2 for HIFOO. In: IFAC world
congress on automatic control

4. Balas GJ (2002) Linear, parameter-varying control and its application to a turbofan engine. Int
J Robust Nonlinear Control 12:763–796

5. Balas G, Chiang R, Packard A, Safonov M (2010) MATLAB robust control toolbox 3, user’s
guide. MathWorks

6. Balas G, Doyle JC, Glover A (1991) The mu analysis and synthesis toolbox, Math Works and
MUSYN

7. Bates D, Postlethwaite I (2002) Robust multivariable control of aerospace systems. DUP Sci-
ence, Ios Pr Inc

8. Benatzky C (2006) Theoretical and experimental investigation of an active vibration damping
concept for metro vehicles. Dissertation, Vienna University of Technology, Vienna

9. Bennami S, Looye G (1998) Design of flight control laws for a civil aircraft using mu synthesis.
In: Proceedings of the AIAA conference on guidance, navigation and control

10. Bing-Fei Wu, Perng Jau-Woei (2004) Gain and phase margin analysis of pilot-induced oscil-
lations for limit-cycle prediction. J Guidance Control Dyn 27:59–65

11. Blakelock JH (1965) Automatic control of aircraft and missiles. Wiley, New York
12. Boyd S, Barrat C (1990) Linear controller design: limits of performance. Prentice Hall, Engle-

wood Cliffs
13. Brockhaus R (2001) Flugregelung (English: Flight control). Springer, Berlin
14. Bryson AE (1994) Control of spacecraft and aircraft. Princeton University Press, Princeton
15. Burke JV, Henrion D, Lewis AS, Overton ML (2006) HIFOO—a MATLAB package for fixed-

order controller design and H∞ optimization. In: IFAC symposium on robust control design,
2006

16. Burke JV, Lewis AS, Overton ML (2005) A robust gradient sampling algorithm for nonsmooth,
nonconvex optimization. SIAM J Optim

17. Burke JV, Lewis AS, Overton ML (2006) Stabilization via nonsmooth, nonconvex optimization.
IEEE Trans Autom Control 51:1760–1769

18. Chang Che-Hsu, Hant Kuang-Wei (1990) Gain margins and phase margins for control systems
with adjustable parameters. J Guidance Control Dyn 13:404–408

19. Chopra I, Ballardf J (1981) A method for measuring the stability of a full-scale rotor control
system. J Guidance Control Dyn



224 A. Schirrer et al.

20. Dardenne I (1999) Développement de méthodologies pour la synthèse de lois de commande
d’un avion de transport souple. Ph.D. thesis, Ecole Natrionale Supérieure de l’Aéronautique et
de l’Espace (SUPAERO), France, 1999. (English: Development of methodologies for control
law synthesis for a flexible transport aircraft)

21. Dehkordi VR, Boulet B (2009) Robust controller order reduction. In: Proceedings of the amer-
ican control conference, pp 3083–3088

22. Delwiche T (2009) Contribution to the design of control laws for bilateral teleoperation with
a view to applications in minimally invasive surgery. PhD thesis, Free University of Brussels

23. Demourant F, Ferreres G (2002) A frequency domain identification-control approach for a
flexible aircraft. In: IEEE CCA’02

24. Demourant F, Ferreres G (2013) A linear parameter-varying multiobjective control law design
based on Youla parametrization for a flexible blended wing body aircraft. In: Progress in flight
dynamics, guidance, navigation, control, fault detection, and avionics, vol 6. EDP Sciences, pp
729–748

25. Dotta D, Silva AS, Decker IC (2009) Design of power systems controllers by nonsmooth,
nonconvex optimization. In: IEEE power and energy society general meeting

26. Doyle JC (1979) Robustness of multiloop linear feedback systems. In: Proceedings of the 17th
IEEE conference decision and control

27. Doyle JC, Mall J, Stein G (1982) Performance and robustness analysis for structured uncer-
tainty. In: IEEE conference on decision and control

28. Doyle JC, Packard A (1987) Uncertain multivariable systems from a state space perspective.
In: Proceedings of American control conference, Minneapolis

29. Doyle JC, Packard A, Zhou K (1987) Review of LFT’s LMIs and mu. In: Proceedings of 30th
IEEE conference on decision and control

30. Doyle JC (1982) Analysis of feedback systems with structured uncertainties. IEE Proc Part D
129(6):242–250

31. Doyle JC, Glover K, Khargonekar PP, Francis BA (1989) State-space solutions to standard H2
and H∞ control problems. IEEE Trans Autom Control 34(8):831–847

32. Evans WR (1948) Graphical analysis of control systems. Trans AIEE 67:547–551
33. Ferreres G, Puyou G (2006) Flight control law design for a flexible aircraft: limits of perfor-

mance. J Guidance Control Dyn 29(4):870–878
34. Ferreres G, Biannic JM (1998) A μ analysis technique without frequency gridding. In: Amer-

ican control conference. Proceedings of the 1998, vol 4. IEEE, pp 2294–2298
35. Fialho I, Balas G, Packard A, Renfrow J, Mullaney C (1997) Linear fractional transforma-

tion control of the F-14 aircraft lateral-direction axis during powered approach landing. In:
Proceedings of the American control conference

36. Gawronski W (2004) Advanced structural dynamics and active control of structures. Springer,
New York

37. Gu DW, Petkov PH, Konstantinov MM (2005) Robust control design with MATLAB, vol 1.
Springer, London

38. Gumussoy S, Henrion D, Millstone M, Overton M (2009) Multiobjective robust control with
HIFOO 2.0. In: IFAC symposium on robust control design

39. Gumussoy S, Millstone M, Overton ML (2008) H∞ strong stabilization via HIFOO, a package
for fixed-order controller design. In: Proceedings of CDC

40. Haddad WM, Chellaboina V (2008) Nonlinear dynamical systems and control: a Lyapunov-
based approach. Princeton University Press, Princeton

41. Hanel M (2001) Robust integrated flight and aeroelastic control system design for a large
transport aircraft. Number 866 in 8. VDI-Verlag, Düsseldorf
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Chapter 7
Feed-Forward Control Designs

T. Haniš, M. Hromčík, A. Schirrer, M. Kozek and C. Westermayer

7.1 Gust Loads Alleviation System Via Convex Optimization

T. Haniš and M. Hromčík

The potential advantages of blended wing body (BWB) aircrafts in terms of fuel
efficiency are opposed by technical challenges such as the alleviation of gust loads.
Due to low wing loading, gusts generally have a more severe impact on BWB aircraft
than on conventional aircraft wing tube aircraft. This section presents the design and
optimization of a gust load alleviation system (GLAS) for a large BWB airliner.
Numerical simulations are performed with an aeroelastic model of the initial aircraft
model created within the NACRE project including GLAS in order to compute time
series of modal displacements for deriving equivalent static load cases which are
used for resizing of the aircraft structure. This design is carried out in this section is
carried out for the 750-passenger NACRE BWB aircraft predesign model. The same
methodology has been shown and carried out on the ACFA BWB configuration in
[22].

Remark: Note that the scope of the L∞-optimization of gust load alleviation
in this context can only be utilized to verify feasibility of a GLAS for the given
aircraft. The resulting controller is not directly applicable for implementation on an
aircraft—this requires certification criteria such as the CS-25 “continuous turbulence
design criteria” to be carefully addressed which is out of scope in this design and in
the context of the ACFA 2020 project in general.
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7.1.1 Introduction

The coupled aeroelastic/flight mechanic BWB model used for this investigation is
parameterized in Mach, dynamic pressure, fuel mass, and center of gravity (CG)
position. The CG variation is achieved by fuel redistribution which is important on
a BWB airplane for trim without too large control surface deflections in order to
achieve optimum cruise performance. For some fuel configurations the BWB air-
liner is statically unstable, thus requiring artificial stabilization. The BWB airliner is
controlled/stabilized by an underlying feedback control system using trailing edge
flaps (see Chap. 6 for details on feedback control laws design). The elevators and
spoilers on the upper side of the wings are used for feed-forward control. On each
wing, the three inner spoilers are actuated simultaneously, and the three outer spoil-
ers are actuated simultaneously as well. The control commands by the feed-forward
GLAS are added to the commands computed by feedback flight control laws. Tak-
ing into account maneuver load alleviation, gust loads become the dominant sizing
factor. For efficient gust load alleviation, the weighted L∞ norm of the responses
of wing bending and torsion moment need to be minimized for gusts of different
scale lengths throughout the whole flight envelope while not exceeding maximum
and minimum load factors. The worst-case gust length of a particular flight condi-
tion will be taken into account, but augmentation of the optimization for more gust
lengths and operating points is straightforward.

7.1.2 Gust Load Alleviation System Design

The GLAS (see Fig. 7.1) is based on a triggered feed-forward control system for
attenuation of aircraft excitation d(t) by exogenous disturbance signal w(t), in our
case wind gust of 1 − cos shape. Design of the wind gust detection system itself, the
trigger, is not treated here. It is assumed that it is possible to estimate an upcoming
wind gust and its direction with a certain time delay needed for estimation. The

Fig. 7.1 GLAS setup

http://dx.doi.org/10.1007/978-3-319-10792-9_6
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reference signal αwind is then the triggering signal used as input for the GLAS feed-
forward controller H(s) and it is considered as a unit step signal. The GLAS H(s)
can be realized as a FIR shaping input (step) command αwind and producing control
signals uGLAS, or as a memory storing device containing the control signals sequences
uGLAS and putting them out once triggered by αwind. The effect of uGLAS on e(t)
is expressed as a response of the transfer function Gc(s), the so-called Secondary
Control Path (SCP). Considering a model of the aircraft linearized in a certain trim
point, the error signal e(t) is just the sum of aircraft response d(t) to wind gust
disturbance w(t) and response of the aircraft to the GLAS control command uGLAS.
The error signal e(t) contains the wing bending and torsion moments and shear forces
at wing cuts, as well as the incremental load factor �nz(t). The design objective is
to choose H(s) in order to minimize the L∞ norm of a criterion based on forces and
moments as will be explained later, keep �nz(t) within certain limits (for passenger
safety), and at the same time remain within various limits for the L∞ norm of
uGLAS(t), that is, considering the saturation of control surfaces. The control surfaces
used for the GLAS are the elevator uElevator and the spoilers uSpoiler. The vector of
control commands uGLAS(t) thus can be written as:

uGLAS(t) = [
uElevator(t), uSpoiler(t)

]T (7.1)

where uElevator is elevator control command and uSpoiler denotes spoilers command.

7.1.3 Convex Synthesis

The convex synthesis approach is exploited to design the control law. This
methodology described by [2, 4], can easily address both time- and frequency-domain
criterions and constraints. A nice overview and aircraft control specific designs can
be found in [7].

The generalized plant in Fig. 7.2 is considered. Therein, system P represents the
controlled plant, K is the feedback control law and H is the feed-forward control sys-
tem. The signals w and z are exogenous input signals and controlled (criterion) output
signals, respectively. Signals uFF and uFB are input signals actuated by feed-forward
and feedback control systems. The signals y and uref are the measurable output
signals and the reference signal for the feed-forward control system, respectively.

The convex synthesis methodology can be applied for both feedback and feed-
forward control system design. Nevertheless, only the feed-forward control system
design will be addressed in this section. The feedback control law K in Fig. 7.2 is
considered as a fixed control law. The parameterization of the discrete-time feed-
forward controller H(z) is affine in the weights θi ,

H(z) =
n∑

i=1

θi · Hi (z), (7.2)
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Fig. 7.2 Convex synthesis
design plant

Fig. 7.3 Considered wind
gust profile
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where the transfer functions Hi (z) are a priori fixed basis functions and scalars, θi for
i ≥ 1 are the decision variables of the optimization problem. The exogenous input
signal w(t) is considered as one case of a 1 − cos-shaped gust (plotted in Fig. 7.3). The
result of the optimization will be the FIR filter H(z) (decision variables θi define the
coefficients of such FIR filter), therefore the reference input signal uref is considered
as a discrete unit pulse at time t = 0 as plotted in Fig. 7.4. The time-domain response
of the feed-forward-controlled closed-loop system can be expressed by (7.3) in an
affine form,
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Fig. 7.4 Reference input
signal
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Fig. 7.5 Mx response to
wind gust input
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z(t) = θ0 · z0(t) +
n∑

i=1

θi · zi (t), (7.3)

where z0(t) is the response of the feed-forward-controlled closed-loop system for
disturbance signal w(t) (according to (7.4), plotted in Fig. 7.5). In this case the coef-
ficient θ0 is equal to one. The second term corresponds to the response of closed-loop
system (defined by (7.5), plotted in Figs. 7.6 and 7.7) for reference signal uref (in
this case a discrete unit pulse) shaped by particular basis function Hi (z) which are
chosen to be unit delays so that H(z) becomes a FIR filter by design.
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Fig. 7.6 Mx responses to the
Spoiler input

0 200 400 600 800 1000
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2
x 10

4 Mx − Spoiler responses

k [−]

M
x 

[N
m

]

Fig. 7.7 Mx responses to the
Elevator input
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Z0(z) = P(z)W (z) (7.4)

Zi (s) = P(z)Hi (z)U (z). (7.5)

The correspondence between the time-domain and the z-domain is defined by

zi (t) = Z−1 {Zi (z)} . (7.6)

Finally, the convex optimization task can be defined as a linear program with criteria
expressed as:
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min
θ

cTθ, (7.7)

and constraints:

Aθ ≤ b (7.8)

The criterion as well as constraints will be explained in detail in Sect. 7.1.4.

7.1.4 Formulation of the Optimization Problem

With sizing gusts of different lengths from 30 ft (9.14 m) to 500 ft (152.4 m) starting
at time t = 0 it was sufficient to fulfill the following constraints within a time interval
[0; tend10 s] since oscillations excited by gusts sufficiently diminish after that amount
of time. First, only one length of a sizing wind gust case is considered to keep the
definition simple and clear. The maximum and minimum control surface deflections
need to be bounded by:

uElevator(n) ≤ uElevatorMax, ∀n ∈ [0; tend Fs] (7.9)

uElevator(n) ≥ uElevatorMin, ∀n ∈ [0; tend Fs] (7.10)

uSpoiler(n) ≤ uSpoilerMax, ∀n ∈ [0; tend Fs] (7.11)

uSpoiler(n) ≥ uSpoilerMin, ∀n ∈ [0; tend Fs] . (7.12)

With subscript Max denoting maximum allowed deflection of the respective con-
trol surface, and subscript Min denoting prescribed minimum allowed deflection of
the respective control surface (maximal negative deflection). Control surface deflec-
tion rate du/dt needs to be limited because the available actuators’ energy is finite.
Thereby, Fs is the sampling frequency, and Ts = 1/Fs denotes the sampling time of
the discrete-time controller. Then rate limits of control surfaces are defined by:

uElevator(n) − uElevator(n − 1)

Ts
≤ du

dt ElevatorMax
, ∀n ∈ [1; tend Fs] (7.13)

uElevator(n) − uElevator(n − 1)

Ts
≥ du

dt ElevatorMin
, ∀n ∈ [1; tend Fs] (7.14)
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uSpoiler(n) − uSpoiler(n − 1)

Ts
≤ du

dt SpoilerMax
, ∀n ∈ [1; tend Fs] (7.15)

uSpoiler(n) − uSpoiler(n − 1)

Ts
≥ du

dt SpoilerMin
, ∀n ∈ [1; tend Fs] (7.16)

For passenger safety, the maximum and the minimum load factors need to be
bounded as well.

nz(n) ≤ 2.5, ∀n ∈ [0; tend Fs] (7.17)

nz(n) ≥ 1, ∀n ∈ [0; tend Fs] . (7.18)

The cost function J is defined as a function of the vector of control commands
uGLAS(n) with tuning parameters a1, a2, a3 and b1, b2, b3. Considering that positive
as well as negative peak forces and moments need to be reduced in magnitude, the
cost function J can by divided into two parts:

Jmax = max
n∈[0, tend Fs]

[

a1 ·
(

n∑

i=0

f Gust
z (i) · w(n − i) +

n∑

i=0

f Elevator
z (i) · uElevator(n − i)

+
n∑

i=0

f Spoiler
z (i) · uSpoiler(n − i)

)

+ a2 ·
(

n∑

i=0

mGust
x (i) · w(n − i) +

n∑

i=0

mElevator
x (i) · uElevator(n − i)

+
n∑

i=0

mSpoiler
x (i) · uSpoiler(n − i)

)

+ a3 ·
(

n∑

i=0

mGust
y (i) · w(n − i) +

n∑

i=0

mElevator
y (i) · uElevator(n − i)

+
n∑

i=0

mSpoiler
y (i) · uSpoiler(n − i)

)]

(7.19)
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Jmin = min
n∈[0, tend Fs]

[

b1 ·
(

n∑

i=0

f Gust
z (i) · w(n − i) +

n∑

i=0

f Elevator
z (i) · uElevator(n − i)

+
n∑

i=0

f Spoiler
z (i) · uSpoiler(n − i)

)

+ b2 ·
(

n∑

i=0

mGust
x (i) · w(n − i) +

n∑

i=0

mElevator
x (i) · uElevator(n − i)

+
n∑

i=0

mSpoiler
x (i) · uSpoiler(n − i)

)

+ b3 ·
(

n∑

i=0

mGust
y (i) · w(n − i) +

n∑

i=0

mElevator
y (i) · uElevator(n − i)

+
n∑

i=0

mSpoiler
y (i) · uSpoiler(n − i)

)]

. (7.20)

Finally an overall criterion is defined as:

J = Jmax − Jmin. (7.21)

Thereby, w(n) is the discrete-time gust excitation and f Gust
z (i), f Elevator

z (i), f Spoiler
z (i)

denote the i th sample of impulse responses of the linearized aircraft model to gust
excitation, elevators inputs, and spoilers inputs, respectively. At selected wing cut, the
respective i th sample of pulse responses for torsion moment are mGust

y (i), mElevator
y (i),

mSpoiler
y (i), and for bending moment mGust

x (i), mElevator
x (i), mSpoiler

x (i). The static
shear force, torsion moment, and bending moment for 1 g level flight are not consid-
ered in this design.

The optimization problem can thus be formulated as:

min
uElevator, uSpoiler

J (7.22)

with constraints expressed by (7.9)–(7.18).

7.1.5 Gust Load Alleviation System: Results

Simulations of the resulting feed-forward control system are presented in this section.
The deflections of spoilers and elevator commanded by the triggered GLAS are plot-
ted in Figs. 7.8 and 7.9. One can see that maximal and minimal deflection constraints
of each control surface are fulfilled.
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Fig. 7.8 Spoiler deflection
signal
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Fig. 7.9 Elevator deflection
signal
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Similarly, requirements for deflection rates of spoilers as well as elevators (plotted
in Figs. 7.10 and 7.11) are taken into account during the optimization and fulfilled
by the resulting control law. One can see that the deflection rate constraints are the
limiting factor of the resulting control law and limit achievable control performance.
The dynamic aircraft wing bending moment was reduced by more than 50 % in the
sense of the L∞ norm. The resulting structural load alleviation performance in wing
bending is plotted in Fig. 7.12.

Similarly, the dynamic wing torsion moment was reduced by more than 60 % in the
L∞ norm sense. The resulting structural load alleviation performance in wing torsion
is plotted in Fig. 7.13. Eventually the vertical acceleration response is presented in
Fig. 7.14. One can see that also the constraints for vertical acceleration are fulfilled.
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Fig. 7.10 Spoiler deflection
signal rate
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Fig. 7.11 Elevator deflection
rate
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7.2 Lateral Maneuver Loads Alleviation System Via Convex
Optimization

A. Schirrer and M. Kozek

In this section, a maneuver load alleviation system is designed for the ACFA BWB
configuration by a convex synthesis approach. The feed-forward design can directly
be cast into a convex optimization problem and is thus efficiently solvable. Its devel-
opment is based on the multi-model feed-forward design developed for the NACRE
BWB 750-passenger aircraft model, published in [16].
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Fig. 7.12 Wing bending
moment attenuation
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Fig. 7.13 Wing torsional
moment attenuation
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7.2.1 Design Goals and Problem Definition

The control goals related to Maneuver loads alleviation are most effectively addressed
via a dynamic pilot command preshaper (feed-forward control law) once the closed-
loop system is designed and conditioned (robustified) sufficiently well. The
closed-loop plants obtained by earlier control designs are then utilized as design
plants for the feed-forward design. This control design stage has the following goals:

• Given a step input roll angle reference signal, drive the system such that a decoupled
roll maneuver with the given end angle is flown.

• Mach and dynamic pressure are assumed measurable and available for controller
scheduling. The design task will be reduced to designs for fixed values of the
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Fig. 7.14 Vertical acceleration at the center of gravity

Mach and dynamic pressure parameters and the same set of basis functions will
be used across all designs so that only numerator coefficients need to be sched-
uled/interpolated a posteriori.

• The CG and Fuel parameters are considered unknown during operation and thus
the controller should yield satisfactory responses for all CG/Fuel cases.

• The following requirements on the response shape must be fulfilled robustly:

– Average static gain (DC gain) from roll reference to roll angle equal to 1 over
all CG/Fuel cases.

– Fulfill roll rise time requirement to 95 % rise level in 7 s.
– No or minimal overshoot (less than 1 %) in the roll reference response.
– Decoupling: restrict side-slip response β to ±10 mrad for a 1 rad roll step.
– For a 60° roll step, all rate and deflection bounds of the control surfaces have

to hold. The deflection bounds for Flap 5 (outer aileron) are reduced to 50 % in
order to retain controllability for the One-Engine-Inoperable case.

• The sizing loads with respect to the roll maneuver (that is, the maximum total
loads occurring in a shaped 60° roll maneuver over all parameter cases) should be
minimized.

7.2.2 Methodology

7.2.2.1 Linear Matrix Inequalities (LMIs)

An Linear Matrix Inequality (LMI) problem is a convex optimization problem
commonly used in control design (see [3]) as:
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inf
x

(
cTx

)
(7.23)

s.t. F(x) = F0 +
n∑

i=1

xi Fi � 0. (7.24)

The matrices Fi = FT
i ∈ Rn×n are symmetric and fixed, x = [x1, . . . , xn]T are the

decision variables, and cT is the cost vector. The constraint F(x) � 0 means that
the matrix F(x) be positive-semidefinite, that is, that it possesses only non-negative
eigenvalues.

7.2.2.2 Convex Control Design

With a plant transfer function (or, time-domain response signals) parameterized in
affine form,

G(s) = G0(s) +
∑

i

Gi (s)θi , (7.25)

as in the case of a feed-forward design or the Youla-parameterized convex feedback
control design, important time- and frequency-domain requirements can be stated
as linear programing (LP), quadratic programing (QP), or Linear Matrix Inequality
(LMI) constraints (convex in the parameters θ), see [6]. Similarly, by bounding a
constraint by an additional free variable instead of a constant, any such constraint
can be turned into an objective. Then, the bounding variable itself is considered as
the minimizing objective.

Time-Domain: Single-Input Single-Output (SISO) L∞ Bounds

A central benefit of convex synthesis methods is the direct incorporation of time-
domain constraints and objectives, which enables template-based step-response shap-
ing. Closed-loop time-domain responses are affine in θ:

z(t) = L −1 {Z(s)} = z0(t) +
n∑

i=1

zi (t)θi . (7.26)

To constrain a time-domain response z(t) by given lower and upper time-domain
bounds zL(tk) < z(tk) < zU(tk), tk ∈ {t1, . . . , tN }, the expansion into the affine
form yields two linear programing (LP)-type constraints for each tk :
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[−z1(tk), . . . , −zn(tk)
]
θ < z0(tk) − zL(tk), (7.27)

[
z1(tk), . . . , zn(tk)

]
θ < zU(tk) − z0(tk). (7.28)

Note that (7.27)–(7.28) also represent two (scalar) LMI constraints and can directly
be included in an LMI problem.

Frequency-Domain: Multi-input Multi-output (MIMO) H∞ Bound

The constraint ‖G‖∞ < x can be discretized for a stable G( jω) at a frequency grid
ωk ∈ {ω1, . . . , ωN } via N constraints σ̄ (G( jωk)) < x . These can be translated into
(real-valued) LMI constraints:

⎡

⎢
⎢
⎣

xI Re(G) 0 Im(G)

xI Im(GH) 0
xI Re(G)

sym. xI

⎤

⎥
⎥
⎦

∣
∣
∣
∣
∣
∣
∣
∣

jωk

	 0, (7.29)

where Re(·), Im(·), and (·)H indicate the real part, imaginary part, and the Hermitian
transpose, respectively. This LMI is affine in the parameters (see [6, 15]). Note that
this constraint asserts G stable a priori and is thus not applicable to enforce stability
of G.

Frequency-Domain: MIMO H2 Bound

The H2 norm of a stable, strictly proper linear dynamic system G( jω) is

‖G( jω)‖2 = h =

√√√√√
1

2 π

∞∫

−∞
tr
[
(G( jω))H (G( jω))

]
dω. (7.30)

For a sufficiently fine and broad finite frequency gridding, (7.30) can be approximated
by the Riemann sum

h ∼= h̃ =
√√√√ 1

π

N∑

k=1

tr
[
(G( jωk))

H (G( jωk))
]
(ωk+1 − ωk). (7.31)

This H2 norm approximation can be expanded to a (convex) quadratic form for G
affine in θ (β ∈ R, γ = [γ1, . . . , γn]T ∈ Rn , � = [	i, j ] ∈ Rn×n):
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G( jωk) = Gk = G̃k +
n∑

i=1

Gkiθi , (7.32)

h̃2 = 1
π

(
β + γT

θ + θ
T�θ

)
, (7.33)

β =
N∑

k=1

tr
[
G̃

H
k G̃k

]
, γi =

N∑

k=1

2 Re
{

tr
[
G̃

H
k Gki

]}
,

	i, j =
N∑

k=1

Re
{

tr
[
Gki

HGk j

]}
.

Note that only real terms remain due to the properties of the trace and the Hermitian
transpose. The matrix � is positive (semi-)definite, making the function h̃2(θ) con-
vex, and � can be decomposed into its Cholesky factors � = LTL. Then, an LMI
constraint equivalent to h̃2 < x (x ∈ R+) is given as (see [17])

[
In Lθ

θ
TLT x − β − γT

θ

]

	 0. (7.34)

Note that this constraint is of fixed size ((n + 1) × (n + 1)) with respect to the
frequency grid size N , which allows to use high approximation precision by a fine
grid in the precalculation of β, γ, and �.

Adaptive Constraint Refinement

The optimization problem size is primarily determined by the number of basis func-
tions (and thereby weighting parameters) and by the number of gridpoints in time
or frequency at which point-wise constraints (or objectives) are defined. An adap-
tive grid refinement procedure has thus been implemented for high computational
efficiency:

1. Start with coarse design grids.
2. Formulate and solve optimization problem (7.23)–(7.24) for the current design

grids.
3. Validate the solution on fine validation grids.
4. Pick, per violated objective/constraint, at most nadd points that are most violated

(and mutually sufficiently spaced) and add them to the design grids.
5. If no violations: done. Else: return to step (2).
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7.2.3 Control Design

7.2.3.1 Reference Control Law Design

To formulate the load minimization criterion, a reference control law is necessary to
obtain an initial feed-forward law that shapes the response to approximately fulfill
the posed requirements. This task has been helped by the sensible shaping of the
closed loop in the initial control design (by partial eigenstructure assignment, see
Sect. 6.2). The dominant rigid-body (RB) poles already partially fulfill the response
shape requirements.

Figure 7.15 depicts a simple interconnection of the feed-forward controller Kff

and the closed-loop plant. Thereby r =
[

rφ

rβ

]
is the (2 × 1) reference signal vector.

A simple choice of reference control law is obtained as follows:

• Compute the optimal (2×2) static decoupling coefficient matrix K̃ff =
[

k11 k12
k21 k22

]

that minimizes the following objective function:

J =
∑

jCG, jFuel

∥∥I − Gcl, jCG, jFuel( j0)K̃ff
∥∥, (7.35)

where Gcl, jCG, jFuel is the closed-loop transfer function of the aircraft for the para-
meter cases jCG and jFuel ( jMach and jDyn.Pressure are fixed for the studied design)

from u =
[
δFl34
δRu

]
to z =

[
φ

β

]
(see Fig. 7.15). The reference feed-forward law acts

only on u, so Qref =
[

Qref,1
Qref,1

]
=

[
Qref,1

0

]
.

• Add PT1 filters to fulfill control command rate limits in the 60° roll maneuver:

Qref,1 = K̃ff

[ 1
T s+1 0

0 1
T s+1

]
(7.36)

P P

K K

u u
z z

y y

r r
Q Q

−

(a) (b)

Fig. 7.15 Two interconnection architectures of a (possibly scheduled) feed-forward controller Q
with feedback-controlled plant P, a only directly affects the control input u, whereas b also modifies
the measured signals fed to the feedback controller K

http://dx.doi.org/10.1007/978-3-319-10792-9_6


244 T. Haniš et al.

The time constant was chosen T = 1 s which does not violate the rate limits and
leads to a rise level of 90 . . . 95 % in 7 s in the roll reference–roll transfer function.

This reference law is used to compute the preliminary sizing total loads and parameter
cases for the roll maneuver.

7.2.3.2 Feed-Forward Design by Convex Optimization

The optimization problem is formulated and solved by the LP/LMI control design
optimization framework developed in [15].

The structure depicted in Fig. 7.15 has been utilized to design the feed-forward
controller Q(s) by convex optimization. The closed-loop is comprised of the air-
craft model (plant P) and the combined control law K of stage 1 (initial feedback-
controlled plant via partial eigenstructure assignment, see Sect. 6.2) and stage 2
(robust controller obtained by DGK-iteration, see Sect. 6.3).

The feed-forward law has one input (the roll reference φref ) and access to an
extended set of nine separate outputs

uext = [
�δFl3, �δFl4, �δFl5, �δRu, �β, �φ, �p, �r, �N zlat.law

]T
. (7.37)

The control law Q is obtained as weighted sum of basis functions Qi (s):

Q(s) =
nQ∑

i=1

Qi (s)θi (7.38)

This basis is composed of 20 basis functions per SISO channel which were chosen
ad hoc as PT1 and PT2 dynamics with their poles evenly distributed in the dynamic
range of interest. Note that the same basis is utilized for all feed-forward designs
across the parameter range to facilitate a posteriori scheduling on the flight parame-
ters.

The current optimization problem can then be formulated as an LP problem as
follows:

minimize cTx (7.39)

subject to Ax ≤ b (7.40)

where the cost vector c and the constraints are obtained automatically by the opti-
mization framework, based on an adaptive invocation of time-domain constraints
and objectives on the closed loop. The vector of decision variables x contains the
feed-forward control law weights θi as well as bound variables to formulate signal
or system norm objectives (see Sect. 7.2.2.2).

http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_6
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Table 7.1 Defined objectives and constraints for feed-forward design

Objective set 1 Minimize φref → Fzk peaks, k = 1, . . . , 14 with respect to sizing loads

Objective set 2 Minimize φref → Mxk peaks, k = 1, . . . , 14 with respect to sizing loads

Objective set 3 Minimize φref → Myk peaks, k = 1, . . . , 14 with respect to sizing loads

Constraint set 1 Constrain roll time-domain response φref → φ in time-domain template
(tracking, rise-time, overshoot, and undershoot goals)

Constraint set 2 Constrain coupling of roll reference to side-slip time-domain response
φref → β (decoupling, coordinated turn)

Constraint set 3 Constrain control surface deflections and rates in roll maneuver φref →
δFl3, δFl4, δFl5, δRu, δ̇Fl3, δ̇Fl4, δ̇Fl5, δ̇Ru

These objectives and constraints are listed in Table 7.1 and closely related to those
listed in Chap. 5. They are defined for each fuel and each CG case (31 cases) in the
optimization framework and iteratively added to the actual LP formulation until the
full validation on all parameter cases and on a fine time gridding (Ts = 0.05 s) is
successful for all constraints and objectives. This method has shown to be highly
efficient and enables a computationally feasible design for very large constraint sets
(of which most constraints are inactive at the optimal solution, but have to be tested).

The objective formulations are normalized with respect to the initial sizing loads
(as obtained from the initial control law) in the following way:

Let z jk be the preliminary sizing total load of load j ( j ∈ {Fz, Mx, My}) at cut
k (k = 1, . . . , 14). Also, let z0, jk,cfmq be the corresponding trim (static/1 g) load at
CG case c, fuel case f, Mach case m, and dynamic pressure case q. Then, the allowed
lateral dynamic load in this parameter case until sizing is

zdyn,max, jk,cfmq = ∣∣z jk
∣∣ − ∣∣z0, jk,cfmq

∣∣ . (7.41)

This quantity is utilized to scale the objective such that an objective value of 1 means
that the load becomes globally sizing and thus this normalization introduces global
information into the local optimization problem. The actual optimization objective
is the maximum of all scaled control objectives, so an objective function value of
less than 1 means that the linear validation of the roll maneuver generates total loads
which are less than the sizing loads.

7.2.3.3 Obtaining a Scheduled Control Law Using the Multi-stage Design
Procedure

The multi-staged control law design allows one to employ direct a posteriori
interpolation methods, specifically tailored to the partial control law at each stage.

In the scope of the lateral ACFA control design, the following interpolation onsets
are utilized:

http://dx.doi.org/10.1007/978-3-319-10792-9_5


246 T. Haniš et al.

• The 1st-order “stage 1” control law (partial eigenstructure assignment, see Sect. 6.2)
is parameterized in Mach number and dynamic pressure. Because of its low
dynamic complexity, it can be transformed to a unique controllability compan-
ion form and a well-defined element-wise interpolation of the state-space system
in this representation can be performed.

• The 30th-order “stage 2” control law (DGK-iteration, see Sect. 6.3) is of low
authority and robust against considerable plant dynamics variations. Validation
of the fixed control law with plants and the scheduled stage 1 control law across
the entire flight envelope shows Robust Stability (RS). However, the added perfor-
mance in terms of vibration attenuation at the design case at cruise flight conditions
becomes marginal or lost as the plant parameters differ too much. This could be
repaired by redesigns of the “stage 2” control law in other flight parameter points,
but due to the associated effort this is out of scope here. For a posteriori scheduling
onsets refer to [14, 15].

• The feed-forward control law developed in this section is robustly designed for a
particular Mach and Dynamic Pressure parameter case to provide Robust Perfor-
mance (RP) for all fuel and CG cases. It turned out that it is necessary to parame-
terize the feed-forward control law by the Mach and Dynamic Pressure parameters
to achieve the demanded high performance. This interpolation can also be done
in an a posteriori manner and it is simplified by utilizing the same set of basis
functions for all designs. Then, only the optimization variables (the weightings
θi ) need to be interpolated. The optimization problem can directly be extended to
consider multiple models with perturbed Mach and Dynamic Pressure parameters,
however, increasing the size of the problem. Note also that the feed-forward law
cannot destabilize the (linear) aircraft model.

7.2.4 Validation

The optimization is carried out and yields a dynamic controller Q(s) which satisfies
all constraints and minimizes the roll maneuver-induced total loads with respect to
sizing load levels. As a result, a typical optimization result for loads alleviation is
shown in Fig. 7.16 for a representative case in cruise flight conditions and cut moment
My13. In this maneuver, all constraints (tracking, rise time, settling, undershoot) on
the roll response, side-slip decoupling and input magnitudes and rates are satisfied.
As an example, the roll response and the demanded template are shown in Fig. 7.17
for the same parameter case.

Note that this specific formulation of the objective allows uncritical loads to
increase in favor of further reduction in the critical load levels, which is correct for
the considered global optimization goal.

The final validation over the entire relevant parameter space is shown in Sect. 8.1.4.

http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_8
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Fig. 7.16 Typical loads
reduction result (selected
parameter case at cruise flight
conditions at cut My13) for an
optimal feed-forward
controller satisfying all roll
maneuver requirements
robustly

Fig. 7.17 Typical roll
tracking performance for an
optimal feed-forward
controller (selected parameter
case at cruise flight
conditions)

7.3 Maneuver Loads Alleviation System Via H∞
Full-Information Feed-Forward Design

C. Westermayer, A. Schirrer and M. Kozek

The design methodology for the feed-forward controller presented in the following
is based on the so-called two degree of freedom (2DOF) concept. The fundamentals
of this concept can be found in [18, 23], where the separation of feedback and
feed-forward controllers is introduced by the use of two stable Youla parameters.
While in the literature various approaches based on the 2DOF concept are reported
[5, 8, 10, 13], the feed-forward control design approach shown here is based on the
findings in [11, 12]. Therein, anH∞ full-information approach is presented for both,
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reference signal tracking and measurable disturbance rejection. The optimization
problem is formulated as an LMI optimization problem and its applicability for the
linear parameter varying (LPV) case is discussed. This design is carried out for the
ACFA BWB configuration for the longitudinal dynamics. It has been developed in
detail in [19] and published in [21].

7.3.1 Methodology

7.3.1.1 2DOF Concept and Feed-Forward Design

Starting point of the presented design methodology is based on the fact that the design
of feedback and feed-forward controller can be decoupled. This is demonstrated in
[9, 12] for the general 2DOF control architecture as shown in Fig. 7.18 (left). Therein,
the decoupling is revealed by splitting up the control signal into u = Kff r + Kfby
and rewriting it in terms of two stable Youla parameters for parametrization and a
right fractional coprime factorization of the system plant G.

As indicated in the right diagram of Fig. 7.18, the input to the feedback controller
Kfb is the difference between the ideal system response provided by the prefilter
or feed-forward controller Kff and the real measurements. The only input to Kff is
the reference command, while its generated control signal is acting directly on the
system G. The independence of Kff from Kfb enables self-contained focusing on
design specifications most relevant for feed-forward control, which in terms of H∞
design and according to the Bounded Real Lemma is expressed by a performance
path, where ‖T‖∞ ≤ γ is to be minimized. This is indicated in Fig. 7.19 where Tzr

is obtained by a lower Linear Fractional Transformation (LFT) of the augmented
plant P and the state feedback matrix F.

GGK KfbKff
y

y
y r

r
uu

Fig. 7.18 General 2DOF architecture

P T zr

z1z1

zizi

F

l P F

xP r

rr

u

Fig. 7.19 Generalized closed loop and optimization transfer function matrix Tzr obtained by a
lower LFT
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Thereby, the augmented plant P has to be built such that the particular design
specifications are met. P is again an interconnection of the system plant G, frequency
weightings Wi and additionally a reference model Tref to be tracked. Details on their
formulation for the given problem will be presented in Sect. 7.3.3. It is important to
note that according to Fig. 7.19 the feedback vector is composed of the state vector
xP and the reference input vector r. Both are assumed to be known which reasons
the name full-information design.

7.3.1.2 Full-Information LMI Optimization Problem

Before the LMI optimization problem can be formulated, the closed-loop system has
to be derived. Therefore, the open-loop representation

⎡

⎢
⎢
⎣

ẋP
z

xP
r

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

AP BP1 BP2

CP1 DP11 DP12

I 0 0
0 I 0

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
P

⎡

⎣
xP
r
u

⎤

⎦ (7.42)

and the full-information control law u = F1x + F2r have to be connected, yielding

[
ẋP
z

]
=

[
AP + BP2 F1 BP1 + BP2 F2

CP1 + DP12 F1 DP11 + DP12 F2

]

︸ ︷︷ ︸
T

[
xP
r

]
, (7.43)

where the static feedback matrix F = [F1, F2] was appropriately partitioned. With the
closed-loop system defined, the procedure to derive the full-information optimization
LMI is equivalent to a pure state feedback design. The finally obtained results are
given by the following proposition.

Proposition 7.1 [12] Consider the system (7.43). If there exist matrices F2, Ȳ and
Q̄ = Q̄T, such that Q̄ > 0 and

⎡

⎣
AP Q̄ + Q̄AT

P + BP2 Ȳ + Ȳ TBT
P2

BP1 + BP2 F2 (CP1 Q̄ + DP12 Ȳ)T

(BP1 + BP2 F2)
T −γ I (DP11 + DP12 F2)

T

CP1 Q̄ + DP12 Ȳ DP11 + DP12 F2 −γ I

⎤

⎦ < 0

(7.44)
hold, then

1. the matrix AP is exponentially stable and
2. there exists a scalar γ > 0 such that ||Tzr ||∞ < γ holds.

If a feasible solution is obtained, the optimal H∞ static full-information feedback
matrix is given by:

Fopt = [YQ−1, F2]. (7.45)
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An important fact is that the full-information LMI formulation of Proposition 7.1 can
be extended to linear parameter varying systems G(ρ) with system matrices AG(ρ),

BG(ρ), CG(ρ), DG(ρ) depending affinely on the parameter vector ρ(t). However,
for the given model of the BWB aircraft, a polytopic representation is not directly
available, that is, the system matrices are not described as affine functions of the
parameter vector from the outset.

7.3.1.3 Deriving the Final Feed-Forward Controller Kff

The result of the LMI optimization according to Proposition 7.1 is the optimal feed-
back matrix Fopt. In order to obtain the final feed-forward controller Kff , the output
and feed-through matrices CP1 and DP11 , DP12 of the augmented plant P have to be
replaced by [12]

CPff,1 =
[

ECG 0 0 0 0
0 0 0 0 0

]
, DPff,11 =

[
0
0

]
, DPff,12 =

[
EDG

I

]
(7.46)

yielding

Pff =

⎡

⎢⎢
⎣

AP BP1 BP2

CPff,1 DPff,11 DPff,12

I 0 0
0 I 0

⎤

⎥⎥
⎦ . (7.47)

The index G refers to the system plant and the selector matrix E is used to select
all outputs y used by the feedback controller Kfb. As evident from Fig. 7.20 the
feed-forward controller is the result of the lower LFT

Kff = Fl(Pff , Fopt). (7.48)

Pff Kff

Fopt

l Pff Fopt

xP r

y y
rr

uu

u

Fig. 7.20 Modified generalized closed-loop including the optimal solution Fopt (left) and final
feed-forward controller Kff obtained by a lower LFT (right)
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7.3.2 Design Goals and Problem Definition

The design specifications (as listed in Chap. 5) to be addressed in the feed-forward
controller design process are given as follows:

1. Track the reference command input given by the vertical acceleration at the CG
position NzCG. The rise time of NzCG to a unit step command input must be
between 3–5 s and no overshoot is tolerated.

2. Overshoot of accompanying pitch rate response at the CG position, qCG, must be
lower than 30 %.

3. Constrain the demanded control signals by maximum deflection and deflection
rate limits according to Table 5.1.

4. Minimize maximum structural loads caused by maneuver tracking. As reference
maneuvers serve +1.5 and −1.0 g NzCG reference steps, where g = 9.81 m/s2.

All these specifications have to be fulfilled over the considered flight envelope. The
performance of the designed controllers has to be demonstrated together with the
feedback control law. Here, the LPV feedback control law from Sect. 6.5 is utilized.

7.3.3 Control Design

7.3.3.1 Design Architecture

The first step of the H∞ full-information feed-forward design process is to define an
appropriate design architecture representing a standard problem formulation in the
H∞ framework which addresses the essential design specifications. The augmented
plant used in this work is shown in Fig. 7.21.
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T
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v= [x r]T
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zu

zp

zp
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Fig. 7.21 Left augmented plant for feed-forward full-information control design; Right generalized
closed loop

http://dx.doi.org/10.1007/978-3-319-10792-9_5
http://dx.doi.org/10.1007/978-3-319-10792-9_5
http://dx.doi.org/10.1007/978-3-319-10792-9_6
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The performance weights Wu , Wy , and Wp have to be appropriately chosen
in order to enforce the desired performance during optimization. Details on these
choices are given in Sect. 7.3.3.2. The systems Gff , Tref , Wu , Wy , and Wp are given
in state-space representation (Ai , Bi , Ci , Di ), where the index i is used as placeholder
for the aforementioned system names. Interconnecting these systems according to
Fig. 7.21 leads to the augmented system P in state-space form

⎡

⎢
⎢
⎣

ẋ(t)
z(t)
x(t)
r(t)

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

AP BP1 BP2

CP1 DP11 DP12

I 0 0
0 I 0

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
P

⎡

⎣
x(t)
r(t)
u(t)

⎤

⎦ , (7.49)

where

AP =

⎡

⎢
⎢
⎢
⎢
⎣

AGff 0 0 0 0
BWy E1CGff AWy 0 0 −BWy CTref

0 0 AWu 0 0
BWp E2CGff 0 0 AWp 0

0 0 0 0 ATref

⎤

⎥
⎥
⎥
⎥
⎦

, (7.50)

BP1 =

⎡

⎢⎢⎢
⎢
⎣

0
−BWy DTref

0
0

BTref

⎤

⎥⎥⎥
⎥
⎦

, BP2 =

⎡

⎢⎢⎢
⎢
⎣

BGff

BWy E1DGff

BWu

BWp E2DGff

0

⎤

⎥⎥⎥
⎥
⎦

, (7.51)

CP1 =
⎡

⎣
DWy E1CGff CWy 0 0 −DWy CTref

0 0 CWu 0 0
DWp E2CGff 0 0 CWp 0

⎤

⎦ , (7.52)

DP11 =
⎡

⎣
−DWy DTref

0
0

⎤

⎦ , DP12 =
⎡

⎣
DWy E1DGff

DWu

DWp E2DGff

⎤

⎦ . (7.53)

Both, the state vector of the augmented plant x and the reference input vector r
are known, forming together the full-information feedback vector. Therefore, the
feedback law can be written as u = Fv = F1x + F2r, with F as the static feedback
matrix. The generalized closed-loop is shown in the right drawing of Fig. 7.21. Using
a lower LFT T = Fl(P, F) leads to the performance transfer paths from r to zy, zu
and zp to be minimized:
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∥∥∥
∥∥∥

Tzu,r
Tzy,r

Tzp,r

∥∥∥
∥∥∥∞

< γ. (7.54)

Due to the resulting complexity originating from the state feedback law, a more
detailed decomposition of the single performance transfer paths Ti is not considered
at this point. Three possible approaches for solving the H∞ optimization problem
of (7.54) in MATLAB® are:

1. Building the interconnected structure according to Fig. 7.21 and using the function
hinfsyn with the method setting ric. Using this setting, the full-information
gain matrix is included in the output argument info.

2. Instead of the hinfsyn also the function msfsyn can be used. The advantage
of this function is that it can be applied to linear parameter varying systems with
its parameters varying in a polytope.

3. Formulating the appropriate LMIs according to Proposition 7.1 and introducing
the system matrices (7.50)–(7.53). The LMIs can be solved using for example the
LMI solver mincx of the Robust Control Toolbox of MATLAB® [1].

The third option has been shown to be more efficient and can also be extended to
the LPV design case. With the optimal feedback gain matrix Fopt as the primary
optimization result of (7.54), the feed-forward controller Kff is obtained as outlined
in Sect. 7.3.1.3 by the lower LFT Kff = Fl(Pff , Fopt), where Pff is the modified
augmented plant.

7.3.3.2 Reference Model and Performance Weighting Function Definition

To fulfill the required design specifications, an appropriate reference model as well
as a correct shape for the performance weighting functions have to be selected:

Reference model Tref : The reference model selected for the model matching problem
must first of all fulfill the requirements concerning rise time, overshoot, and settling
time of the controlled variable NzCG to be tracked. Moreover, it is advantageous to
incorporate existing actuator dynamics Gact and sensor delays Gsen in the reference
model since these dynamics represent hard constraints for the attainable tracking
response which cannot be ignored in the design. Therefore, the reference model Tref
consists of three components

Tref = GsenGref Gact, (7.55)

where Gsen is a first-order Padé approximation with 160 ms delay and Gact is the
linearized model of the slowest actuator, the combined elevator E L t:

Gsen = (s − 12.5)

(s + 12.5)
, Gact = 7.5

s2 + 3.9s + 7.5
. (7.56)
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Fig. 7.22 Left Tref time response representing an ideal NzCG command response; Right frequency
response plot of weighting functions Wy and Wui

The reference transfer function is given by a second-order system

Gref = ω2

s2 + 2ζωs + ω2 (7.57)

with its parameters set to ω = 1.5 rad/s and ζ = 1. The corresponding time response
of the reference model Tref is shown in Fig. 7.22 (left).

Command tracking Wy : For command tracking, the difference between the ref-
erence model Tref and the system output to be tracked must be minimized. This can
be achieved by a low-pass filter of the form

Wy = ty1
s + ty2 · 10

s + ty2 · 0.001
, (7.58)

as shown in Fig. 7.22 (right), with the corresponding tuning parameters ty1 and ty2
appropriately set (see also Sect. 7.3.3.3).

Control energy Wu : The control energy demanded by the feed-forward controller
for reference model tracking can be adjusted by high-pass filters of the form

Wu =

⎡

⎢⎢
⎣

tu11
(s+tu21·1)2

(s+tu21·100)2 0 0

0 tu12
(s+tu22·1)2

(s+tu22·100)2 0

0 0 tu13
(s+tu23·1)2

(s+tu23·100)2

⎤

⎥⎥
⎦ , (7.59)

with their general shape shown in Fig. 7.22 (right). The tuning factor tu1i serves to
limit the absolute deflections, while tu2i is used to constrain the deflection rates.
According to the actuator properties, the tuning factor tu2i is highest for the outmost
flap FL3. Second-order filters are utilized to ensure a sufficiently steep roll-off and

http://dx.doi.org/10.1007/978-3-319-10792-9_7
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thereby minimize excitation of the aeroelastic modes by the maneuver. This is most
important, according to the open-loop analysis in Sect. 5.1.3.2, for the control surfaces
at the wing, FL12 and FL3.

Maneuver loads Wp: The maximum Maneuver loads primarily originate from the
static content and the first wing bending mode as will be shown below. Therefore,
static weighting has shown to be sufficient for the performance outputs:

Wp =
⎡

⎣
tp1 0 0
0 tp2 0
0 0 tp3

⎤

⎦ . (7.60)

7.3.3.3 Controller Tuning

With the design architecture according to Sect. 7.3.3.1 and the general shape of
corresponding weighting functions as defined in Sect. 7.3.3.2, the subsequent design
step is the selection of the tuning factors. This can be carried out either manually or
in an automated way as will be presented in the following.

Manual Tuning

Manually adjusting the factors of the performance weighting functions (7.58)–(7.60)
is not a trivial task when several design specifications have to be considered simul-
taneously. However, a basic understanding of the tuning possibilities, is similar to
the feedback design case, crucial for a successful control design. Exemplarily, ty1
is varied to show the effect on tracking performance and tp1 is varied to evaluate
the effect on Maneuver loads control. In Fig. 7.23, the unit step time response of
Kff from r to NzCG, qCG, and ηELt is shown. Therefore, ty1 was increased stepwise
from ty1 = 0.01, where ty1 = 1 represents an optimized setting. In spite of the
large tuning parameter variation, the effect on the tracking performance is moderate.
Increasing ty1 improves tracking performance and also requires faster control inputs.
The effect of increased tp1 is presented in Fig. 7.24. There, Maneuver loads at the
wing root My5 and at the outer wing My12 are compared. Increasing the weighting
on one load output typically leads to reduced Maneuver loads at this and adjacent cut
positions, however, this can also cause increased loads at more distant load outputs
(waterbed effect). Basically it has been shown that including the wing bending load
outputs My also positively affects the vertical force load outputs Fz. In general, a
strong relation between load outputs and control energy outputs is evident.

Automated Tuning

In order to accelerate the aforementioned tuning parameter selection, an auto-
mated approach similar as mentioned in Sect. 6.5.3.3 for feedback control design

http://dx.doi.org/10.1007/978-3-319-10792-9_5
http://dx.doi.org/10.1007/978-3-319-10792-9_6
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is described in this section. Therefore, several optimization criteria ci must be for-
mulated for the design specifications listed in Sect. 7.3.2 mathematically. The fol-
lowing criteria are based on a reference command step r = 1.5 g, which is a typical
validation step to investigate maximum control deflections and rates. For the sake
of brevity y1(t) = yNzCG(t) and y2(t) = yqCG(t) are introduced and the reference
response for NzCG is denoted by yref :

1. Minimization of the deviation from the NzCG reference model time response:

c1 =
5∑

ti =1

(y1(ti ) − yref(ti ))
2 (7.61)
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2. Limitation of the qCG overshoot:

c2 =
{

(
ŷ2
ȳ2

)2 − 1.32, if ŷ2
ȳ2

> 1.3

0, otherwise,
(7.62)

where
ŷ2 = max

t<10
y2(t), ȳ2 = y2(t = 10) (7.63)

is the maximum and the stationary value of y2(t), respectively.
3. Limitation of the control energy:

c3 =
{

(
η̂i

ηi,max
)2, if η̂i

ηi,max
> 0.95

0, otherwise,
(7.64)

c4 =
{

(
ˆ̇ηi

η̇i,max
)2, if

ˆ̇ηi
η̇i,max

> 0.95

0, otherwise,
(7.65)

where
η̂i = max

t<10
|ηi (t)|, ˆ̇ηi = max

t<10
|η̇i (t)| (7.66)

is the maximum deflection and deflection rate of the demanded control signal,
respectively, while ηi,max, η̇i,max are specified actuator properties.

4. Minimization of Maneuver loads: for maneuver load reduction, a comparative
value is necessary. Here, it is obvious to use Maneuver loads obtained with the
LPV feedback controller M̂yi,fb according to Sect. 6.5 for comparison:

c5 =
(

hi · M̂yi,ff

M̂yi,fb

)2

, (7.67)

where
M̂yi,ff = max

t<10
Myi,ff(t), M̂yi,fb = max

t<10
Myi,fb(t). (7.68)

The factor hi is a weighting factor indicating the impact of the load output in the
optimization. Typically, this factor is set to the value 1 ≤ h5 ≤ 2 for the load
output at the wing root My5 and to the value 0.95 ≤ h9,12 ≤ 1.2 for the outer
positions My9, My12. The primary goal of the optimization is to reduce loads at
the inner wing (cut position 3–7) without increasing the loads at the outer wing.

http://dx.doi.org/10.1007/978-3-319-10792-9_6
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All these criteria are summed up and form the final cost function to minimize:

min
ty1,tu11,tu12,tu13,tp1,tp2,tp3

{
5∑

i=1

ci

}

(7.69)

The tuning parameters ty2, tu21, tu22, tu23 are not included in the optimization. These
are determined a priori and kept constant during the optimization. In order to solve
the optimization problem (7.69), again different optimization tools can be applied at
this stage. Similar to the feedback design case, a genetic algorithm is utilized (see
Sect. 6.5.3.3).

7.3.3.4 A Posteriori Scheduling

Up to now, only the nominal design case was considered for the feed-forward con-
troller. Now, also the parameter varying case will be investigated. Then, the dynamics
of the linear design plant is parameter dependent Gff = Gff(ρ(t)), where ρ(t) rep-
resents the flight parameters θq and θMa as well as the fuel-mass parameter θfuel.
The fuel-mass parameter is also taken into consideration since the obtained RP over
its parameter range was not satisfactory. The parameter dependency of the plant
implies that the augmented plant according to (7.49)–(7.53) is parameter depen-
dent P = P(ρ(t)), with weighting functions Wu , Wy and Wp determined as shown
in Sect. 7.3.3.3. In order to account for the parameter dependency, an a posteriori
scheduling approach due to linear interpolation was considered.

This approach is composed of the following design steps:

1. Perform an automated weighting factor optimization according to Sect. 7.3.3.3
on a rough gridding comprising the flight envelope of interest.

2. Validate the obtained grid point controllers.
3. Design intermediate grid point controllers using weighting functions obtained by

linear interpolation of the weighting functions from the rough gridding.
4. Perform element-wise linear interpolation of the system matrices A, B, C, D from

the finely gridded Kff,i.

In Fig. 7.25 the NzCG and qCG responses of the linearly interpolated controllers
Kff,i to a unit reference step are shown exemplarily for the parameters θq = 9,000,
θfuel = 91 % and 0.82 ≤ θMa ≤ 0.835. The response hardly changes with varying
θMa number. In the right plot, the corresponding ηELt time response is plotted. Strong
variations of the control signal for only moderate changes in θMa number become
evident.

In [19] also an LPV design scheduling approach including the vertex plants in the
LMI optimization was applied and verified. Comparing the results of both approaches
has shown that a better performance is obtained with the a posteriori scheduling
approach for the given application. For that reason this approach was chosen to
design the parameter-dependent feed-forward controller over the entire considered
operating range. The finally obtained results are presented in the next chapter.

http://dx.doi.org/10.1007/978-3-319-10792-9_6
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Fig. 7.25 Left unit step response of a posteriori scheduled Kff i from r to NzCG and qCG for
0.82 ≤ θMa ≤ 0.835 and θq = 9,000; Right corresponding ηELt time response

7.3.4 Validation

This section reports on the validation of the obtained parameter-dependent feed-
forward controller Kff(θMa, θq , θfuel) in order to assess the performance improve-
ment obtained by this prefilter. These results were already presented in [20]. Before
considering the obtained results, however, it is important to note that Kff is validated
together with the LPV feedback controller Kfb, forming together a 2DOF control
architecture according to Fig. 7.18. In order to directly express the obtained per-
formance improvements given by Kff , again the validation plots show the system
response to an r = 1.5 g reference step command. Moreover, such reference step size
also enables to evaluate maximum Maneuver loads as will be shown in the following.

7.3.4.1 Command Response Behavior and Maneuver Load Reduction

For evaluation of the command response, again essential flight mechanic data NzCG,
qCG, Nzf , and C∗ are provided in Fig. 7.26 for a representative set of validation
models. The NzCG response has similar characteristics independent of the parameter
case and fulfills the requirements concerning rise time and overshoot. A slightly
rippled response after t = 3.5 s can be observed for some of the validation models.
This can be explained by a higher deviation of the linearized actuator model used for
design from the nonlinear model. This deviation is only moderately compensated by
the feedback controller and therefore visible in the time response. The qCG response is
not as pure as the NzCG response, however, also in this case a significant improvement
in comparison to feedback control only appears. The maximum overshoot can be
reduced significantly and the maximum overshoot requirement of 30 % is exceeded
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for a few cases only. The Nzf response is hardly different from the NzCG response,
while for C∗ the spreading effect of qCG is visible.

In Fig. 7.27 the demanded control surface deflections ηi and deflection rates η̇i

of Kff are shown for the combined elevator ELt, the combined inner flap FL12, and
the outer flap FL3. While the deflection rate signals η̇i are rather similar for the
various parameter cases, in the deflection signals ηi a broad spreading is visible,
indicating the strong variations in low-frequency system dynamics. Both, maximum
deflections and deflection rates are well below the given limits for the respective
actuators. During design, special attention was paid to keep the necessary deflections
for FL12 comparatively low, since this flap is mainly used for the roll maneuvers in
lateral control. However, only additional tests can ensure that this actuator does not
exceed the deflection limits in extremal coordinated turn maneuvers. The deflection
of FL3 is slightly higher but still below the maximum deflection limits.
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Finally, in Fig. 7.28 a comparison of the Maneuver loads time response obtained
for Kfb only (solid) and for the 2DOF concept (dashed) based on representative load
outputs is provided. Thereby, a significant reduction of incremental loads is visible
for all outputs, which emphasizes the effectiveness of the chosen control design
approach.
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Chapter 8
Validation, Discussion and Outlook

M. Kozek, A. Schirrer, F. Stroscher, M. Valášek, Z. Šika, T. Vampola,
T. Belschner and A. Wildschek

8.1 Main Results and Validation

M.Kozek,A. Schirrer, F. Stroscher,M.Valášek, Z. Šika, T.Vampola andT. Belschner

8.1.1 Aircraft Design

Conceptual designs for two configurations, a 450-passenger blended wing body
(BWB) and an ultra-wide-body aircraft with carry-through wing box (CWB), were
performed by Technical University of Munich and AIRBUS. Both aircraft were
designed for the same mission roughly defined by the following parameters:

• Long-Range Cruise Mach number: 0.85
• Maximum range at Max Pax Payload: 7,200nm
• Approach speed should be <150kt
• Maximum operating Mach number MMO: 0.89
• Maximum operating speed VMO: 340kt CAS
• Max cruise altitude: 43,100 ft
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The concurrent design was mainly done to compare the BWB configuration to a
more conventional design in particular with respect to fuel efficiency. It turned out
that the BWB aircraft shows about 13% better fuel efficiency compared to the CWB
aircraft which is mainly due to lower weight of the BWB and better aerodynamic
performance. Therefore, the BWB configuration was retained for further work on
active control concepts.

The final BWB configuration has a very blended shape between the center body
and the outer wing in order to get a smooth load and lift distribution along the blended
wing span. A quite high sweep and aft position of the wing is important to make the
aircraft stable. The BWB provides a lot of space underneath the cabin for the center
tank and so it can be efficiently used to trim the aircraft during cruise. However,
this makes the fuel system safety critical because it must be operational to keep
the aircraft center of gravity within an acceptable range. More details about fuel
management concepts can be found in [13]. The longitudinal control is done by rear
elevons located both on the center body and on the wing (except aft of the engine
pylons). The area dedicated to those movables is rather high in order to provide
sufficient control authority. The lateral control is critical on this aircraft, especially
in the one engine out case, and is achieved by split ailerons and rather high winglets
equipped with a rudder. A detailed description of the design can be found in [13].

Two engines are located on the upper side of the center body so it is expected
to provide efficient shielding for the fan noise. Unfortunately in the frame of the
ACFA 2020 project, it was not possible to assess the exterior noise benefit of this
configuration versus a classic aircraft of the same size. However, a small study on
interior noise comfort was performed with respect to turbulent boundary layer noise,
which is the major noise source in cruise condition. Statistical energy analysis was
applied for a portion of the cargo/cabin area, whereby some optimization of the cabin
treatment was performed. The BWB shows significant lower noise levels than the
CWB and both aircraft are quieter than a generic conventional single aisle aircraft
configuration which was used as an additional reference. With respect to cabin noise
one can conclude that the BWB configuration is quite favorable.

8.1.2 Dynamic Modeling

The generation of aeroelastic parameterized reduced-order models (ROMs) for the
NACRE and ACFA 2020 BWB was a joint effort of numerous partners (DLR, FOI,
ONERA, HAI, NTUA, TUM). In order to consider several fuel/payload cases, a set
of structural models representing the various mass configurations were developed for
both aircraft. A structural model was provided by the NACRE consortium but was
significantly refined to make it applicable for structural dynamics investigations. The
steady and unsteady aerodynamics for the NACRE and the ACFA 2020 BWB have
been calculated for a variety of flight conditions, that is, Mach numbers, dynamic
pressure, center of gravity positions and mass cases. In order to be able to use spoiler
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devices for the controller design, aerodynamic loads (lift, drag, pitching moment)
were calculated by using an unsteady vertex blob code.

For the control system design low-order models have been used which comprise
only 2–6 flexible modes and use simplified linear actuator and sensor models. By
application of adequate order reduction methods (balanced truncation, singular per-
turbation approximation (SPA)) it is assured that the input/output (I/O) behavior is
preserved in an optimal way. During the control design process higher order models
comprising around 12 modes and also more detailed nonlinear actuator and sensor
models have been used to validate the robustness of the controller designs. Finally,
full order models (80 modes for the ACFA 2020 BWB) are used to evaluate the loads
for the structural resizing.

Model inputs are the control surface deflections and engine thrust as well as
gusts. For the modeling of the gust response a set of gust inputs have been considered
whereby as inputs 2Dvon-Kármán turbulencemodels are used.Model outputs are the
rigid-body (RB)motion, accelerations at preselected positions for vibration damping
[8] as well as cut forces and moments for estimation of control performance and
critical cases with respect to loads. Regarding the comfort criteria, CTU developed
filters (for example, sea sickness) delivering comfort outputs based on the states of
the aeroelastic models [26].

8.1.3 Control Concepts

Control design for a large flexible aircraft and in particular the BWB configuration
is a quite challenging task due to numerous objectives and severe constraints which
have to be taken simultaneously into account. Major goal of the ACFA 2020 project
was to investigate and to combine variousmodern robust control and linear parameter
varying (LPV) design techniques aswell as adaptive control concepts. Basic feedback
control is augmented by an additional feed-forward control path to alleviate the effect
of turbulence and gusts. To achieve the desired handling qualities and to alleviate
maneuver loads also a feed-forward control path for pilot commands is used.

A large variety of design methods (H∞-, H2-optimal control design, H∞
fixed-order optimization methods) and robust and scheduled extensions of these
methods havebeen applied. Furthermore,modern convex synthesis design techniques
have been investigated. An adaptive multi-input multi-output (MIMO) feed-forward
control concept has been investigated to mitigate turbulence induced vibrations and
related loads. To validate the real-time behavior of the adaptation a flight test with the
DLR Advanced Technologies Testing Aircraft (ATTAS) has been performed [24].
This aircraft is already equipped with sensors and actuators to flight test active
feed-forward gust and vibration control concepts [5, 7]. The signal power of the
lateral engine acceleration was reduced by 40% by the converged feed-forward con-
troller. In principle, the converged controller can be always active which provides
Robust Performance (RP) of the feed-forward loop also in case of plant uncertainties
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or plant variationswith time. Alternatively, adaptation could be just used during flight
testing and transformed into a fixed or scheduled controller for regular operation.

The adaptive feed-forward control concept has been also successfully applied
to the NACRE BWB to control the first wing bending mode. This significantly
improves the ride comfort but the effects on loads (wing rootmoments) were partially
detrimental in particular for discrete gusts which are typically most important for
the structural sizing. The basic concept and main results can be found in [24]. It is
beneficial to add active damping to the structure by feedback control and to combine
this with a feed-forward gust load alleviation system (GLAS) deploying the spoilers
when entering a gust. For the ACFA 2020 BWB an even more advanced gust loads
alleviation system using optimization techniques to determine the best sequence of
control surface deployments has been developed.

The comprehensive work on control design for the ACFA 2020 BWB has been
presented in several papers at the EUCASS conference 2011. Robust and LPV con-
trol techniques [3, 16, 19], low-complexity control system design [6] as well as
adaptive Neural-Network-based control design have been investigated. Each of the
investigated control concepts delivered promising results with respect to the main
goals and most of the methods are complementary. For example, a feed-forward
GLAS was combined with an LPV controller [21]. It is important to mention that
the flight mechanics of the ACFA 2020 BWB is quite challenging for control design
mainly due to two facts:

• Actuator dynamics was chosen rather slow; for example, elevator bandwidth is
0.5Hz due to the large size and weight of the large control surface.

• The aerodynamics of the ACFA 2020 BWB is in a predesign stage. In the transonic
region strong nonlinear effects are present due to a complex shock system which
results in strong fluctuations also in the flight dynamic properties with variation
of dynamic pressure and angle of attack.

Summarizing, the control design taskwasmuchmore challenging as it would be for a
more optimized aircraft design. Nevertheless, the controlled ACFA 2020 BWB con-
figuration fulfills handling quality requirements while showing significantly reduced
loads and reasonable ride comfort. This illustrates the power of the applied modern
control design techniques.

8.1.4 Sizing Loads Alleviation

A comparison of maneuver loads and loads caused by turbulence gusts is essential in
order to detect the source andmagnitude ofmaximumdynamical structural loads. For
a subsequent structural resizing process, the maximum total loads, which are the sum
of the static trim loads and the dynamic loads from maneuvers and gusts, have to be
determined. For longitudinal control, the maximum structural loads of the controlled
aircraft under the multistage control concept comprised of the LPV feedback con-
troller (Sect. 6.5) and the H∞ full-information feed-forward controller (Sect. 7.3)
have been evaluated. For lateral control, the multistage concept consisting of the

http://dx.doi.org/10.1007/978-3-319-10792-9_6
http://dx.doi.org/10.1007/978-3-319-10792-9_7
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robust eigen structure assignment initial controller (Sect. 6.2), the DGK-iteration
feedback controller (Sect. 6.3) and the multimodel feed-forward Maneuver loads
alleviation controller (Sect.7.2) has been utilized.

8.1.4.1 Extremal Structural Loads in Longitudinal Maneuvers and Gusts

Figures8.1 and 8.2 show a comparison of maximum positive and negative total loads
(sum of static and dynamic loads) over all cut positions along the wing and over the
flight envelope for three longitudinal simulation test cases:

1. Updraft and downdraft gusts (Gu andGd) (blue), where the response to all defined
1 − cos gusts is evaluated

2. +1.5 and −1.0g maneuver (Mp and Mn) using Kfb controller only (red)
3. +1.5 and −1.0g maneuver using 2DOF controller (magenta-dotted).

The worst-case structural gust load at each cut position is then compared to the
worst-case structural maneuver loads, as presented in Figs. 8.1 and8.2. When con-
sidering Fig. 8.1 it turns out that the absolute maximum bending moments Myi are
caused by maneuvers using feedback controller Kfb only. The absolute maximum
gust loads are approximately 20% lower than the arising Maneuver loads. Due to
feed-forward maneuver load control, the maximum Maneuver loads can be reduced
up to 35% and render the gust loads the new sizing loads. This result holds over
the entire wing span as can be seen also in the right plot. A similar characteristics is
given for the vertical force load outputs Fzi in Fig. 8.2. Again, the 2DOF controller
reduces the cut forces significantly, which renders the gust loads sizing.
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Fig. 8.1 Comparison of maximum and minimum total cut moments Myi over all cut positions i
along the wing and over the flight envelope for various validation cases
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8.1.4.2 Extremal Structural Loads in Lateral Maneuvers and Gusts

The extremal loads in lateralmaneuvers (60° roll maneuver) and for lateral gusts have
been evaluated over the given validation set. Figure8.3 shows the extremal absolute
cut moments. The maximum and minimum values both for longitudinal and lateral
cases form the basis for the subsequent resizing task.

Fig. 8.3 Extremal total cut moments for lateral (60° roll) maneuver and gusts
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8.1.5 Resizing and Mass Reduction

In a final step, the wing of the ACFA 2020 BWB was resized taking into account the
loads reduction achieved by active loads alleviation. The resizing was formulated
as a structural optimization problem for the wing area of the ACFA 2020 BWB.
MSC Nastran SOL200 was used to solve the optimization problem. The considered
region for sizing is the upper and lower panels of the wing box, ranging from wing
root to the tip of thewinglet. The only objective isminimization of totalmasswhereby
several constraints are considered, namely strain constraints depending on material
strength, static stability (buckling) andflutter constraints. Theflutter speed is assessed
by the MSC Nastran dynamic aeroelastic analysis, SOL145. The maneuver case is
sizing without loads alleviation, whereas with loads alleviation gust and maneuver
loads become equally important. In total, a structural weight saving of about 4 t, out
of 19 t mass of a single wing box has been achieved. About 25% of this weight
saving is due to active loads alleviation. The flutter constraint was quite important
and formed the main limitation for the possible weight saving. The separation of
loads analysis and structural design limited the effectiveness and flexibility of the
resizing process. The results collected in this section are partly adopted from [22].

8.1.5.1 Strategy for the Assessment of Structural Weight Saving
by Load Alleviation

It was demonstrated before that the active load alleviation techniques are able to
reduce the structural loading in terms of wing bending. Therefore, a structural sizing
task has been performed where flight loads derived from the transient simulations
are employed. Two structural redesigns in terms of wall thickness were derived, one
without and one with using load alleviation. The difference in total mass of these
serves as measure for weight saving by load alleviation.

A numerical optimization problem is formulated as structural sizing approach.
A gradient-based design optimization task is set up with the MSC Nastran design
optimization tool (SOL200), which is an established and efficient tool for sizing
optimization. For the computation of design responses and sensitivities, linear static
analysis of the BWB finite element (FE) model is applied. The solver uses equivalent
static load cases, derived from simulation results from the time-domain simulation
model of the BWB aircraft. A single objective, minimization of total mass, is applied.
Structural strain constraints are considered, depending onmaterial strength and static
stability (buckling). The considered region for sizing is the upper and lower panels
of the wing box, ranging from wing root to the tip of the winglet.
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Fig. 8.4 FE model with design zones of the wingbox

8.1.5.2 Setup of the Design Optimization Model

The FE model of the BWB aircraft configuration is used as baseline model for
structural optimization. For the whole wing box primary structure, the finite element
properties are modified and reorganized. The wing box is subdivided into 18 design
zones, as shown in Fig. 8.4. Within each of these, the shell properties of skin panels,
spars and ribs remain constant. A common quasi-orthotropic laminate is chosen for
stringers and skin, whose principle stiffness axis is oriented span wise. The design
variables are stringer thickness and skin thickness of the individual wing box design
zones. In total 36 design variables are employed.

The objective of the optimization problem is minimization of the total mass of
the half-span FE model. The initial configuration was designed with 10mm skin and
stringer thickness for all design zones. Themass of the initial configuration atMTOW
configuration is 190.0 t. This configuration is used as starting point in optimization.

As constraints, the extreme values of composite strain are employed. First, a
strength criterion is used, which is based on the first-ply-failure theory. The allowable
strains are directly taken from the worst cases for the ply failure strains, which
normally are below 1% for carbon fiber composite materials. Second, panel buckling
of the wing box skin is considered via additional strain constraints. The maximum
allowable in-plane strains for structural stability are computed individually for each
design zone within the optimization procedure.

Another constraint in optimization is the flutter speed, which is assessed by the
MSCNastran dynamic aeroelastic analysis (SOL145). From the experiences in flutter
analysis of the BWB aircraft, the lowest flutter speed occurred at maximum weight
configuration. Thus, the flutter check of the optimized configurations is performed for
symmetric boundary conditions at maximum weight configuration. From the flight
envelope of the BWB aircraft the critical target flutter point is at 225m/s equivalent
air speed at sea level and Mach number 0.65. In optimization a structural layout is
found that fulfills this requirement by constraining the damping value above the
flutter speed to negative numbers, which corresponds to positive physical damping
and thus dynamic stability.

The considered flight load cases for the resizing activity are provided in terms
of time histories of all relevant states during maneuver or gust loads simulation.
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Fig. 8.5 Force distribution (X, Y, Z-direction) of an equivalent static load case of a maneuver
simulation

The so-called mode displacement method was found to be an appropriate way to
derive static FE load vectors from simulation results, which recover the same deflec-
tions as appear in time domain simulation. With modal displacement histories ηe
given, as well as the eigenvectors Φge and stiffness matrix in physical coordinates
Kgg of the FE model, an equivalent static load vector can be derived, as denoted
in (8.1).

{
Fi

Mi

}
= KggΦgeηe (8.1)

The resulting equivalent forces Fi and moments Mi at all degrees of freedom are
now applied to the FE model, see Fig. 8.5. Static analysis results into a displacement
situation at a specific point in time, during the underlying transient simulation.

8.1.5.3 Results of the Optimization Process

The optimization converges in about 20 design iterations, with comparatively low
computational effort, due to the efficient derivation of analytical sensitivities.Asmen-
tioned before, two sizing tasks are performed, one without and one with load alle-
viation. A total structural mass of 256 t is achieved without using load alleviation
and 254 t, thus 2 t or 1% less, when using load alleviation. Compared to the total
structural mass, this is not an impressive number, but in relation to the wing structure
only (≈15 t each) it becomes more significant. Finally it is worth mentioning that the
outer wing thickness remains relatively high, even when applying load alleviation, as
shown in Fig. 8.6. This is due to a minimum required torsional stiffness of the outer
wing, in order to fulfill the flutter constraint. It can be concluded that flutter prevents
a minimum weight design, fully taking advantage of active load alleviation.
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Fig. 8.6 Thickness distribution of wingbox panels and stringers at optimized configuration (left
without, right with load alleviation)

8.1.6 Comfort Evaluation

8.1.6.1 Vibration Comfort Criteria

The comfort assessment of the examined aircraft was developed by setting up the
selected comfort criteria and by their connection to the structural model of the exam-
ined aircraft of the type of flying wing. The comfort is a peculiar phenomenon where
the fully objective processes as the vibrationsmeet with the fully subjective processes
of human perception of vibration comfort. Moreover, the vibration comfort must be
decomposed into two distinct human phenomena—the proper vibration comfort and
the sea sickness. Both of them are relevant to the aircraft design. This chapter summa-
rizes the evaluation of the ride comfort assessment of the developed aircraft concept
ACFA 2020.

The vibration comfort criteria both for the proper vibration comfort and the
sea sickness are used the implementation of the British Standard BS 6841:1987
[2]. It is similar but more operationally described than the equivalent standards
ISO 2631-1:1997/VDI 2057 [9]. The implementation was done in Simulink and
connected to the ROM with control of ACFA 2020. This describes the whole-body
vibration influence on a human being and his/her feeling. The investigated person is
a sitting person on a vibrating seat. The translational vibration modes in x (longitu-
dinal), y (lateral), z (vertical) directions at the seat, at the back and at the feet and
the rotational modes around the x , y, z directions at the seat of the sitting person
are considered. The different vibration excitation (in different places, in different
axes) are measured, processed by RMS, then frequency weighted by filtering, then
weighted by their importance, and finally added as vector components (Fig. 8.7). The
evaluation process from Fig. 8.7 is formulated within BS 6841 [2] in the following
form
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Fig. 8.7 The evaluation process of vibration comfort

a =
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kx Wda2
x + ky Wda2
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+ kx Wca2
bx + ky Wda2

by + kz Wka2
bz + kx Wka2

f x + ky Wka2
f y + kz Wka2

f z

)1/2
(8.2)

where Wx are frequency weights and kx are weights of vibration mode importance
described in the standard [2]. The filters are described by the transfer functions in
the Laplace domain.

Hb(s) = 4π2 f 22 s2

(s2 + 2π f1/Q1s + 4π2 f 21 )(s2 + 2π f2/Q1s + 4π2 f 22 )
(8.3)

Hw(s) = s + 2π f3
s2 + 2π f4/Q2s + 4π2 f 24

2πK f 24
f3

(8.4)

and also

Hw(s) = (s + 2π f3)(s2 + 2π f5/Q3s + 4π2 f 25 )

(s2 + 2π f4/Q2s + 4π2 f 24 )(s2 + 2π f6/Q4s + 4π2 f 26 )

2πK f 24 f 26
f3 f 25

(8.5)

The complete frequency weights are then computed as

Wc = Hb(s)Hw(s), Wd = Hb(s)Hw(s),

We = Hb(s)Hw(s), Wg = Hb(s)Hw(s) (8.6)

Based on the filter coefficients in [2] the filterswere implemented inMATLAB/Simu-
link® for the further connection with the aircraft model and the amplitude
characteristics of filters are depicted in Fig. 8.8. These evaluation criteria cover the
influence on one person. They have been combined for different positions of seats
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Fig. 8.8 Amplitude characteristics of transfer functions of comfort filters based on BS 6841

and their attachment to the aircraft structure. Two types of vibration phenomena are
considered: the proper vibration comfort and the sea sickness.

8.1.6.2 ACFA 2020 Model Extension for Vibration Comfort Assessment

The vibration comfort criteria described in this section are valid for the impression of
one person and has to be applied for the whole aircraft. According to the investigation
there are two main problems. The first problem is the influence of the interaction of
the human body with the passenger seat. The human body is an active member in
the influence of vibrational excitation on the human body that modifies the influence
described in the previous chapter. The passenger seat is a vibrational filter between
the external excitation and the human body. The direct implementation of the active
human body and the passenger seat is difficult because the parameters are missing or
difficult to be identified. The other problem is the resulting computational complexity.
Because of the lack of design parameters of details of passenger seats for ACFA
2020 and the computational complexity it was decided to replace the model of the
interaction of active human bodywith the passenger seat by the integrated passenger-
seat model (Fig. 8.9) based on the experiments and identification carried out by
project partners CTU, FME, and DLR [17]. The second problem is the influence of
the aircraft cabin floor on which the passenger seats are mounted. The problem is that
the cabin floor is generally a complicated structural element the influence of which
must be somehow integrated into the ROMs used for control design and testing.
Consequently, the control design naturally leads to a design iteration. The initial
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Fig. 8.9 Concept of
integrated model of a sitting
passenger with the seat

cabin floor design was integrated into the ROM of ACFA 2020 and used for control
design. Subsequently, the influence of the improved cabin floormodel on the resulting
vibration comfort has been investigated. The consequence of this investigation is that
the new improved cabin floor model is working like a low-pass filter with the cut off
frequency at 5Hz. The solution to both of these problems has required the following
ACFA model extensions for the vibrational comfort assessment.

8.1.6.3 Experiments with Aircraft Seat and Its Identification

The experimental investigations of the dynamic characteristics of the seats are
required for performing the correct comfort modeling [17]. Therefore the goal is
the experimental identification of the transmissibility functions from the floor of an
aircraft cabin through a typical passenger seat to the sitting person. For this purpose,
a multiaxial vibration simulator MAVIS has been utilized (Fig. 8.10). A typical pas-
senger seat with the test dummies is mounted on the vibrating table. All experiments
were performed at the test laboratory of the Institute of Aeroelasticity of DLR in
Göttingen. The measurement of transmissibility functions was performed with two
different tests signals. First, a sine sweep signal was used. The sine sweep signal
was applied at three different levels. In addition to the translational axes x , y, z, also
the rotational motions ϕx , ϕy , ϕz were excited. The level for the rotational axes was
selected in that way that the vibration severity was comparable to the translational
axes. Table8.1 lists the characteristics of the sine sweep excitation for the three levels
and the different excitation axes. Second, a broadband random signal was applied at
one level. Once the response at the cabin floor is available, the transmissibility func-
tions identified here can be used for evaluation of vibration levels that the passengers
are exposed to. To investigate the influence of possible nonlinearities in more detail
the transmissibility functions of the different levels of sine sweep excitation were
compared to each other. The structural behavior at the low level is reasonably linear.
The verification of computational models should therefore be mainly accomplished
with data of the low level, if the models are assumed to be linear.
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Fig. 8.10 Scheme of
structure of multiaxial
vibration simulator MAVIS

Table 8.1 Characteristics of applied sine sweep excitations

Level Axis Frequency Velocity (oct/min)

1–2Hz 10–40Hz

Low x, y, z 2.5mm 0.125g 2

Medium x, y, z 5.0mm 0.250g 2

High x, y, z 10.0mm 0.500g 2

Low ϕx , ϕy, ϕz 0.025 rad 1.25 rad/s2 2

Medium ϕx , ϕy, ϕz 0.050 rad 2.50 rad/s2 2

High ϕx , ϕy, ϕz 0.100 rad 5.00 rad/s2 2

The identificationof seatmodel parameterswere carriedout basedonexperimental
results. The measured frequency response data (transmissibility functions) between
6 components (x , y, z, ϕx , ϕy , ϕz) of acceleration of the vibration simulator table
(Fig. 8.10) and accelerations on the several points on the dummy (Fig. 8.11) are the
base for the seat dynamic model creation and identification. Even though within the
MATLAB® environment the frequency response data can be partly used directly for
the control design, the complete incorporation of the seat dynamics needs creation
and identification of the state-space model. The aircraft model ACFA 2020 intended
for the control design has been formulated as linear, therefore the requested seat
model should be also linear.

There are several possible ways how to propose the dynamic model structure,
principally on the scale from fully black box models to the detailed physical models.
The several different types ofmodels have been tested for the identification target. The
best one seems to be relatively simple 3D mechanical model of 12◦ of freedom with
clear physical interpretation of the model parameters (Fig. 8.12). Such type of model
can naturally includes mechanical relations between acceleration outputs in several
points (Fig. 8.11) of the dummy. Consequently, also the total number of identification
parameters is relatively low with respect to other model forms. It has totally 23
mass, stiffness, damping and length parameters. Different optimization methods can
be used for the finding of model parameters in order to find solution close to the
experimental frequency response for different I/O channels. The global optimization
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Fig. 8.11 Test dummy with dimensions, sensor positions and measurement directions

Fig. 8.12 Structure of
considered 12 DOF
mechanical model of seat for
identification

methods have been used for the finding of the initial guess of the local parameter
search [17]. The example of identification results is in Fig. 8.13 for transmissibility
from y acceleration of table to y acceleration in dummy point P1. The accuracy
of identification is always trade-off between fulfilments for different I/O channels
and model complexity. The influence of the improved cabin floor on the resulting
vibration comfort is very important. The consequence of this investigation is that the
new improved cabin floor is working qualitatively like a low-pass filter with the cut
off frequency at 5Hz. The influence of the improved floor model has been included
by its simplified (reduced) model with the property of the low-pass filter with the
cutoff frequency near 5Hz.
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Fig. 8.13 Transmissibility from y acceleration of table to y acceleration in dummy point P1

8.1.6.4 Vibration Comfort Assessment Approach

The overall assessment of the vibration comfort of ACFA 2020 is following.
The vibration comfort is evaluated at the selected positions of the passenger
seats (Fig. 8.14). The accelerations in the translational and rotational directions are
processed by the filters corresponding the influence of the floor and then the influ-
ence of the seats and consequently processed by the filters of the standard BS 6841.
The overall assessment is carried out by the evaluation of the vibration comfort for
the following loading cases, both for proper vibration comfort and for sea sickness:

• Longitudinal maneuver
• Longitudinal wind disturbance
• Longitudinal gust disturbance
• Lateral wind disturbance
• Lateral maneuver.

8.1.6.5 Conclusion to Comfort Evaluation

The evaluation during the project has been devoted to the comparison of the achieved
absolute values of the vibration comfort to the values described in the standard [2].
The examples of someof the evaluation results obtained from the complete simulation
for the testing passenger seats (Fig. 8.14) are in Figs. 8.15, 8.16 and 8.17.

The results for the longitudinal maneuver vibration comfort have been deeply
below the approximate maximum limit of “not uncomfortable” level according
to [2]. The values of the sea sickness corresponds to the values that are “a little
uncomfortable” according to [2] despite the comparison of sea sickness is even more
specific to particular environment—application. This value is understandable during
the maneuver.

The results for the longitudinal wind disturbance excitation vibration comfort is
achieving the level that is at the boundary between the level “not uncomfortable”
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Fig. 8.14 The positions of evaluated passenger seats for vibration comfort evaluation

Fig. 8.15 Vibrational comfort during the simulation of longitudinal wind disturbance

Fig. 8.16 Vibrational comfort evaluation during the simulation of lateral maneuver
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Fig. 8.17 Sea sickness evaluation during the simulation of lateral maneuver

and the level that is “a little uncomfortable” according to [2]. The value for the sea
sickness evaluation corresponds again to the level that is “a little uncomfortable”
according to [2].

The vibration comfort excitation for the longitudinal gust disturbance is achieving
the level that is “uncomfortable” according to norm. This value is understandable
during the short event of gust excitation. Similar situation has been identified for the
sea sickness evaluation during the longitudinal gust disturbance.

The vibration comfort excitation for the lateral maneuver is achieving the level
that deeply below the maximum limit of the level “not uncomfortable”. The value of
sea sickness is in the range “a little uncomfortable”.

8.1.7 High-Fidelity Validation

High-fidelity validations have been defined within the scope of the ACFA 2020
project as the combined simulation of load control algorithms developed in Sects. 6
and7 with high-fidelity models presented in Sect. 3. The ROMs developed in Sect. 4
have been based on methods of variable accuracy because the aim was to obtain
an efficient representation of the aircraft’s aeroelastic behavior across a large range
of speed, altitudes and reduced frequencies. These ROMs constitute the models for
controller design, but they can only give an approximate aerodynamic response of the
aircraft. Especially, during transient maneuvers that involve flight dynamics, elastic
deformations and strong actuation of the control surfaces, nonlinear effects not cov-
ered by the ROMs may be of considerable magnitude. Therefore, the aerodynamic
response of the simulations was not generated by the ROMs themselves, but by the
high-fidelity simulation tools for nonstationary compressible flows. Consequently,
the forces, moments and modal forces have been computed by time-accurate sim-
ulations of the inviscid three-dimensional compressible flow equations around the
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aircraft (the Euler equations of fluid dynamics) also referred to as computational
fluid dynamics (CFD) solvers.

A pull-up maneuver case was defined as test case for comparison of the predicted
loads, carried out in parallel by two partners using different CFD solvers, one devel-
oped by FOI (code “Edge”) and one developed by NTUA (code “PUMA”). The latter
was also used byHAI. These aeroservoelastic simulations showed a very close agree-
ment between the results obtained by separate partners with different high-fidelity
software for the common test case. Two other load cases have been investigated after-
wards, the first being a coordinated turn analyzed by NTUA-HAI, and the second
being a gust load investigated by FOI. The gust has been simulated using CFDmeth-
ods, and revealed much larger differences than in the pull-up test case with respect to
the ROM simulations. The results of some simulations indicated that the differences
could arise from the ROM gust models used for controller design.

It is important to mention that only open-loop simulations have been carried out
in the ACFA 2020 project. Although closed-loop simulations have been planned
(in a cosimulation between MATLAB/Simulink® solvers and the CFD solvers plus
flexible aircraft models) considerable numerical and interface problems prevented
a successful implementation. Efficient closed-loop simulations would require some
adaption of the simulation environment that is used in both ROM simulations and
high-fidelity simulations for coupling the flight dynamics, the modal equations of
elasticity, the control algorithm and the aerodynamics. A suitable planning of inter-
faces, data-exchange, and time-step coordination will, however, consume a signifi-
cant amount of resources and calls for dedicated consideration in any research project.

8.1.8 System Design

The bulk of the work done within the ACFA 2020 project focused on the key issues of
aerodynamics, structures and controllers for the BWB concept. However, investiga-
tions were carried out to assess the aircraft’s stability and the controllers’ efficiency
in the case of failures. Based on these, a basic flight control, fuel and power supply
system was designed.

The models and performed investigations for the ACFA 2020 BWB are based on
the assumption of a fully operational aircraft. Since this does not reflect the reality,
faulty components and partly functional systems have to be considered as well. In
particular the probability of a catastrophic event has to be below the limits stated in
the certification specifications issued by the regulatory authorities.Another important
aspect is the availability of the maneuver and gust load alleviation functions, because
the allowed reduction of safety margins and therefore structural weight relies on it
(see CS-25).

The first step in the design process for the flight control system was the deter-
mination of a basic architecture with which the different failure cases could be
investigated. For the system design only the criterion of stability has been used.
Furthermore, redundancy strategies were analyzed for their applicability. In addition
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the growing trend towards a more-electric aircraft was taken into account by using
electromechanical actuators (EMAs) for the control surface actuation.

The initial control surface configuration was used as the starting point for a
functional hazard assessment at the aircraft level. As a first step, the ACFA 2020
ROMs were tested for stability under positive and negative g-loads as well as updraft
and downdraft gusts. Since the controllers were verified for normal operation within
the cruise part of the flight envelope, failure case simulations could be conducted.
The initial control surface configuration did not provide an adequate failure toler-
ance. In particular, a jammed EMA respectively a jammed flap in deflected position
significantly affects the aircraft’s attitude and control authority which results in a
catastrophic event due to instability of the aircraft. A segmentation of the control
surfaces was identified as the most promising approach to make actuation failures
tolerable. After several iterations with the abovementioned functional hazard assess-
ment followed by an associated fault tree analysis a trade-off was found between the
reduction of control authority of a single flap by segmentation (see Fig. 8.18) and the
rising overall probability for a jam. Overall, the jamming issue of the EMAs which
is not definitely solved yet and the low failure tolerance compared to conventional
aircraft configurations remains challenging for the system design.

In the next step, a basic flight control and power supply system was designed on
the basis of the obtained results and allocated safety margins. In addition, several
EMAs architectures were proposed for the primary control surfaces as well as the
spoilers and the slat system of the BWB aircraft. The above mentioned low failure
tolerance causes the need for a dual data and power bus connection ofEMAs actuating
flaps for the pitch, roll, yaw and spoiler control. A survey on the power bus mapping
to the electric loads resulted in an implementation of four high- and low-voltage
power buses. Under the aspect of a gentle degradation of the flight control system
and the prevention of single point failures, this was considered as the most promising
approach.

The usage of fuel transfer within the fuel system is a common approach to adjust
the center of gravity and therefore avoid high trim deflections during cruise. For
the ACFA 2020 BWB, studies showed that an aerodynamically favorable approach
with an active stabilization for unstable center of gravity (CG) positions is only
possible to a certain extent. In particular, a landing with a CG adjusted for cruise
performance is impossible with the bandwidth of currently available actuators. In
a classic aircraft design, the trim tanks are located in an elevated position of the
aircraft’s tail. Therefore, adjusting the CG back to a landing configuration in case of
failed pumps can be simply done by opening a valve, allowing the fuel to flow back
to the main tanks by gravity. The BWB concept as well as the location of the rear
trim tanks in the lower part of the fuselage causes comparatively more effort for the
design of a fuel system. After considering all aspects, a safety critical fuel system
was designed to allow the readjustment of the stability reserve in any flight condition
(see Fig. 8.19). In detail, these are the subsystems engine feed, fuel transfer and trim,
fuel jettison, tank venting as well as the fuel management.
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Fig. 8.18 ACFA 2020 BWB, final control surface layout from the system design perspective

8.1.9 Summary

The BWB concept proved to be very efficient with respect to fuel burn also for
medium-sized transport aircraft (450PAX). Compared to a more conventional con-
figuration by application of same engine technology more than 13% less fuel burn
has been estimated for the BWB aircraft. The major part of the project dealt with
the development of advanced active control concepts in particular to achieve a
significant loads reduction and high ride comfort. Major results are published in
[6, 10, 16, 19, 21]. It was shown that the ride comfort can be largely improved by
a combined feedback and adaptive feed-forward control concept. Nevertheless, the
achieved values for ride comfort are at the lower levels of discomfort and particular
attention should be paid to this area also in future studies on BWB type aircraft. The
adaptive feed-forward control concept to reduce turbulence induced vibrations was
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Fig. 8.19 Fuel system, central and right part

in addition validated by flight tests with the ATTAS aircraft. Loads due to discrete
gusts can be also significantly alleviated by combined feedback and feed-forward
concepts. In a final step the ACFA 2020 BWB has been resized according to the
loads achieved with active loads alleviation resulting in additional weight savings.
The ACFA 2020 project showed that the BWB concept is quite attractive mainly
with respect to fuel burn and that it can be further improved by enhanced active con-
trol. Nevertheless there is still a long way to go to bring such an unconventional
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configuration to reality. From an aeromechanics point of view, the next most
interesting topics to investigate after the ACFA 2020 project are the low-speed han-
dling qualities. Also BWB sensitivity against gust and best suited control surface
layout for gust load alleviation would be important topics not sufficiently addressed
in ACFA 2020. In order to get a coordinated progress in the BWB knowledge the
next step should be also in another direction, for example, pressurized center body
structural design and integrated approaches to optimize loads control and structure
in a single step.

8.2 Discussion

M. Kozek and A. Schirrer

Although the ACFA 2020 project was designed to cover the main design aspects of
a future BWB passenger aircraft several topics must be treated in more depth. Some
of those topics are discussed in the following section.

8.2.1 Structural Model of Aircraft Body

In order to have maximum design freedom for the interior volume, the strength
of the pressurized aircraft body has been modeled without any interior structures,
compare Sect. 3.3. This enables the engineers to freely assign the interior space to
cockpit, passenger area, main fuel tank, and housing for the landing gear. Due to the
large dimensions and the comparatively small curvature of the outer skin, however,
considerable material and construction effort is necessary to achieve an acceptably
stiff wall.

By connecting the upper and lower skins either by simple struts or complete
stringers a considerable weight reduction can be expected (see for example, Fig. 3.3
in Sect. 3.2.1 for the NACRE model). Struts designed for pure tension load could be
very small, easy to place in the interior volume, and still provide an effective means
to counteract the cabin pressure effect. One or more stringers placed in longitudinal
and/or lateral direction would require a more integrated design approach, but also
considerably add to the overall stiffness of the aircraft body.

Abeneficial effect of such reinforcementswould begivenby the additional support
of the passenger floor. The dimensions of the maximum span would be reduced,
thus also reducing the need for structural stiffness. Both strength and dynamical
behavior of the floor construction could be improved. Note that for the integration
of stringers in the passenger area several additional criteria apply. Issues such as
passenger comfort, safe emergency evacuation, but also ease of modular production
need to be considered when such an integral design approach is intended.

http://dx.doi.org/10.1007/978-3-319-10792-9_3
http://dx.doi.org/10.1007/978-3-319-10792-9_3
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A general remark is in order on the design stage of the overall structure. As in
any conceptual design, the optimization of the structure would require an iterative
approach. Recent publications on BWB design mainly follow that line, although
aerodynamic design is the main focus of these approaches [1, 12]. In [4] a tool for
such a design process is presented for an open rotor BWB concept, and in [11] a
multidisciplinary design optimization (MDO) for a BWBwith distributed propulsion
is demonstrated. However, an integral approach that explicitly considers the control
concept during that early stage is still missing.

A representative detail with potential for optimization in ACFA 2020 is flutter
analysis: In order to achieve acceptable stability margins against flutter with a simple
remedy the skin thickness on the outerwing portionswas increased. This can only be a
first step, leading to a redesignof the complete outerwingwhich also considersweight
issues. As mentioned before, such iterative optimizations could not be performed
within the ACFA 2020 project.

8.2.2 Actuator Models

The control surfaces of theACFA2020BWBdesign are partly unusual. Split ailerons,
rather high winglets with rudders, but mostly large rear elevons constitute control
surfaces which cannot be modeled by existing standard equipment. The rear elevons
proposed in the project are rather large in order to provide sufficient control author-
ity; however, in order to limit weight, size, and power consumption the maximum
bandwidth was limited to 0.5Hz. This conservative approach to model the actuation
of the elevons naturally leads to a small bandwidth of the control surface. It should be
noted that a trade-off between bandwidth (and thus power consumption) and control
authority exists: Large and efficient elevons will be slow in actuation and vice versa
[20]. The optimum balance in that choice is not easy to see; only when the closed-
loop performance is assessed the quality of the actuator design can be evaluated. It
would therefore require an iterative design loop, where after a redesign of the actu-
ators the controllers also have to be optimized again. It should be mentioned here
that alternative technologies for actuation have been developed specifically for BWB
configurations [23], where an all-electric morphing trailing edge device is presented.
Another interesting approach is the use of canards (for example [14]) to stabilize the
BWB for large angles of attack and possibly improve control bandwidth. Results for
detailed modeling of BWB control surfaces are presented in [18], where nonlinear
effects were modeled using 3D-CFD methods and wind tunnel experiments.

In the ACFA 2020 project the elevons have been modeled with a comparatively
low bandwidth (see Sect. 5.1), thus effectively limiting the achievable bandwidth
of the overall closed-loop behavior. The reason for this fact is that available
state-of-the-art technology was assumed for actuation, and no specific optimiza-
tion of the underlying technologies has been performed. With this approach the
predicted actuator performance could be guaranteed, however, it is desirable that a
higher bandwidth can be achieved by a dedicated optimization.

http://dx.doi.org/10.1007/978-3-319-10792-9_5
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Note that in the control designs the aforementioned limitations showed up
specifically in the mode damping capabilities of the closed-loop dynamics. While
handling qualities could be guaranteedwithin the givenmargins, higher elasticmodes
could not be effectively damped due to the limited actuator bandwidth.

8.2.3 Flight Envelope and Control Design

One of the main challenges in designing control algorithms for aircraft is the strong
variation in flight envelope parameters (see Sect. 5.1.1 and also [20]). Although
important design cases have been investigated by the project team (for example,
one engine out capabilities) the flight envelope considered by control design has
been considerably clipped to a set of cruise conditions. Even within this envelope
only a rough grid of design and validation points has been selected. This choice is
necessary due to the limitations of a publicly funded research project; nevertheless,
in the ACFA project the fundamental functionality of the control for a large BWB
design has been successfully demonstrated.

The obtained results would still need to be extended to the complete flight
envelope, which is a considerable effort but without the need for new control devel-
opments. A more critical issue is the control development for important standard
maneuvers like take-off, approach, and landing. Due to the low air speeds extremal
weights, and dynamic pressure in these cases dedicated control strategies have to
be developed. Additionally, the transition between those dedicated control strategies
and the control for cruise condition must be optimized for stability, bumpless trans-
fer, and performance. These parts of the control design have not been covered by the
ACFA 2020 project and would constitute a considerable additional effort. Control
design for BWB in general is far from being concluded. In [20], an active control
design for pitch stabilization of a BWB aircraft is presented, and control challenges
with respect to take-off and landing are discussed. An adaptive L1 state feedback
controller is designed for BWB in [25], considering low-speed and large angle of
attack during landing.

8.2.4 High-Fidelity Simulations

Within the ACFA 2020 project high-fidelity simulations involving the coupling
between fluid dynamics, structural elasticity, flight dynamics and control have been
realized in open-loop (see Sect. 8.1.7). Such simulations require a closed-simulation
loop between the MATLAB/Simulink® models and the CFD models, respectively.
Oneof themainproblems encounteredwas thedifferent implementationof timescales
and integration algorithms. The combined effect required a much too fine time inter-
val for the Euler algorithm utilized in the CFD part of the simulation thus generating
very large simulation times.

http://dx.doi.org/10.1007/978-3-319-10792-9_5
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Aeroservoelastic simulations where the equations of fluid dynamics are solved by
high-fidelity tools is not common practice on full aircraft configurations (for control
surfaces such investigations exist, see for example, [18]). An additional challenge
was that the flow regime was transonic, thus involving flow discontinuities (shocks).
This work should thus be regarded as innovative in the field of multidisciplinary
simulations. One of the outcome of the simulations is that the ROM may not be
accurate outside of its validation interval, for example, the interval of angles of
attack, side-slip angle, roll angle, and control surfaces deflection angles where CFD
was carried out.

A possible discrepancy between the high-fidelity gust and the ROM gust may
have also been identified. As the prediction of gust loads at transonic speeds requires
high-fidelity tools it would be recommendable, in future projects, to investigate fur-
ther the accuracy of ROMs of gust loads.

The combination of critical physical phenomena and a problematic parametriza-
tion of the individual simulation tools led to numerical problems for simulations
of closed-loop control. In order to avoid this type of limitations in future projects,
it would be appropriate that the implementation of a simulation interface, between
different software from different disciplines, has its own dedicated task and that the
product of this work be a deliverable of the project.

8.2.5 System Design

Systems architecture is an important step towards implementation of the control
system. Based on the existing design of the ACFA 2020 BWB, investigations were
carried out to assess the safety in the case of failures (see Sect. 8.1.8). First tests
led to redundancy strategies in combination with the implementation of EMAs. A
segmentation of the control surfaces was identified as the most promising approach.

EMA architectures were investigated and adapted to the specific needs of the
ACFA 2020 BWB configuration. Since landing with a CG adjusted for cruise per-
formance is impossible, a safety-critical fuel system was designed to allow the read-
justment of the stability reserve. The criticality and the location of the trim tanks
within the lower part of the fuselage resulted in an exceptionally high complexity
of the automatic fuel functions; an implementation of four power buses seemed to
be necessary. Together with a duplex power supply of the primary control surface
actuators, an adequate system configuration was devised.

Due to the fact that this work is placed in a predesign phase, additional investi-
gations and design steps would have to follow. In context of the conducted analysis
and designed systems there are diverse possibilities for improvements. The applied
approaches are mostly conservative, leaving potential for optimization in following
design and review phases. In particular, a further improvement of the EMA technol-
ogy is regarded as the part having an immediate positive effect on the complexity of
the flight control system.
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8.3 Outlook

A. Wildschek

This book summarizes the results of the very ambitious European research project
ACFA 2020. With a budget of less than 5 Million Euros, methods and tools ranging
from aircraft predesign, flexible aircraft modeling and control design, to the inves-
tigation of details such as gust loads and control system architecture were studied.
The aircraft configuration chosen for application of developed tools and methods is
the BWB aircraft; a tailless aircraft configuration widely promoted in the literature
of the past decades for its potential for significant fuel efficiency improvement. The
beginning of the ACFA 2020 project revealed the shortcomings of state-of-the-art
aircraft predesign tools, as aircraft trim and controllability cannot be decoupled from
the lift distribution, as it is the case for aircraft with tails. Since the main focus of the
ACFA 2020 project was the development of methods and tools for flexible aircraft
modeling and control, only a limited budget was available for aircraft predesign. The
resulting crude BWB design unfortunately does not give a solid answer to how useful
such a tailless aircraft design is for a civil transport application, but reveals several
interesting problems related to performance and control of this configuration.

A large variety of promising control synthesis methods for flexible aircraft control
are discussed, ranging from LPV control design techniques to adaptive and robust
feed-forward maneuver and gust loads alleviation concepts. Most of these methods
provide a feasibility check for aircraft control rather than control laws ready to be
implemented on a flying aircraft. For predesign of novel aircraft configurations,
however, such control feasibility checks are an important first step and the developed
control synthesis methods can be transferred to any other aircraft configuration.
In order to minimize trim drag, and exploit the full fuel efficiency improvement
achievable on the ACFA 2020 BWB, a significant relaxation of pitch stability margin
would be beneficial. Such high pitch unstable aircraft configurations, however, are
impractical for civil transport for several reasons. First, the control system for highly
unstable aircraft is very expensive in terms of development and certification. Second,
the fail-safe behavior required for civil aircraft can only be reached with rather
moderate pitch instabilities [20]. Lastly, the fast actuation of the BWB’s large pitch
control surfaces necessary for active stabilization requires very powerful, and thus
heavy and energy consuming actuators, jeopardizing the efficiency improvement
aspired with this tailless configuration. In addition, the short maintenance intervals
required for actuators running at a high number of load cycles every flight which are
well known from high-agility fighter aircraft are impractical for civil applications.
As relaxed static pitch stability which is seen as an important enabler for minimizing
trim drag, and thus realizing a fuel-efficient BWB configuration, increases cost for
design, certification, andmaintenance, it can already be seen how economically risky
the development of such a civil BWB transport aircraft is.

One solution to overcome these problems is to go for a slightly stable aircraft,
and redesign the configuration for minimum trim drag throughout the mission con-
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sidering also aircraft flexibility, and sacrificing some of the aspired fuel efficiency
improvement for the sake of incalculable cost and risk. It is concluded that a higher
level interdisciplinary benefit versus risk assessment would be required in order to
comprehensively evaluate the BWB aircraft. That would take into account the con-
sideration that a successful civil transport aircraft configuration not only must fulfill
the requirement for low fuel consumption, but also for high aircraft availability and
reliability, low operating costs (including maintenance costs), as well as economi-
cally justifiable cost for design, manufacturing, and certification. In that context it is
to note that despite some uncertainties in the gust response modeling, a trend toward
severe vertical acceleration during discrete sizing gust encounter due to the inher-
ently low wing loading of such configurations was identified, thus raising questions
with respect to passenger safety on such BWB configurations. The investigations
show that active gust load alleviation can offer some remedy to this problem, but
cannot solve it completely unless much more powerful actuators are used adding the
drawbacks already described above.

Finally, due to budget constraints, the low-speed flight behavior of the BWB
was only limitedly investigated in the presented project although most handling
quality issues are related to this flight regime. The integration of a high-lift system
required for achieving take-off and landing distances comparable to the ones of
conventional tailed aircraft, for example, proves to be difficult due to the inability
to adequately counterbalance the resulting nose-down moment [15]. In addition, the
detrimental effect of rear CG position on stall and spin characteristics of a BWB
configuration must be thoroughly investigated in the future. In the end it remains
questionable if a tailless configuration really provides the best trade-off between the
various requirements for a civil transport aircraft.
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