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Abstract. Control of robotic joints movements requires the generation of 
appropriate torque and force patterns, coordinating the kinematically and 
dynamically complex multijoints systems. Control theory coupled with inverse 
and forward internal models are commonly used to map a desired endpoint 
trajectory into suitable force patterns. In this paper, we propose the use of tacit 
learning to successfully achieve similar tasks without using any kinematic 
model of the robotic system to be controlled. Our objective is to design a new 
control strategy that can achieve levels of adaptability similar to those observed 
in living organisms and be plausible from a neural control viewpoint. If the 
neural mechanisms used for mapping goals expressed in the task-space into 
control-space related command without using internal models remain largely 
unknown, many neural systems rely on data accumulation. The presented 
controller does not use any internal model and incorporates knowledge 
expressed in the task space using only the accumulation of data. Tested on a 
simulated two-link robot system, the controller showed flexibility by 
developing and updating its parameters through learning. This controller 
reduces the gap between reflexive motion based on simple accumulation of data 
and execution of voluntarily planned actions in a simple manner that does not 
require complex analysis of the dynamics of the system. 

1 Introduction 

Living organisms are confronted with changes of the environment. They create new 
behavioural patterns using body environment interactions when carrying out tasks 
under unknown situations. In spite of advances in machine learning and adaptive 
methods, such as artificial neural networks [1][2][3], reinforcement learning [4][5][6], 
adaptive controls [7][8] and fuzzy control [9][10], we have so far been unsuccessful 
in creating artificial systems that have such adaptability. In a previous paper [11] we 
introduced tacit learning. Tacit learning is an unsupervised learning method in which 
various behavioral structures spontaneously emerge through body-environment 
interactions subject to certain innate rules. Computations progress by accumulating 
the local activities of elements. This accumulation creates behaviors adapted to the 
environment. We investigate the possible role of such accumulation in the 
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spontaneous generation of adaptive behaviors based on reflex action. The use of 
reflex actions is particularly appealing to the control of robotics systems; contrary to 
methods of traditional control theory, it does not rely on the analytical resolution of 
systems characterized by highly non-linear dynamics. 

Previously, we used the torque as the input to be reduced, the proposed controller 
being used for the emergence of bipedal walking behaviors of a 36DOF humanoid 
robot [12]. Tacit learning allowed to reduce the complexity of designing a walking 
behavior by allowing most of the joints to have unspecified target angles. The gait 
that emerged from the learning process was highly adapted to the environment in 
terms of efficiency, rhythm and robustness. Our robot succeeded in learning bipedal 
walking in a completely model-free fashion. Balance emerged within approximately 
10 minutes of tacit learning in real environments. More recently, a novel optimal 
control paradigm in motor learning based on tacit learning was proposed and showed 
that simple tacit learning can realize simultaneously environmental adaptation and 
optimal control [13]. In a vertical reaching task, this method systematically produced 
motor synergies which would induce an efficient solution in a redundant task space. 

In this paper, we use tacit learning to create behaviors based on accumulation of 
task-space feedback information. Learning refers here to the dynamic tuning of the 
controller. Task-space feedback information is used in many modern robot control 
systems to improve robustness. While the sensory information is important to 
improve the endpoint accuracy in the presence of uncertainty, most sensory control 
schemes require the exact knowledge of the Jacobian matrix from joint-space to task-
space. This approach is inconvenient if the system is too complex for finding an 
analytical solution online, or if some of the kinematic parameters of the system are 
changing or unknown, for example when the robot manipulates a tool with unknown 
length. Several approaches approximating Jacobian controllers for set-point control of 
robots with uncertainties in both kinematics and dynamics have been proposed 
[14][15][16]. 

Based on the principle of tacit learning, we propose a simple controller that avoids 
the usage of the Jacobian altogether in a process that does not involve any model of 
the system being controlled. Our objective is to design a new control strategy that can 
achieve levels of adaptability similar to those observed in living organisms, be 
plausible from a neural control view point, and does not require complex analysis of 
the dynamics of the system. 

2 Tacit Learning Controllers 

The general expression for a tacit controller is: = +                                                               (1) =                                                                       (2) 

U is the control, Xc the state variable expressed in the control space, K is the 
proportional and derivative gain matrix, and A the effect to be minimized. 
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In this paper we extend this controller by expressing , the tacit component of the 
controller, as: = ( , , … , ) ∘                                                      (3) " ∘ " is the Hadamard product. E is a n × m matrix which rows vectors are all e, e 
being a vector of size m of errors expressed in the task space. The vector e has to 
construct such as e=0 for the desired state and n is the number of degrees of freedom 
of the system. W is also a n × m matrix. P is the set of parameters dynamically tuned 
by higher level algorithms and controllers such as obtaining linearization of the 
system described by equation (1).  The parameters pj correspond for example to the 
norms of the row vectors of W or to the angles between them. The advantage of this 
approach is that values of pj can be directly related to features of the task-space, for 
example the speed of the end-point of a manipulator. 

3 Two-Links Robotic System 

3.1 Task and Control 

This kind of controller can be applied to a wide range of robotic systems for which 
analytical solutions of a task expressed in the task-space is impractical. In this paper 
we provide control of a two-link robotic arm which kinematic configuration is 
unknown. We define the task as: 

→ = 0→ = 0| |→ =                                                                 (4) 

H is the vector defined by the end-point and the target. t is the time.  is a small 
number and  is a real number. As shown in Fig.1, this corresponds to reaching the 
target at the angle specified by the vector V. Extended to the 6D space, this definition 
is simple but sufficient to specify a grasping task: it requires the robot to reach the 
target with the end-effect at a certain position and orientation, while leaving 
unspecified the trajectory taken by the end-effector and the configuration of the rest of 
the robotic system. By specifying a succession of tasks, this approach is also suitable 
to define the complete trajectory. For reasons explained later on, we refer to the line 
defined by the target and the vector V as the stability line. 

We apply the equations 1-3 to this robotic system. We define e as: = ∙ , / ∙                                                      (5) 

H is the vector defined by the end-point and the target, ‘·’ is the dot product and /  the rotation matrix of the angle /2. W is a 2×2 matrix and we will refer to its 
row vectors as w1 and w2. We define = , , :  is the angle between V and w1  
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end-effector moving. , α, and a can be dynamically tuned so that this movement will 
follow the stability line toward the target. 

We consider that the desired end-point velocity is = + , G being the 
vector between the end-point and the stability line. a is modelled as a virtual dynamic 
parameter controlled such as reaching ≈ : = − − +                                               (9) 

kp, kd, and kt are proportional, derivative, and tacit gains. ε is the signed angle 
between  and . 
α is tuned such as decreasing the speed of the endpoint when  is not converging 

toward : = + 1 × ( )                                       (10) 

α0 and  are parameters of the system and sign is the function defined as: ( ) = 0      ≤ 0( ) = 1     > 0                                             (11) 

Finally , tuned as the endpoint, is always positioned between the two lines 
defined by the target, w1 and w2 by setting it to the angle between V and H. 

3.2 Simulation Results 

The controller was tested in a simulation created using Open Dynamic Engine [17] 
using the configuration: 1 = 0.5  2 = 0.4                                            (12) 1 = 0.5  2 = 0.4                                       (13) 

None of these configuration parameters are known to the controller. The gains of 
the controller were set to: kp=10 kd=0.6 and kt=1.0 for the controller presented in 
equation 1, and kp=10 kd=2.0 and kt=20 for the controller presented in equation 8. 
We set α0 =π/12 and τ0=1[s]. 

The arms moved in the 2D sagittal plane subjected to gravity and were required to 
reach a target at [0.5,0.0] in the Cartesian reference coordinate centered on the base of 
the arm. The reaching vector V was the vector defined by the target and the initial 
positions of the end-point. The starting position of the robot is θ1=0 and θ2=0, 
corresponding to straight joints pointing downward (see Figure 2). Using the 
proposed controller, the endpoint reaches the target following the stability line. Figure 
2 shows in blue circles the trajectory of the end-point. The configuration of the 
robotic system is also shown for the starting position θ1=0 and θ2=0), the final 
position when the end-point reaches the target and for an intermediate time (in lighter 
grey). Figure 3 shows the evolution in time of some of the parameters of the system  
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Fig. 2. The trajectory of the 
beginning of the experiment,
target, and at an intermediary t

Fig. 3. Evolution of time in so
linear motion of the end-point
θ1 and θ2. It can be seen tha
desired line trajectory, remains

 

end-point (in blue). Postures of the system are shown at 
 at the end of the experiment when the end-point reaches 
time. The stability line is represented by the black dashed line

ome parameters of the system. a is dynamically tuned to achiev
t, compensating the high nonlinearity displayed by the value

at d, the distance between the positions of the end-point and
s very close to zero. 

the 
the 

. 

 
ve a 

es of 
d the 



Tacit Learning for Emergence of Task-Related Behaviour through Signal Accumulation 37 

 

with time. The distance between the end-point and the target decreases while the 
distance between the end-point and the stability remains very close to zero. The 
parameter a is dynamically tuned such as finding values of θ1 and θ2 corresponding 
to the desired line trajectory of the end-point. The controller manages to compensate 
for the nonlinearities of the system, despite not using any kinematic parameter. 

4 Discussion and Future Work 

Our goal is to provide control solutions to robotic tasks for which 1) analytical 
solutions have high complexity, for example grasping an object while walking, or 2) 
the environment cannot be modelled, which is an issue for the development of 
rehabilitation of the robotic system that adapts to each patient. To reach this goal, we 
are now working towards several directions: 

4.1 Stability 

The stability of the proposed controller depends highly on the initial configuration of 
the system as well as on the gain values chosen. Stability analysis is required to 
design a systematic method for selecting the value of these gain values in a fashion 
that guarantees stability. First results in regards of the stability analysis of tacit 
controllers have already been published [18] and further characterization is on-going. 
Extension to higher dimensionality 

We are currently working on extending the methodology presented in this paper to 
the six dimensional space. While in 2D the task is represented by a line expressed in 
the task space, in a higher dimension the task will be represented by a combination of 
lines and planes and virtual dynamic variables also being tuned by the tacit learning 
controller to control the transformation of these geometric entities. 

4.2 Motor Control 

The neural mechanisms used for mapping goals expressed in the task-space into 
control-space related commands without using internal models remain largely 
unknown. But many neural systems rely on data accumulation: the presented 
controller incorporates knowledge expressed in the task-space using only the 
accumulation of data and is plausible from a neural control viewpoint. 

5 Conclusion 

In this work, the system achieved to control the trajectory of the end-point such as 
following a line trajectory. The controller manages to compensate for the 
nonlinearities of the system, despite not using any kinematic parameter. The presented 
controller does not use any internal model and incorporates knowledge expressed in 
the task-space using only the accumulation of data. By providing control solutions 



38 V. Berenz et al. 

 

that are not based on the Jacobian matrix for solving the relationships between task 
and control space, we target to reach levels of adaptability similar to the one observed 
in living organisms. Such an adaptability level will provide advantages in the control 
of complex over an actuated robotic system or robotic system for which the 
environment cannot be modelled. 
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