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Preface

Science Is an Integral Part of Culture

“Science is an integral part of culture.
It’s not this foreign thing, done by an arcane priesthood.

It’s one of the glories of the human intellectual tradition.”

Stephen Jay Gould, Harward University
Expert in History of Science

Research, level of education, knowledge and outlook of people determine the society
and the cultural aspects of the community. Technical University of Kosice in Slovakia
with over 15000 students and approximately 2000 staff members form a very important
community in the city of Kosice. There is a number of research groups at the University
environment and therefore all of them influence the educational and complex cultural
level of city of Kosice. The Creative thinking is an imminent part of science and there-
fore we do believe that science is a part of Culture and that the level of research give
impact to the level of culture in the community. The good example can be confirmed
with the fact that a real research can lead to international collaborations and gathering
of international visitors to the city. From this point of view Symposium on Emergence
Technology in Artificial Intelligence and Robotics is a nice example where more than
15 people from all over the world take part in the event as plenary speakers. The im-
portance of the symposium is underlined with the fact that His Excellency the Japanese
Ambassador in the Slovak Republic took a patronage over this event. Also EU-Japan
Fest Foundation and Ministry of Education of Slovak Republic contributed to this re-
search and cultural event as a part of European Capitol of Culture - 2013.

Intelligent Robotics is a part of the growingly important Artificial Intelligence and
Robotics field. This domain is now under rapid development, shifting from academic
attention to commercial domain where worldwide business communities are becom-
ing aware of promising financial profit in Intelligent Robotics in close and distance
future. Robotics is now also expanding from industrial to non-industrial environment
(homes, public places, hospitals, cultural events, art, social events etc.) thanks to com-
puter technology and also to fast and essential changes in human computer interaction.



VI Preface

The Ministry of Culture of the Slovak Republic supported a world programming contest
in the domain of social robotics. The goal was to design an ideal social companion. The
proclamation of the results will take place during Symposium on Emergence Technol-
ogy in Artificial Intelligence and Robotics.

Many studies confirm that Intelligent Robotics will be a large domain supporting
transformation of employments from simple low knowledge jobs to high tech job po-
sitions. Intelligent Robotics will bring machines into our everyday life and these non-
living artifacts will co-create a culture of the mankind. Intelligent Robotics will have an
impact to human culture and therefore the importance of this meeting within the Euro-
pean Capitol of Culture - 2013 framework is absolutely consistent and we can proclaim
that science is a part of cultural life in Slovak Republic.

Prof. Peter Sinčák
Technical University of Košice, Slovakia

Prof. Pitoyo Hartono
Chukyo University, Nagoya, Japan
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Peter Sinčák, Daniel Lorenčík, Mária Virčíkova, Ján Gamec

Tacit Learning for Emergence of Task-Related Behaviour through Signal
Accumulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Vincent Berenz, Fady Alnajjar, Mitsuhiro Hayashibe, Shingo Shimoda

Simulating Synthetic Emotions with Fuzzy Grey Cognitive Maps . . . . . . . . . 39
Jose L. Salmeron

The Design and Implementation of Quadrotor UAV . . . . . . . . . . . . . . . . . . . . . 47
Petr Gabrlik, Vlastimil Kriz, Jan Vomocil, Ludek Zalud

Computers Capable of Distinguishing Emotions in Text . . . . . . . . . . . . . . . . . 57
Martina Tarhanicova, Kristina Machova, Peter Sinčák
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70th Anniversary of Publication: Warren McCulloch & 
Walter Pitts - A Logical Calculus of the Ideas Immanent 

in Nervous Activity 

Jiří Pospíchal and Vladimír Kvasnička 

Institute of Applied Informatics, Faculty of Informatics and Information Technologies,  
Slovak Technical University, Bratislava, Slovakia  
{pospichal,kvasnicka}@fiit.stuba.sk 

Abstract. In 1943, a paper by Warren McCulloch & Walter Pitts [6] entitled “A 
logical calculus of the ideas immanent to nervous activity“ was published, 
which is now considered as one of the seminal papers that initiated the 
formation of artificial intelligence and cognitive science. In this paper concepts 
of logical (threshold) neurons and neural networks were introduced. It was 
proved that an arbitrary Boolean function may be represented by a feedforward 
(acyclic) neural network composed of threshold neurons, i.e. this type of neural 
network is a universal approximator in the domain of Boolean functions. The 
present paper recalls the core achievements of this paper and puts it into 
perspective from the point of view of further achievements based on their 
approach. Particularly, S. Kleene [5] and M. Minsky [7] extended this theory by 
their study of relationships between neural networks and finite state machines. 
The present paper is not a standard research article where new ideas or 
approaches would be presented. However, the 70th anniversary of publication of 
the McCulloch and Pitts paper should be sufficiently important to recall this 
core event in computer science and artificial intelligence. In particular, the main 
concept of their paper opened unexpected ways to study processes in the human 
brain. Their approach offers a way to treat a core philosophical mind/body 
problem in such a way that the brain is considered as a neural network and the 
mind is interpreted as a product of its functional properties. 

1 Introduction and Basic Concepts  

Logical neurons and neural networks were initially introduced in Warren 
McCulloch´s and Walter Pitts´s paper [6]. This paper demonstrated that neural 
networks are universal approximators for a domain of Boolean functions; i.e. an 
arbitrary Boolean function can be represented by a feedforward neural network 
composed of threshold neurons. We have to mention from the very beginning that this 
work is very difficult to read; its mathematical-logical part was probably written by 
Walter Pitts, who was in both sciences a total autodidact. Thanks to logician S. 
Kleene [5] and computer scientist M. Minsky [7], this work has been “translated” at 
the end of the fifties into a form using standard language of contemporary logic and 
mathematics and its important ideas became generally available and accepted.  
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An elementary unit of neural networks is threshold (logical) neuron of McCulloch 
and Pitts. It has two binary values (i.e. either state 1 or state 0). It may be interpreted 
as a simple electrical device - relay. Let us postulate that a dendritic system of 
threshold neuron is composed of excitation inputs (described by binary variables x1, 
x2, ..., xn which amplify an output response) and inhibition inputs (described by binary 
variables xn+1, xn+2, ..., xm which are weakening an output response), see Fig. 1. 

An activity of threshold neuron is set to one if the difference between a sum of 
excitation input activities and a sum of inhibition activities is greater than or equal to 
the threshold coefficient ϑ, otherwise it is set to zero.  

 

( )
( )

1 1

1 1

1

0

n n m

n n m

x ... x x ... x
y

x ... x x ... x

+

+

+ + − − − ≥ ϑ= 
+ + − − − < ϑ  

(1)
 

x1

y

dendritic input system 

exitation inputs soma of neuron

inhibition inputs

axon - output
xn+1

xn ϑ
xm

 

Fig. 1. Diagrammatic visualization of McCulloch and Pitts neuron which is composed of the 
dendritic system for information input (excitation or inhibition) activities and axon for 
information output. A body of neuron is called the soma, it is specified by a threshold 
coefficient ϑ. 

If we introduce a simple step function  

 ( ) ( )
( )

1 if 0

0 otherwise
s

 ξ ≥ξ = 


 (2a) 

then an output activity may be expressed as follows: 

 1 1n n my s x ... x x ... x+

ξ

 
 = + + − − − − ϑ
 
 
  (2b) 

An entity ξ is called the internal potential. Simple implementations of elementary 
Boolean functions of disjunctions, conjunctions, implication and negation are 
presented in Fig. 2. 
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Let us note that the above mentioned simple principles (1-2) “all or none” for 
neurons have been introduced in the late twenties and early thirties of the former 
century by English physician and electro-physiologist Sir Edgar Adrian [1] when he 
studied output neural activities by making use of very modern (for that time) 
electronic equipment based on electron-tube amplifiers and cathode-ray tubes for a 
visualization of measurements.   

......

x1

y = x ... x1∨ ∨ n y = x ... x1∧ ∧ n y = x x1 2

xn

1 n 0

Boolean function 
of disjunction

......

x1

xn

y y y

y = x¬

0x y
x1

x2

Boolean function 
of conjuction

Boolean function 
of implication

Boolean function 
of negation

 

Fig. 2. Four different implementations of threshold neurons which specify Boolean functions of 
disjunction, conjunction, implication and negation, respectively. Excitatory connections are 
terminated by a black dot whereas inhibition connections by open circles. 

In the original paper [6] McCulloch and Pitts have discussed a possibility that 
inhibition is absolute, i.e. any active inhibitory connection forces the neuron into the 
inactive state (with zero output state). The paper itself shows that this form of 
inhibition is not necessary and that “subtractive inhibition“ based on formulae (1-2) 
gives the same results.    

2 Boolean Functions 

Each Boolean function [12, 13] is represented by a syntactic tree (derivation tree) 
which represents a way of its recurrent building, going bottom up, initiated by 
Boolean variables and then terminated (at the root of tree) by a composed Boolean 
function (formula of propositional logic), see Fig. 3, diagram A. Syntactic tree is a 
very important notion for a construction of its subformulae, each vertex of tree 
specifies sub formulae of the given formula: lowest placed vertices are assigned to 
trivial subformulae p and q, forthcoming two vertices are assigned subformulae 
p q  and  p q∧ , highest placed vertex – root of the tree – is represented by the 

given formula ( ) ( )p q p q  ∧ .    

We see that for an arbitrary Boolean function we may simply construct a neural 
network which simulates functional value of the Boolean function, see Fig. 3, where 

this process is outlined for formula ( ) ( )p q p q  ∧ . It means that these results 

may be summarized in a form of a theorem. 
 
Theorem 1. Each Boolean function, represented by a syntactic tree, can be 
alternatively expressed in a form of neural network composed of logical neurons that 
correspond to connectives from the given formula. 
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p q p q p q p q

0

0 2

A B  

Fig. 3. (A) Syntactic tree of a Boolean function (propositional formula) ( ) ( )p q p q  ∧ . 

Bottom vertices correspond to Boolean variables (propositional variable) p and q, vertices from 
the next levels are assigned to connectives implication and conjunction, respectively. An 
evaluation of the syntactic tree runs bottom up. (B) Neural network composed of logical 
neurons of connectives which appear in a given vertex of the syntactic tree of diagram A. We 
see that between syntactic tree and neural network there exists a very close one-to-one 
correspondence, their topologies are identical, they differ only in vertices. Figuratively 
speaking, we may say that a neural network representing a Boolean function ϕ can be 
constructed from its syntactic tree by direct substitution of its vertices by proper logical 
neurons. 

This theorem belongs to basic results of the seminal paper by McCulloch and Pitts 
[6]. It claims that an arbitrary Boolean function represented by a syntactic tree may be 
expressed in a form of neural network composed of simple logical neurons that are 
assigned to logical connectives from the tree. It means that neural networks with 
logical neurons are endowed with an interesting property that these networks have a 
property of universal approximator in a domain of Boolean functions. The above 
outlined constructive approach based on existence of syntactic tree for each Boolean 
function is capable of accurate simulation of any given Boolean function. 

The architecture of neural network based on the syntactic tree which is assigned to 
an arbitrary Boolean function may be substantially simplified to the so-called 3-layer 
neural network composed of  

(1) a layer of input neurons (which copy input activities, they are not 
computational units),   

(2) a layer of hidden neurons and  
(3) a layer of output neurons;  

where neurons from two juxtaposed layers are connected by all possible ways by 
connections. This architecture is minimalistic and could not be further simplified. We 
demonstrate a constructive way of how to construct such a neural network for an 
arbitrary Boolean function. 
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Fig. 4. A logical neuron for simulation of an arbitrary conjunctive clause which is composed of 
propositional variables or their negations that are mutually connected by conjunctions, 

1 1n n my x ... x x ... x+= ∧ ∧ ∧ ¬ ∧ ∧ ¬  

Applying simple generalization of the concept of logical neuron, we may 
immediately show that a single logical neuron is capable of simulating a conjunctive 
clause 1 1n n mx ... x x ... x+∧ ∧ ∧ ¬ ∧ ∧ ¬ .  

In the theory of Boolean functions [12, 13], a very important theorem is proved that 
each Boolean function may be equivalently written in a form of disjunctive normal 
form 

 
( )( )

( ) ( ) ( )
1 2

1

n

val

x x ... x

τ

τ τ τ

τ
ϕ =

ϕ = ∧ ∧ ∧∨   (3) 

where  

 ( ) ( )( )
( )( )

if 1
if 0

i i
i

i i

x val x
x

x val x
τ τ

τ

 == ¬ =
 (4) 

A final form of the Boolean function (3) is outlined in Fig. 4. Results of this 
illustrative example may be summarized in a form of the following theorem. 
 
Theorem 2. An arbitrary Boolean function f can be simulated by a 3-layer neural 
network. 

 
We have to note that, according to the theorem 2, the 3-layer neural networks 

composed of logical neurons are a universal computational device for a domain of 
Boolean functions; each Boolean function may be represented by this “neural device” 
called the neural network. This fundamental result of McCulloch`s and Pitts`s paper 
[6] preceded modern result, after which 3-layer feed-forward neural network with a 
continuous activation function is a universal approximator of continuous functions 
specified by a table of functional values [13].  

We may question what kind of Boolean functions is a single logical neuron capable 
to classify correctly? According to Minsky and Papert, this question may be solved 
relatively quickly by geometric interpretation of computations running in logical 
neuron [8]. In fact, logical neuron divides input spaces into two half spaces by a 
hyperplane w1x1 + w2x2 +...+ wnxn = ϑ for weight coefficients wi=0,±1. Then, we say 
that a Boolean function f(x1, x2,..., xn) is linearly separable, if and only if there exists 



6 J. Pospíchal and V. Kvasnička 

 

such a hyperplane w1x1 + w2x2 + ...+ wnxn = ϑ which separates a space of input 
activities in such a way that objects evaluated by 0 are situated in the first part of the 
space, whereas objects evaluated by 1 are situated in the second part of the space. 
 
Theorem 3. Logical neurons are capable to simulate correctly only those Boolean 
functions that are linearly separable. 

 
A classical example of a Boolean function which is not linearly separable is a 

logical connective "exclusive disjunction" which may be formally specified as a 

negation of a connective of equivalence, ( ) ( )x y x y⊕ ⇔ ¬ ≡ , in computer-science 

literature this connective is usually called the XOR Boolean function, 

( )XOR x, y x yϕ = ⊕ . Applying the technique from the first part of this chapter, we may 

construct a neural network which simulates this inseparable Boolean function. From 
its functional values we may directly construct its equivalent form composed of two 
clauses  

 ( ) ( ) ( )1 2 1 2 1 2XOR x ,x x x x xϕ = ¬ ∧ ∨ ∧ ¬  (5) 

Then this Boolean function is simulated by the neural network displayed in Fig. 5. 

1

A B

x1

y(01)

x2

1
x1

y(10)

x2

1

1

1

x1

x2

yXOR

C  

Fig. 5. Diagrams A and B simulate single conjunctive clauses from (5). Diagram C represents 
3-layer neural network which hidden neurons are taken from diagrams A and B, respectively. 
An output neuron corresponds to a disjunctive connective. 

3 Formal Specification of Neural Networks 

From our previous discussion it follows that a concept of neural network [13] belongs 
to fundamental notions of artificial intelligence (not only those networks that are 
composed of logical neurons). Neural network is defined as an ordered triple  

 ( )G, ,= w ϑ  (6) 

where G is a connected oriented graph, w is a matrix of weight coefficients and ϑ is a 
vector of threshold coefficients. 

Until now, we did not use time information in an explicit form. We postulate that 
time t is a discrete entity and is represented by natural integers. Activities of neurons 
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in time t are represented by a vector x(t), in the time t = 0 a vector x(0)  specifies 
initial activities of a given neural network. Relation for an activity of the ith neuron in 
time t is specified by  

 ( ) ( )1t t
i ij j i

j

x s w x − 
= − ϑ 

 
  (7) 

where summation runs over all neurons that are predecessors of the ith neuron, 
activities of these neurons are taken in the time t-1. Neural network  may be 

understood as a function which maps an activity vector ( )1t −x  in the time t-1 onto an 

activity vector ( )tx  in the time t , 
( ) ( )( )1t tF ;−=x x  , where the function F contains 

the specification N of the given network as a parameter. 

4 Finite State Machine (Automaton)  

A finite state machine [4, 5, 7] works in discrete time events 1, 2,..., t, t+1,... .  It 
contains two tapes of input symbols and output symbols, respectively, where output 
symbols are determined by input symbols and internal states s of the machine  

 ( )1t t tstate f state ,input symbol+ =  (8a) 

 ( )1t t toutput symbol g state ,input symbol+ =   (8b) 

where functions f and g specify the given machine and are considered as its basic 
specification: 

1. Transition function  f  determines the next state; this is fully specified by an actual 
state and an input symbol, 

2. Output function g determines the output symbol, this is fully specified by an actual 
state and an input symbol. 

Definition 1. A finite state machine (with an output, called alternatively the Mealy 

automaton) is defined by an ordered 6-tuple , where 

is a finite set of internal states, is a finite state of input 

symbols, is a finite set of output symbols,  is a 

transition function,  is an output function, and  is an initial 

state. 

Transition and output functions may be used for a construction of a model of a 
finite state machine, see Fig. 6. 

( )iniM S,I ,O, f ,g,s=

{ }1 mS s ,...,s= { }1 2 nI i ,i ,...,i=

{ }1 2 pO o ,o ,...,o= :f S I S× →
:g S I O× → inis S∈
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Fig. 6. An example of finite state machine composed of two states, { }1 2S s ,s= , two input 

symbols, { }0 1I ,= , two output symbols, { }O a,b=  and an initial state s1 

Finite state machines are determined as a mapping of input string of symbols onto 
output string of symbols  

1 0 0 1 1 1 0 1 0
in p u t s tr in g x o u tp u t s tr in g y

G .. . ; f , g a b a a a a b a a .. .
 

=  
 

    

where the symbol  in an output string means an “empty token”, symbols of output 
string are shifted by one-time step with respect to the input string. A mapping G is 
composed of functions f and g which specify a “topology“ of the finite state machine.  
 
Theorem 4 [5, 8]. Each neural network can be represented by an equivalent finite state 
machine with output. 
 

Existing proof of this theorem is simple and constructive, we can construct for a 

given neural network single elements from the definition 1, ( )iniM S,I ,O, f ,g,s= .  

For a given neural network we unambiguously specify a finite state machine which 
is equivalent to the given neural network. This means that any neural network may be 
represented by an equivalent finite state machine. 

A proof of inverse theorem with respect to theorem 4 (i.e. each finite state machine 
may be represented by an equivalent neural network) is not a trivial one, the first who 
proved this inverse form was Minsky in 1967 in his famous book "Computation: 
Finite and Infinite Machines" [7] by making use of a very sophisticated constructive 
approach. For a given finite state machine, an equivalent neural network can be 
constructed.  

 
Theorem 5 [7]. Each finite state machine with output (i.e. the Mealy automaton) can 
be represented by an equivalent recurrent neural network. 

 
To summarize our results, we have demonstrated that neural networks composed of 

logical neurons are powerful computational devices: (1) feedforward neural networks 
represented by the acyclic graph are universal approximators of Boolean functions 
and (2) there is a property of mutual equivalency between finite state machines and 
neural networks. An arbitrary finite state machine may be simulated by a recurrent 
neural network and, conversely, an arbitrary neural network (feedforward of 

s1 s2start

0/b

0/a

1/a 1/a
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recurrent) may be simulated by a finite state machine. Further relation between finite 
automata and neural networks was further studied by many authors, e.g. Noga et al. 
[10] and Hsien a Honavar [3].  

5 Conclusions 

McCulloch and Pitts’s paper is very ostensibly ‘‘neural’’ in the sense that it used an 
approach for specification of neuron activities based on a simple rule all-or-none. 
However, McCulloch–Pitts neural networks are heavily simplified and idealized when 
compared to the then known properties of neurons and neural networks. Their theory 
did not offer testable predictions or explanations for observable neural phenomena. It 
was removed from what neurophysiologists could do in their labs. This may be why 
neuroscientists largely ignored McCulloch’s and Pitts’s theory. For this scientific 
community, its main power is not in a capability to produce verifiable hypothesis but in 
a fact that such extremely simple neural theory offers arguments of basal character for a 
discussion about “philosophical” problems concerning a brain and mind relationship. It 
cannot be expected that a further “sophistication” of this theory (e.g. the rule “all-or-
none” [1, 2] is substituted by another more realistic rule or “spiking” neurons are used, 
etc.) will negatively influence general results deduced from the model.  

One example of seminal papers influenced by results of McCulloch and Pitts was 
the work of well-known John von Neumann [9] who is known as a creator of the so-
called “von Neumann computer architecture“, which was outlined in his famous 1945 
technical report. He mentioned that various mechanical or electrical devices have 
been used as elements in existing digital computing devices. It is worth mentioning 
that the neurons are definitely elements in the above sense. From the early 1940s the 
McCulloch–Pitts neuron was considered by many non-neuroscientists to be the most 
appropriate way to approach neural computation, largely because the work of 
McCulloch and Pitts was so well known.  

McCulloch’s and Pitts’s views – that neural nets perform computations (in the 
sense of computability theory) and that neural computations explain mental 
phenomena – permanently belong to the mainstream theory of brain and mind. It may 
be time to rethink the extent to which those views are justified in light of current 
knowledge of neural mechanisms. The philosophical impact of the paper of 
McCulloch and Pitts is broadly discussed in many works oriented to the famous 
problem of connections between mind and brain [2, 11, 12]. 

Acknowledgments. This chapter was supported by Grant Agency VEGA SR No. 
1/0553/12 and 1/0458/13. 

References  

1. Adrian, E.D.: The Basis of Sensation. The Action of the Sense Organs. Norton & 
Company, New York (1928) 

2. Boden, M.: Mind As Machine: A History of Cognitive Science, vol. I, II. Oxford 
University Press, Oxford (2006) 



10 J. Pospíchal and V. Kvasnička 

 

3. Chun-Hsien, C., Honavar, V.: Neural network automata. In: Proc. of World Congress on 
Neural Networks, vol. 4, pp. 470–477 (1994) 

4. Hopcroft, J.E., Motwani, R., Ullman, J.D.: Introduction to Automata Theory, Languages, 
and Computation. Pearson Education, New York (2000) 

5. Kleene, S.C.: Representation of events in nerve nets and finite automata. In: Shannon, 
C.E., McCarthy, J. (eds.) Automata Studies. Annals of Mathematics Studies, vol. 34, pp. 
3–41 (1956) 

6. McCulloch, W.S., Pitts, W.H.: A Logical Calculus of the Ideas Immanent in nervous 
Activity. Bulletin of Mathematical Biophysics 5, 115–133 (1943) 

7. Minsky, M.L.: Computation. Finite and Infinite Machines. Prentice-Hall, Englewood 
Cliffs (1967) 

8. Minsky, M., Papert, S.: Perceptrons. An Introduction to Computational Geometry. MIT 
Press, Cambridge (1969) 

9. von Neumann, J.: First Draft of a Report on the EDVAC (1945),  
http://qss.stanford.edu/~godfrey/vonNeumann/vnedvac.pdf 
(retrieved October 1, 2012) 

10. Noga, A., Dewdney, A.K., Ott, T.J.: Efficient simulation of finite automata by neural nets. 
J. ACM 38(1991), 495–514 (1991) 

11. Piccinini, G.: The First Computational Theory of Mind and Brine: A Close Look at 
Mcculloch and Pitts, Logical Calculus of Ideas Immanent in Nervous Activity. 
Synthese 141, 175–215 (2004) 

12. Quine, W.V.O.: Mathematical Logic. Harvard University Press, Cambridge (1981) 
13. Rojas, R.: Neural Networks. A Systematic Introduction. Springer, Berlin (1996) 
14. Searle, J.: Mind: a brief introduction. Oxford University Press, New York (2004) 



 
 
 
 
 
 
 
 
 
 

Part I 

Robotics 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

© Springer International Publishing Switzerland 2015 
P. Sinčák et al. (eds.), Emergent Trends in Robotics and Intelligent Systems, 

13

Advances in Intelligent Systems and Computing 316, DOI: 10.1007/978-3-319-10783-7_2 
 

Theoretical Analysis of Recent Changes  
and Expectations in Intelligent Robotics 

Peter Sinčák, Daniel Lorenčík, Mária Virčíkova, and Ján Gamec 

Center for Intelligent Technologies, Department of Cybernetics and Artificial Intelligence, 
Faculty of Electrical Engineering and Informatics, Technical University of Kosice, Slovakia,  

The European Union Letna 9, 04001 Košice, Slovakia  
{peter.sincak,daniel.lorencik,maria.vircikova, 

jan.gamec.2}@tuke.sk 

Abstract. This paper deals with the current trend towards moving from 
industrial robots to the service or social robotics era. The time when robots 
populated the environment ‘alone’ is over and networked robotics and the 
acquisition and understanding of crowd-sourcing is fully supported by the 
trends in Computer technology. 

Cloud Robotics is a new phenomenon supported by Cloud Computing and 
the main challenges question how these new trends change the tools of 
Artificial Intelligence and the forms of its contributions to human behavior 
simulation. The challenging question within this domain is the quality of 
Human-Robot and Robot-Robot interactions in a general environment or 
industrial scenario.  

The role of emotions seems to be increasingly important and the impact of 
synthetic robotic emotions on humans is essential to human performance and 
productivity or entertainment in everyday life. The paper also emphasizes the 
importance of tele-monitoring, linked with tele-operation, as an important part 
of the knowledge acquired in cloud robotics and crowd sourcing.  The paper 
draws together certain theoretical predictions on the future of intelligent 
robotics domains.  

1 Introduction 

The first glimmer of robotics began when the mankind came up with mechanical 
copies of biological organisms like animals, humans, etc. History proves these 
examples began with the Archytas of Tarentum [1] who, in 350 B.C., constructed the 
‘artificial mechanical Dove’ which used some form of compressed air to be able to fly 
rather high. History is very rich with similar, yet more advanced mechanical 
constructors, including Leonardo da Vinci in the 15th century who designed a 
mechanical machine that looked like a soldier or a knight with armored protection. He 
also had certain engineering ideas of machines similar to helicopters and hang-gliders.  

In 1505, he published the work and his drawings confirmed his ideas. Since that 
time, there is no verification whether it was actually constructed, but it was a very 
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good inspiration for technical motivations toward later inventions and practical 
contribution for mankind.  

Later, in the early 18th century in Grenoble, Jacques de Vaucanson had an extreme 
passion for automation and mechanical systems. Thus, in 1738, he designed an 
automated Flute and Tambourine Player and a mechanical DUCK that was able to 
imitate the behavior of real ducks; all these inventions used to entertain local Royalty 
and higher society [2].  

Very important step toward computers was made in 1801, when Joseph Jacquard 
invented punch cards and used them to control a textile machine. Later, this 
technology was used and supported by the work of Charles Babbage and much later 
by IBM for their first computers.  

Tele-operations advanced dramatically in the field of robotics in 1898. In this year, 
Nikola Tesla utilized radio waves to control a boat and confirmed the importance of 
radio-waves in the remote operation of objects at a distance from human control. This 
philosophical approach is very important even today when and all aspects of tele-
operations are not yet fully solved. Tesla’s role [3] is not as appreciated as much as it 
should be and the importance of this innovative man is enormous.  

 

 

Fig. 1. Vaucanson’s design of musical Automata and mechanical Duck. Tesla’s tele-operated 
ship. 

The introduction of the word ‘Robot’ came from Central Europe when a Czech 
writer Karel Capek and his brother Jozef used it in Karel’s 1921 play ‘R.U.R.,’ an 
acronym for ‘Rossuum's Universal Robots.’ [4] Robot derives from the Czech word 
‘Robota’ which means ‘compulsory job’. Just a few years later, in 1926, Fritz Lang 
made the movie ‘Metropolis’ in which ‘Maria,’ a female robot, played a role. 

The convergence of the development of robotics and computers is evident, thus, 
the contributions of Allan Turing and John von Neumann are extremely important – 
first with Turing’s tests of computer/robot intelligence and also with von Neumann’s 
architecture for computer hardware. Later, in 1940, Issac Asimov in his series ‘A 
Strange Playfellow’ called Robbie an artificial person. In 1950 ‘I, Robot’, a popular 
novel, was written. Asimov is well known for his popularization of the term 
‘Robotics’ as well as for claiming three robotics laws (later adding a Zero-th Law) 
that are very important in present times. The community of lawyers is beginning to 
consider the implications of robots and the significance of their existence, ownership 
and autonomy.  
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The Rockefeller Foundation set aside a special grant to fund an Artificial 
Intelligence seminar for selected people in 1956. In the same year, John McCarty and 
Marvin Minski established an Artificial Intelligence Lab at MIT, but later McCarty 
moved to Stanford and Minsky dominated the MIT AI Lab. The Stanford AI Lab, 
coordinated by McCarty, became an important AI research destination in the early 
1960.  

In 1961, the MH-1 Mechanical Hand was developed at MIT and, in 1962, a new 
robot made by the UNIMATE Company was used on General Motors Assembly 
Lines to replace repetitive and laborious operations. Following on in 1966, the 
Stanford Research Institute (SRI) established the Shakey robot with a degree of 
intelligence and sensors. In the same year, MIT, led by Joseph Weizenbaum, began 
the project ELIZA for dialog engineering that could be fully used in robot-human 
communications. 

 

Fig. 2. The Shakey Robot from Stanford University, constructed in 1970 [5] 

1.1 Computer Technology versus Robotics  

The development of Computer technology was very influential to the development of 
robotics. The relationship between computers and robotics anchors the basic 
understanding of whether  all processing for robots  will be done on-board the robot 
or follow  a remote-brain approach as promoted at the University of Tokyo in the 
early 90s, providing full ‘off-board processing’. This is a crucial question in 
autonomous systems that include the distribution of computer power for both ‘on and 
off board’ robots.  

Computer trends clearly favor Cloud technology [6] and its advantages seem to 
outweigh such disadvantages and negatives of Cloud computing as security as well as 
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others, currently being solved. The importance of wireless technology is enormous 
both in information and command transmission as well as in powered wireless 
transmission, critical in many areas, including robotics. In general, it is believed that 
wireless connectivity will rapidly improve around the globe in the sense of its speed 
and reliability.  

All of the above technologies of cloud and wireless environments fully support the 
idea of progress in manual tele-operations and an almost autonomous use of robots 
where humans serve supervisory roles. Tele monitoring and tele-control are not yet 
solved by the current available technology if we consider the globe as an opportunity 
for robot operation and human/robot collaboration. This goal must include a crowd 
sourcing know-how and learning process in general. Learning procedures will change, 
influenced by computer technologies, big data solutions and the increased speed of 
computers in general.  

1.2 Human-Computer/Robot Interaction  

The previous problem is linked to the level of Human-Computer Interaction (HCI) 
and Natural Computer Interaction (NCI). There is huge progress in speech (mainly 
English) human machine interaction as well as the movement detection achieved 
mainly by the NATHAL/KINECT project [7]. Multimodal interface is the future of 
human-robot interaction. This also allows emotions to be incorporated between 
human – computer – robot interactions.  

Much cross-disciplinary research on affective computing, emotional technology 
and emphatic computing has been investigated and a number of results from 
psychological emotional model implementation to NCI are underway. This interaction 
seems to be more and more psychologically and socially plausible, therefore, we are 
heading toward robots that will be companions or co-workers with humans. That 
means that humans can be replaced by robots and other people can work with them 
(robots). An interesting example is the early BAXTER project that would cooperate 
with and/or replace humans at assembly lines in industrial environments. 

1.3 Legal Issues and Robotics  

Legal Issues and Robotics [8] is a completely new area, but legal issues connected 
with technology are pretty well-known cases in history. What is important to 
understand is that this is the main legal issue concerning the reliability of a machine 
guaranteed by the machine/robot producer. The problems concerning more robots 
among humans will be very similar to having more cars in society, but  this will 
become more and more complicated if mankind allows robots without a proper 
owner’s and producer’s guarantee. The problem is who decides whether and how 
robots can harm people. These are very complicated questions that can slow down the 
practical use of robots in everyday life.  
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If numerous machines and/or people can build knowledge bases in the form of IF-
THEN rules, then numerous machines can use them.  So we are applying well-known 
tools of Artificial or Computational Intelligence in the Cloud Computing / Robotic 
environment and a key question is how this technology will influence the core 
methods and approaches to AI and Computational Intelligence.  

 

Fig. 4. Implementation of a fuzzy rule-based system in the Cloud Robotics environment 

2.2 Towards World Universal Knowledge  

Universal World Knowledge has been the dream of many generations and was 
featured in a number of sci-fi movies and analyzed from the technological point of 
view [12]. In the movie ‘I, Robot’, a VIKI computer (Virtual Interactive Kinetic 
Intelligence) played the role of the World Universal Knowledge. There is a number of 
projects related to Cloud Robotics and a universally fused knowledge base, as in 
project RoboEarth [ ] and a number of others. The concept of Cloud Robotics varies. 
One approach is that there will be virtual robots in the cloud and once the 
personalization of user preferences is done and a personal user switch on the robot 
profile is downloaded from the cloud, an actual robot for personalized human 
computer interaction will be accomplished. 
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2.3 AI Bricks as Important Parts of Cloud Robotics  

The software agents for Cloud robotics with modular concepts can be useful tools for 
the future of crowd-based artificial intelligence powered by many people. The Agent 
is a virtual model of a robot or some particularly well and clearly defined procedures 
based on Artificial Intelligence (AI bricks) used by other agents. The scope of the 
problem is device and problem dependent. The concept of cloud robotics is under 
rapid development and concentrated technological innovation will exert a major 
influence on Cloud Robotics technology including wireless tele-robotics, learning and 
other important issues related to robotics [13]. 

 

Fig. 5. Basic concept of Cloud Robotics, designed by Grishin Robotics, Ltd. of New York 

2.4 Evaluating the Contribution of Cloud Robotics  

There is extensive discussion whether Cloud Robotics is mostly a hype or a 
breakthrough technological revolution. That poses the question of how we measure 
the contribution of cloud technology to robotics as well as the efficiency of 
knowledge fusion and its utilization of the integrated knowledge by numbers of robots 
or robot-like entities. The basic parameters to observe are time, incremental stages, 
replication and impact of so-called Crowd Learning Systems on the knowledge base 
for robots.  
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Fig. 6. The Principle for measuring the effectiveness of Cloud Robotics approaches 

2.5 Tele-Scope and Cloud-Based Technology for Monitoring and Tele-control  

Tele-monitoring seems to be a very important and progressive method for leading tele-
operation towards assisted tele-operations and the autonomous behavior of robots under 
the supervisory role of humans. There is a number of active tools in this field of tele-
monitoring and tele-operation. The Center for Intelligent Technologies is one of them. 

Telescope is an integrated system with the ability to connect, access and join 
devices with different programming and user interfaces. It also allows to control, 
share and work with a device within a single user interface. Programmers are able to 
work with the device using uniform JavaScript and C# API. 

By device we mean every single mechanism or gear (software or hardware) that 
has the ability to communicate and its current state can be read or changed. 
Considering this definition, devices might be different sensors or motors as well as 
more complex systems such as robots, mobile devices or software. 

As a result, Telescope systems can communicate with a device but also provide 
communication between devices. For instance, controlling of a motor based on data 
from a speed controller can be simply achieved using this feature. The main features 
of Telescope systems are: 

• System availability anywhere. This means both geographically and technically, 
with availability on PC and mobile devices using a web browser 

• System availability within different web browsers 
• System runs in real-time using WebSocket technology1 
• Scalability, meaning the system’s ability to deal with large amounts of 

connections. For this purpose we used the Redis database system2 and its cluster 
mode. 

                                                           
1 http://www.websocket.org/ 
2 http://www.redis.io/ 
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System Telescope Consists of 2 Larger Parts, as May Be Seen (Fig.  7): 

• Back-office service  – Event server: 

The essential part of back-end is the Event server which is designed to communicate 
and cooperate with other event servers. The server uses Python language and 
WebSocket technology used for communication. On the other hand, faster data 
storage and communication is achieved by using a Redis NoSQL Server that creates a 
cluster and mediates the communication between user and device based on a unique 
identifier.  

• Front-office service  – Telescope user interface, 

Telescope is a WEB-based system covered by web service available for PCs, mobile 
devices (smartphones iOS, Android) and smart TVs. After connecting to the 
Telescope Web Service3, CloudFlare4 technology responds to user requests and 
guarantees the availability of static content anywhere in the world. Dynamic content 
is provided by PHP server which allows the users to login. Subsequently, JavaScript 
code takes control over communication with the server that processes the events and 
the actual data from the device is displayed. 

 

Fig. 7. Telescope system architecture overview 

Overall communication within the Telescope system is joint in a single node, 
handled by a powerful HAProxy proxy server5, and directs communication to the 
dedicated nodes. 

                                                           
3 www.telescopesystem.com 
4 www.cloudflare.com 
5 http://haproxy.1wt.eu/ 
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2.6 Monitoring and Analyzing Real-Time Data Using Telescope System 

As mentioned before, the Telescope system uses WebSocket technology that provides 
access to real-time data. For example, we chose robot NAO6 from a French company 
Aldebaran Robotics. 

The basic requirement for connecting the robot to the Telescope is a wrapper 
program that translates communication between the robot and Event server. Telescope 
system also offers a security mode with user authorization using a unique ID and 
allowing users to share devices among each other. 

Back to the NAO, the first thing to do is authorize yourself in the Telescope system 
using your personal ID. Only after that the system will provide a list of devices 
available to your account and relevant information such as online status, name or 
identifying number. The main requirement for monitoring data from the robot is the 
ability to retrieve data from the robot in real time, which can be achieved in 2 
different ways. One is to regularly request specific data from a robot in a loop.  The 
second is to wait for a value to be changed and handle each event.  

We chose the first option, so the program will request data from the robot in 
specific time sequences. In addition, NAO robot supports 2 different return values 
from one motor – an actuator value and a sensor value. The first represents 
information that controls the motor behavior and the second displays the actual value. 
Comparing these two, we can easily analyze correct movements. As shown in Fig.8, 
the application monitors the real-time data displayed in the graph in the right area and 
evaluates conformity of both the movement and the motor. Evaluation in itself is a 
rule-based system which premises are average relative error and change of error. 
After evaluation, the system sorts its current state into 1 of 3 categories: 

• OK (green), everything seems okay, changes of error are not too large and the 
average relative error is not higher than the threshold. Green also includes an 
option where the relative error is higher than threshold, but change is negative 

• Warning (orange), change of error may be too high or average error is balancing 
around the threshold value  

• Error (red), means a serious problem 

This diagnostic system is based on an approach that connects NAO from 
everywhere on the planet to everywhere on the planet without the necessity of having 
a public IP address for a NAO robot. This improves the security and portability of the 
system. This is also a Cloud-ready solution, tending to become a software as a service 
provided through the warranty and post-warranty periods as an aftercare policy of the 
producer or robot owner.  

                                                           
6 https://community.aldebaran-robotics.com/nao/ 
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Fig. 8. NAO diagnostic system using Telescope system 

3 Finding a Way towards Learning Machines 

There in a number of approaches for creating an intelligent Machine. Learning is 
essential for this process and depends on learning goals. Learning tools can be divided 
into 3 categories:  

1. Learning from data – mainly based on neural networks  
2. Learning from humans in the form of experience – rules – Fuzzy Inference 

Machine  
3. Learning by demonstration, using Kinect or other approaches for learning from 

human manual tele-operation and dividing data into functional blocks that can be 
reused in other tasks given by humans to robots. 

Figure 8 shows the understanding of the U.S. IROBOT Company of creating an 
intelligent machine using tele-operation and engaging learning procedure into the 
process. The application potential of this approach is rather large, since a number of 
autonomous machines are expected to appear on the market in the near future.  

One of the major problems related to Intelligent Machines are the difficulties in 
measuring the autonomy of the system. For the most part, there is no universal 
approach to this problem. We can state that it is a task or mission oriented approach 
and therefore we write it as:  

 GTI = HTI + MTI (1) 

Where  
GTI (Global Task Intelligence) is always value 1, is a sum of Human Intelligence 

„HTI (Human Task Intelligence) from interval <0,1> and Machine Intelligence  MTI 



24 P. Sinčák et al. 

 

(Machine Task Intelligence) from interval <0,1>. Also, we can define a Machine Task 
Intelligence Autonomity“(MTIA) as follows:  

 MTIA = MTI / HTI                                        (2) 

So, when MTIA is 0, we are describing a manual, fully human-made process, since 
HTI is 1 and MTI is 0. If MTIA is a very large number, HTI is very small close to „0“ 
and MTI is close to „1“. This can be considered as an autonomous mission where a 
human is the only observer. The further consideration of MIQ Machine Intelligent 
Quotients related to machines have been studied in the past []. The MIQ should be 
domain-oriented and could be used in future for commercial advantage by selling 
various machines to humans.   

 

Fig. 9. The approach of Tele-operation toward Mission Autonomy operation [14] 

4 Emotions and Robots–A Part of the Human Robot 
Interaction  

4.1 Theory of RIEM (Robotic Integral Emotional Models) 

The proposed theory of RIEM comes from social observation and interactions among 
people. The notions of Internal Emotional State and External Emotional State form 
the Theory of Integral Emotional Model of the Robot.  

Just as in human beings, our biological systems have internal emotional states that 
depend on random input, environment and persons in those environments. External 
Emotional States could be, but are not necessarily, the same as Internal Emotional 
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States. External states are fully device/robot-dependent and, on the other hand, 
Internal Emotional States could be device/robot-independent.  

The output of the RIEEM is a Social Robot Behavior based on the relationship 
between IEM and EEM within an Integrated Emotional Model. These relationships 
are characterized by weights “w11”…”w1m” up to “wn1”…”wnm”  and describe 
intensity and connectivity which can be a personalization factor. Thus, each social 
robot can be emotionally set up for the convenience of a human co-worker in the 
sense of better performance regarding their collaboration.  

 

Fig. 10. Theoretical Model of Robot Integral Emotional Model 

The above figure represents a model of RIEM that is based on fuzzy approaches to 
the set of Internal Emotional States and External Emotional States. Also, the time 
dimension of IES and EES is a very important factor of the Emotions, which means 
we have 2 fuzzy sets if we consider:   

 IES(t) → IEM(t+q),  EES(t) → EES(t+q)  (3) 

so in fact we can get a set of fuzzy sets related to time “t”.  
so we have set  

 IEM = ( IESF(t), IESF(t+1),…, IESF(t+q) )  (4) 

the same is for 

 EEM = ( EESF(t), EESF(t+1),…, EESF(t+q) )  (5) 
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Following these definitions, we state the following fuzzy sets for IEM set and EEM 
sets as follows: 

If we say that fuzzy set A(t) = IESF(t), then  

 A(t) = ( [IES1(t), µA(IES1(t))], [IES2(t), µA(IES2(t))], …, [IESn(t), µA(IESn(t))] )      

                                                                                                                    (6) 

also  

 A(t+1) = ( [IES1(t+1), µA(IES1(t+1))], [IES2(t+1), µA(IES2(t+1))], …, 

 [IESn(t+1), µA(IESn(t+1))] )                                                      (7) 

And the last member of IEM set is a fuzzy set  

 A(t+q) = IESF(t+q)  (8) 

Similar situation is on the side of EEM, so, if we assume that fuzzy set  

B = EESF(t) 

then  

 B(t) = ( [EES1(t), µB(EES1(t))], [EES2(t), µB(EES2(t))], …,  

 [EESm(t), µB(EESm(t))] )                                                            (9) 

also  

B(t+1) = ( [EES1(t+1), µB(EES1(t+1))], [EES2(t+1), µB(EES2(t+1))], …,  
                  [EESn(t+1), µB(EESm(t+1))] )                                                (10) 

And the last member of IEM set is a fuzzy set  

 B(t+q) = EESF(t+q)  (11) 

The relation between real sets IEM and EEM or better set of fuzzy sets  

 A = (A(t), …A(t+q)) (12) 

and set of fuzzy sets  

 B = (B(t), …B(t+q))  (13) 

as follows : 

 B (t)  = function ( A(t), W(t), Stimuli)  (14) 

where  

A(t) is fuzzy set IESF(t), W(t) is matrix of weight between A(t) and B(t)  
and Stimuli is integration persons, environment and external random input, see   
Figure 9.  
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This general model of Theory of Integrated Emotional Model of Robot is model-
free, so in fact the IEM can be represented with some well-known models and the 
EEM part also has the same possibility.  As it is well known, the emotional states of  
humans were under research observation of psychologists and they have set up 
number of models beginning with the Ekman model [15], Izard model [16], the very 
popular Plutchik model [17] and many others, including PAD ( Pleasure, Arousal, and 
Dominance ). The emotional model proposed by Lovheim [18], the Lovheim Cube of 
Emotion, in fact takes into consideration the Mehrabian Worker Satisfaction Scale 
(WSS) to achieve a comfort level for humans working with robots (or machines in 
general). The concept of IEM and EEM and the fully weighted connection between 
these layers can present a personality model of a human model behavior. Hence, the 
EEM depends on the robot device and its ability to express emotions. 

So, at the end of the day, we can set up a model of emotional behavioral activity of 
a human or, by adapting in sense of Reinforcement learning, a W(t) matrix where a 
criteria function is set by a human. Thus, it may enhance a control adaptability of 
weights for its own benefit and conformability for collaboration purposes between 
human and machine. Very interesting feature of the Lovheim PAD model is that it 
also has a response to managers and commercial community to achieve the optimum 
productivity of humans. In the near future we may talk about a human-machine 
community instead of a human community. The theoretical backgrounds for the PAD 
Emotional State Model have been proposed by Mehrabian [19].  

 

Fig. 11. Lieheim Cube of Emotion 

‘Pleasure-displeasure’ defines a positively-negatively affected quality of emotional 
states. ‘Arousal-nonarousal’ defines a mental state that describes a mental 
involvement of a human/machine in a present situation and ‘dominance-
submissiveness’ determines the terms of master control versus lack of control or 
slave-like control.  
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Very interesting is the distribution of emotions based on a PAD scale range from -1 
to +1:  e.g. angry (-.51, .59, .25), bored (-.65, -.62, -.33), curious (.22, .62, -.01), 
dignified (.55, .22, .61), elated (.50, .42, .23), hungry (-.44, .14, -.21), inhibited (-.54, -
.04, -.41), loved (.87, .54, -.18), puzzled (-.41, .48, -.33), sleepy (.20, -.70, -.44), 
unconcerned (-.13, -.41, .08), violent (-.50, .62, .38). What is particularly interesting is 
that all those numbers can be a matter of personalization and could be adapted 
according to the Human Companion.  

4.2 Consequences of RIEM to Human Robot Interaction  

The application of this theoretical approach can have a number of implications. 
Creating a number of robots with similar IEM and different EEM (or vice versa) can 
create a very interesting situation where various robots may have a different IEM and 
similar EEM. Then, certain implications arise for other states of EEM, while 
maintaining the different IEM. The logic of these theoretical layouts can be intriguing 
and lead to a number of interesting personalization effects which are hidden in the 
adaptations of weights between IEM and EEM.  

These adaptations can be set up for the user in a mirroring way (who likes to 
collaborate with machines that have similar emotions as the user) or simply setting up 
emotional responses of the machine for user’s convenience and regarding the task in 
which the user collaborates with the robot.   

5 Estimating the Future of Intelligent Machines  

Generally, there is a number of communities driving intelligence and machines 
towards autonomous systems. The impact of the technology is enormous and it 
enables core and fundamental research including the basic principles of Artificial 
Intelligence and Ambient Intelligence in general. We expect the the following factors 
will influence the development of intelligent machines:  

 
1. Needs of the market and legal issues related to Autonomous systems; 
2. Computer network connection speed and wireless network development 

including wireless power transmission;  
3. Cloud technology development and integration of cloud-based virtual 

robotic rooms as a pre-sale for renting specific tools for case-based 
operations. Cloud robotics will be a very important factor in service and 
social robot development;  

4. Social robotic needs of society and human acceptance of robots as 
companions; 

5. Building of a general knowledge-base will be a matter of commercial 
relations based on domain-oriented pieces of knowledge for robots or 
groups of robots; 

6. Human-robot interactions will be multimodal, less language-dependent 
and introduced into everyday life. Communication with machines in every 
form will be natural and essential.  



 Theoretical Analysis of Recent Changes and Expectations in Intelligent Robotics 29 

 

We are approaching an exciting era that will be influenced by technology, financial 
profit and human society’s ability to accept negative impacts of machine-human 
coexistence. Will humanity embrace such increase in the quality of life in the name of 
harmony, prosperity and its benefits to human society? 
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Abstract. Control of robotic joints movements requires the generation of 
appropriate torque and force patterns, coordinating the kinematically and 
dynamically complex multijoints systems. Control theory coupled with inverse 
and forward internal models are commonly used to map a desired endpoint 
trajectory into suitable force patterns. In this paper, we propose the use of tacit 
learning to successfully achieve similar tasks without using any kinematic 
model of the robotic system to be controlled. Our objective is to design a new 
control strategy that can achieve levels of adaptability similar to those observed 
in living organisms and be plausible from a neural control viewpoint. If the 
neural mechanisms used for mapping goals expressed in the task-space into 
control-space related command without using internal models remain largely 
unknown, many neural systems rely on data accumulation. The presented 
controller does not use any internal model and incorporates knowledge 
expressed in the task space using only the accumulation of data. Tested on a 
simulated two-link robot system, the controller showed flexibility by 
developing and updating its parameters through learning. This controller 
reduces the gap between reflexive motion based on simple accumulation of data 
and execution of voluntarily planned actions in a simple manner that does not 
require complex analysis of the dynamics of the system. 

1 Introduction 

Living organisms are confronted with changes of the environment. They create new 
behavioural patterns using body environment interactions when carrying out tasks 
under unknown situations. In spite of advances in machine learning and adaptive 
methods, such as artificial neural networks [1][2][3], reinforcement learning [4][5][6], 
adaptive controls [7][8] and fuzzy control [9][10], we have so far been unsuccessful 
in creating artificial systems that have such adaptability. In a previous paper [11] we 
introduced tacit learning. Tacit learning is an unsupervised learning method in which 
various behavioral structures spontaneously emerge through body-environment 
interactions subject to certain innate rules. Computations progress by accumulating 
the local activities of elements. This accumulation creates behaviors adapted to the 
environment. We investigate the possible role of such accumulation in the 
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spontaneous generation of adaptive behaviors based on reflex action. The use of 
reflex actions is particularly appealing to the control of robotics systems; contrary to 
methods of traditional control theory, it does not rely on the analytical resolution of 
systems characterized by highly non-linear dynamics. 

Previously, we used the torque as the input to be reduced, the proposed controller 
being used for the emergence of bipedal walking behaviors of a 36DOF humanoid 
robot [12]. Tacit learning allowed to reduce the complexity of designing a walking 
behavior by allowing most of the joints to have unspecified target angles. The gait 
that emerged from the learning process was highly adapted to the environment in 
terms of efficiency, rhythm and robustness. Our robot succeeded in learning bipedal 
walking in a completely model-free fashion. Balance emerged within approximately 
10 minutes of tacit learning in real environments. More recently, a novel optimal 
control paradigm in motor learning based on tacit learning was proposed and showed 
that simple tacit learning can realize simultaneously environmental adaptation and 
optimal control [13]. In a vertical reaching task, this method systematically produced 
motor synergies which would induce an efficient solution in a redundant task space. 

In this paper, we use tacit learning to create behaviors based on accumulation of 
task-space feedback information. Learning refers here to the dynamic tuning of the 
controller. Task-space feedback information is used in many modern robot control 
systems to improve robustness. While the sensory information is important to 
improve the endpoint accuracy in the presence of uncertainty, most sensory control 
schemes require the exact knowledge of the Jacobian matrix from joint-space to task-
space. This approach is inconvenient if the system is too complex for finding an 
analytical solution online, or if some of the kinematic parameters of the system are 
changing or unknown, for example when the robot manipulates a tool with unknown 
length. Several approaches approximating Jacobian controllers for set-point control of 
robots with uncertainties in both kinematics and dynamics have been proposed 
[14][15][16]. 

Based on the principle of tacit learning, we propose a simple controller that avoids 
the usage of the Jacobian altogether in a process that does not involve any model of 
the system being controlled. Our objective is to design a new control strategy that can 
achieve levels of adaptability similar to those observed in living organisms, be 
plausible from a neural control view point, and does not require complex analysis of 
the dynamics of the system. 

2 Tacit Learning Controllers 

The general expression for a tacit controller is: ܷ = ௖ܺܭ + ܳ                                                              (1) ሶܳ =  (2)                                                                      ܣ

U is the control, Xc the state variable expressed in the control space, K is the 
proportional and derivative gain matrix, and A the effect to be minimized. 
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In this paper we extend this controller by expressing ሶܳ , the tacit component of the 
controller, as: ሶܳ = ,ଵ݌)ܹ ,ଶ݌ … , (௠݌ ∘ " (3)                                                     ܧ ∘ " is the Hadamard product. E is a n × m matrix which rows vectors are all e, e 
being a vector of size m of errors expressed in the task space. The vector e has to 
construct such as e=0 for the desired state and n is the number of degrees of freedom 
of the system. W is also a n × m matrix. P is the set of parameters dynamically tuned 
by higher level algorithms and controllers such as obtaining linearization of the 
system described by equation (1).  The parameters pj correspond for example to the 
norms of the row vectors of W or to the angles between them. The advantage of this 
approach is that values of pj can be directly related to features of the task-space, for 
example the speed of the end-point of a manipulator. 

3 Two-Links Robotic System 

3.1 Task and Control 

This kind of controller can be applied to a wide range of robotic systems for which 
analytical solutions of a task expressed in the task-space is impractical. In this paper 
we provide control of a two-link robotic arm which kinematic configuration is 
unknown. We define the task as: 

ቐ ௧→ஶܪ = ሶ௧→ஶܪ0 = ு|→ఋ|ܪ0 = ܸߩ                                                                 (4) 

H is the vector defined by the end-point and the target. t is the time. ߜ is a small 
number and ߩ is a real number. As shown in Fig.1, this corresponds to reaching the 
target at the angle specified by the vector V. Extended to the 6D space, this definition 
is simple but sufficient to specify a grasping task: it requires the robot to reach the 
target with the end-effect at a certain position and orientation, while leaving 
unspecified the trajectory taken by the end-effector and the configuration of the rest of 
the robotic system. By specifying a succession of tasks, this approach is also suitable 
to define the complete trajectory. For reasons explained later on, we refer to the line 
defined by the target and the vector V as the stability line. 

We apply the equations 1-3 to this robotic system. We define e as: ݁ = ൣܸ ∙ ,ܪ గ/ଶܸݐ݋ݎ ∙  ൧                                                     (5)ܪ

H is the vector defined by the end-point and the target, ‘·’ is the dot product and ݐ݋ݎగ/ଶ the rotation matrix of the angle 2/ߨ. W is a 2×2 matrix and we will refer to its 
row vectors as w1 and w2. We define ݌ = ሾ߶, ,ߙ ܽሿ: ߶ is the angle between V and w1  
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end-effector moving. ߶, α, and a can be dynamically tuned so that this movement will 
follow the stability line toward the target. 

We consider that the desired end-point velocity is ܪሶௗ௘௦௜௥௘ௗ = ܪ +  G being the ,ܩ
vector between the end-point and the stability line. a is modelled as a virtual dynamic 
parameter controlled such as reaching ܪሶ ≈ ሶௗ௘௦௜௥௘ௗ: ሷܽܪ = −݇௣ܽ − ݇ௗ ሶܽ + ݇௧ න  (9)                                              ݐ݀ߝ

kp, kd, and kt are proportional, derivative, and tacit gains. ε is the signed angle 
between ܪሶ  and ܪሶௗ௘௦௜௥௘ௗ . 
α is tuned such as decreasing the speed of the endpoint when ܪሶ  is not converging 

toward ܪሶௗ௘௦௜௥௘ௗ ߙ : = ଴ߙ + 1߬଴ × න ௧ݐ݀(ሶߝߝ)݊݃݅ݏ
௧ିఛబ                                       (10) 

α0 and ߬଴ are parameters of the system and sign is the function defined as: ൜(ݔ)݊݃݅ݏ = ≥ ݔ ݂݅    0 (ݔ)݊݃݅ݏ0 = ݔ ݂݅    1 > 0                                             (11) 

Finally ߶, tuned as the endpoint, is always positioned between the two lines 
defined by the target, w1 and w2 by setting it to the angle between V and H. 

3.2 Simulation Results 

The controller was tested in a simulation created using Open Dynamic Engine [17] 
using the configuration: ݈1 = 0.5ሾ݉ሿ ݈2 = 0.4ሾ݉ሿ                                           (12) ݉1 = 0.5ሾ݇݃ሿ ݉2 = 0.4ሾ݇݃ሿ                                      (13) 

None of these configuration parameters are known to the controller. The gains of 
the controller were set to: kp=10 kd=0.6 and kt=1.0 for the controller presented in 
equation 1, and kp=10 kd=2.0 and kt=20 for the controller presented in equation 8. 
We set α0 =π/12 and τ0=1[s]. 

The arms moved in the 2D sagittal plane subjected to gravity and were required to 
reach a target at [0.5,0.0] in the Cartesian reference coordinate centered on the base of 
the arm. The reaching vector V was the vector defined by the target and the initial 
positions of the end-point. The starting position of the robot is θ1=0 and θ2=0, 
corresponding to straight joints pointing downward (see Figure 2). Using the 
proposed controller, the endpoint reaches the target following the stability line. Figure 
2 shows in blue circles the trajectory of the end-point. The configuration of the 
robotic system is also shown for the starting position θ1=0 and θ2=0), the final 
position when the end-point reaches the target and for an intermediate time (in lighter 
grey). Figure 3 shows the evolution in time of some of the parameters of the system  
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with time. The distance between the end-point and the target decreases while the 
distance between the end-point and the stability remains very close to zero. The 
parameter a is dynamically tuned such as finding values of θ1 and θ2 corresponding 
to the desired line trajectory of the end-point. The controller manages to compensate 
for the nonlinearities of the system, despite not using any kinematic parameter. 

4 Discussion and Future Work 

Our goal is to provide control solutions to robotic tasks for which 1) analytical 
solutions have high complexity, for example grasping an object while walking, or 2) 
the environment cannot be modelled, which is an issue for the development of 
rehabilitation of the robotic system that adapts to each patient. To reach this goal, we 
are now working towards several directions: 

4.1 Stability 

The stability of the proposed controller depends highly on the initial configuration of 
the system as well as on the gain values chosen. Stability analysis is required to 
design a systematic method for selecting the value of these gain values in a fashion 
that guarantees stability. First results in regards of the stability analysis of tacit 
controllers have already been published [18] and further characterization is on-going. 
Extension to higher dimensionality 

We are currently working on extending the methodology presented in this paper to 
the six dimensional space. While in 2D the task is represented by a line expressed in 
the task space, in a higher dimension the task will be represented by a combination of 
lines and planes and virtual dynamic variables also being tuned by the tacit learning 
controller to control the transformation of these geometric entities. 

4.2 Motor Control 

The neural mechanisms used for mapping goals expressed in the task-space into 
control-space related commands without using internal models remain largely 
unknown. But many neural systems rely on data accumulation: the presented 
controller incorporates knowledge expressed in the task-space using only the 
accumulation of data and is plausible from a neural control viewpoint. 

5 Conclusion 

In this work, the system achieved to control the trajectory of the end-point such as 
following a line trajectory. The controller manages to compensate for the 
nonlinearities of the system, despite not using any kinematic parameter. The presented 
controller does not use any internal model and incorporates knowledge expressed in 
the task-space using only the accumulation of data. By providing control solutions 
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that are not based on the Jacobian matrix for solving the relationships between task 
and control space, we target to reach levels of adaptability similar to the one observed 
in living organisms. Such an adaptability level will provide advantages in the control 
of complex over an actuated robotic system or robotic system for which the 
environment cannot be modelled. 
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Abstract .Autonomous robotic systems should decide autonomously without or 
with sparse human interference how to react to alterations in environment. 
Based on Thayer's emotion model and Fuzzy Grey Cognitive Maps, this work 
presents a proposal for simulating synthetic emotions. Thayer's proposal is 
based on mood analysis as a bio psychological concept. Recently, Fuzzy Grey 
Cognitive Maps have been proposed as a FCM extension. FGCM is mixing 
conventional Fuzzy Cognitive Maps and Grey Systems Theory that has become 
a worthy theory for solving problems with high uncertainty under discrete small 
and incomplete data sets. This proposal provides an innovative way for 
simulating synthetic emotions and designing an affective robotics system. This 
work includes an experiment with an artificial scenario for testing this proposal. 

1 Introduction 

Autonomous systems should decide without or with scarce human interference how to 
react to changes in their contexts and environments [2]. Due to the fact that self-
adaptive systems are complex autonomous systems, it is hard to ensure that they 
behave as desired and avoid wrong behaviour [5]. 

For autonomous systems to make highly specialized tasks, it is sometimes needed to 
embed affective behavior that has not been associated traditionally with intelligence [6]. 
Emotions play an important role in human reasoning and its decision making.  

This paper proposes Fuzzy Grey Cognitive Maps (FGCMs) as a worthy tool for 
forecasting artificial emotions in autonomous systems immersed in complex 
environments with high uncertainty. The Thayer’s emotion model is used to map 
FGCM outputs within an emotional space. That model defines the emotion categories 
in a 2-dimensional Cartesian coordinate according to their valence and arousal.  

The rest of the paper is structured as follows: Section 2 presents the emotional 
theoretical background. The next section introduces Fuzzy Grey Cognitive Maps. In 
Section 4 an illustrative application is given and conclusions are finally shown. 

2 Theoretical Background 

Emotions have an important impact on human decisions, actions, beliefs, motivations, 
and desires [4]. In this sense, if we want the robots to have real intelligence, to adapt 
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to the environment which humans are living in, and to communicate with human 
beings naturally, then robots need to detect, understand, and express emotions in a 
certain degree.  

Affective computing assigns robots and systems in general a human-like potential 
of detection, understanding and generation of emotions. It is a new but promising 
research area dealing with the issues regarding emotions and systems. Nowadays, 
emotions research has become a multi-disciplinary and growing field [1]. Indeed, it 
could be used to make robots act according to the human emotions.  

This proposal is inspired by Thayer’s emotion model for defining the affective 
space. Next, a brief overview is shown. 

2.1 Two-Dimensional Emotion Representation in Thayer’s Model 

Thayer’s model [12] is based on mood analysis as a biopsychological concept. 
Moreover, this proposal models mood as an affective state closely related to 
biochemical and psycho-physiological elements. 

Various emotions are divided into four quadrants of a two-dimensional Cartesian 
coordinate system, valence (x), arousal (y), as shown in Fig. 1. The central 
intersection indicates the lack of emotion. 

Each model’s quadrant includes three basic emotions. The first quadrant with 
positive valence and arousal is composed of the emotions: pleased, happy and excited. 
The second one with negative valence and positive arousal comprises annoying, angry 
and nervous. The third one with negative valence and arousal consists of sad, bored  
 

 

Fig. 1. Thayer’s emotion graphical model [12] 
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and sleepy. Finally, the last one with positive valence and negative arousal covers 
calm, peaceful and relaxed. As a result, the Thayer’s emotional space is composed of 
twelve emotions. 

Regarding the intensity, the points closer to the intersection mean less intense 
emotions and points far away from the center model more intense emotions. 

3 Fuzzy Grey Cognitive Maps 

3.1 Fundamentals 

Grey Systems Theory (GST) is an interesting set of problem solving tools within 
environments with high uncertainty, under discrete small and incomplete data sets [3]. 
GST has been designed to work with small data samples and poor information with 
successful applications in military science, business, agriculture, energy, 
transportation, meteorology, medicine, industry, geology and so on. 

Fuzzy Grey Cognitive Map is based on FCMs and GST, and it has become a very 
worthy theory for solving problems within domains with high uncertainty [7]. 
FGCMs provide an intuitive yet precise way of modelling concepts and reasoning 
about them. By transforming decision models into causal graphs, decision-makers 
without technical background can understand all of the components in a given 
situation. Moreover, with a FGCM, it is possible to identify the most critical factor 
that impacts the expected target concept. 

The FGCM nodes are modelling variables, representing concepts. The 
relationships between nodes are represented by directed edges. An edge linking two 
FGCM nodes is modelling the grey causal influence of the causal variable on the 
effect variable. The FGCM model is represented by an adjacency matrix (⨂A). 

ܣ⨂   = ௡ݔ⋮ଵݔ
ଵݔ … ଵଵݓ⨂௡൭ݔ ⋯ ⋮ଵ௡ݓ⨂ ⋱ ௡ଵݓ⨂⋮ ⋯  ௡௡൱  (1)ݓ⨂

FGCMs are dynamical systems involving feedback where the effect of change in a 
variable (node) may affect other variables (nodes) which, in turn, can affect the 
variable initiating the change. An FGCM models unstructured knowledge through 
causalities through grey concepts and grey relationships between them based on FCM 
[7][11]. 

Since FGCMs are hybrid methods mixing neural networks and grey systems, each 
cause is measured by its grey weight as ⨂ݓ௜௝ = ,௜௝ݓൣ ,௜௝ݓ௜௝൧|൛ݓ ௜௝ൟݓ ∈ ሼሾ−1, +1ሿ, ሾ0, +1ሿሽ                           (2) 

where i is the pre-synaptic (cause) node and j is the post-synaptic (effect) one. 
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FGCM dynamics begin with an initial grey vector state ⨂C(0) which models a 
proposed initial imprecise stimuli. The initial grey vector state with n nodes is 
denoted as ⨂C(0) = ൫ܥଵ(0), ,ଶ(0)ܥ … , ௡(0)൯ܥ = ൫ൣܿଵ(0), ܿଵ(0)൧, ൣܿଶ(0), ܿଶ(0)൧, … , ൣܿ௡(0), ܿ௡(0)൧൯   (3) 

The updated nodes’ states are computed in an iterative inference process with an 
activation function (usually sigmoid or hyperbolic tangent function) [7][9][10], which 
maps monotonically the grey node value into a normalized range [0, + 1] or [− 1, + 1], 
depending on the selected function. Note that grey arithmetic is detailed as [7]. Each 
single node would be updated as follows: ⨂ ௝ܿ(ݐ + 1) = ݂ ൬෍ ௜௝ݓ⨂ ∙ ⨂ܿ௜(ݐ)௡௜ୀଵ ൰ = ൣܿ୨(t + 1), ܿ୨(t + 1)൧           (4) 

The unipolar sigmoid function is the most used one in FGCM when the nodes' value 
maps in the range of [0, 1]. If f(·) is a sigmoid, then the i component of the grey vector 
state at t+1 iteration (⨂۱(ݐ + 1)) after the inference would be ⨂ܿ௜(ݐ + 1)  ∈ ൤൫1 + ݁ିఒ∙௖೔∗(௧)൯ିଵ, ቀ1 + ݁ିఒ∙௖೔∗(௧)ቁିଵ൨                     (5) 

On the other hand, when the concepts’ states map in the range [-1, +1], the function 
used would be the hyperbolic tangent. 

The nodes’ states evolve along the FGCM dynamics. The FGCM inference process 
stops when the stability is reached. The steady grey vector state represents the  
final impact of the initial grey vector state on the final state of each FGCM grey  
node. 

After its inference process, the FGCM reaches one steady state following a number 
of iterations. It settles down to a fixed pattern of node states, the so-called grey hidden 
pattern or grey fixed-point attractor. 

Moreover, the state could keep cycling between several fixed states, known as a 
limit grey cycle. Using a continuous activation function, a third state would be a grey 
chaotic attractor. It happens when instead of stabilizing, the FGCM continues to 
produce different grey vector states for each iteration. 

FGCM includes greyness as an uncertainty measurement. Higher values of 
greyness mean that the results have a higher uncertainty degree. It is computed as 
follows: 

߶(⨂ܿ௜) = |ℓ(⨂ܿ௜)|ℓ(⨂߰)                                                        (6) 
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where |ℓ(⨂ܿ௜)| = หܿ௜ − ܿ௜ห is the absolute value of the length of grey node ⨂ܿ௜  state 
value and ℓ(⨂߰) is the absolute value of the range in the information space, denoted 
by ⨂߰.  It is computed as follows: 

ℓ(⨂߰) = ൜ 1 ݂݅ ሼ⨂ܿ௜, ௜ሽݓ⨂ ⊆ ሾ0,1ሿ 2 ݂݅ ሼ⨂ܿ௜, ௜ሽݓ⨂ ⊆ ሾ−1, +1ሿ                                     (7) 

3.2 FGCM Advantages over FCM 

FGCMs have several advantages over conventional FCM [7][9][10]. FGCMs are able 
to compute the desired steady states by handling uncertainty and hesitancy present 
within raw data (due to noise) for causal relations among concepts as well as within 
the initial concepts states. 

The main difference between FGCMs and FCMs is within weights design. FCM 
applies weights with discrete numerical values associated to edges. FGCMs uses 
weights with grey intensity including grey uncertainty and fuzziness to better describe 
the impact between the nodes. 

Note that, even if the FCM dynamics would get the same steady vector state than 
FGCM after the whitenization process, the FGCM proposal handles the inner 
fuzziness and grey uncertainty of human emotions. 

FGCMs are a generalization and can be applied to approximate human decision 
making more closely. It handles the uncertainty inherent in the complex systems by 
assessing greyness in the nodes and edges. The reasoning process’s output would 
incorporate a degree of greyness expressed in grey values. 

In addition, FGCMs are able to model more kinds of relationships than FCM. For 
instance, it is possible to run models with relations where the intensity is not known at 
all wi ϵ [-1,+1] or just partially known. 

4 Illustrative Example 

With the intention of illustrating the proposal, this paper proposes an artificial 
experiment. The goal is the simulation of an autonomous systems emotions generated 
by environmental conditions. Note that the goal of the model is not to design a real-
world emotional Ambient Intelligence system but to test the FGCM approach for 
artificial emotions forecasting for people in a queue in a hypothetic Ambient 
Intelligence. 

The FGCM model in Fig. 3 represents an example of a FGCM-based emotional  
Ambient Intelligence system. Eq. 8 shows the adjacency matrix. 
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Fig. 2. FGCM-based model 

ܣ⨂ =
ۈۉ
ۈۈۈ
ۇۈۈ

ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 1, .4ሿ ሾ. 7, .8ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ.3, .5ሿ ሾ−.3, −.2ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ.4, .7ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ.1, .2ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ.6, .7ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ.1, .3ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ.4, .6ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 3, .7ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿሾ. 0, .0ሿ ሾ. 0, .0ሿ ሾ. 0, .0ሿۋی
ۋۋۋ
ۊۋۋ

 

 

Table 1. FGCM nodes and description  

 Node 
(xi) 

 Label  Description 

x1 Arousal State of being awake or reactive to stimuli 

x2 Valence The intrinsic attractiveness (positive valence) or averseness 
(negative valence) of an emotion 

x3 Reward/Punishment Reward is related to a positive queue where individuals are 
going to get something positive (e.g.: a lottery award). 
Punishment is when they are in the queue for something 
negative (e.g.: paying taxes) 

x4 Stress A person’s response to a stressor, such as noise or 
uncomfortable temperature 

x5 Waiting expectations Waiting time considered the most likely to happen 
according to people before each one and time in service for 
each one 

x6 Noise Environmental noise 

x7 Uncomfortable temperature Temperature higher or lower than comfortable 

x8 Scarce service time Waiting time for each person 

x9 Few queue length People in the queue 
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In the test scenario, we have an initial vector C(0) representing the initial state 
values of the events at a given time of the process and a final vector C(t) representing 
the steady state that it can be arrived at. The final vector C(t) is the last vector in the 
convergence region. 

For the synthetic case study, the initial vector state and the steady vector state are 
the following: (0)ܣ = (ሾ0,0ሿ, ሾ0,0ሿ, ሾ0.2,0.2ሿ, ሾ0,0ሿ, ሾ0,0ሿ, ሾ0.2,0.3ሿ, ሾ−0.2, −0.1ሿ,ሾ0.1,0.3ሿ, ሾ0.3,0.4ሿ) (ݐ)ܣ = (ሾ૙. ૙૝, ૙. ૛૙ሿ, ሾ૙. ૚૛, ૙. ૝૛ሿ, ሾ0.2,0.2ሿ, ሾ0.7,0.24ሿ, ሾ0.13,0.43ሿ, ሾ0.2,0.3ሿ,ሾ−0.2, −0.1ሿ, ሾ0.1,0.3ሿ, ሾ0.3,0.4 ሿ)   
According to the A(t) results, Arousal = [0.04, 0.20] and Valence = [0.12, 0.42], and 
the simulation emotion is mixing light/medium pleased and light happy. 

5 Conclusions 

Emotions have a critical impact on human’s motivations, decisions, actions, beliefs 
and desires. Emotion simulation and its application in autonomous systems and robics 
is an emerging and promising research area. For those reasons, there is a sign of an 
emotion simulation module based on FGCMs and Thayer's emotion model was 
proposed. 

 

Fig. 3. Experiment results 
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This paper shows an artificial experiment of a FGCM-based emotion simulation 
system. FGCM is an FCM extension for representing causal reasoning within 
complex systems with high uncertainty. FGCM represents knowledge, uncertainty 
and relates states, variables, events, inputs and outputs in a similar way to that of 
human beings. This paper shows that it is possible to simulate the emotions generated 
from sensors raw data with FGCMs. 

This is not an empirical research. An FGCM-based framework is based on external 
data. Constructs and output nodes are also presented. Indeed, the goal is not to model 
a real world system, but it just proposes an FGCM-based theoretical model, so that 
robotics practitioners or future research can use it to simulate or generate emotions. 
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Abstract. The design and implementation of the four-rotor aerial mobile robot 
called quadrotor is described in this paper. The beginning is focused on the me-
chanical construction of the robot body and the hardware implementation of the 
main control board. The next part describes the simplified mathematical model 
of the quadrotor. On the base of the created model, a state space controller was 
designed and implemented. As a result, every quadrotor axis is controlled inde-
pendently as in the case of the use of separated PI or PD controllers. The last 
part of the paper deals with a software solution. This can be divided into three 
parts: the first part describes the application for the onboard microcontroller, the 
second part focuses on the solution of the base station. The special part of soft-
ware which solves the localization of the quadrotor using a camera is described 
at the end of the article. 

1 Introduction 

The quadrotors are a very popular type of unmanned aerial vehicles because of their 
mechanic simplicity in comparison with other flying robots. The construction shown 
on Fig. 1 is very simple. It is formed by four beams which are orthogonal to each 
other. At the end of each beam, there is a BLDC (Brushless DC) engine with a propel-
ler. Common helicopters have very similar flight characteristics as quadrotors, but 
quadrotors have different methods of flight control. 

The paper deals with the modelling and realization of quadrotor. This robot is used 
for many purposes. It can be used in civil or military applications. This type of robot 
allows for very fast takeoff and its operation is very low-cost. It can carry many de-
vices, e.g. chemical sensors for inspection of air pollution during fire.  

This work is divided into several parts. First of all, necessary electronics are de-
scribed. This section is followed by the description of the mathematical model of the 
robot. This model describes a relation between forces and torques affecting the 
quadrotor body. Following parts deal with the design of the state space controller. The 
next chapter explains software solution and implementation of the microcontroller.  
A computer vision system for automated landing is described at the end of the  
paper. 
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Fig. 1. Quadrotor prototype 

2 Hardware 

The auxiliary stabilization must be done by electronics because this robot cannot be 
controlled only by man. For this reason a necessary control unit was created. The 
control unit was developed just for this application. It can be divided into several 
parts. The main part is the microcontroller and power supply modules. Another part of 
the control unit is the wireless communication module. On Fig. 2, there is a block 
diagram of the control unit and ground station with wireless modules and a laptop 
computer. 

All electronic devices on this robot are powered by the Li-Pol accumulator. In this 
construction a 3-cell accumulator with a nominal voltage 11.1 V is used. All engines 
use this voltage, while other electronics are supplied by 3.3 V and 5 V. Voltage level 
reduction is done by switching and LDO (Low-dropout Regulator) stabilizers.  

The base of the control unit is the microcontroller LM3S8269. It is a 32-bit ARM 
with Cortex M3 architecture and operating up to 50 MHz. This device provides rela-
tively high performance in comparison with similar projects (e.g. [1]), which is useful 
for testing various control algorithms. The microcontroller is also equipped with re-
quired communication buses (SPI, UART, I2C) and internal A/D converters. 

The main sensor is an IMU (Inertial Measurement Unit) module Vectornav VN-
100. This device provides us  data about acceleration, angular speed and magnetic 
field in each axis, required for orientation determination [2]. Its advantage is the inte-
grated Kalman filter. Next, an ultrasonic sensor SRF10 is used for measuring the 
distance to the ground in low altitudes. 

 

Fig. 2. The block diagram of control unit and ground station with user interface 
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3 Quadrotor Model 

The mathematical model of the quadrotor was divided into two parts. The first part 
handles relations between the speed of rotors and forces and torques affecting the 
quadrotor rigid body. The second one handles the dynamics of the rigid body includ-
ing the transformation between frames and the effect of gravity force. This separation 
allows to design the controller with better dynamics, because the first part can be 
easily linearized in the controller.  

The forces and torques caused by propellers of rotors affecting the quadrotor rigid 
body were noted as ݑଵ to ݑସ. The meaning is following: ݑଵ - torque around x axis 
caused by different thrusts of rotors 2 and 4,ݑଶ - torque around y axis caused by dif-
ferent thrusts of rotors 1 and 3, ݑଷ - torque around z axis caused by different reaction 
torques from rotors rotating in the opposite direction, ݑସ - force in z axis caused by 
the common thrust of all rotors.  

Relation between the thrust and propeller speed of the rotor is ܶܨ = ݇ܶ ⋅ ݊2                                                               (1) 

and the relation between the reaction torque and propeller speed of the rotor is ܴܯ = ܯ݇ ⋅ ݊2.                                                             (2) ்݇ and ݇ெ are constantly determined by measurement. The first part of the model:  1ݑ = (−݊22 + 2ݑ (3)                                                    ݈ܶ݇(42݊ = (݊12 − 3ݑ (4)                                                     ݈ܶ݇(32݊ = (−݊1 + ݊2 −݊3+݊ସ)݇ெ                                        (5) 4ݑ = (−݊12 + ݊22 − ݊32 + ݊42)݇ܶ                                                     (6) 

l denotes the distance between the rotors and the center of the gravity of the 
quadrotor. The second part of the model can be further divided into three parts: Equa-
tions that describe rotational movement, equations of linear movement, equations 
describing transformation between frames and equations expressing the effect of 
gravity force.  

Rotational movement:  ሶ߱ ݔ = 1ݑ + ݕݕܫ) − ݖ߱ݕ߱(ݖݖܫ + ݔݔܫ1ݑ                                     (7) 

ሶ߱ ݕ = 2ݑ + ݖݖܫ) − ݖ߱ݔ߱(ݔݔܫ + ݕݕܫ2ݑ                                       (8) 

ሶ߱ ݖ = 3ݑ + ݔݔܫ) − ݕ߱ݖ߱(ݕݕܫ + ݖݖܫ3ݑ                                     (9) 
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௫௫ܫ   .௭௭ represent moments of inertia around given axisܫ ௬௬ andܫ ,
Translation movement:  

ሶݒ ݔ = ݖݒݕ߱݉ + ݕݒݖ߱݉ + ݉ݔܩ                                         (10) 

ሶݒ ݕ = ݖݒݔ߱݉ + ݔݒݖ߱݉ + ݉ݕܩ                                       (11) 

ሶݒ ݖ = ݕݒݔ߱݉ + ݔݒݕ߱݉ + ݖܩ − 4݉ݑ                                (12) 

ݔܩ  :௭ are gravity forces component in given axisܩ ௬ andܩ ,௫ܩ  = −݉݃ sin ݕܩ (13)                                                ߠ = ݉݃ cos ߠ sin ߶ ݖܩ (14)                                            = ݉݃ cos ߠ cos ߶                                            (15) 

 
Transformation between robot frame and inertial frame [3]:  ߶ሶ = ݔ߱ + ݕ߱ sin ߶ tan ߠ + ݖ߱ cos ߠ tan ߠ (16)               ߠሶ = ݕ߱ cos ߠ − ݖ߱ sin ߶                            (17) ሶ߰ = ݕ߱ ߠ ݏ݋ܿ߶ ݊݅ݏ + ݖ߱ ሶݔ (18)                                   ߠ ݏ݋ܿ߶ ݏ݋ܿ = ߶ sin)ݖݒ sin ߰ + cos ߶ cos ߰ sin ߠ) ߶ ௬(cosݒ−  − sin ߰ − cos ߰ sin ߶ sin ߠ) + ௫ݒ cos ߠ cos ߰                       (19) ݕሶ = ߶ cos)ݕݒ cos ߰ + sin ߶ sin ߠ sin ߰) ߰ ௭(cosݒ−  − sin ߶ − cos ߶ sin ߠ sin ߰) + ௫ݒ cos ߠ cos ߰                       (20) ݖሶ = ݖݒ cos ߶ cos ߠ − ݔݒ sin ߠ + ݕݒ cos ߠ sin ߶               (21) 

4 Controller Design 

To stabilize the quadrotor, the controller based on the state space representation of the 
quadrotor was designed.  

As it was shown in Sect. 3, the model of the quadrotor was divided into 2 parts. 
The first part handles the non-linear relation between the rotation speed of the propel-
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lers and introduced variables ݑଵ - ݑସwith the meaning of forces and torques affecting 
the rigid body. Because in this part of model there are no dynamics, this relation can 
be expressed by purely static Equations (3). In the controller there is an inserted block 
with inverse function (8).  

݊1 = ඨ2݇2ݑܯ − 3ݑ݈ܶ݇ + ݈ܶ݇ܯ44݇ݑ݈ܯ݇                                             (22) 

݊2 = ඨ−2݇1ݑܯ + 3ݑ݈ܶ݇ + ݈ܶ݇ܯ44݇ݑ݈ܯ݇                                           (23) 

݊3 = ඨ−2݇2ݑܯ − 3ݑ݈ܶ݇ + ݈ܶ݇ܯ44݇ݑ݈ܯ݇                                             (24) 

݊4 = ඨ2݇1ݑܯ + 3ݑ݈ܶ݇ + ݈ܶ݇ܯ4݇ 4ݑ݈ܯ݇                                                  (25) 

This block together with the first part of the model will act as the linear section 
with the unitary transfer function (while operating in the working range of rotor driv-
ers). This allows direct use of variables ݑଵ - ݑସ as inputs to the system and treats those 
parts of system as linear.  

The schema of the system with the controller is on Fig. 3. The classical state con-
troller is modified with a few improvements. The first one has added bias (ݑସି଴) to 
input ݑସ that has the meaning of thrust needed to keep the quadrotor in hover flight. 
The next one is adding new state ܫ௓ which is integral of error in altitude z. The pur-
pose of this is to achieve a zero steady-state error while hovering, because it is almost 
impossible to set up the thrust that exactly compensates gravity force. 

The design of the state space controller was based on the linearized model of the 
rigid part of the quadrotor. Equations (6) and (7) were linearized around the working 
point which is hovering. Following equation applies for the equilibrium point  ߶ = ߠ = ߱௫ = ߱௬ = 0.                                              (26) 

To reach this state, the thrust of rotors must compensate the gravity force in hover 
flight acting in z axis. Thus  0−4ݑ = ݉݃.                                                       (27) 
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Fig. 3. Designed controller 

Matrix A derived from linearized Equations (4), (5), (6) and (7): ߱௫ ߱௬ ߱௭ ௫ݒ ௬ݒ ௭ݒ ߶ ߠ ߰ ݔ ݕ ௫߱ݖ 0 0 0 0 0 0 0 0 0 0 0 0߱௬ 0 0 0 0 0 0 0 0 0 0 0 0߱௭ 0 0 0 0 0 0 0 0 0 0 0 ௫ݒ0 0 0 0 0 0 0 0 −9.81 0 0 0 ௬ݒ0 0 0 0 0 0 0 9.81 0 0 0 0 ௭ݒ0 0 0 0 0 0 0 0 0 0 0 0 0߶ 1 0 0 0 0 0 0 0 0 0 0 ߠ0 0 1 0 0 0 0 0 0 0 0 0 0߰ 0 0 1 0 0 0 0 0 0 0 0 ݔ0 0 0 0 1 0 0 0 0 0 0 0 ݕ0 0 0 0 0 1 0 0 0 0 0 0 ݖ0 0 0 0 0 0 1 0 0 0 0 0 0

 

 
Matrix B: ݑଵ ଶݑ ଷݑ ସ߱௫ݑ 6.67 0 0 0߱௬ 0 6.67 0 0߱௭ 0 0 4.55 ௫ݒ0 0 0 0 ௬ݒ0 0 0 0 ௭ݒ0 0 0 0 −1.23߶ 0 0 0 ߠ0 0 0 0 0߰ 0 0 0 ݔ0 0 0 0 ݕ0 0 0 0 ݖ0 0 0 0 0

 



 The Design and Implementation of Quadrotor UAV 53 

 

Matrix C is identity matrix and matrix D is zero. Matrix K that determines control 
law was obtained experimentally by pole placement method. 

 
Matrix K: 1.05 0 0 0 0.29 0 2.66 0 0 0 0.12 0 00 1.05 0 −0.29 0 0 0 2.66 0 −0.12 0 0 00 0 0.66 0 0 0 0 0 0.44 0 0 0 00 0 0 0 0 −4.08 0 0 0 0 0 −6.32 −3.06 

As seen above, the linearized state space description of the system regarded the 
quadrotor as an independent system in every axis and the controller handles it in this 
manner. In fact, when looking at altitude control, the state space controller can be 
understood as a set of separated PI or PD controllers. The results prove that this ap-
proach using the space controller and PID controllers gives very comparable results in 
this mode of flight. 

5 Software Solution 

The software solution of the quadrotor can be divided into several parts (see Fig. 4). 
Stabilizing algorithms are computed onboard to preserve real-time control and due to 
operation with no radio signal. Base station, which standardly consists of a PC or 
laptop, is equipped with the Cassandra system. The system allows the remote control 
of the group of mobile robots and visualizes various information. Quadrotor can also 
communicate with another base station, for example for the need of image data pro-
cessing and other laboratory experiments. 

 

Fig. 4. Block diagram describing software solution 

5.1 ARM Application 

The main computing unit of the quadrotor is using the LM3S8962microcontroller 
which is based on the ARM Cortex-M3 architecture. The control program was written 
by the development environment Code Composer Studio v4 using C programming 
language. The microcontroller application does not use any operating system, but all 
tasks are handled in interrupt routines. To achieve a real-time behaviour, a system 
timer with the period of 1 ms was used, which is the shortest possible period to handle 
any application task.  

The main quadrotor stabilization (angular rotations) is computed with a period of 5 
ms due to the maximum output frequency of the inertial measurement unit VN-100, 
which is 200 Hz. With the same frequency, actuators speeds are updated. The sample 
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period of altitude stabilization depends on the used sensor, for example it is period of 
25 ms for ultrasonic sensor.  

Data from the base station are asynchronously handled by UART interrupt routine 
and then they are stored in a software ring buffer. For the reason of data synchroniza-
tion and verification, data is transmitted in defined messages. The physical layer of 
communication is formed by asynchronous serial interface UART and Zig-Bee mod-
ules.  

The application also checks special states, for example radio signal lost detection 
or battery low voltage detection and it is able to perform pre-programmed actions. 

5.2 Base Station 

The base station typically consists of a PC or laptop with a Microsoft Windows TM 
operating system. The computer must be equipped with a controller (gamepad or joy-
stick), an appropriate communication interface and the Cassandra system [4]. 

Cassandra is a real-time robot control system for reconnaissance of previously un-
known environments through a group of heterogeneous robots. It represents a rela-
tively universal user interface program capable to control various robots in the similar 
way. 

The user interface was designed to allow the operator to concentrate on the mission 
and to show the relevant information. The operator must not be flooded by the not-so-
important data. The user interface, shown on Fig. 5, typically consists of the main 
camera image with a series of transparent overlay displays with important data. 

 

Fig. 5. The screen of the user interface of the Cassandra operator system 

5.3 Computer Vision System 

This project also deals with an automated landing system. The aim is a solution that 
allows landing on a target. This target can be placed, e.g., on another robot on the 
ground. The main objective is the recognition and localization of landing mark on the 
image from the camera. Found coordinates of the mark are used to subsequently com-
pute position stabilization.  

In this case a camera is mounted on the flying robot. The better solution is an ap-
plication with a mechanical stabilization system based on servos. The computer vision 
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system is realized on the board. In the laboratory it is possible to use a more simple 
configuration. The camera is on the ground, the recognition mark is on the quadrotor 
and the computer vision system is realized on classic PC. 

The landing mark must enable the system to find out a position, orientation and al-
titude.  

The selected mark is comprised of a big square with three sub-squares [5]. The po-
sition is calculated by the centre of the big square. Orientation is detectable by sub-
squares and the altitude is calculated by the size of the mark in the image. 

Image processing includes several operations with the image. It is considered land-
ing only during day. Pre-processing includes an elimination of a disturbance by a 
convolution mask. The next operation is thresholding. In this case the daylight causes 
the brightness value of white parts on the mark to reach up to 255. The global thresh-
old value is sufficed. After this, the edges pixels with high gradient are founded (Fig-
ure 6). An approximation of the edges causes linking of many lines with the same 
direction to one solid line. The desired square is described by four orthogonal lines. 
Lines that are orthogonal to each other are found and corners are stored as a potential 
area of the landing mark. The landing mark contains three small sub-squares. The 
method of search is the same as in the previous case, only the area of the application 
is inside the big square. Around the sub-squares are circumscribed circles. The centres 
of these circles are also the centres of the squares. The orientation point is the corner 
close to these squares.  

All necessary data are known and the desired information is calculated. The alti-
tude, x, y positions and the orientation are known. 

 

Fig. 6. Edges after image processing and sub-squares 

6 Conclusion 

This article described current results of the development of the quadrotor type aerial 
robot at the Department of Control and Instrumentation of BUT. The aim is to devel-
op a complete robot platform which will be independent from third party products and 
solutions.  

The applied aluminium construction is suitable for testing thanks to its strength and 
variability, but it will be replaced by a carbon construction in the final version be-
cause of its low weight. The created control board, equipped with the ARM Cortex-
M3 microcontroller, provides sufficient computing performance for various stabiliz-
ing algorithm testing and hardware resources to work with miscellaneous peripherals.  

The robot can be remotely controlled from the base station and integration to the 
robotic system Cassandra will allow it to participate in various robotic missions in the 
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group of mobile robots in the future. The camera position system which is currently 
tested in the laboratory should facilitate autonomous landings.  

The paper also briefly described the simplified mathematical model of the 
quadrotor which was divided into two parts. This allowed the linearization of the first 
part of the model and on its base the state space controller was designed. The com-
plete form of the matrixes A, B, C and D which describe quadrotor behaviour and the 
form of matrix K which determines control law are shown in the paper. The resulting 
altitude stabilization behaves very similarly as a set of separated PI or PD controllers.  
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Abstract. Detecting human emotions is an important reserach task in intelligent 
systems. This paper in the following sections outlines the issue of sentiment 
analysis with emphasis on recent research direction in emotion detection in text. 
Firstly, we describe emotions from a psychological point of view. We depict 
accepted and most used emotional models (categorical, dimensional and 
appraisal-based). Next, we describe what sentiment analysis is and its 
interconnection with emotions. We take a closer look at methods used in 
sentiment analysis taking into consideration emotion detection. Each method will 
be covered by a few studies. At the end, we propose utilization of emotion 
detection in the text in human-machine interaction. 

1 Introduction 

Detecting emotions is an interesting and nowadays popular research topic. It connects 
together the field of humanities with computer science. Affective computing is an 
interdisciplinary field spanning over computer science, psychology and cognitive 
science. Psychologists and cognitive scientists supply us with theories behind 
emotion, such as: What is emotion? What role does it play in thinking? What is the 
reason behind emotion? Does everybody feel the same about a certain thing? How 
does emotion affect us in everyday life? On the other hand, researchers from 
computer science, especially in the field of artificial intelligence, are trying to take 
advantage of gained knowledge. 

What is emotion? Even today the answer for this question is unclear. The problem is 
that emotion has many rather disparate and often unspecified meanings [9]. However, 
all modern theorists agree that emotions influence what people perceive, learn and 
remember and that they play an important part in personality development. We cannot 
be mistaken by saying that people are driven by emotions to do something or make 
activities to experience emotions. Such emotional behaviour is a perfect ground for 
research. Regarding this, a lot of work has been done on emotion analysis in speech and 
video ([14] (robust speech-based happiness recognition), [23] (speech emotion 
recognition based on multilinear principal component analysis), [19] (modular neural-
SVM scheme for speech emotion recognition using the ANOVA feature selection 
method), [21]). Speech and video emotion detection together with text emotion 
detecting could be an interesting cross-connection. We see a great potential in using 
such contribution in human-machine interaction. Human-machine interaction has got a 
lot of attention in recent years. It studies a human and a machine in conjunction [17]. 

The paper is organized as follows. In section 2 we describe widely used emotional 
models.  Subsequently, we describe what sentiment analysis is and its connection to 



58 M. Tarhanicova, K. Machova, and P. Sinčák 

 

emotion detection. Next, we depict three basic approaches to detecting emotion and 
describe works done in each. In section 3 we describe our approach to the emotion 
detection in the text in the field of robotics and human-computer interaction. Section 
4 concludes the paper. 

2 Sentiment Analysis and Emotion 

Sentiment analysis is one of the hot topics in the field of natural language processing. 
It incorporates emotion detection as one of its research tasks besides subjectivity 
detection, classification of polarity and intensity classification. To detect emotion, 
researchers use a generally known algorithm created for sentiment analysis. To be 
able to tell which emotion is in a text, we need to know emotion models according to 
which we can estimate emotion. 

2.1 Emotion Models 

Let’s look at emotions from a psychological point of view. According to [7], three 
major directions to affect computing could be distinguished: categorical/discrete, 
dimensional and an appraisals-based approach. Despite the existence of various other 
models, the categorical and dimensional approaches are the most commonly used 
models for automatic analysis and prediction of affect in continuous input [8]. 

Categorical Approach 
The categorical approach claims that there is a small number of basic emotions which 
are hard-wired in our brains and recognized across the world. Each affective state is 
classified into a single category Table 1. However, a couple of researchers proved that 
people show non-basic, subtle and rather complex affective states such as thinking, 
embarrassment or depression which could be impossible to handle [8]. Assigning text 
to a specific category can be done manually or by using learning-based techniques. 

Table 1. Emotion classes according to psychologists 

 Ekman 

(1973) 

Izard 

(1977) 

Plutchik 

(1980) 

Tomkins 

(1984) 

Epstein 

(1984) 

Shaver et 

al. (1987)

Frijda et al. 

(1995) 

Oatley and 

Johnson - 

Laird (1987) 

negative fear fear fear fear fear fear fear fear 

 anger anger anger anger anger anger anger anger 

 sadness distress sadness distress sadness sadness sadness sadness 

 disgust disgust disgust disgust - - - disgust 

 - contempt - contempt - - - - 

 - shame - shame - - - - 

 - guilt - - - - - - 

positive or 

negative 

surprise surprise surprise surprise - surprise - - 

positive joy joy joy joy joy joy happiness/joy happiness 

 - - acceptance - love love love - 

 - interest - interest - - - - 

 - - anticipation - - - - - 
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Dimensional Approach 
The dimensional approach is based on Wundt's proposal that feelings (which he 
distinguished from emotions) can be described by the dimensions of pleasantness–
unpleasantness, excitement–inhibition and tension–relaxation, and on Osgood’s work 
on the dimensions of affective meaning (arousal, valence, and potency). Most recent 
models have concentrated on only two dimensions - valence and arousal. Valence 
(pleasure-displeasure) depicts how positive or negative an emotion is. Arousal 
(activation-deactivation) depicts how excited or apathetic an emotion is [3]. 

Appraisals-Based Approach 
Appraisals-based approach view emotion as a dynamic episode in the life of an 
organism that involves a process of continuous change in all of its subsystems (e.g., 
cognition, motivation, physiological reactions, motor expressions and feeling—the 
components of emotion) to adapt flexibly to events of high relevance and potentially 
important consequences (adopting a functional approach in the Darwinian tradition) [7]. 

Sentiment Analysis 
Let’s take an example review:1  

(1) I am now trying to find words to describe this movie for an hour. (2) I couldn't. 
(3) You've seen it, or you haven't. (4) It’s monumental and outrageously good. (5) 
The cast is brilliant. (6) The jokes are lovely. (7) The story and the idea behind the 
movie are beautiful. (8) Especially when you've worked/lived with handicapped 
people. (9) The music is such a perfect choice, it is unbelievable. (10) I hope this 
movie makes plenty of people think about how good their life is and how bad it could 
have been. 

Looking closer at the review mentioned above, we get an idea about what 
sentiment analysis do. We can say sentences (4),(5),(6),(7),(9) express highly positive 
opinion (explicit opinion) and emotions. Emotions are usually not expressed directly 
but indirectly, by describing situations (1),(2),(8). At the first sight, sentences (1),(2) 
seem to depict neutral opinion, but in an emotional level it could be rather disturbing. 
Sentence (8) implies emotion depending on background knowledge about 
handicapped people. 

There are four major approaches to detecting emotions in text: corpus-based 
methods, machine learning methods, knowledge-based methods and hybrid methods 
[3]. 

Corpus-Based Methods 
This approach uses emotion lexicon. Lexicon contains weighted scores from training 
documents which are then used to build an emotion prediction model. Corpus-based 
classification uses unigrams (bag-of-words). Its key features are that it employs an 
emotion lexicon with weighted scores from training documents and uses unigrams 
(i.e. bag-of-words) [3].  

In [11] authors present bootstrapping technique for identifying para phrases. They 
used LiveJournal blog, Text Affect, Fairy Tales and Annotated blog as datasets. To 

                                                           
1 We marked every sentence by number for further reference. 
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pre-process data, they used Stanford part-of-speech tagger and chunker (identifying 
noun and verb phrases in the sentences). Using k-window algorithm they identify 
candidates which contain the target seeds (seeds are from WordNet Affect lexicon). 
Human judges subsequently evaluate results. This method identifies six emotions 
(proposed by Eckman): happiness, sadness, anger, disgust, surprise and fear. 

In [1] authors used corpus of 1000 English words (English dictionary, children 
stories). Words are afterwards labelled with 34 different emotions (authors did not 
mention which one). Data was pre-processed using part-of-speech tagger. The rule-
based system was used to extract emotions from input (words, sentences). 

Detection emotion on newspaper and news web site headlines was a task (called 
Affective Text”) on SemEval 2007. In [20] authors compare their research with three 
others participants. They used several knowledge-based 2.2.3 and corpus-based 
methods (variations of Latent Semantic Analysis). They follow the classification of 
affective words in WordNet Affect. LiveJournal and annotated blogposts were used as 
dataset. They conducted inter-tagger agreement studies for each of the six emotions. 
Blogposts were used to train a Naive Bayes classifier 2.2.2. They worked with five 
emotions: anger, disgust, fear, joy, sadness, surprise and neutral. At the end of the 
comparison with SWAT [10], UA [12] and UPAR7 [5] system is done.  

In comparison with others studies, in [18] authors tried to identify happiness 
without previous human annotation. They used blogposts from LiveJournal as data 
set. Naive Bayes was used as a classifier over unigram features and evaluated the 
classification accuracy in a five-fold cross-validation experiment. This study revealed 
an interesting fact that certain hours during day and weekdays have higher happiness 
content than others.  

In [15] authors build a system that uses a semantic role labelling tool to detect 
emotions within textual information. They are validating their research on English 
based-text with the possibility to extend their emotion detecting on French and 
Chinese texts. They created a table with emotional rules using publicly available 
tools: the semantic labelling tool developed by the Cognitive Computation Group of 
the University of Illinois at Urbana-Champaign and a web mining engine (as Google). 
Rules are defined as a combination of some selected adjectives and a verb 
(combination of subjects and objects with verbs). They work with seven emotions: 
happiness, sadness, anger, fear, disgust, surprise and neutral.  

In [13] authors proposed a linguistic-driven rule-based system for emotion cause 
detection. They constructed a Chinese emotion cause corpus (from Sinica Corpus - 
corpus of Mandarin Chinese) annotated with emotions and the corresponding cause of 
events. They work with five emotions: happiness, sadness, fear, anger and surprise 
(Turners list). 

Machine Learning Methods 
This approach makes use of an annotated corpus to train an emotion classifier. Its key 
features are that it employs an annotated corpus to train the emotion classifier. It also 
uses a supervised or unsupervised method to classify emotions and relies on a 
classifier for emotion detection, i.e. makes use of a classifier [3]. 
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In [4] authors recognize emotions from Czech newspaper headlines. Several 
algorithms (SVM method with linear kernel, the SVM method with radial kernel, the 
SVM method with polynomial kernel with two and three degrees of freedom, k-
nearest neighbour algorithm, decision trees using the J48 algorithm, Bayes networks, 
linear regression and linear discriminated analysis) for learning were assessed and 
compared according to their accuracy of emotion detection and classification of news 
headlines. The best results were achieved using the SVM (Support Vector Machine) 
method with a linear kernel. Data was pre-processed to transform texts into vector 
space and evaluated using 10-fold cross-validation. They worked with six emotions: 
fear, joy, anger, disgust, sadness and surprise. 

In [6] authors detected emotion from suicide notes. Dataset consists of 900 notes 
(600 for training, 300 for testing). They used machine learning methodology for fine-
grained emotion detection using support vector machines. To differentiate between 
the 15 different emotions present in the suicide notes, they experimented with lexical 
and semantic features, viz. bags-of-words of lemmas, part-of-speech tags and trigrams 
and information from external resources that encode semantic relatedness and 
subjectivity. They measured performance with micro-averaged F-score. 

In [22] were detected emotions from suicide notes using maximum entropy 
classification, in [16] authors presented experiments in fine-grained emotion detection 
of suicide notes. 

Knowledge-Based Methods 
This approach applies linguistic rules through exploiting the knowledge of sentence 
structures in conjunction with sentiment resources (e.g. Word-Net Affect and 
SentiWordNet) for emotion classification. Its key features are that it applies linguistic 
rules and exploits sentence structures in conjunction with sentiment resources like 
Word-Net Affect and SentiwordNet. Additionally, it employs keyword spotting [3]. 

In [2] authors proposed a new approach to emotion detection. Their approach 
defines a new knowledge base called EmotiNet. They extracted descriptions of 
situations between family members from ISEAR databank for seven emotions: joy, 
fear, anger, sadness, disgust, shame and guilt. Subsequently, the examples were POS-
Tagged using Treeagger. Within each category, they then computed the similarity of 
the examples with one another using Ted Pedersen Similarity Package. This score is 
used to split the examples in each emotion class into six clusters using the Simple K-
Means implementation in Weka. The next step was to extract action chains from these 
examples and assign an emotion to them. They use Robert Plutchik’s wheel of 
emotion and Parrot’s tree-structured list of emotions. 

3 Proposal of System for Detecting Emotions 

We propose a system that can detect emotions from text. Data acquisition from social 
networks, news and blogs is crucial in order to increase our knowledge about what is 
going on in the world. We propose to employ such a system on social networks and  
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inhuman-machine interaction (Figure 1). As it is depicted on the picture, humans (users) 
communicate and get information from social networks, rss readers. We propose to 
program an application which would be able to gather data. Subsequently, the data will 
be analysed and processed on the cloud. Cloud would be offering the detecting emotion 
service which would identify following emotions: happiness, sadness, anger, disgust, 
surprise and fear. After that, users would be able to decide which news they want to 
know according to the offered emotion. The same principle would work with robots 
(nao module). Humans would communicate with robots and ask them to tell them news 
according to the emotion they want. Robots (speech to text) will eventually 
communicate with an application which acquires information from the web and 
communicate with the cloud. Finally, the application will send the robot the news 
depending on the preferences of users. The robot would tell (text to speech) the news 
and fit motion of its body (motion related to emotion) to the expressed emotion. The last 
block which we did not describe is learning algorithm. It will be learning habits of each 
user and, according to that, users would not need to manually do what they used to do. 
They will become observers on their "personal application".  

 

Fig. 1. Proposal of System for Detecting Emotions Using Humanoid Robot 
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4 Conclusion 

We made an overview about emotions in general. We described three approaches to 
emotion classes: categorical, dimensional and appraisal-based, from which the first 
and the second are mostly used, respectively. Exploration of the field of emotion 
detection has become very popular recently. Regarding the emotion detection, a lot of 
research has been done in video and speech processing and there is some progress in 
the field of text processing. We introduced four approaches regarding emotion 
detection in text: corpus-based, machine learning, knowledge approach and hybrid 
methods. We described the most relevant works done up until today. At the end we 
propose utilization of detecting emotions in useful application for human-machine 
interaction. 
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Abstract. Grammar parsing and transformation of the incoming sentence into a 
corresponding semantic model are the kernel modules in natural language 
interface engines. This paper presents an analysis of the candidate grammar 
representation forms. The proposed grammar formalism is a combination of 
regular grammar and dependency grammar extended with predicate oriented 
annotations. The paper presents an implemented natural language interface for 
controlling humanoid robots in the environment of Hungarian language and 
similar languages. 

Keywords: grammar models, human machine interface, natural language 
processing. 

1 Introduction 

The most important and flexible interface channel between humans and computers is 
the natural language. The role of the natural language interface (NLI) is steadily 
increasing in intelligent interface systems. The input source can be either speech or 
textual data that are converted into corresponding machine commands. The task of the 
NLI engine is to accept user’s command formulated in natural language sentences and 
convert these commands into low level program function calls. The first proposals [3] 
on implementation of NLI systems were published in the late 1970s. Nowadays, the 
web-based and mobile-based client applications [1] are the main markets for NLI 
engines. The NLI engine integrates different operational units to perform the text to 
command conversion. The engine contains the following main modules [2]:   

─ Text parser API unit;  
─ Morphologic analyzer unit; 
─ Semantic analyzer unit; 
─ Function mapping unit. 

One of the most important related application areas is the implementation of natural 
language interfaces for robot controlling. This application area has a significant 
history and its importance is still increasing. Regarding the pioneer works, Sato and 
Hirai [4] can be mentioned who implemented a language-aided instruction interface 
for teleoperational control. The applied language model was based on the keyword 
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identification mechanism. Later, Torrance[5] developed a natural language interface 
for an indoor office-based mobile robot in navigation area. RHINO [6] is a robotic 
guide in a museum which can move and describe particular exhibits. It can only 
recognize simple phrases without supporting true dialogues. RHINO’s ancestor was 
Polly, a vision-based robot which interaction mechanisms were more primitive. Jiro-2 
[7] is a mobile office assistant which can convey information and guide people 
through an office environment. A frame-based speech dialog system is used by Jiro-2 
and it communicates in Japanese. AESOP 3000 [8] is a surgical robot which is 
controlled by voice in heart surgery and does not provide a full dialog system. The 
implemented prototype systems mainly support only the dominating languages. The 
goal of our project was to implement an NLI module for the Hungarian language and 
to develop a flexible and efficient language processing model.  

2 Grammar Representations 

The meaning of sentences is partially encoded with syntax of a language. The rules of 
sentence generation are defined by grammar. The theoretical background of grammar 
analysis is the theory of formal grammar where a language is defined as a set of 
sentences: 

ܮ  =  ሼݏ∗ሽ, ∋ ݏ  (1)   ܣ

where A denotes an alphabet of a language. The elements of the alphabet are called 
terminal symbols. The grammar describes how to construct valid sentences from the 
alphabet. The main operators are the  

 concatenation  (ab) ; 
 Kleene star operator (a*) . 

The set of related complex structures generated by concatenation operations are 
usually encoded with non-terminal symbols. The symbol for valid sentence is denoted 
by S. The grammar consists of production rules in the form  ߙ →  ߚ

where α,β are sequences of terminal and non-terminal symbols. The complexity of 
valid sentences depends on the complexity of the grammar rules. According to the 
Chomsky classification, the following main grammar classes are defined in the 
literature: 

─ regular grammar,  
─ context-free grammar, 
─ context sensitive grammar, 
─ unrestricted grammar. 

The main shortcoming of formal grammar formalism is that it ignores the semantic 
roles of the terminal and non-terminal symbols. As in many applications, as in the 
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case of NLI engines, the management of the semantic context is a key element of the 
analysis, there are some extensions of the standard formal grammars to include the 
semantic aspects, too. The Word Grammar proposed by Hudson [9] belongs to this 
category. Word grammar represents a grammar with a knowledge graph including all 
four levels of human language, namely the semantic level, the syntax level, the 
morphology and the phonology.   

A different approach is implemented in the Dependency Grammar proposed by 
Tesniere [10]. Dependency grammar uses dependency description between the words 
of a sentence. The dependency has a head (verbs) and some dependents. The 
dependency relation corresponds to grammatical functions. The dependency 
relationship is described with a dependency tree. A similar formalism is used in the 
Link Grammar. The link grammar uses only binary relationships, i.e. complex 
relationships within a sentence are represented with relationships between two words 
of the sentence.  

Considering the standard grammar representations, another shortcoming is the 
dominance of the sequence-oriented structure. In many dominating languages, the 
ordering of the different parts of speech units has an important role in encoding the 
semantics. On the other hand, in many other languages, there is no dominating word 
order, many different orders are valid. To cope with the free-order approach, some 
extensions of the standard grammars are proposed.  

One of the approaches of this domain is the FAwtl-grammar (Finite Acceptor with 
translucent letter)[11], where the base regular automaton is extended with some new 
features. A node in the automaton is assigned to a set of translucent letters. These 
letters are skipped during the parse operation. The automaton processes the first 
symbol which is not a member of the current translucency set. The processed symbol 
is then removed from the string and the head of the automaton jumps back to the 
beginning of the sentence. Using this technique, it is possible to model some order-
free structures.    

The conversion of the input word sequence into semantic structure is called 
function mapping. The goal of this step is to transform sentence analysis into a 
function description in order to be able to execute the real action related to the 
description. Two main tasks can be defined to satisfy the function mapping: 

1. Find the proper function description to sentence analysis. 
2. Map nodes (concepts) of sentence analysis to function parameters. 

To be able to map the nodes of the sentence analysis tree into parameters, description 
should also be completed with some constituent information, as ݌ = (ܿ, ሼκሽ, ݂)                                                          (2) 

where c is the concept belonging to the parameter,  { κ } is the set of constituents 
belonging to the parameter, f is the compulsory function which assigns mandatory 
value to the parameter.  However, there is a problem which was yet not handled 
properly with the previous approaches: when more instances of the same concepts can 
be found in the analysis tree, their mapping is ambiguous. 
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Fig. 1. Operational framework of the model 

3 Efficiency of the Representation Models  

The simplest solution is to use a keyword language where sentences consist of only 
one word. In this case, a simple regular grammar can be used. The cost of the parsing 
operation depends on the applied search mode, where exact or fuzzy search can be 
used. In the case of fuzzy matching, some differences are tolerated. Using an exact 
keyword matching and a corresponding index structure, the parsing requires only O 
(log(N)) cost, where N denotes the number of keywords in the lexicon. In the case of 
fuzzy matching, a more complex index structure is used, like the vantage-point 
structures [12]. In this case, a distance function should be defined to measure the 
similarity of the words. Usually, the edit distance is selected for dissimilarity measure. 
The calculation of the edit distance belongs to the O(m2) family, where m denotes the 
average length of the words.  

 
Fig. 2. Cost function for NN search (source: [13]) 
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The cost of matching in the index tree is higher than in the case of exact matching; 
as several paths should be parsed to locate the nearest neighbor element, it can be 
estimated with O(logk(N)). A good cost analysis for the M-tree variant is given in 
[13]. 

The functionality of this approach is very limited, there is no way to submit 
additional parameters to the operation. 

The next complexity level is the application of restricted natural language 
structure, i.e. only flat structures are allowed with simple POS components. This 
means that the sentence can be modeled with a star-like dependency graph. This 
model enables the passing of the required execution parameters and it is simple 
enough to meet the efficiency requirements. If a fixed order exists in the applied 
language, this language can be modeled with a regular grammar. Using an exact 
matching, the cost of parsing is only O(nlog(N)), where n denotes the average length. 
In the proposed prototype system, a free-order language variant was tested, thus a 
star-graph model was selected as a grammar representation. In this model, the central 
node is the predicate word which has some dependent POS components. It is 
assumed that every POS component has a simple linear structure and has a unique 
semantic role. Based on this simplification assumption, the parsing cost could be 
reduced to O(n2log(N)). As n is a small number, this representation model provides 
an efficient execution of the parsing process. The parsing process returns a distance 
value for the matching of an incoming sentence and a graph model. This distance 
value describes the degree of similarity. Enabling a fuzzy search for the predicate 
part, an NN-search operation is required, where the cost value will be equal to 
O(n2logk(N)). 

4 Robot Control Application 

In the case of Hungarian language, the speech recognition and the speaker-
independent ASR are in their childhood and there is no exact, fast and accurate 
solution which could meet the requirements of real-time usage. There are some by-
pass solutions with restricted functionality. Nuance has some promising products like 
Nuance Recognizer or Dragon which increasingly support Hungarian language. In 
sample application, the Nuance Recognizer is used to convert speech into written text. 
Well-defined grammar XML files should be built which describe the word sequences 
that the robot is able to recognize. The benefit of this representation is that the 
grammar can be arbitrarily recursive so the number of combinations can be increased. 
It comes for a certain price: the process of recognition will be slower. The speech 
recognizer or the keyboard generates the input of the NLC framework which is well-
adapted with domain knowledge and function descriptions. The structure of 
application can be seen in Figure 1.  
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Fig. 3. The structure of Robot Controlling Application 

The domain knowledge is encoded in a set of available functions. The NLI engine 
supports 18 standard functionalities of the robot, which includes, among others, the 
following elements: 

─ Robot can „close its eyes” which means hiding camera window in application; 
─ Robot can lay down from any position; 
─ Robot can walk specified length in any direction. 

The applied Aldebaran’s Nao[14] humanoid robot has a software development kit 
which provides an application programming interface in several languages like C++, 
Python, C#. At the time of development, there was no Java support yet. A by-pass 
solution had to be found to communicate with Nao from the natural language 
interface framework written in Java. The solution was to develop an interface 
application in C# which connects to the robot and calls its API methods. The C# 
application gets commands via socket communication where the interface application 
acts as a socket server and the NLC framework has a socket client part.  

The socket messages have simple structure which consists of a command name and 
parameters. A sample socket message for the walk function is as follows: 

 
Walk|0.4|forward# 

 
This instructs the robot to walk 40 centimeters forward. The delimiter is ‘|’ 

between function names and parameters and the ‘#’ sign is the terminate symbol of 
the message. The interface application calls the corresponding NaoQi API function 
and Nao makes the movement.  
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Based on the performed tests, the implemented architecture provides a suitable NLI 
framework with basic functionality. Regarding the execution-cost factor, the STT 
(speech to text) module is the dominating cost component. The generation of the 
command text required usually 1-2 seconds, while the location of the corresponding 
semantic graph took only 0.2 seconds. The knowledge base of the test system contains 
the following concepts:  

stand, sit, lay, sorry, wave, nod, exclaim, make excercises, see,  close eyes, 
say hello, walk, turn, introduce, welcome, raise, lower, twist, look, 
body_part, limb, head, leg, arm, hand, elbow, direction, unit, person, side, 
forward, backward, left, right, back, up, down, here, around, meter, 
centimeter, degree, step, Ági, Peti, Szabi, Attila, left , one, right one. 

The main drawback of the limited word-set was the lower accuracy factor. The 
recognized language contains only a small subset of real-life domain, thus, for human 
commands containing untrained words, the user should reformulate the query 
command. For the query refinement step, the architecture contains a dialog module. If 
a command has missing parameters or the application does not understand a 
command, a question entry will be shown in the conversation panel.          
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Abstract. This article deals with a motion control system of a mobile robot 
with differential drive. The system for motion control was designed to allow the 
mobile robot to be driven in several ways, namely by setting speed of the 
wheels, by setting speed and angular velocity of the robot and drive from origin 
point to destination along arc of a circle. The essential part of the motion 
control is the speed regulation of the wheels and the quality of the regulation 
dependant accuracy of motion control of the mobile robot. Current position of 
the mobile robot is calculated by using odometry based on the kinematic model 
of the robot. The motion control system described in this article was applied 
and tested on a laboratory model of a mobile robot ALFRED (Autonomous 
Line Following Robot for EDucation).  

1 Introduction 

Mobile robots with differential drive are widespread due to their simple design, 
motion control and calculation of the position. In this article we will discuss the 
motion control of mobile robots with differential drive and two wheels. These robots 
are mostly used for educational purposes and for robotic competitions as line follower 
competition, micromouse competition, robot soccer, etc. The robots with this design 
are also used as household appliances (robotic vacuum cleaners).  

For educational purposes, there are several models of mobile robots with 
differential drive on the market, like Khepera I, II, III, Hemisson, E-puck, etc. The 
motion control that is described in this article is applicable to most of them.  

The motion is a fundamental activity of a mobile robot. The method of its control 
depends, for example, on construction of the robot, on environment in which it will 
move, or on task that it will perform. In our case, the robot ALFRED’s motion control 
can be logical, but, in order to improve speed and accuracy of motion along the line, 
we decided to use the motion control using regulation of the speed of wheels.  

2 Mobile Robot ALFRED 

ALFRED is a mobile robot (MR) with differential drive designed especially for the 
purpose of line following. This MR features two DC motors with built-in gearboxes, 
five infrared reflective sensors to detect line, an ultrasound distance sensor to detect 
obstacles and a Bluetooth module to communicate with computer, smartphone or 
other robot. A picture of MR ALFRED is shown in Fig. 1. 
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2.1 Mechanics 

The basis of mechanics of MR is a chassis made up of two layers of cuprextite 
between which are two motors, a board with sensors and a battery. The front part of 
MR is made of plexiglass to see LEDs placed on the sensor board. Wheels are made 
of two layers of cuprextite with holes used for speed sensing. A rubber O-ring serves 
as a tire.  

2.2 Electronics 

Electronics of ALFRED consists of two main parts, namely a control board and a 
sensor board. On the control board, there is a 8-bit microcontroller PIC 16F1827 with 
32MHz clock frequency, a voltage regulator, a motor driver, an LED, two buttons, 
two infrared gap incremental sensors and connectors for ultrasound distance sensor 
and a Bluetooth communication module.  

The sensor board features five infrared reflective sensors for line detecting and six 
LEDs. All sensors and LEDs are connected to I/O I2C expander PCA9555. A block 
diagram of MR is shown in Fig. 2.  

 

Fig. 1. Picture of mobile robot ALFRED  

 

Fig. 2. Block diagram of ALFRED’s electronics 
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3 Wheel Speed Sensing 

To regulate the circumferential speed (CS) of the wheel, we need to know its current 
speed. This is achieved by two infrared incremental gap sensors placed on control 
board which give us information about the wheel rotation. Since there is only one 
sensor per wheel, changes of rotation of the wheel need to be treated by a program. 
Speed sensing can be achieved in two ways, namely by counting impulses per time 
constant or by measuring time between two impulses. In the first case, the period of 
speed reading is constant, but the number of quantization levels is limited by the 
number of impulses per revolution (݊ =  maximal speed of the wheel ,(ݒ݁ݎ/݌28݅݉
௠௔௫ݒ) = ݀) diameter of the wheel ,(ݏ/0.82݉ = 0.0243݉) and by time constant 
( ௩ܶ௭ =  Number of quantization levels can be easily calculated using equation .(ݏ0.01
(1). ݊௞௩ = ௠௔௫ݒ × ݊ × ௩ܶ௭ߨ × ݀                                                  (1) 

In our case, the number of quantization levels from equation (1) is 3, what is 
absolutely insufficient for regulation, so we were forced to use a second method. 
Unlike the first method, the period of sampling is not constant, so the wheel must 
have a certain speed to achieve the desired sampling rate. This minimal speed (ݒ௠௜௡) 
can by calculated using equation (2). ݒ௠௜௡ = ߨ × ݀݊ × ௩ܶ௭                                                           (2) 

Regulator is an operation even under ݒ௠௜௡ , but the quality of regulation decreases 
proportionally with desired speed. Current speed of the wheel can be calculated using 
equation (3), where ݐ௩(݇) is the measured time between the two latest impulses. ݒ(݇) = ߨ × ݀݊ × (݇)௩ݐ                                                         (3) 

(݇)ݒ = ߨ × ݀ × ݅(݇)݊ × ௩ܶ௭                                                     (4) 

4 Wheel Speed Regulation 

Circumferential speed (CS) regulation of the wheels is the most fundamental and the 
most important part of the motion control of MR. The accuracy of movement depends 
on the quality of CS regulation. This type of a system can be regulated using several 
types of regulators. In our case, we used discrete PI regulator enhanced by feed 
forward regulator. The control action is applied to the system by PWM signal, where 
we control the duty cycle in the range of 0-100%.  
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The output from the system is the CS of the wheel and the method of its acquiring 
is described in Sect. 3. A block diagram of the regulator with regulated system is 
shown in Fig. 3. 

 

Fig. 3. Block diagram of circumferential speed regulator  

Control action (CA) consists of two elements - feedforward CA and feedback CA.  ݑ(݇) = (݇)௙௙ݑ +  (5)                                                (݇)ܾ݂ݑ

Feedforward CA is determined by the steady state function (ܨ௙௙(ݔ)) of the system 
described in Sect. 4.2.  

4.1 Feedback Regulator 

According to the step responses shown in Fig. 4, we can assume that the system we 
want to regulate is stable and can be approximated in any operating point by a linear 
differential system with one or two real negative poles.  

Such a system can be easily regulated using PI, PS, PID or PSD regulator. In our 
case, we decided to use a discrete PI regulator because of easy manipulation of its 
individual components. The calculation of the feedback regulator control action is 
shown in equations (6) [1].  ݑ௙௕(݇) = (݇)௜ݑ + (݇)௜ݑ ௣(݇)                                              (6)ݑ = ݇)௜ݑ − 1) + ݁(݇) × (݇)௣ݑ (7)                                          ܫ = ݁(݇) × ܲ                                                   (8) 

Parameters of the regulator were determined experimentally using a PI controller 
tuning map [3]. 

4.2 Feedforward Regulator 

Feedforward regulator helps to compensate nonlinearity in the regulated system. This 
regulator is based on the steady state function that we obtained by averaging the 
measured data from step responses in steady states. Measured step response 
characteristics are shown in Fig. 4 [4]. 
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Fig. 4. Step response characteristics of the regulated system  

After processing the data from step responses, we obtained steady state function 
shown in Fig. 5. Feedforward control action is described by equation (7)  ݑ௙௙(݇) =  ൯                                                    (9)(݇)ݓ௦௦൫ܨ

 

Fig. 5. Steady state function of the system FSS(x) 

5 Acceleration and Deceleration (A&D) of MR 

The change of reference trajectory of the wheels speed can be step or gradual. With 
Step change of the desired speed, skidding between the wheel and base may occur, 
which reduces the quality of motion control, therefore, we decided to use constant 
A&D which leads to linear speed response. Since we don’t want to break motor 
neither we want to drive it in the opposite direction, we can obtain the value of 
maximal A&D from step response shown in Fig. 6 [2].  
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Fig. 6. Step response with approximate function and its derivation 

From this step response we can see that the falling edge is much milder, so we can 
obtain the value of maximal A&D by differentiating this edge. In order to get 
smoother course, we approximated the falling edge with second order polynomial 
function within its range. The maximum value of A&D is equal to the maximum 
value of the derivative approximated polynomial function.  

In the Fig. 7 we can see a comparison of two responses to linear A&D and step 
reference trajectory. 

 

Fig. 7. Comparison of two responses of the controlled system to different reference trajectories 

6 Calculation of the Position of the MR 

For the purposes of the point to point motion control, MR must have information 
about its actual position. The mobile robot ALFRED was designed for motion on a 
flat surface, therefore we can use odometry to calculate ALFRED’s position. This 
method uses information from incremental sensors to calculate current relative 
position and angle of MR. Unlike the case of the speed regulation of wheels, we use 
information about distance travelled by the wheels over time (Δݏ௥(݇), Δݏ௟(݇)). In the 
first step we need to determine robot’s current angle ߮(݇)ሾ݀ܽݎሿ using equation ( 8), 
where ݀ = 0.063݉ is distance between wheels  [2].  
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߮(݇) = ߮(݇ − 1) + (݇)௥ݏ߂ − ݀(݇)௟ݏ߂                                           (10) 

In the second step we calculate current position (ݔோ(݇) and ݕோ(݇)) using equations 
(݇)ோݔ  .(9 ) = ݇)ோݔ − 1) + cos ( ߮(݇)) × (݇)௥ݏ߂ + ௟(݇)2ݏ߂                           (11) 

(݇)ோݕ = ݇)ோݕ − 1) + sin ( ߮(݇)) × (݇)௥ݏ߂ + ௟(݇)2ݏ߂                           (12) 

7 Point to Point Motion Control along the Arc of a Circle 

Mobile robot can get from a current point to a destination point along various 
trajectories. One of them is, for example, arc of the circle. This method of the motion 
control is easily enforceable and have many uses. The calculation of reference 
trajectories for wheel speed regulators is implemented as follows. In the first step we 
need to calculate relative coordinates (ݔᇱ஺(݇) and ݕᇱ஺(݇)) of destination point 
according to robot’s current position and angle (ݔோ(݇), ݔோ(݇) and ߮(݇)) using 
equations (10)  [4].  ݔᇱ஺(݇) = sin ( ߮(݇)) × ஺ݔ − cos ( ߮(݇)) × ஺ݕ − (݇)ᇱ஺ݕ ோ(݇)                       (13)ݔ = cos ( ߮(݇)) × ஺ݔ + sin ( ߮(݇)) × ஺ݕ −  ோ(݇)                       (14)ݕ

In the second step we need to determine the radius (ݎ(݇)) of circle along which the 
robot will move 

(݇)ݎ = ᇱ஺(݇)ଶݔ + ᇱ஺(݇)ଶ2ݕ × (݇)ᇱ஺ݔ                                                (15) 

In the next step there is angular velocity of the robot (߱(݇)) calculated according to 
its actual speed (ݒ(݇)). ߱(݇) = (݇)ݎ(݇)ݒ                                                           (16) 

In the last step the desired speed of the wheels (ݒ௥(݇), ݒ௟(݇)) are calculated from 
current speed and angular velocity of the MR using equations (13). ݒ௥(݇) = (݇)ݒ + ߱(݇) × ݈2                                                (17) 

(݇)௟ݒ = (݇)ݒ − ߱(݇) × ݈2                                                (18) 
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8 Conclusion 

In this paper we have discussed basic motion control of mobile robots with 
differential drive which we implemented to the laboratory model ALFRED. The 
advantage of the described control is that it is applicable to most mobile robots with 
similar constructions and it has relatively low computational demands on the control 
element, which, in our case, was an 8-bit microcontroller.  

We can assume from the output characteristics of regulated speed that used 
regulator is capable to regulate the given type of system, although in further work we 
want to test different types of regulators and compare the quality of their regulation.  

The improvement of the current motion control of MR might be the 
implementation of active motor braking which would ensure higher deceleration and 
could improve the quality of regulation.  

References 

1. Krokavec, D., Filasova, A.: Diskrétne systémy. Elfa, Kosice (2006) ISBN 80-8086-028-9 
2. Novak, P.: Mobilní roboty - pohony, senzory, řízení. BEN - technická literatura, 1st edn. 

Prague (2005) ISBN 80-7300-141-1 
3. Cooper D. J.: The Challenge of Interacting Tuning Parameters (2006), Available via 

DIALOG http://www.controlguru.com/wp/p72.html (cited June 15, 2013), 
Lucas, G. W.: A Path Following a Circular Arc To a Point at a Specified Range and Bearing 
(2006), Available via DIALOG  
http://rossum.sourceforge.net/papers/CalculationsForRobotics/
CirclePath.htm (cited June 15, 2013) 

4. Dolinsky, K., Jadlovska, A.: Implementácia výsledkov experimentálnej identifikácie v 
riadení výukového modelu helikoptéry. In: Electrical Engineering and Informatics: 
Proceedings of the Faculty of Electrical Engineering and Informatics of the Technical 
University of Kosice, Kosice, pp. 546–550 (2010) ISBN 978-80-553-0460-1 

5. Dolinsky, K., Jadlovska, A.: Application of Results of experimental Identification in 
Control of Laboratory Helicopter Model. Electrical and Electronic Engineering, Scientific 
Reviewed Journal Published in Czech Republic 9(4), 157–166 (2011) ISSN 1804 3119  



 

© Springer International Publishing Switzerland 2015 
P. Sinčák et al. (eds.), Emergent Trends in Robotics and Intelligent Systems, 

81

Advances in Intelligent Systems and Computing 316, DOI: 10.1007/978-3-319-10783-7_9 
 

Teach Your Robot How You Want It to Express 
Emotions 

On the Personalized Affective Human-Humanoid Interaction 

Mária Virčíkova and Peter Sinčák 

Department of Cybernetics and Artificial Intelligence, Technical University of Košice 
{Maria.Vircikova,Peter.Sincak}@tuke.sk 

Abstract.  We believe that in order for robots to interact naturally with humans, 
they should be able to express affective behavior. This paper deals with the 
development of an affective model for social robotics in which the resulting 
robotic expressions adapt according to the human subjective preferences. We 
have developed a method which can be used by non-technical individuals to 
design the affective models of humanoid robots. Our vision of the future 
research is that the proposed personalization will be treated, from user’s 
perspective, as an empathic response of the machine. We see the major 
contribution of this unique approach especially in long-term human-robot 
relationships and it could ultimately lead to robots being accepted in a wider 
domain. 

1 Introduction 

Machines become social entities and they start to engage in social interactions where 
the humans and robots interact as companions. We agree with Schaal 1, that the New 
Robotics (as he names this field) is going to be human-centered, thus it needs to 
adhere to certain social behaviors and standards that we, as humans, find acceptable. 
The domain of human-centered robotics prefers an approach which says that a person 
who is in contact with a robot should not be required to learn a new form of 
interaction and should enjoy the long-term collaboration with the machine.   

This paper proposes a system for socially engaging robots and interactive 
technologies that provide people with long-term social and emotional support. The 
goal is to create a personalized cognitive model with emotional aspects which allows 
the robot to identify a human’s cognitive state and then adjust its expressions for 
enjoyable communication and, in general, to adapt its actions to the human partner. 
We believe that this personalized approach leads to the simulation of empathy, which 
may be facilitated through a process of automatic mapping between self and other – in 
our case between a human and a robot.  

Our model will represent empathy as a process composed of perception and, 
consequently, of reaction of the system. The perception of user’s behavior is the 
assessment of affective state of others - as the system has to recognize user’s state. 
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System’s reactions present robotic reactions which take into account user’s actual 
state. The reactions have the form of affective expressions displayed by humanoid’s 
body as a non-verbal communication.  

2 Similar Approaches in the World 

The field of social robotics can be viewed as an application domain of human-robot 
interaction which brings a new trend - to program robots that respond and adapt to 
people’s needs accordingly. In the past, most machine earning applications operated 
‘off–line’, where a set of training data would be collected and used to fit a statistical 
model. Robots or, in general, artificial agents should possess the ability to interpret 
their interactions with humans, to remember these interactions and to recall them 
appropriately as a guide for future behavior.  

The concept of social robots is not new - the boom started more or less in the 
nineties. In the last decade, researchers have developed physically embodied mobile 
robots, such as robotic tour guides, that are meant to interact socially with people. 
Minerva was an autonomous robot developed at CMU moving daily through crowds 
in a museum. It used reinforcement learning to adapt appropriately. Kismet was a 
robot made in the late 1990s at MIT which purpose was to interact socially with 
people. It used feedback look of affective perception and affective behavior in motion 
or speech to explore social exchanges with humans. Vikia and Valerie were mobile 
robots designed for social interaction using social cues in speech and movement to 
create social responses among people which were made possible through speech and 
visual recognition, a realistic, developing personality and a rich, friendly dialogue and 
appearance. Paro, a seal robot designed by Shibata (AIST, Japan), has clearly shown 
that robot companions can bring some moral and psychological comfort to fragile 
people.  

The common goal of these examples of social robots is to overcome the human-
robot social barrier.  Researchers construct robots that behave more like people so that 
people do not have to behave like robots when they interact with them.  

We present a software module tested on the Nao platform, but it can be used for 
any humanoid-type hardware. It has a stage of affect recognition in human, internal 
state management – emotional dynamics creation in the robot – and the affect 
expression of the robot. The additional part is a simple system to measure user’s 
interest in interaction with the robot.  

The affect recognition systems have a long history. Suwa et al.[24] presented an 
early attempt in 1978 to automatically analyze facial expressions. Vocal emotion 
analysis has even longer history starting with study of Williams and Stevens in 
1972[23]. Nowadays, multimodal affect recognition systems play an important role. 
For example, the system of Lisetti and Nasoz[25] combines facial expressions and 
physiological signals to recognize user’s emotions like fear and anger, and then adapts 
an animated interface agent to mirror user’s emotions. The multimodal system of 
Duric et al.[26] applies a model of embodied cognition that can be seen as a detailed 
mapping between user’s affective states and types of interface adaptations.  
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Picard[27] arouses considerable awareness of the role of emotions in human-
computer interaction due to its numerous potential applications, such as criminal 
investigation, sickness diagnosis, e-learning homecare alerting system, emotion 
accoutrement, stress detection system or entertainment. Research of systems with 
internal architecture based on emotions has experienced many different approaches, 
e.g.[18 -22]. Their common goal is to integrate emotions into machine control 
processes and the evolution of artificial, synthetic emotion. The incorporation of an 
emotional model should improve machine performance – its decision making, action 
selection, and management of behavior, autonomy and interaction with people. 

To evaluate the human-robot interaction, we need appropriate techniques that give 
the robot (and us as designers of the system) information about people’s interest in 
establishing interaction. Some approaches try to measure mechanical forces and 
displacements during a physical interaction with a robot, e.g.[33-36]. The second type 
of systems monitor communication signals from a human. Visual monitoring systems 
capture video data of the human involved in robot-machine interaction and use this 
data to guide machine’s response to the interaction. This can include visual tracking 
of user’s eye-gaze direction and head position or classifying facial expressions and 
hand and body gestures, e.g. [37-39]. 

We were inspired by the work of Salinas et al.[40] and their fuzzy system that 
establishes a level of possibility of the degree of interest that people around a robot 
have in interacting with it. The method uses a height map of the environment and a 
face detector besides Kalman filter to detect and track persons in the surroundings of 
a robot. Then, the interest of each person is computed using fuzzy logic by analyzing 
its position and its level of attention to the robot. The level of attention is estimated by 
analyzing whether the person is looking at the robot or not. 

3 Design of the Personalized Affective Model 

The motivation to construct the model falls under our belief that if a robot can express 
emotions understandable for its human partner and, more importantly, learns to 
recognize people’s intentions, the robot will act as a better team partner in 
collaboration tasks. The incorporation of the emotion technology in HRI systems 
helps to determine goals and communicate internal states of humans and robots. 
Emotions comprise subjective experience and expressive behavior and different users 
of the system also need the robot to adapt to their preferences. With this goal, we 
constructed a model that consists of following parts, as illustrated in Fig. 1.: 

• Web interface for the creation of a personalized dictionary where users assign 
emotional affect to the words. 

• Word recognition with assigned emotional meaning for the most common words 
using modified speech recognition by Microsoft; if a human uses a word that is 
situated in the dictionary, the robot expresses assigned emotion. 

• Giving emotional meaning to a gesture, posture or a motion pattern of people. 
• Gesture (or body-based posture/motion) recognition using ARTMAP-like neural 

networks combined with fuzzy approach; the system recognizes gestures 
performed by the specific human and reacts according to the stimuli.  
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• Learning framework for body-based expressions from a human to a robot (user can 
add body-based emotional expressions to the system without any programming 
knowledge – a robot imitates users’ expressions) – as the source of personalization 
of body-based expressions of emotions.  

• Emotional model where basic emotions are combined into a complex emotional 
spectrum using Plutchik’s psychoevolutionary theory of emotions which combines 
eight basic emotions to the entire emotional spectrum. 

• Visual system for monitoring the interest of people based on fuzzy logic in the 
interaction with a robot to test the system. 

Our Personalized Affective Model (PAM) has two phases. During the first phase, the 
robot learns its partner’s emotional expressions. The second phase consists of the 
robot adapting the learned emotions to express its state to the interacting human.  

3.1 The Phase of Emotional Mirroring 

During this phase, the robot reflects the emotional expressions of the human partner. 
The human can see whether the robot performs the expressions correctly. We 
designed a learning framework for body-based expressions from human to robot, in 
which a user can add body-based emotional expressions to the system without any 
programming knowledge.  

 

Fig. 1. The schematic block of the Personalized Affective Model 
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The implementation is based on body movement expressions, as the humanoid 
robot Nao does not have a face capable of mimicking facial expressions. The 
advantage is that it can be replicated by any other humanoid robot. Humanoid 
robotics is a challenging area, both in terms of engineering human-like movements 
and expressions, and in terms of the challenges that arise when a robot takes a human 
form. With such a form, social and emotional aspects of interaction become 
paramount as a human expects more from a human-like robot than from other kinds 
of devices.  According to the specific positioning that the body takes during a time 
frame, studies report that the body-based expressions represent an effective medium 
for expressing emotion [16],[17]. Many emotions are differentiated by characteristic 
body movements and these are effective cues for judging emotional states of other 
people even in the absence of facial and vocal cues. 

Each input pattern is a vector where each component represents the position of one 
point of a human body in time. We use Microsoft Kinect sensor device which features 
not only an RGB camera but also a depth sensor which provides full-body 3D motion 
capture capability. To describe an emotional expression, we use a depth sensor which 
gives us a 3D description of motion in time. To handle the time factor of the 
expressions, we use a Dynamic Time Warping algorithm (DTW), in general an 
algorithm for measuring similarity between two sequences which may vary in time or 
speed. It is based on dynamic programming and is extremely powerful in comparing 
different signals with minimizing their shift or distortion over time. 

 

Fig. 2. Mirroring user’s expression of joy 

Users can also personalize the verbal part of the communication with the robot. We 
designed an interface for creation of a personalized dictionary of words where a user 
assigns an emotional affect based on his/her preferences.  
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The inference system is composed of rules represented by the following code: 

IS = new InferenceSystem(fuzzyDB, new CentroidDefuzzifier(800)); 

IS.NewRule("Rule 1", "IF Anger IS Medium AND Anticipation IS Medium THEN 

Aggressiveness IS Low");         

… 

Anger IS High AND Anticipation IS High -> Aggressiveness IS Medium; 

Joy IS Medium AND Anticipation IS Medium -> Optimism IS Low";            

Joy IS High AND Anticipation IS High -> Optimism IS Medium"; 

Joy IS Medium AND Trust IS Medium -> Love IS Low"; 

Joy IS High AND Trust IS High -> Love IS Medium";   

Trust IS Medium AND Fear IS Medium -> Submission IS Low"; 

Trust IS High AND Fear IS High -> Submission IS Medium"; 

Fear IS Medium AND Surprise IS Medium -> Awe IS Low"; 

Fear IS High AND Surprise IS High -> Awe IS Medium";  

Surprise IS Medium AND Sadness IS Medium -> Disappointment IS Low"; 

Surprise IS High AND Sadness IS High -> Disappointment IS Medium";  

Sadness IS Medium AND Disgust IS Medium -> Remorse IS Low"; 

Sadness IS High AND Disgust IS High -> Remorse IS Medium";  

Disgust IS Medium AND Anger IS Medium -> Contempt IS Low"; 

Disgust IS High AND Anger IS High -> Contempt IS Medium"; 

The internal model of the system represents the “life and the evolution of the 
robotic personality” during the time. Every stimulus can increase or lower the 
corresponding emotion and this forms the memory of the system which develops. 

3.3 The Phase of Affective Acting 

During this phase, the robot uses personalized behaviors to communicate its internal 
state to the human partner.  

The perception of user’s state activates the robot’s corresponding representations, 
which, in turn, activate responses. To perceive user’s state, the system has to be able 
to recognize his/her expressions.  

To recognize some parts of verbal communication, we use word recognition with 
assigned emotional meaning using a modified speech recognition algorithm 
developed by Microsoft. The Kinect sensor captures the word, compares it to the 
words saved in the database and if a human uses a word that is situated in the 
dictionary, the robot expresses assigned emotion. 

To recognize the non-verbal body-based expressions, we use the gesture (or body-
based posture/motion) recognition using ARTMAP-like neural networks combined 
with fuzzy approach. The recognition of personalized emotion expression is 
performed using an ART-like neural network, described in detail in our previous 
paper 41. In general, the network compares a current input (a vector of points of the 
skeleton parts in time) with a trained class representation (emotion) using a training 
set (performed representations of emotions of each of the users). When the network 
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receives a feature vector, it deduces the best-matching category by evaluating a 
distance measured against all memory category nodes. Each new pattern is compared 
to all of the nodes (categories). Before the learning starts, the memory is empty, 
which means no categories have been yet recorded.  With the first pattern to arrive, 
the first category is created.  The created category (which is in fact the pattern itself) 
is then saved in the memory. When the second pattern reaches the network, a 
comparison between the arrived pattern and the saved category(s) is established. The 
output of the recognition layer of the neural network is of following form, e. g.:  
Anger of User A with the degree of membership 0.8, where the degree of membership 
is between the values 0 (does not belong to the category) and 1(certainly is of that 
category). 

To evaluate the proposed method, we designed a set of events which represent the 
stimuli for the robot to increase or lower the corresponding emotion. 

The examples for the model are as following: 

• Seeing a familiar face - Joy increases AND Sadness decreases 
• Seeing an object the robot knows - Interest increases AND Surprise decreases 
• Not seeing anything, in darkness - Fear increases 
• Not seeing a human AND feeling a touch - Surprise AND Fear increases 
• Seeing a human AND feeling a touch - Trust AND Joy increases 

If some of the emotion exceeds a threshold, the emotional expression, learned 
previously from observing human, is performed. 

3.4 Monitoring the Interest in the Interaction: Evaluation of the System 

We designed a visual system for monitoring the interest of people in the interaction 
with a robot to test the system. It should help to conduct various experiments to prove 
whether the mirroring of emotional affects has a positive influence on the human-
robot interaction.  

Using the camera with the same sensor used for gesture and word recognition, we 
measure user’s attention, which can be, depending on the number of elements found 
on the face, Low, High or None. The second input variable is the angle of the face, 
which can be Center, Sideways or N/A. The third input variable is the distance of the 
user from the robot, simply calculated depending on the size of the face on the screen 
and can be of values High, Medium and Low.  

We calculate the interest of a user in the robot which can be of values Low, 
Medium, High and Very High. The system can serve as a feedback for the robot to 
bring information about the characteristics of the interest of human partner in 
collaboration. 

In current research stage, we ask people to teach robots to express their emotions. 
The preliminary results of the experiment show that even non-technical individuals 
are able of developing affective behaviors for the robot based on their preferences. 
We believe that by personalization the service and interactive robots are easier for 
people to interact with and people report that they enjoy these personalized behaviors. 
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4 Conclusion: Towards Emphatic Robotics 

This paper introduces our approach to construct an interactive human – robot system 
with elements of emotions. The idea is that communication and interaction should be 
easy and enjoyable, both for unfamiliar users and trained professionals.  

There are countless possibilities where a robot which can express empathy could 
help. Future work will explore the contribution of the simulation of empathy in real 
environments, measuring and comparing the interest of human subjects in the 
interaction with and without the elements of artificial empathy. Machines have begun 
to adapt to their user rather than the other way round, and the interface is becoming a 
responsive entity rather than a passive portal. 

Brothers[2] views empathy as a means of understanding and relating to others by 
willfully changing one’s own emotional and psychological state to mirror the states of 
others. It is a fundamental mechanism for establishing emotional communication with 
others.  

Inspired by human society, by empathic computing we mean an emergent 
paradigm that enables a system to understand human states and feelings. We agree 
with Francis[3] that robots or, in general, artificial systems should possess the ability 
to interpret their interactions with humans, to remember these interactions and to 
recall them appropriately as a guide for future behavior. Current research beyond the 
hypothesis that giving machines the capability of expressing empathic emotions 
towards users demonstrates its great potential on improving the overall interaction, 
e.g. in [4],[5].  

The main application domain of such systems is in the area of social robotics. This 
term includes service robots – e.g. tour guide, assistive – e.g. medical care, elderly 
care-taking, physically impaired and personal robots – e.g. household, companions 
and entertainment.  In our opinion, in the near future the fields like robotics for elder 
people, rehabilitation robots used in various processes of therapy, robots used in 
education and entertainment and artistic applications will play a role. 

In general, the domain of human-robot interaction (HRI) explores the potential for 
partner robots to interact with people in daily life. It raised a significant number of 
studies which report observations of non-technical individuals interacting with robots 
with the aim to assist people in the daily real-world, e.g. [6-15]. Such projects believe 
that, during the process of machine migration to the human society, machines will be 
considered as beneficial and intuitive partners. The future cooperation between 
machines and us, how we believe it will be, can be summed up with these words: 
machines fully adapting to man – that man no longer has to adapt his behavior  
to machines. 
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Abstract. The author is developing a talking robot by reconstructing a human 
vocal system mechanically based on the physical model of human vocal organs. 
The robotic system consists of motor-controlled vocal organs such as vocal 
cords, a vocal tract and a nasal cavity to generate a natural voice imitating a 
human vocalization. By applying the technique of the mechanical construction 
and its adaptive control, the robot is able to autonomously reproduce a human-
like vocal articulation using its vocal organs. In vocalization, the vibration of 
vocal cords generates a source sound, and then the sound wave is led to a vocal 
tract, which works as a resonance filter to determine the spectrum envelope. For 
the autonomous acquisition of the robot's vocalization skills, an adaptive 
learning using an auditory feed-back control is introduced. In this manuscript, a 
human-like expressive speech production by the talking robot is presented. The 
construction of the talking robot and the autonomous acquisition of the vocal 
articulation are firstly introduced, and then the acquired control methods for 
producing human-like speech with various expressions will be described. 

1 Introduction 

Auditory and speech functions play an important role in the human communication, 
since vocal sounds instantly and directly transmit information using our vocal and 
auditory organs. In vocal communication, we present verbal information using words 
and phrases, and also emotional expressions in voices are simultaneously transmitted 
to listeners, so that smooth and flexible communication would be established among 
speakers and listeners. Various vocal sounds are generated by the complex 
movements of speaker's vocal organs, and this mechanism contributes to generate 
different voices that include speech expressions and speaker's individuality. By 
realizing the mechanisms of human speech and auditory systems using mechanical 
systems and computers, a new innovative robotic system will be introduced, which 
are utilized in the flexible speech communication with humans. 

Various techniques have been reported in the research of human speech pro-
ductions. For example, in the production of human voices, algorithmic syntheses 
historically have taken the place of analogue circuit syntheses, and became widely 
used techniques [1]-[4]. Sampling methods and physical model based syntheses are 
typical techniques these days, which are expected to provide realistic vocal sounds. In 
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addition to these algorithmic synthesis techniques, a mechanical approach using a 
phonetic or vocal model imitating the human vocal system would be valuable and 
notable solutions. 

Vocal sounds are generated by the relevant operations of the vocal organs such as a 
lung, trachea, vocal cords, vocal tract, tongue and muscles. The airflow from the lung 
causes a vocal cord vibration to generate a source sound, and the glottal wave is led to 
the vocal tract, which works as a sound filter as to form the spectrum envelope of a 
particular voice. The voice is at the same time transmitted to the auditory system so 
that the vocal system is controlled for the stable vocalization. Different vocal sounds 
are generated by the complex movements of vocal organs under the feedback control 
mechanisms using an auditory system. 

The articulation of vocal organs for the appropriate vocalization is acquired by 
repeating trials and errors of hearing and vocalizing vocal sounds in the age of infants. 
If any part of the vocal organs or the auditory system is injured or disabled in the age 
of infants, we might be involved in the impediment in the vocalization. Even in an 
adult age, we can learn new vocalization skills such as the mimicry of speech of other 
people and the utterance of foreign words that include different sounds from the 
mother language. 

Mechanical constructions of a human vocal system to realize human-like speech 
have been reported so far [5]-[7]. In most of the researches, however, the mechanical 
reproductions of the human vocal system were mainly directed by referring to X-ray 
images and FEM analysis, and the adaptive acquisition of control methods for natural 
vocalization have not been considered so far. In fact, since the behaviors of vocal 
organs have not been sufficiently investigated due to the nonlinear factors of fluid 
dynamics yet to be overcome, the control of mechanical system has often the 
difficulties to be established. 

The authors are developing a talking robot by reproducing a human vocal system 
mechanically [8],[9]. An adaptive learning using an auditory feedback control for the 
acquisition of vocalizing skill is introduced. The fundamental frequency and the 
spectrum envelope determine the principal characteristics of a sound. The former is 
the characteristics of a source sound generated by a vibrating object, and the latter is 
operated by the work of the resonance effects. In vocalization, the vibration of vocal 
cords generates a source sound, and then the sound wave is led to a vocal tract, which 
works as a resonance filter to determine the spectrum envelope. 

The robot consists of motor-controlled vocal organs such as vocal cords, a vocal 
tract and a nasal cavity to generate a natural voice imitating a human vocalization. By 
introducing the auditory feedback learning with an adaptive control algorithm of pitch 
and phoneme, the robot is able to autonomously acquire the control skill of its 
mechanical system to vocalize stable vocal sounds imitating human speech. After the 
learning, the relations between articulatory motions and their produced sounds are 
established in the robot brain, which means that by listening to a certain vocal sound, 
the robot estimates its articulatory motion to autonomously generate vocal sounds. 

In this study, we try to realize a talking robot that mimics the human-like ex-
pressive speech to establish a speech communication with a human. The speech 
expression is important for the smooth speech communication to transmit emotions to 
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human listeners, and the robotic speech with human-like expressions would realize 
flexible vocal communication. In the first part of the paper, the structure and the 
adaptive control method of mechanical vocal cords and vocal tract are briefly 
described, and then the control method to reproduce human-like speech with various 
expressions is presented. In this study, the robot recognizes speech expressions given 
by a human speaker, and reproduces the expression in the robotic speech by 
articulating its mechanical vocal systems. 

2 Construction of a Talking Robot 

The talking robot mainly consists of an air pump, artificial vocal cords, a resonance 
tube, a nasal cavity, and a microphone connected to a sound analyzer, which 
respectively correspond to a lung, vocal cords, a vocal tract, a nasal cavity and an 
auditory system of a human. The construction and the overview of the talking robot 
are shown in Figure 1. 

An air from the pump is led to the vocal cords via an airflow control valve, which 
works for the control of the voice volume. The resonance tube as a vocal tract is 
attached to the vocal cords for the manipulation of resonance characteristics. The 
nasal cavity is connected to the resonance tube with a rotary valve settled between 
them for the control of nasal sounds. The sound analyzer plays a role of the auditory 
system. It realizes the pitch extraction and the analysis of resonance characteristics of 
generated sounds in real time, which are necessary for the auditory feedback learning 
and control. The system controller manages the whole system by listening to the 
vocalized sounds and calculating motor control commands, based on the auditory 
feedback control mechanism employing neural network learning. The relation 
between the voice characteristics and mo-tor control commands are stored in the 
system controller, which are referred to in the generation of speech articulatory 
motion. 

 

Resonance 
Tube

Low-pass Filter 

System Controller

Air Pump 

Nasal 
Cavity 

Microphone 

Air Ctrl 
Valve 

Pressure Valve 

A/D 

USB controller

Phoneme-Motor
Controller 

Pitch-Motor 
Controller 

Sliding 
Valve 

Airflow Auditory 
Feedback 

1234

9

5

Lung & Trachea 
Vocal Tract & 
Nasal Cavity 

Muscles 

Vocal Cords Auditory System 

Brain

Vocal 
Cords

Lips 

68 7

 

Fig. 1. System configuration of the talking robot 
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The characteristics of a glottal wave which determines the pitch and the volume of 
human voice are governed by the complex behavior of the vocal cords. It is due to the 
oscillatory mechanism of human organs consisting of the mucous membrane and 
muscles excited by the airflow from the lung. We employed an artificial vocal cord used 
by people who had to remove their vocal cords because of a glottal disease. The 
vibration of a rubber with the width of 5 mm attached over a plastic body makes vocal 
sound source. We measured the relationship between the tensile force and the 
fundamental frequency of a vocal sound gener-ated by the artificial vocal cord, and 
found that the fundamental frequency varied from 110 Hz to 350 Hz by the 
manipulations of a force applying to the rubber. The relation between the produced 
frequency and the applied force was not stable but tended to change with the repetition 
of experiments due to the fluid dynamics. The artificial vocal cord is, however, 
considered to be suitable for our system not only because of its simple structure, but also 
its frequency characteristics to be easily controlled by the tension of the rubber and the 
amount of airflow. The instability of the vibration would be compensated by employing 
an auditory-feedback control as humans do in daily speech and singing songs. 

3 Learning of Vocal Articulations 

In this study, we introduce an adaptive learning algorithm of the robotic voice articulations 
for achieving a talking and singing performance of the robot. The algorithm consists of 
two phases. First in the learning phase, the system acquires two maps in which the 
relations between the motor control values and the char-acteristics of generated voices are 
described. One is a motor-pitch map, which associates motor control values with 
fundamental frequencies. It is acquired by comparing the pitches of generated sounds with 
the desired pitches included in speaking phrases. The other is a motor-phoneme map, 
which associates the con-trol values of vocal tract motors with the phonetic characteristics 
of words to be generated. Then in the performance phase, the robot gives a speaking 
perfor-mance by referring to the obtained maps while pitches and phonemes of produced 
voices are adaptively maintained by hearing its own output voices. 

A three-dimensional Self-Organizing Map (3D-SOM) is employed to autono-
mously associate vocal tract shapes with generated vocal sounds. The associated 
relations will enable the robot to estimate the articulation of the vocal tract for 
generating particular vocal sounds even if they are unknown vocal sounds, owing to 
the inference ability of the SOM. 

The 3D-SOM has three-dimensional mapping space, and the characteristics could 
be located three-dimensionally, so the probability of miss location could be decreased. 
In this study, we employ two 3D-SOMs, one for constructing the topo-logical relation 
among the control commands and the other for establishing the relations of the 
phonetic characteristics [8-9]. After the learning of two 3D-SOMs, two 3D-SOMs 
will be associated with each other, based on the topological relations of motor control 
commands with phonetic characteristics. We call this algorithm a dual-SOM. The 
structure of the dual-SOM is shown in Figure 2, which consists of two self-organizing 
maps that arrange the mapping cells three dimensionally. One is a 3D-Motor_SOM 
that describes the topological relations of various shapes of the vocal tracts, in which 
close shapes are arranged in close locations with each other, and the other is  
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3D-Phonetic_SOM, which learns the relations among phonetic characteristics of 
generated voices. The talking robot generates various voices by changing its own 
vocal tract shapes. Generated voices and vocal tract shapes have the physical 
correspondence, since different voices are produced by the resonance phenomenon of 
the articulated vocal tract. This means that similar phonetic characteristics are 
generated by similar vocal tract shapes. 

By adaptively associating the 3D-Phonetic_SOM with the corresponding 3D-
Motor_SOM, we could expect that the talking robot autonomously learns the 
vocalization by articulating its vocal tract. After the learning of the relationship 
between the 3D-Phonetic_SOM and the 3D-Motor_SOM, we inputted human voices 
from microphone to confirm whether the robot could speak by mimicking human 
vocalization. Figure 3 shows the spectra of vocalized Japanese vowels /a/ and /i/. The 
first and second formants, which presented the characteristics of different vowel 
sounds, were formed as to approximate the human vowels, and the sounds were well 
distinguishable by human listeners. The robot also successfully acquired the other 
Japanese vowels /u/, /e/ and /o/ and nasal sounds, and the first and second formants 
were formed as to appear in vowels vocalized by a human. Figure 4, on the other 
hand, presents the obtained vocal tract shapes for /a/ and /i/ vocalization given by the 
robot. We verified that all the shapes given by the robot reproduced the actual human 
vocal tract shapes by the comparison with MR images. 

 

 

Fig. 2. Structure of the dual-SOM 

   

(a) Robot's /a/ vowel   (b) Robot's /i/ vowel 

Fig. 3. Spectra of generated vowels 
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(a) /a/ vocalization (b) /i/ vocalization 

Fig. 4. Two different vocal tract shapes given by the talking robot 

4 Mimicry of Human Expressive Speech 

A human generates speech by controlling their own vocal organs not only for just 
uttering words, but for changing the speech expressions such as the volume, speech 
speed and the intonation. The speech expression is important in the speech 
communication to transmit emotions to listeners. These expressions generated by the 
articulation of vocal organs also present the individuality of a speaker, and a listener 
instantly recognizes who is talking to, when he just receives a phone call and hears 
the first voice. This means that a voice transmits the individuality of the speaker, and 
the speech expression is an important factor for the smooth vocal communication. 

To realize the human-like speech expressions employing the talking robot, we 
firstly studied human speech by paying attention to physical factors, which are the 
voice volume, pitch and speech speed. 

4.1 Human Speech 

The three physical factors of speech expressions are extracted from human speech. 
We recorded a human speech voice in a PC, and divided the speech signal into 
phonemes to find the boundaries of each vowel and consonants, then calculated the 
volume, pitch and speech speed for each phoneme. A template matching method was 
employed to find the boundaries of each phoneme. The templates were obtained by 
calculating the sound parameters of human vocaliza-tion. Tenth-order partial auto-
correlation (PARCOR) coefficients were employed as sound parameters in this study, 
and five Japanese vowels and nasal sound /n/ were selected as templates for the 
matching of each phoneme. 

The template matching was executed to find the phoneme boundaries in human 
speech. For the matching, the window frame of 64 [msec] was settled, and PARCOR 
coefficients were calculated. The Euclidean distances between templates and 
calculated sound parameters were obtained, and the one which marked the smallest 
value among the templates were selected as the matching result. 

The vowels and consonants are distinguished by referring to the average power of 
each window frame. If the calculated power is less than the threshold, the phoneme is 
defined as a consonant. On the other hand, if the power is greater than the threshold, 
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the phoneme is defined as a vowel or a nasal sound, and the template matching was 
executed to recognize the vowel name. Figure 5 shows the analysis results of a speech 
/kon-nichi-wa/, a Japanese greeting, given by a human. The sampling frequency was 
set to 8 [kHz] in this study. The abscissa shows the sampling data points, and the 
ordinate shows the amplitude. As a result, the speech sequence was well partitioned 
into phonemes by the introduced method using the template matching. The speech 
speed and the change of the volume are corresponded with the time duration of each 
phoneme and the amplitude, respectively. In addition, we found that when the power 
becomes greater, the pitch also becomes higher. This result means that there is a 
relation between the pitch and the power of a vocal signal. 

We examined the vocalizations of a human and the talking robot to validate the 
relation between the power and the pitch. The randomly uttered voices with changing 
the volume and pitch given by one subject, together with vocal sounds given by the 
talking robot with the random operations of vocal articulations were recorded. From 
the results, both human and the talking robot indicated the similar characteristics, in 
which the power increases its value in accordance with the higher pitch. With this 
result, we understood that as the opening and closing values of the airflow control 
motor were associated with human speech expressions, the talking robot could repro-
duce the human-like speech expressions. 
 

 

a) Sound wave and the result of phoneme separation 

 

 

b) Temporal change of power and pitch 

Fig. 5. Analysis results of human speech /kon-nichi-wa/ 
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a-1) Without speech expressions /arigatou/ 

  

a-2) With speech expressions /arigatou/ 

 

 

b-1) Change of power in speech /arigatou/ 

 

 

b-2) Change of pitch in speech /arigatou/ 

Fig. 6. Comparison of speech expressions 
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4.2 Reproduction of Human-Like Expressive Speech 

The time duration, pitch and power would be controlled to reproduce the human-like 
speech expressions. The time duration can be managed by the temporal planning of 
opening and closing the motor for the airflow control, and the power and pitch will be 
manipulated by the opening and closing values of the airflow motor. The extraction of 
stable pitch from consonants is not easy due to their non- periodicity, so we pay 
attention to the signal power. If the appropriate relation between the motor angle and 
the power is established, the estimation of the motor angle from the human speech 
would be possible. An experiment for the estimation was conducted, and we 
calculated the powers of phonemes obtained by the talking robot. A regression 
formula was obtained by the method of least squares as presented below; 

 P = 0.02 θ + 1.10,   0 < θ < 110.  (1) 

In the formula, θ indicates the motor angle and P indicates the power. If the angle 
becomes 110 degrees or greater, the generated sound becomes unnatural, and we set 
the maximum angle with 110 degrees. 

The motor angle is calculated by referring to the power of phonemes, and the time 
durations of each phoneme are obtained by measuring the speech speed of a human 
speech. For human-like speech expressions, the calculated power and time durations 
are reflected to the talking robot. Figure 6 shows the sound signal of a speech 
/arigatou/ reproduced by the talking robot. An initial robotic speech without speech 
expressions is presented in the figure a-1), and we find that all the vowel and 
consonant vocalizations are made by the equal time durations. On the other hand, the 
figure a-2) shows the expressive robotic speech, in which the extracted volume and 
the time scale are reflected. Comparing with a human speech, the sound wave gets 
similar with each other by the proposed control method. The comparison of the 
temporal intonation and pitch changes among the three vocalizations are shown in the 
figures b) and c) respectively, and we find that both characteristics of robotic speech 
with expressive control get similar to human speech. Furthermore, by adequately 
controlling the timing of opening and closing the motors, the talking robot has 
successfully generated the human-like speech expressions. 

For the assessment of the expressive speech vocalized by the robot, listening 
experiments were conducted and the speech was evaluated by questionnaires. Ten 
able-bodied subjects listened to 3 Japanese speeches with and without expressions 
given by the robot, which were /kon-nichi-wa/, /arigatou/ and /sayo-nara/, and 
evaluated them from the viewpoint of the naturalness and their preference. All the 
subjects preferred the expressive speech, and reported that the clarity of expressive 
speech is much higher than the one without expressions. 

5 Conclusions 

This paper introduced a talking robot constructed mechanically with human-like vocal 
chords and a vocal tract. By employing the adaptive learning and control-ling of the 
mechanical model based on the auditory feedback, the robot success-fully acquired 
the vocal articulation as a human baby did when he grew up, and autonomously 
generated vocal sounds whose pitches and phonemes were uniquely specified. 
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The human-like expressive speech production was also realized and evaluated in the 
study. The human speech was firstly analyzed, and physical factors for the human-like 
speech were extracted. The control method of the airflow motor which determines the 
pitch and volume of a speech was acquired to be given to the robotic speech, and the 
talking robot successfully reproduced the human-like expressive speech. The mimicry 
of human speech was evaluated by the listening experiment. All the subjects preferred 
the expressive speech in comparison with speech without expressions, and reported that 
the clarity of expressive speech is much higher than the one without expressions. 

For the future work, we will study emotional factors from various human speeches, 
and try to let the talking robot to understand and mimic the expressive speech for 
realizing smooth speech communication. 
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Abstract. The Fuzzy Rule Interpolation (FRI)-based Fuzzy Automaton is an 
efficient structure for describing complex behaviour models in a relatively 
simple manner. The goal of this paper is to introduce a novel declarative 
behaviour description language which is created for supporting special needs of 
ethologically inspired behaviour model definition. For the sake of simplicity, 
the grammar is created with as few keywords as possible, keeping the ability to 
describe complex behavioural patterns as well. The language is a declarative 
language mainly supporting the behaviour models built upon structures of 
interpolative fuzzy automata. The paper firstly presents the formal structure of 
the behaviour description language itself, then gives an overview of the 
interpreting and processing engine designed for the language. Finally, an 
application example, a definition of a set of behaviours and a simulated 
environment is also presented.  

1 Introduction 

The idea of ethologically inspired behaviour models is originated from the existence 
of descriptive verbal models based on numerous observations of living creatures’ 
reactions in different situations. Many of them are built around a predefined sequence 
of environmental situations and events where the reactions are noted and evaluated in 
detail. The knowledge representation, in this case, is a series of observations of 
various facts and action-reaction rules. For mathematical modelling of such a system, 
the rule-based knowledge representation is straightforward. Moreover, the need of 
following the observed sequences requires a model structure of a state machine or an 
automaton. Adding the fact that the observable or hidden states are continuous 
measures, the situation is quite complicated. Summarizing the above requirements, 
the model has to have a rule-based knowledge representation and the ability of 
describing event sequences of continuous values and continuous states. The suggested 
modelling method is the adaptation of the fuzzy automaton where the state is a vector 
of membership values, the state-transitions are controlled by a fuzzy rule-base and the 
observations and conclusions are continuous values. 
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The goal of this paper is to introduce a declarative behaviour description language 
supporting the simple definition of ethologically inspired behaviour models, i.e. 
various structures of fuzzy automata.  

2 FRI-Based Fuzzy Automaton 

There are numerous versions and understandings of the fuzzy automaton which  
can be found in literature (a good overview can be found in [1]). In our case, we 
started from the most common definition of Fuzzy Finite-state Automaton (FFA, 
summarized in [1]), where the FFA is defined by a tuple (according to [1], [2]  
and [3]):  ܨ෨ = (ܵ, ܺ, ,ߜ ܲ, ܱ, ܻ, ,ߪ ߱), 
where 

• ܵ is a finite set of fuzzy states, ܵ = ሼߤ௦ଵ, ,௦ଶߤ … ,   .௦௡ሽߤ
• ܺ is a finite dimensional input vector, ܺ = ሼݔଵ, ,ଶݔ … ,   .௠ሽݔ
• ܲ ∈ ܵ is a fuzzy start state of ܨ෨.  
• ܱ is a finite dimensional observation vector, ܱ = ሼ݋ଵ, ,ଶ݋ … ,   .௣ሽ݋
• ܻ is a finite dimensional output vector, ܻ = ሼݕଵ, ,ଶݕ … ,   .௟ሽݕ
:ߜ • ܵ × ܺ → ܵ is a fuzzy state-transition function which is used to map current fuzzy 

state into the next fuzzy state upon an input value.  
:ߪ • ܱ → ܺ is an input function which is used to map the observation to the input 

value. See, e.g., Figure 1.  
• ߱: ܵ × ܺ → ܻ is an output function which is used to map the fuzzy state and input 

to the output value. See, e.g., Figure 1.  

In case of fuzzy rule-based representation of the state-transition function ߜ: ܵ ×ܺ → ܺ, the rules have ݊ + ݉ dimensional antecedent space and ݊ dimensional 
consequent space. Applying the classical fuzzy reasoning methods, the complete 
state-transition rule-base size can be approximated by the following formula:  

  |ܴ| = ݊ ⋅ ݅௡ ⋅ ݆௠,  (1) 

where ݊ is the length of fuzzy state vector ܵ, ݉ is the input dimension, ݅ is the 
number of the term sets in each dimension of the state vector and ݆ is the number of 
the term sets in each dimensions of the input vector. 

According to (2), the state-transition rule-base size is exponential with the length 
of the fuzzy state vector and the number of the input dimensions. Applying FRI 
methods to the state-transition function, the fuzzy model can dramatically reduce the 
rule-base size (see, e.g., [4]). 
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Fig. 1. FRI-based Fuzzy Automaton  

3 Behaviour Modelling 

In this paper, we consider behaviour modelling as a task of setting up a behaviour-
based control system (see, e.g., [5] for an overview). In behaviour-based control the 
actual behaviour of the system is formed as a fusion of component behaviours 
appeared to be the most appropriate in the actual situation. According to this concept, 
the behaviour model is built upon the component behaviours, the behaviour 
coordination and the behaviour fusion. The behaviour coordination decides which 
component behaviour is needed, i.e. it calculates the weights for each component 
behaviours required in solving the actual situation. Then, the behaviour fusion 
combines the component behaviours to form the actual behaviour according to their 
corresponding weights. Turning the suggested FRI-based Fuzzy Automaton to be a 
behaviour model, the output function ߱: ܵ × ܺ → ܻ has to be decomposed to parallel 
component behaviours and an independent behaviour fusion. In this case, we can get a 
very similar structure as it is expected in a behaviour-based control. (More detailed 
description of the suggested Fuzzy Automaton-based behaviour model structure can 
be found in [6]).  

For setting up the structure of the behaviour model by a declarative language, the 
set of component behaviours and the state-transition rule-base are needed to be 
defined. In this case, the component behaviours act as symbols and the relation of the 
state-transition rules forms the model structure.  
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4 Declarative Language for Behaviour Description 

The task of the suggested declarative language is to provide a simple way for defining 
the state-transition rule-base size in a human readable form close to the original verbal 
form, as the ethological models are given.  

The proposed model is built from various rule-bases. According to the common 
decomposed FRI models, the rule-bases can have an arbitrary number of input values 
(antecedents) and a single output value (consequent). The state of the system is 
determined by the values of the edges. This enables the description of the structure of 
the system without restrictions to the inner implementation of the rule-bases.  

All rule-bases must possess a unique name; also the name of a rule-base needs to 
be the same as the name of its consequent. Therefore, the connections between the 
rule-bases can be defined by these unique names of the antecedents and the 
consequent.  

The presented language is a structured language consisting of various blocks. A 
block can be opened simply by using any valid keyword which, at the same time, 
defines the type of the block. Blocks should be closed with the ’end’ keyword. Some 
types of blocks have a name between quotation marks after the type of block 
keyword. All types of blocks can optionally contain a ’description’ keyword which is 
followed by a documentation comment. Depending on the type, the contents of the 
blocks are slightly different. Considering the block definitions presented hereinafter, 
our goal was to make them verbose and readable by humans.  

In order to provide a formal description of the proposed behaviour description 
language, we present syntax diagrams. The text element marks a quoted string which 
can contain arbitrary characters except the quote character itself. Hereinafter, the 
language will be introduced in a top-down manner.  

The most important type of block is the ’rule-base’ type (Figure 4).  
At the start of the rule-base definition a ’method’ block (Figure 4) defines which of 

the supported consequent calculation methods should be used with its corresponding 
parameters. Currently, two methods are supported – the FRI method called FIVE 
(Fuzzy rule Interpolation based on Vague Environment, introduced in [7], [8] and [9]) 
and direct Shepard interpolation [10]. Of course, other methods can be applied in the 
future.  

The ’term’ element (Figure 4) is similar to the function call mechanism found in 
computer programming languages. After defining the name and the type of the term 
(term_name, term_type), one can set its parameters with an argument list in 
parenthesis. The ’term’ also defines the name for used measures (see Figure 4), which 
helps to keep the rules simple but verbose. The form of ’term’ is a triplet of term 
name, term type and value list. For example, the "large" triangle (15, 10, 20) denotes a 
triangle-shaped fuzzy set definition for the large linguistic term. The available 
parameter types are integer, logical value and string. The possibilities of the 
parametrization are determined by the exact method selected previously.  

The syntax diagram of the antecedent definition can be seen in Figure 4 and the 
diagram of the consequent definition in Figure 4. The cardinal difference between the 
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two block types is that all antecedents have the ’name’ part. The accessible term types 
depend on the previously selected method (’method’ block described above). 

The antecedent and consequent definitions attach symbols, which are real values, 
to the inputs and outputs, the connection between them is defined with the help of the 
’rule’ keyword. The general form of ’rule’ is shown in Figure 4.  

The first ’text’ defines the name of the output term in the consequent block.  
The predicates (see Figure 4 for the form of predicates) are given in a form of a  
list which contains the antecedent name and the term name pairs. A rule explains that 
the consequent value is the value after the ’rule’ keyword when the predicates are 
true.  

5 The Interpreter and the Behaviour Engine 

The processing of the rule-base files follows the classical method with two stages. 
The first stage is the tokenization which has the task of extracting the tokens from the 
raw text input. In this implementation five different token types are considered.  

The tokenizer distinguishes two types of string tokens: the keyword and the 
previously introduced text type. The keywords of the proposed language and also the 
term types are read as keyword tokens. Other strings are quoted and handled as text 
types. For parametrization the tokenizer provides numerical and parenthesis token 
types. There is also an empty type which marks the end of the file.  

The language employs a line comment feature which is denoted by a hashmark 
symbol. In the first step, the comments are eliminated. The tokenizer ignores special 
or incorrect characters, in fact, those are treated as simple whitespace characters 
which are semantically important only for the purpose of separating words.  

An unterminated text token causes the whole definition file to be invalidated. Error 
handling is an important part in the processing of the text input.  

The second stage of the processing is the parsing or grammar analysis. Parsing is 
based on the output received from the tokenizer. The language interpreter checks the 
grammar of the rule-base definition with a recursive parser. All significant structural 
blocks have a corresponding method for parsing, for example, the whole definition 
file is read with the read RuleBase method of the Parser class. For the inner elements, 
these can be called recursively.  

The grammar analysis part is more prone to errors than the tokenization steps. In 
the case when an error occurs, an information from the tokenizer is required for the 
parser for the location of the error. This is necessary because the parser itself does not 
have any knowledge about the position of the error in the definition file.  

The rule-base definition file is represented by the rule-base class. This class stores 
the method name and its parameters, the antecedents, the consequent and the rules 
themselves. It also includes methods for creating the described rule-base object. After 
the syntax analysis was successfully completed, it is necessary to check the integrity 
of the rule-base object.  
 

 



108 I. Piller, D. Vincze, a

 

Fig. 2. S

and S. Kovács 

 

 (a) rulebase definition 

(b)  method block definition

 

(c) term block definition 

 

(d) antecedent block definition 

 

(e) consequent block definition 

 

(f) rule block definition 

 

(g) predicate block definition 

Syntax diagrams of the description language 
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The following checks are made:  

• All the terms in the antecedent are unique.  
• All the antecedent names are unique.  
• In consequent part, all names are unique.  
• The output term in the rule is defined.  
• When the predicate is valid, the antecedent and the term are existing.  

The rule-base class contains only information which is available from the description. 
For calculations, the node object should be instantiated according to the properties of 
the method. It also requires parsing because the meaning and the usage of the method 
and term function parameters depend on the node type.  

When all the rule-base definition files have been processed, the connections 
between rule-bases are automatically discovered based on the unique names of rule-
bases and inputs. The antecedent names which are not used as rule-base names will be 
the inputs of the system, and the outputs will be the consequences of the rule-bases.  

For the calculations to succeed, it is necessary to set the initial values. Omitting 
initialization can cause problems because inappropriate values possibly render the 
system unstable.  

6 Application Example 

As a demonstration, a simple behaviour set consisting of three rule-bases is presented. 
The inputs and outputs of the system are simulated by a small application developed for 
this purpose. The simulation environment employs an agent which is able to explore its 
environment (move around). Also, there are rewards distributed in the environment 
which can be collected by the agent. Furthermore, there are objects in the environment 
which are considered to be a source of danger for the agent, therefore, these should be 
avoided by the agent. Based on the described behaviours (rule-bases), the agent is 
controlled by the behaviour engine. After a certain time of operation, it is necessary for 
the agent to have a rest for a short while because the tiredness inner state of the agent is 
increasing while it is moving. The main action type of the agent is the collection of 
reward objects (the number of collected rewards is counted).  

The inputs supplied for the behaviour engine are the distances measured from the 
closest reward object, distances from the place where the agent can have a rest, 
distances from the dangerous object, measure of tiredness and the number of collected 
rewards. These values are registered and provided by the simulation environment.  

The above described behaviour is defined by the following rule-bases. The interest 
rule-base shows the measure of interest for the exploration action. Its value depends 
on the number of rewards, tiredness of the agent and the distance from the nearest 
reward object. The second rule-base is the fear, which depends on the distance from 
the dangerous object and on the value of tiredness. The third rule-base is the activity. 
Its output determines where the agent should head towards: go to the reward object, 
go to the resting place, or avoid the dangerous object. The heading direction is 
determined based on the derived interest and fear values.  
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According to the dependencies, the interest rule-base has three antecedent 
definitions. For example, the distance of the reward object looks as follows:  

antecedent "reward distance"  
description "The distance from the closest reward." 
"small"  stem(0)  
"average"  stem(50)  
"large"  stem(100)  
end   

The stem in the definition is a control point on a (݊ + 1)-dimensional surface of 
the rule-base. The output has three possible values, these are defined in the 
consequent block.  

consequent description "The measure of the interest."  
"low"  stem(0) 
"average"  stem(10) 
"high"  stem(20)  
end   

The connection between the input and output values can be defined by the 
following rule blocks:  

rule "low" when  
"reward distance" is "large" and "danger di tance" is 
"low" 
end  
rule "high" when "tiredness" is "low" end   

For the simulation of the above presented behaviour, an application with a 
graphical user interface was created (a screenshot of the simulated environment is 
shown in Figure 3). The demonstration application is available in [11].  

In the first frame of Figure 3, the agent is in the centre of the operating area. The 
small yellow circles denote the rewards to be collected and the larger dark yellow circle 
near the agent is the place for resting. The darker purple points represent the dangerous 
objects. During the first four steps, the agent collects the rewards in its vicinity. When it 
arrives at the position in the fifth frame, it gets tired, therefore it goes to its resting place. 
In the last three steps, the agent collects four rewards at the bottom of the area, then goes 
back to rest again. This will be the final position because the dangerous objects are too 
close, hence the remaining rewards won’t be collected.  

The antecedent definitions for distance-like values are similar to the already 
presented values in the case of ’reward distance’, also the other definitions are easy to 
read. The output of the activity rule-base determines the current behaviour and the 
rules are based on the previously calculated internal properties, namely on the interest 
and the fear. This complex behaviour can be defined with simple and verbose rules. 
Examples of some rules from the activity rule-base follow:  
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Fig. 3. The simulation environment for testing the behaviour descriptions. The path of the agent 
can be followed on the above stated frame sequence. The agent takes a rest, which can be seen 
on Frame V. The last frame (VIII) shows the stabilized state.  

 rule "collect reward" when 

"interest" is "high" and "fear" is "low"  
end  
 
rule "collect reward" when  

"interest" is "normal" and "count of collected 
rewards" is "few"  
end  
 
rule "go to rest" when  

"count of collected rewards" is "a lot of"  
end 

7 Conclusion 

The presented declarative behaviour description language is mainly intended to be 
used by non-technical users, especially ethologists. An interpreter for the proposed 
behaviour description language was implemented as a complete behaviour engine 
with the ability of handling inputs, outputs and states. Currently, for evaluating the 
behaviour descriptions, a fuzzy rule interpolation-based fuzzy automaton calculation 
method and direct Shepard interpolation are implemented, but there are no restrictions 
to the usable calculation methods within the behaviour engine, other methods can be 
implemented, too. Furthermore, the engine enables the construction of hybrid systems 
with different types of rule-bases, which allows for the construction of complex 
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behaviour-based systems. Overall, the main goal of the paper is to introduce a tool for 
non-technical users to describe observed behaviour sets in a way which is directly 
interpretable by using automated processing.  
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Abstract. This paper introduces the Cleaning robot task which is a simulation 
of the cleaning of a room by a robot. The robot must collect all the junk in the 
room and put it into a container. It must take out the junk sequentially, because 
the amount of carried trash is limited. The actions of this robot are selected by 
using the Michigan style classifier system ZCS. This paper shows the capability 
of this system to select good rules for the robot to perform the cleaning task.  

1 Introduction 

Learning classifier systems were introduced by John Holland in 1986 [1]. It is a 
technique which creates classifiers using evolutionary algorithms [2]. Later, Wilson 
created two successful classifier systems. They were named ZCS [3] and XCS [4] [5]. 
In these systems, each individual (also called classifier) represents only one rule. This 
style is called the Michigan style. Another style is called the Pittsburgh style, where 
each individual contains all rules. The learning classifier systems also have close links 
to reinforcement learning because they use fitness calculating algorithms which are 
similar to reinforcement learning techniques. 

Classifier systems were tested on many problems. Some of them were single-step 
problems like the k-multiplexor problem [4]. But these systems show good results 
especially on multi-step problems like Animat [4] or Corridor problem [6]. This paper 
focuses on ZCS (Zeroth level classifier system) and on a simple multi-step task which 
was mentioned in the cleaning robot task (CR) introduced in this paper. The CR task 
consists of a room which must be cleaned by the robot and all of the junk scattered in 
the room must be put into a container. The usage of ZCS to solve the CR task can 
show the ability of this method on a multi-step problem which is more difficult than 
the Animat problem, because the robot must pick up junk and simultaneously take out 
this junk periodically and put it into the container, because the robot can carry only a 
limited amount of it. 

This paper is organized as follows: First, the ZCS classifier system is described. In 
section III the CR task is introduced. Section IV contains experiments which show the 
capability of ZCS to solve the CR task. 
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2 Description of ZCS 

ZCS was introduced in [3]. Each ZCS individual contains a rule consisting of 
conditions and action parts. The condition part reflects a particular state(s) of the 
environment. It is coded with symbols {0, 1, #}, where # means ‘does not care’, it is 
equal to 0 and 1 at the same time. The action part can be coded with any symbols. 

ZCS also contains a genetic algorithm that is used to discover new individuals and 
a covering operator that is employed when no condition part matches the input. The 
following figure shows the schematic illustration of ZCS. 

 

Fig. 1. Schematic illustration of ZCS by Wilson [2] 

The ZCS starts with a randomly generated population [P]. Each individual starts 
with fitness equal to S0. First, the environment returns string corresponding to the 
current state. Then, ZCS makes a match set [M] to the input string. If [M] does not 
contain any classifier, the covering operator is activated. The covering operator 
creates a new classifier which matches the input and has a random action part. Then, 
each element in the condition part is changed with probability P # to # symbol. The 
initialization value of fitness is set to the average of fitness in the population. This 
classifier is inserted into the population and into [M]. Then, a classifier is deleted 
from the population according to the conversion of the fitness (1/fitness).  

According to the fitness, a roulette wheel  is used to choose an action from [M]. 
Then, each classifier from [M], which action is equal to the selected action, is copied 
to action set [A]. Each classifier in [M] that is not in [A] will update its fitness 
according to formula 1. 

௝ݏݏ݁݊ݐ݂݅  = ௝ݏݏ݁݊ݐ݂݅ − ௝ݏݏ݁݊ݐ݂݅ ∗ ߬ (1) 
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τ is a parameter that contains values from interval (0, 1>. Then, for each classifier in 
[A], a value will be calculated according to formula 2. 

ݑ݈ܽݒ  ௝݁ = ௝ݏݏ݁݊ݐ݂݅ ∗  (2) ߚ

β can contain values from the same domain as τ. Each classifier in [A] will decrease 
its fitness with the calculated value. Then, the bucket B is calculated using the 
following formula. 

ܤ  = ∑ ݑ݈ܽݒ ௝݁௡௝ୀଵ  (3) 

When the environment returns a reward, each classifier in [A] will update his fitness 
according to formula 4. 

௝ݏݏ݁݊ݐ݂݅  = ௝ݏݏ݁݊ݐ݂݅ + ߚ ∗ ௥௘௪௔௥ௗ|஺|  (4) 

Where |A| is the number of classifiers in [A]. Each classifier in the previous action set 
updates its fitness according to formula 5. 

௝ݏݏ݁݊ݐ݂݅  = ௝ݏݏ݁݊ݐ݂݅ + ߛ ∗ ஻|஺௣௥௘௩| (5) 

B is the value in the bucket, |Aprev| is the cardinality of the previous action set and 
γ is a parameter and has value from interval (0, 1>.  

The last part of ZCS is the evolutionary algorithm. It is applied within each cycle 
with probability ψ. When it appears, two individuals are selected from the population 
by a roulette wheel according to their fitness. They are used as parents. Two new 
individuals are created using one point crossover (crossover starts with probability χ) 
and mutation (probability for each position in the string to mutate is µ). New 
individuals (children) start with fitness equal to the average fitness of their parents. 
Then, two individuals are deleted and these two new individuals are added to the 
population. 

3 The Cleaning Robot Problem 

 The environment in the CR problem consists of a robot, junk and a container. The 
goal is to collect the junk and put it into the container. The robot can carry only a 
limited amount of junk. So when the robot carries the maximal amount of junk, it 
must go to the container and then it can continue collecting more junk on the map. 

The robot can only see the surroundings and it knows how far the container is from 
it. The input from the environment is coded using 25 bits. The surrounding of the 
robot is coded in 16 bits. The first two bits represent the cell to the north from the 
robot. Each other pair of bits is the clockwise surrounding cells. The pair of bits “00” 
means that there is a wall.  “01” means that there is an empty cell. “10” means that 
there is some junk in this cell. “11” means that there is a container in this cell. For 
example, the 16 bits of a robot in Figure 2 will be 0000011010000000. 
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Fig. 2. Environment of a Cleaning robot problem  

The distance of the robot from the container is coded in 8 bits. The first four bits 
are for the x distance and the second group represents the y distance. The first bit in 
these four bits means that the container is left or right from the robot (up or down if it 
is the y distance). The other three bits are the absolute value of the distance (if the 
maximal absolute distance is more than 7, we need more bits). In Figure 2, the 
distance of the robot from the container is 10101011 in bit representation. The last bit 
of the input string shows whether the robot can carry more junk. 

When the robot steps on a cell with junk in it and it can take more junk, it will take 
it. Then the environment will return payoff 1000. When the robot steps on a cell with 
a container, it will put all junk it carries into it and the environment will return payoff 
1000. If not, the returned payoff is 0. 

The robot starts on a start cell (On Figure 2, the start cell is x=0, y=0). It can move 
in four directions (left, right, up, down). When the robot moves in a direction where 
there is a wall, it will stay on his position but he will lose one turn. When it puts all 
junk into the container, the environment will be restarted and the robot will start on its 
start cell. The goal of this problem is to take all the junk from the environment and 
put it into the container with usage of a minimum number of steps. The amount of 
junk doesn’t always need to be the same in the environment after each cleaning. 
Figures show where the junk can appear but whether it appears on this position is 
random. So after restarting the environment, the amount of trash can be different. 
ZCS needs to learn how the environment looks and which action is the best for the 
input returned from the environment even if the environment is not the same for every 
cleaning cycle. 

4 Experiments 

The experiments were made on the environment displayed in Figure 2. Parameters of 
ZCS were set to values found in [7]. These values are shown in Tab 1. 
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Table 1. Parameter values of ZCS found in [7] 

Parameter S0 τ ψ µ χ P# β γ 
Value 20 0.1 0.25 0.02 0.5 0.33 0.2 0.4 

 
In the first experiment, the maximum of carried junk was set to 1 (optimum is 31).  

Population was set to 10000. The number of cycles was 3000. The result while using 
the maximum amount of carried trash set to one is shown in Figure 3. 

 

Fig. 3. Graph of dependence of the average number of steps of the robot while it cleans the 
environment and cycles. One cycle is one cleaning process, it ends when the environment 
contains no junk. The robot can carry only one piece of junk at a time. 

In the first cycles the robot moves randomly. It can be seen in the graph, because 
these cycles have a big amount of steps while it cleans the environment. When the 
ZCS starts to learn how the environment looks like, the average of steps begins to 
decrease and the decreasing does not stop until the end of the last cycle.   

The experiment shows the capability of ZCS to create rules in a more complicated 
problem than the animat problem is. It can gradually adapt to a changing environment 
(when the robot takes junk from a cell, the next time it visits that cell, it is clean) and 
choose good actions while the environment isn’t clean (does not contain any junk). 
The number of steps is not optimal but the system shows progress in each cycle. Even 
if the cycles have different numbers of junk, it wasn’t any problem for the ZCS. 

The robot in the next experiment can carry three pieces of junk at once. The result 
while using the maximum amount of carried trash set to three (optimum is 15) is 
shown in Figure 4.  
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Fig. 4. Graph of dependence of the average number of steps of the robot while it cleans the 
environment and cycles. One cycle is one cleaning process, it ends when the environment 
contains no junk. The robot can carry only three pieces of junk at a time. 

Figure 4 shows how ZCS adapts when the robot can carry more junk than in the 
first experiment. While the maximum pieces of carried junk was 1, the average 
number of steps was not less than 47. But if the maximum pieces of carried junk was 
three, the average number of steps was close to 28. This demonstrates how ZCS can 
utilize opportunities at the disposal.  

5 Conclusion 

This paper showed how ZCS can handle a multi-step problem named the Cleaning 
robot problem. Although this paper tested ZCS only on a simulation of a robot in a 
discrete world, it has a practical use. If we teach a cleaning robot where the most 
frequent places are, where junk or dirt can show up, we can use this robot to clean 
these places and it will clean only those where dirt is. Meanwhile, the robot will learn 
better rules. Some modifications can help ZCS to approve learning in larger and more 
complicated environments. 
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Abstract. Developing a robot system is a hard task and it requires a special 
programming knowledge. Moreover, the development and the operation of 
every robot system needs common tasks such as state management, 
communication among parts, synchronization, etc. Several software platforms 
were introduced for supporting these, hence the researcher and developer can 
concentrate the novel ideas. This document gives an overview of various 
robotic middleware. Strictly defined, robotic middleware serves for realizing 
the communication between various software components. In a wider sense, 
they are helping the process of development of robotic applications. The 
document contains descriptions of systems such as Robot Operating System 
(ROS), RT-Middleware, OPRoS and Orocos. The report also contains a 
comparison of the above-listed. 

1 Introduction 

There are a lot of manufacturers offering various robotic hardware in the robotic 
market in recent years. These firms offer different software for their products and 
make it difficult for developers to create their own applications because they are 
supposed to use different tools, programming languages, etc. The idea of robotic 
middleware was introduced to solve this global problem. The robot middleware is a 
software framework containing tools and libraries that alleviate the development 
process of robot systems. Generally, the robot middleware has some tools for 
generating the source code of components and it is glue code that establishes the 
connection among components. Many projects came up with different architectures, 
but the component based model was common. It means that robotic applications 
would look like a complex system built from blocks called components. This 
architecture has many benefits [1]: 

• Reusability – the same component can be used in various robotic systems. When 
developers need a component, they do not need to implement it from scratch, they 
can use one which already exists. 
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• Editability – the components can be easily edited and then used for different  
tasks. 

• Facilitation of development – when testing algorithms, developers use multiple 
components. If they want to change a parameter or a part of a system, it is enough 
to change the parameters of some components. This way they can save time and be 
more efficient. 

The above-listed robotic middleware can be used for creating components using 
various algorithms for artificial intelligence. These components can be used not only 
in research areas but also in non-robotic fields, for example, home appliances (such a 
system was created using RT-Middleware). The application of this idea can create a 
new section of the robotic market. Besides manufacturers of hardware and software, 
creators of components can play a significant role.  

2 RT-Middleware Concept for Robotics 

One of the most popular robotic middleware is RT-Middleware, which was created 
in Japan in 2002 as a project for NEDO (New Energy and Industrial Technology 
Development Organization). The project’s original name was Robot Challenge 
Program. Its main purpose was to establish essential technologies for easy 
integration of robot systems having advanced functions of modularized software 
components [2]. 

As it was mentioned before, systems based on RT-Middleware consist of   
components – RT-components or simply RTCs. These components can be written in 
different programming languages (C++, JAVA, Python, .NET), run on different 
computers and communicate with each other via CORBA (Common Object Request 
Broker Architecture).  

As shown on Fig. 1, an RT-component has a key part (Activity) which performs 
different tasks over data. The data processing is realized by input and output ports [3]. 
The main activity of the component is implemented via state   machine, so the 
developer has to map the steps of the algorithm into these states: BORN, 
INITIALIZE, READY, STARTING, ACTIVE, STOPPING, ERROR, ABORTING, 
FATAL ERROR, EXITING, UNKNOWN [4]. 

The leading developer tool for creating applications in RT-Middleware is 
OpenRTM-aist, which is freely available. It has two main tools [5]: 

• RTC Builder – serves for creating new RT-components through generating the 
source code 

• RT System Editor – serves for connecting RT-components into an RT-System and 
controlling the runtime. 
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Fig. 1. Architecture of an RT-component [5] 

OpenRTM-aist supports three programming languages: Python, C++ and Java. 
Besides OpenRTM-aist, some other implementations exist for the RT-Middleware 
technology, such as OpenRTM.NET, which uses Microsoft’s .NET framework and 
has support for Visual Basic, C#, F# and C++.  

Nowadays, there are over 300 available RT-components. Among these 
components, we can find RTCs for humanoids (Choromet, HRP) and various tasks 
using artificial intelligence, such as navigation, face recognition, speech  processing. 

3 ROS Concept for Robotics 

Maybe the most popular robotic middleware is ROS, the Robot Operating System. 
This project is the result of collaboration between Stanford University and Willow 
Garage, and it was part of the STAIR project. The goals of this system are the 
following [6]: 

• Peer-to-peer 
• Tools-based 
• Multi-lingual 
• Thin 
• Free and open-source 

The main parts of systems based on ROS are nodes, messages, topics and services. 
Nodes are processes which are performing various tasks. These nodes are forming 
complex systems. In this context, we can describe these nodes as components, like 
RT-components. Nodes are communicating with each other via messages. Messages 
are data structures which consist of primitive data types, like integer, float, Boolean 
and others. Messages can be represented as arrays of primitive types or sets of other 
messages. Nodes send their messages by assigning them to topics, represented as 
strings. Topics can receive messages from more nodes, which can also send their 



124 G. Magyar, P. Sinčák, and Z. Krizsán 

 

messages to more topics. This architecture is efficient but cannot handle synchronous 
processes. The concept of services was introduced to solve this problem. These 
services are represented by a string and a pair of messages. One is responsible for the 
request and the other for the response. Here, we can find a similarity with web 
services. On the other hand, services differ from topics. They can work with just one 
node and nodes can send their messages to just one service [6]. 

As it was mentioned above, ROS is open-source and freely available from the 
project’s official website for the operating system Ubuntu. Other operating systems, 
such as Mac OS X and Windows, have just an experimental version [7]. Developers 
can also choose from several programming languages like C/C++, Python, Octave or 
Lisp. The communication between components written in different languages is 
ensured via IDL (interface definition language), which was created as part of the ROS 
project.  

Nowadays, ROS has more than 2000 available components. Among these, we can 
find many libraries and ready-to-use components. Robot Operating System has also 
many components for robots, like Aldebaran’s NAO, Willow Garage PR2, Lego 
NXT, iRobot Roomba, Qbo and others [7]. 

4 OPRoS Concept for Robotics 

OPRoS (Open Software Platform for Robotic Services) serves for creating software 
modules from low level controlling to controlling complex systems. This middleware 
has its own interface which allows cooperation between components.  

 

Fig. 2. Architecture of an OPRoS system [8] 

As shown in Fig. 2, the robot contains a framework which serves for executing and 
managing components. This framework executes the components periodically or 
aperiodically, processes activities and errors of the components. It also contains 
various managers which ensure various functions of the components [8]. 
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Fig. 3. A component in OPRoS [8] 

As we can see in Fig. 3, a component in OPRoS, unlike components in RT-
Middleware, has three types of ports: data ports, service ports and event ports. 
Periodic and aperiodic method calls are processed by data and service ports.  
Components can have more ports of the same type which are communicating with 
other ports via connectors [8].  

The activities of the components are, like in RT-Middleware, realized by a state 
machine. However, in OPRoS it is simpler than in RTM. This structure is useful for 
monitoring and debugging the components. It has six states: CREATED, READY, 
ACTIVE, INACTIVE, ERROR, DESTROYED [8].  

Users of the OPRoS platform have access to a server which contains already 
existing components or users can add their own components. In some cases, this 
server can be used for direct cooperation with robots. For example, we can execute 
the OPRoS components on the server and the robots just communicate with them. In 
this case, the robots are acting as clients. The significant benefit of this feature is that 
robots with low hardware specifications can also use the OPRoS platform.  

Since OPRoS is a relatively young project, it does not have as many available 
components as RT-Middleware or ROS. Among supported robots, we can mention 
iRobiQ or FURo [8]. 

5 Orocos Concept for Robotics 

Another interesting project for making the development of robotic applications easier 
is Orocos (Open Robot Control Software). Its primary purpose is to create controlling 
modules for robots with the following attributes [9]: 

• Open-source – source codes are freely available for use and editing 
• Modular and flexible – chance to change just parts of the whole system 
• High quality – modules have high quality from the technical view, have a 

comprehensive documentation and as software are robust 
• Available for all computer platforms (Linux, Mac OS, Windows) 
• Localized for all languages 
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Orocos uses the divide and conquer method for the development of robotic systems. 
These are containing libraries and modules. Modules can be [9]: 

• Supporting modules – software without robotic elements but needed for a working 
robotic system. As an example, we can provide simulators, 3D visualization or 
tools for generating documentation. These modules can be parts of other open-
source projects. 

• Robotic modules – are specific robotic algorithms implemented as modules, for 
example, motion planners for mobile robots, kinematics and dynamics of systems, 
etc. These modules cooperate with supporting modules. 

• Components – are CORBA objects needed for creating robotic applications  
(Fig. 4). 

 

Fig. 4. A component in Orocos [9] 

For creating components based on the Orocos platform, we need Orocos         
Toolchain, which is freely available on the project’s official site. Toolchain is 
available on various distributions of Linux (Fedora, Debian, Ubuntu), Mac OS X and 
Windows (cooperation with Visual Studio). It contains extensions for systems such as 
ROS, Rock and Yarp. The Toolchain consists of the following parts [10]: 

• AutoProj – tool for downloading and compilation of libraries 
• Real-Time Toolkit – framework needed for creating components in C++ 

programming language 
• Orocos Component Library – set of components needed for working with the 

application 
• OroGen and TypeGen – tools for generating source codes of  components 

Among the applications of this framework, we can mention motion specification for 
robots, software components for an autonomous car, 3D motion tracking or dynamic 
parameter identification of a robot and others. 
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6 Comparison of Mentioned Robotic Middleware 

On the previous pages, we described four robotic middleware, namely RT-
Middleware, ROS, OPRoS and Orocos. These platforms can be compared in many 
ways which are important both from the view of the user and the developer. As the 
main criteria of the user, we considered the price of the systems, whether they are 
freely available and what operating systems are supported. From the point of view of 
the developer, a graphical IDE for managing systems and a simulator for 
experimenting with the developed systems are important. Table 1 also contains other 
criteria such as the composite component, which means that we can create one big 
component containing smaller components. Another important attribute of these 
systems is independence from the robot software architecture. It means that we can 
apply the components for robots and it doesn’t matter what kind of software is added 
to them. The real-time criteria describe if we can change the parameters of the 
components during the run 

Table 1. Comparison of robotic middleware 

 
RT-

Middleware 
ROS OPRoS Orocos 

Open-source yes yes yes yes 
Windows yes no yes yes 

Linux yes yes yes yes 
Composite 
component 

yes no yes no 

Robot 
software 

architecture 
independent 

yes yes yes yes 

Graphical 
IDE 

yes no yes no 

Simulation 
environment 

yes –  
OpenHRP, 
Choreonoid 

yes –  
Stage, RVIZ 

yes – 
OPRoS     

Simulator 
no 

Real-time yes no planned yes 
 
As we can learn from Table 1, all robotic middleware have their advantages and 

disadvantages. Based on this table, RT-Middleware can be considered as the perfect 
middleware, but it has fewer components than ROS and does not support as many 
robots as ROS. A big weakness of ROS can be the fact that Windows is not among 
the supported operating systems and it does not have a graphical IDE. The developers 
usually like to have a simulation environment for experimenting with the components. 
From this point of view Orocos, is not a smart choice, on the other hand, it has a lot of 
useful libraries.   
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7 Conclusion 

In this paper, we focused on describing four robotic middleware which can be used 
for creating robotic applications. These were RT-Middleware, ROS, OPRoS and 
Orocos. In Chapter 6, using a table, we compared them through various attributes. 
Based on this table, we can choose a platform which is the best for various purposes. 
Besides the above-mentioned platforms, there are many middleware which can be 
used for the same tasks, such as MIRO, Player/Stage, URBI, ORiN, Orca and others.  
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Abstract. Humans need to communicate with the society. If the society is a 
group of machines, there should be a language that creates a human-machine 
interface. This interface uses technological sources to communicate with 
humans. One way to realize an independent human-machine interface is 
service-oriented architecture (SOA). Services are realized on server and create 
an independent interface for clients. A client may then be a smart phone, tablet 
or PC. How the human-machine interface is presented only depends on the 
technical realization of the client and the functionality of the device. One of the 
most important things in a human-machine interface is alarms. Alarms directly 
involve a human user in processes which cannot be understood easily. 

1 Introduction 

People have the need to talk not only with one machine but also with a large 
complex of machines and robots. A human-machine interface (HMI) is often a 
subject to variable amounts of error and uncertainty.[1] Supervision Control and 
Data Acquisition/Human Machine Interface (SCADA/HMI) is used to process 
communication by visualization of abstract or real objects from the technological 
layer which consists of robots and machines. A SCADA/HMI system supports 
visualization and decision-making in real time. Creating an adequate interference 
needs to have a good base for supplying clients with data. This supplier should not 
be dependent on one type of technical equipment or operating system of its clients. 
Different technical equipment has a different ability to realize human-machine 
interface. The purpose of good human-machine interface is to create an open 
supplier of data which will cooperate with different and new implantations of 
human-machine language devices. Human-machine interface should become less a 
matter of pushing buttons or pulling levers with some physical result, and more a 
matter of specifying operations and accessing their effects through the use of a 
common language. [2,3,4]  
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2 Communication Language for Humans and Machine in 
Interactive Computing 

The technical definition of “interactive computing” is simply that the real-time control 
over computing is placed in the hands of the user through immediate and available 
interrupt facilities whereby the user can override and modify the operations in the 
process. [2] 

Interactive computing needs a language for human-machine communication which 
will be adequate for both sides. The best language for humans is a language which is 
primitive enough to understand. Conveyed information should be compact and easily 
understandable to support better control of the technological processes and robots. 
Human cognitive senses can quickly understand graphical objects and text elements 
with colour decorations. Therefore, making a decision for humans is simpler when all 
information is readably grouped in front of them. Also the language between a human 
and a machine consists of graphical objects which are interacting with data.  

The data for a human-machine interface is processed by an engine. This engine is 
supported by a “brain” which gives this engine information in a suitable form to be 
processed in a human-machine interface. Example of human-machine interface is in 
Fig. 1. 

 

Fig. 1. Example of a human-machine interface with sample graphic and text visualization 

SCADA/HMI systems find ways to use cognitive perception of human senses. The 
principle of cognitive action and human reaction is described in Fig. 2. On the left 
side of the diagram, there are cognitive actions which act on human receptors of 
senses. The human processes information from the receptors, make a decision and 
make an action through the visualizing system.[5] For example, a person who did not 
work with the system must spontaneously find the right button to stop the machine. 
The engine of human-machine interface accepts commands and sends them to the 
system with alarms which process all of the alarms and distribute alarms to clients 
with human-machine interface.   
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Fig. 2. Human-machine interaction scheme 

The implementation of a human-machine interface has good application in 
processes with risk where alarms are important. Alarms request a human to make a 
decision and make them aware of possible and real problems [6].  

3 Alarms in Human-Machine Interactions 

We made an experiment where we use alarms to analyze alarms in human-machine 
interfaces and create communication support for alarms. They involve a human into 
dynamic processes with robots and machines. It is the way how the machine warns 
and gives them appropriate information to make decisions and solve a problem.  

The alarms are used to warn or inform about processes which are problematic. [6] 
The active alarms are usually acknowledgements (ACK) by the operator and are 

actual even if the alarm’s value has normalized. Alarms are described by these three 
states: 

• ACK - if the alarm was acknowledged by user. 
• ALM - if the alarm has occurred for the first time. 
• RTN - if the alarm occurred, but automatically returns back to normal state.[6] 

The alarms can have different meanings and importance. The importance of alarms 
is defined by priority. Then the alarms can be grouped or filtered according to their 
priority.  

Alarms can be also classified differently: 

• Tripped alarms – defines the category of alarms where alarms indicate an event of 
actions, for example when voltage supply for robots goes down accidentally. 
Tripped alarms have a higher priority than non-tripped alarms. [7] 

• Non-tripped alarms – defines the category of alarms that warn the operator that 
there is an imminent failure.[7] 
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4 Implementation 

We simulated alarms in the physical model, Programmable Logic Controller (PLC)  
in the technological layer and the SCADA/HMI layer. In our experiment we used 
SOA.  

With the implementation of SOA, we used the opportunity to distribute 
information between different platforms [8]. Every platform, such as mobiles, PC and 
other platforms, can consume these alarms and other data from the technological and 
SCADA/HMI layer. We made an application server which controls the states of all 
errors in our system. 

In our experiment, we created a simple model of process control which simulates a 
magnetic arm that collects metal components from a rotating plate. This model 
simulates a real machine for classifying things in medicine. PLC controls the model 
and scans the model error states and logical errors. In the SCADA/HMI layer, we 
simulated alarms in communication and software base. 

The errors are visualized to the client to inform the user about the states in our 
system. The main error with the highest priority is the error of communication with 
the application server. 

 

Fig. 3. Diagram of an implemented system of alarms 

From the technological layer are states of errors written in PLC. For real time data 
acquisition OPC (OLE for Process Control) standard can be used, more precisely 
OPC DA (OPC Data Access). [9]  

Error states in the OPC, database and application server are processed in 
SCADA/HMI layer.  

In this experiment the application server process all alarms and create 
communication and data base for the client human-machine interface. 

Example of errors is in the Table 1.  
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Table 1. Example of alarms in realized architecture 

Alarm Layer Priority 

Component has been lost Technological1 

Component has not been caught by
arm 

Technological1 

Initialization process has not been
run 

Technological3 

Communication error with OPC SCADA/HMI 1 

5 WCF Server Architecture 

This part of the solution triggers the alarm and is indicated on the user interface. The 
form of data was designed to achieve the best presentation of alarms in human-
machine interface. We developed the application server on SOA using Windows 
Communication Foundation (WCF). WCF is a unified programming model for 
building SOA applications [10]. 

The client connects to the server through an endpoint and sends requests to the 
server service. The server has defined methods and uses them to process the requested 
action from clients. After processing the method, the server sends an answer to the 
client. SOA is used for accessing a Web Service via HTTP and, hence, passes through 
firewalls. In addition, it allows the communication between applications running on 
different operating systems with different programming languages. [11] 

The server cooperates with the database and the OPC server and does the 
application logic for remote control. In this application, the server was inserted an 
additional alarm functionality. Inside the usual communication of commands and 
answers, the diagnostic communication for error statuses of the whole system has 
been added. This diagnostics on the server has 3 parts: 

• Scanning – an independent process on the server that controls the functionality of 
the whole system in the technological, logical and communication areas. Each 
alarm has its own priority. This priority shows the client the importance of the 
operator’s reaction.  

• Writing – error states are saved for later diagnostics. 
• Signalizing – the main part of alarming is signalizing.  In this action, a table of 

errors if created. 

The whole process from getting the errors after their sending starts with invoking 
an event action of error. In this process, the error is written inside an inner error table. 
After that, the error and its attributes are written to the database. The error table is 
sent to the client during the following communication. The client diagnoses this table 
and reacts with a graphical object in the client’s application. 

In our solution, we found three ways of communication and processing alarms on 
the side of the server. The first is to save every error in the inner error table and then  
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send the table to the client. The second solution was to integrate alarms inside every 
XML message that is sent to the client. The third solution was to create a data contract 
with its own structure. The first and the third solution can be combined. 

We chose the first solution to make processing on the client side easier. The second 
solution would be slower due to serialization and deserialization in adding the 
additional xml code. In the third solution it would be confusing to scans and 
processing the whole alarm structure of defined data contract. It was not necessary to 
combine the first and the third solution due the fact that control commands would be 
slowed down during additional alarm messages. 

The alarm was necessary to be distributed to clients because every client might 
have his/her own functionality with signalizing, grouping, ACK the alarm. The alarms 
are distributed between clients and application server. But the alarms are logically 
handled centrally, i.e., the information only exists in one place and all users see the 
same status (e.g. the acknowledgement) [12]. 

Statuses of alarms are changing between ALM, ACK and RTN. The server 
controls the ACK status from user replies. The ALM status is set to occur when the 
alarm has been triggered. Sometimes an alarm occurs but immediately disappears. 
This status is set as RTN. 

6 Client Side of Alarming System 

The client side is the consumer of alarms. It depends on the implantation of the client 
application and what the alarms system will look like. We used a web application. We 
divided alarms into processes for communication, processing delivered data and 
visualizing the alarms.  

When the client gets the table of errors, it is processed by the defined criteria to 
reach the best expression of status inside machines and robots.  

The client was developed for mobile devices such as tablets, PDAs or smart 
phones.  

In Fig. 4. alarms of the realized system are displayed. Each alarm is coloured by its 
priority and the operators can ACK the alarm.  Alarms in the client web application 
are divided into SCADA/HMI, PLC, model group errors. Another division into 
groups is by a priority criterion. There are three groups made for this criterion: 

• Group A – highest priority. In the grid, they are red. A new alarm is signalized in 
the menu panel. 

• Group B – middle priority. It is not necessary to notify the user immediately, so a 
new alarm is only displayed in the panel. In the grid, they are yellow. 

• Group C – lowest priority. In the grid, they are blue. 

The errors can be ACK. After they are ACK, the status of the alarm is sent to the 
server.  
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Fig. 4. Web application in ASP.NET with simulated errors 

This client side of alarm system is focused on representation alarm data to human 
at the right moment. The human has the opportunity to see inside the control process 
of machines and robots. 

7 Conclusion 

A human-machine interface allows mutual interaction between both sides. Like every 
language makes some evolutionary steps, technological innovations make the 
communication between humans and machines easier and more convenient. A 
human-machine interface includes a “translating” environment which can be applied 
to communication with robots. This interface is based on service and can improve the 
control and involve operators inside the machine process by creating integration of 
different clients’ devices which perform human-machine interface and help to analyze 
the human and machine interactions. 
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Abstract. In this chapter we aim to introduce the smartphone robots as a viable 
research and testing platform. As the smartphone gains on the popularity and 
market share, the creation of the applications that use artificial intelligence for 
these devices seems much more important. A smartphone robot is an 
incremental advancement of the smartphone and uses a smartphone for control 
functions (aka “the brain”) and the chassis with actuators and sensors for 
moving and acting in an environment (aka “the brawl”). Although these robots 
have somewhat limited abilities, they offer interesting abilities, nonetheless. 
The easy development of programs working with sensory data (camera, gyro, 
accelerometers) or with services available (voice recognition service) means 
that we can focus on creating the smart applications for these robots.  

1 Introduction 

In recent years, smartphones have been on the rise. Currently, several major markets in 
developed countries are near the 50% penetration rate. That means that nearly (and in 
some countries already) 50% of mobile phones fall to the category “smartphone” [1]. 

The most recent smartphones can be compared in performance to the low to mid-
level computers. They also boast a Wi-Fi or WAN (Wide Area Network in the form 
of 3G or 4G module) access to the network and an impressive array of sensors 
(accelerometer, gyroscope, magnetometer, camera and others). Smartphones can 
connect to other devices with the USB connector or the Bluetooth wireless 
communication, and the Software Development Kits are available for every major 
platform (Android, iOS, Windows). All these characteristics make the smartphones 
interesting for the consumer-oriented robotics. 

Professor James Kuffner has used the term “cloud-enabled robots” in the interview 
robots with their heads in the clouds [2]. The core idea is: if we embrace cloud 
robotics, we can create “lighter, cheaper and smarter” robots. Cloud robotics is a new 
concept, the one which makes the idea of the remote brain [3] possible. At the core is 
the idea of offering the software of the robot as a cloud service. We have covered this 
topic in paper [4]. 

But if we combine the possibilities of today’s smartphones with the services 
provided by cloud robotics, we can create a cheap, simple but nonetheless smart 
robot. There are several commercial projects utilizing the smartphone as a controller 
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for a wheeled chassis (Romo [5], SmartBot [6] and others) which can provide 
entertainment to the users. However, this area of robotics is also interesting for 
research for several reasons:  

Robot-human interaction and how a robot can influence the human behaviour (for 
example when listening to music [7]).  

Simulation of network delay when using the cloud services and testing the 
infrastructure [8].  

Multiple robot control and interaction (especially for cloud robotics).Telepresence 
systems [9]. 

Using the smartphone controlled robotic platform to automatically map the area 
using complementary smartphone sensors [10].  

Assistant services [11]. 
In robotics, smartphones can and are used as a brain of the robot. Actuators can be 

connected with the use of the micro USB, headphone jack or Bluetooth. The robot can 
have sensors and feed the data back to the smartphone to complement the smartphone 
sensors. The smartphone connection modules (Wi-Fi or WAN) provide the 
connection to the Internet, therefore allowing for remote servers or cloud services to 
provide required functionality. 

This chapter is organized as follows: in section two is a brief description of the 
Android platform; in section 3 two projects incorporating smartphone and the Lego 
Mindstorm set are described; in section 4 we outline the future plans for use of the 
smartphone robots for testing the cloud robotics services; in section 5 we summarize 
this chapter. 

2 Android Platform 

Android Operating System is an open-source software stack for mobile devices [12]. 
It is based on the modified Linux kernel. The source code is released under the 
Apache License. Applications for Android can be written in a customized version of 
Java (with the addition of Android SDK) or in native C/C++ code (with the used 
Native Development Kit – NDK) for specific applications. The architecture of the 
Android OS is shown in Fig. 1. 

Most of the Android smartphones are equipped with at least one camera, 
accelerometer, light sensor, GPS (Global Positioning System) module, Wi-Fi module, 
WAN module and Bluetooth module. All of these sensors can be accessed with the 
Android SDK and the data gained can be used in the application. 

The applications are most commonly developed in Java programming language. 
The lifecycle of the application must be implemented by the developer, as the system 
postpones the GUI (Graphical User Interface) of the application (called activity) when 
the application is going to the background to conserve battery. If there is a need to 
have a longer running process, it is possible to run it as a service in the background 
process. 
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small Lego robotic vehicle is limiting the use of this application, it is a valuable 
hands-on practice. 

The solution is based on the SpyDroid project [16]. It creates a streaming server 
from the smartphone and allows for accessing the device camera feed from the 
computer over the Internet. The code needed to control the robot and also the 
elements on the web interface which allow for controlling the robot movement over 
the internet were added to the application. 

The application provides one-to-one communication and does not support the 
video streaming from the computer to the robot (due to the lack of support for the 
technologies used). 

More detailed information can be found in [17]. 

3.2 Voice Controlled Robot 

A second application created for the smartphone robot was the voice control. The goal 
of this application was to utilize existing software tools of the Android framework 
(Google Speech Recognition) and create an application for the voice control in 
several languages. 

As there is an increasing number of services which provide much needed 
functionality, the task is to create applications with the use of them and to test their 
performance.  

The application created is a simple control application which was built according 
to the Android developers guide. It provides the user with the ability to control the 
Lego robot by voice in several languages (Slovak, English, German, Russian, Spanish 
and French). The commands were previously specified. The application was tested by 
several users and also the reaction time was evaluated. The result of speech 
recognition was trimmed to the first five words and each of them was compared to the 
specified commands. 

The results from the testing show that the use of a cloud based recognition service 
is viable in the non-critical applications as the robot was able to react in half of a 
second after the command was spoken. In the noisy environment, the recognition was 
50% successful. The success rate of recognition was higher for the native and fluent 
speakers. 

More detailed information can be found in [18]. 

4 Future Uses of Smartphone Robots 

Our main research field is cloud robotics. However, smartphone robots can be very 
useful as a testing platform. Smartphone itself is a powerful computer with the 
attached sensors, and we can say it is ready for the cloud. That reduces the time 
needed to implement the cloud service on the device. 

Another important factor is the price of the smartphone compared to the available 
robotics solutions. This allows for more robotic entities for the same price. 
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From the research point of view, the smartphone robots can be used as test devices 
for cloud services, to test the real network delay and the viability of using a cloud 
service for the robot control.  

Besides the testing purposes, we will continue to employ smartphones and 
smartphone robots for small distinct tasks as human assistants. We will improve the 
videoconferencing application and allow for smartphone robots to be controlled by 
voice commands and also increase the level of control with the voice. 

Another application will be the use of several smartphone robots as a group 
towards the common goal. 

5 Conclusion 

In this chapter, we have provided a brief introduction to the smartphone robots. There 
are several major operating systems on the market (Android, iOS, Windows), and we 
have provided an overview of Android OS. Then, we have described two projects we 
have done with the Android smartphone and the chassis from the Lego Mindstorm 
set. 

The use of smartphone robots can ease the development process for applying the 
methods of artificial intelligence in real world applications, as many problems are 
alleviated by the operating system. These range from fast Wi-Fi connection, accurate 
and easy to obtain sensor and camera data, to the availability of certain services like 
voice recognition. 

Another factor to consider is the affordability of smartphone robots. Not only for 
research purposes but also for the creation of real world applications. These can be 
used by general public, as the smartphones are already projected to excess more than 
50% of all mobile phones in the developed countries. 
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Abstract. This article deals with the methodology of processing direct 
kinematics for a robotic arm. The paper describes basic matrices of direct 
kinematics and basic relations. A method of application and calculation of 
direct kinematics for industrial robot is also presented. The last part is the 
application of general inverse kinematics algorithm. This mathematical model 
is verified in the article. 

1 Introduction 

The article examines the mathematical model of the robotic arm MELFA RV-2SDB, 
it describes the general methodology of creating the robotic arm’s mathematical 
model. The second chapter reminds basic matrices which are dedicated for calculation 
of the direct kinematics model. The next chapter describes the procedure of creating 
the mathematical model in steps. The fourth chapter describes the general algorithm 
for the inverse kinematics of the robotic arm. The fifth chapter compares the 
mathematical model and the real model of the robotic arm experimentally.  

2 Direct Kinematics 

This chapter reminds basic matrices for the calculation of direct kinematics. 
Mathematical descriptions of these matrices are described in [1]. This chapter 
summarizes all of the basic matrices only. Basic kinematics matrix: 
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Fig. 1. Basic kinematics 
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Rotation around axis X: 
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Fig. 2. Rotation around axis X 

Rotation around axis Y: 
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Fig. 3. Rotation around axis Y 

Rotation around axis Z: 
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Fig. 4. Rotation around axis Z 

Translation: 
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Fig. 5. Translation 
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3 Industrial Robot 

This chapter describes the methodology of the creating and calculation of the direct 
kinematics mathematical model. This methodology is applied on the industrial robot 
MELFA RV-2SDB made by Mitsubishi corporation. We propose this methodology. 

The First Step: Present Technological Parameters of the Robotic Arm: 
Direct kinematics calculation needs to know accurate dimensions of the robotic arm 
and its maximal rotation: 

 
Fig. 6. Dimensions of robotic arm MELFA RV-2SDB 

The Second Step: Kinematics Structure of the Robotic Arm: 
Calculation also needs to know the kinematics structure of the robotic arm. This 3D 
kinematics structure is drawn with respect to the figure of the industrial robot and then 
the figure is removed and leaving only 3D kinematics structure of the robotic arm: 

  
Fig. 7. 3D kinematics structure of industrial robot MELFA RV-2SDB 

The 3D kinematics structure is redrawn to the classic kinematics structure for its 
simplification. The classic kinematics structure has arms marked with letters from a to 
f and joints R1 - R6 marked with Greeks letters (representing the angles) α, β, γ, δ, ε, φ 
in the following figure: 
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Fig. 8. Classic kinematics structure of the industrial robot MELFA RV-2SDB 

Important information can be read from the scheme in Figure 8 and the dimensions 
of the robotic arm in Figure 6 (dimension a can be ignored because the nearest 
kinematics mechanism is rotary in axis z):  

 a = 0  mm d = 50  mm 
 b = 295 mm  e = 270  mm 
 c = 270  mm  f = 70  mm 

The next important information is the maximum range of joints: 

 α ϵ < -240°; 240° > δ ϵ < -200°; 200°> 
 β ϵ < -120°; 120° > ε ϵ < -120°; 120°> 
 γ ϵ <       0°; 160°> φ ϵ < -360°; 360°> 

The third step: Determining the zero position of the robotic arm: 

    
Fig. 9. Kinematics scheme of robotic arm if all angles have size 0° 

The Fourth Step: Transformation Matrices: 
Transformation matrices can be determined by the main information from the first 
three steps. They are created according to Figure 9 from the beginning of coordination 
system to the robot’s end point.  
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Joint R1 is resolved to the first (because dimension a is ignored), this is the rotary 
motion around axis z (1), then the matrix calculation moves under joint R2 (2): 
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Joint R2 causes rotary motion around axis y (3), then it moves under joint R3 (4): 
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Joint R3 rotates around axis y (5) and calculation moves under joint R4 (6): 
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Joint R4 rotates around axis z (7) and it moves under joint R5 (8): 
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Joint R5 causes rotary motion around axis y (9), then it moves to last joint R6 (10): 
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Last joint R6 causes rotary motion around axis z (11): 
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The fifth step: The composite homogeneous transformation matrix:  
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The composite homogeneous transformation matrix is calculated from all 
transformations matrices, which is calculated in the fourth step: 

 KJIHGFEDCBAT ..........=   (12) 

Resultant composite homogeneous transformation matrix: 
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Equations (14) are simplified (sin(x) →   sx): 

x = f (cα cβ cγ cδ sε - cα sβ sγ cδ sε - sα sδ sε + cα cβ sγ cε + cα sβ cγ cε )+ 
+ e (cα cβ sγ + cα sβ cγ ) - d(cα cβ cγ - cα sβ sγ ) + c cα sβ 

y = f(sα cβ cγ cδ sε - sα sβ sγ cδ sε + cα sδ sε + sα cβ sγ cε + sα sβ cγ cε ) +  
+ e(sα cβ sγ + sα sβ cγ ) - d(sα cβ cγ - sα sβ sγ ) + c sα sβ 

z = f (cβ cγ cε - sβ cγ cδ sε - cβ sγ cδ sε - sβ sγ cε) + e(cβ cγ - sβ sγ) + d (sβ cγ + cβ sγ )  
+ c cβ + b 

 

nx = cα cβ cγ cδ cε cφ - cα sβ sγ cδ cε cφ - sα sδ cε cφ - cα cβ sγ sε cφ-cα sβ cγ sε cφ + 
+ cα sβ sγ sδ sφ - cα cβ cγ sδ sφ - sα cδ sφ 

ox = cα sβ sγ cδ cε sφ- cα cβ cγ cδ cε sφ+ sα sδ cε sφ+ cα cβ  sγ sε sφ+ cα sβ cγ sε sφ + 
+ cα sβ sγ sδ cφ - cα cβ cγ sδ cφ - sα cδ cφ 

ax = cα cβ cγ cδ sε - cα sβ sγ cδ sε - sα sδ sε + cα cβ sγ cε + cα sβ cγ cε 
 

ny = sα cβ cγ cδ cε cφ - sα sβ sγ cδ cε cφ+cα sδ cε cφ - sα cβ sγ sε cφ - sα sβ cγ sε cφ + 
+ sα sβ sγ sδ sφ - sα cβ cγ sδ sφ + cα cδ sφ 

oy = sα sβ sγ cδ cε sφ - sα cβ cγ cδ cε sφ - cα sδ cε sφ+sα cβ sγ sε sφ+sα sβ cγ sε sφ + 
+ sα sβ sγ sδ cφ - sα cβ cγ sδ cφ + cα cδ cφ 

ay = sα cβ  cγ cδ sε - sα sβ sγ cδ sε + cα sδ sε +sα cβ sγ cε + sα sβ cγ cε 
 

nz = sβ sγ sε cφ - sβ cγ cδ cε cφ - cβ  sγ cδ cε cφ - cβ cγ sε cφ + sβ cγ sδ sφ + cβ sγ sδ sφ 
oz = sβ cγ cδ cε sφ + cβ sγ cδ cε sφ - sβ sγ sε sφ + cβ cγ sε sφ + sβ cγ sδ cφ + cβ sγ sδ cφ 
az = cβ cγ cε - sβ cγ cδ sε - cβ sγ cδ sε - sβ sγ cε 

(14) 

Matrix components x, y and z are the end point coordinates of the industrial robot.         
Rotation matrix is assembled from vectors n, o and a. The rotation of the coordination 
system is calculated from this rotation matrix. Presented below are the general 
rotation matrixes (15) around all axes: 
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ω – Rotation around axis x 
ρ – Rotation around axis y 
τ – Rotation around axis z 

All axes rotations are deduced from equation (15): 
Rotation around axis y, angle ρ: 

ρsin−=zn                                             (16) 

)arcsin( zn−=ρ                                                (17) 

Rotation around axis z, angle τ: 

ρτ cos.sin=yn                                   (18) 
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Rotation around axis x, angle ω: 
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4 Inverse Kinematics 

Robot inverse kinematics is calculated by algorithm which we have proposed. This 
algorithm uses mathematical model of the robot’s direct kinematics and Newton 
approximation method with the use of Jacoby matrix. 

Inputs of the algorithm are an initial state, desired position and parameter δ.   The initial 
state is the actual rotation state of the joints. The desired position consists of coordinates 
and axes rotations which the robotic arm has to be in. Parameter δ is described below. The 
shift has to be defined as zero before the start of the main loop of the algorithm.   

The algorithm includes two functions. These functions are not shown in the 
flowchart for lack of space in this paper. These functions are AA (angle adjust) and 
DK (direct kinematics). AA function adjusts angles in the range from -360° to 360°. 
DK inputs are angles of the joints rotation and the output is vector with coordinates 
and axes rotation. The algorithms main loop includes two very important calculates: 
Jacoby matrix and shift. The classic formula for Jacoby matrix is (22):  
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We modified the formula (22) to a discrete form. The discretization of derivation is 
different. Discrete Jacoby matrix consist of vectors which  represent a difference 
between temporary positions and positions after minimal modification (δ) in the angle 
of one robotic joint. If the robot has 6 degrees of freedom and 6 joints, then the 
resultant Jacoby matrix has size 6x6. Discrete Jacoby matrix (Function DK is used in 
the formula for simplification): 

[ ]
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)),,,,,(()),,,,,(()),,,,,((

′Δ+′Δ+′Δ+−
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(23) 

Inverse kinematics algorithm: 

 

Fig. 10. Inverse kinematics algorithm 

Shift is calculated through the basic formula: 

dpJdq 1−=                                               (24) 

Discretization of this formula (DP – vector of desired position, TP – vector of 
temporary position, s - shift): 

))((1 ′−Δ= − TPDPJs                                   (25) 

α, β, γ, δ, ε, φ = initial state

x, y, z, ω, ρ, τ = desired position

Δ = discrete newton distance  

shift = [0 0 0 0 0 0]

While desired position ≠ temporary position

Start

i=i+1

[α β γ δ ε φ] = [α β γ δ ε φ] + shift

[α β γ δ ε φ ω ρ τ] = AA(α, β, γ, δ, ε, φ, ω, ρ, τ)

TP = DK(α, β, γ, δ, ε, φ)

J = [TP' TP' ...] - [(DK(α+Δ, β, γ, δ, ε, φ))' (DK(α, β+Δ, γ, δ, ε, φ))' ...]

shift = J' * ((DP - TP)*Δ)' 

α, β, γ, δ, ε, φ, i

End

+
-
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The algorithm output is the angles vector of joint rotation and the number of loop 
iterations. It is important to point out that the robot’s movement begins after the 
algorithm finishes; robot’s movement never begins while an algorithm is running. 
Temporary position is not a real position, only an auxiliary position necessary for 
calculation.  

5 Experimental Verification 

These results were verified on the real industrial robot. Direct kinematics is verified 
by entering a random motor (joint) rotation to the real model and after  the completion 
of the operation the actual position of the robot’s endpoint is read from the robot 
controller. The same random joint rotation is calculated by composite homogeneous 
transformation matrix in MATLAB. These results are compared in Table 1: 

Legend to table: 

α, β, γ, δ, ε, φ: joint rotation of industrial robot 

X, Y, Z:  real position (coordinate) of robot’s endpoint 
A, B, C:  real rotation of coordination system of robot’s endpoint 
x, y, z:  calculated position (coordinate) of robot’s endpoint 
ω, ρ, τ:  calculated rotation of coordination system of robot’s endpoint 

Table 1. Verification of calculated direct kinematics – selected measurement 

č. 
α[deg.] β[deg.] γ[deg.] δ[deg.] ε[deg.] φ[deg.] 
X[mm] Y[mm] Z[mm] A[deg.] B[deg.] C[deg.] 
x[mm] y[mm] z[mm] ω[deg.] ρ[deg.] τ[deg.] 

1. 
87,47 -45,92 98,93 85,70 58,00 121,00 
-56,81 55,22 676,16 11,46 -74,13 -43,06 

-56,8141 55,2198 676,1553 11,4617 -74,127 -43,057 

2. 
225 110 70 -90 -90 300 

-138,68 -237,68 -53,66 -90 30 -45 
-138,6844 -237,6793 -53.6646 -90 30 -45 

3. 
21,8 -1,32 102,84 0 78,48 21,8 
250 100 450 180 0 180 

249,9950 99,9951 450,0048 180 0 180 

 
On Table 1 it can be seen that the direct kinematics of an industrial robot MELFA 

RV-2SDB is calculated correctly. There is more verification but the results are same; 
this is the reason why the results are not in the table. Inverse kinematics is verified, 
too with excellent results (calculated joints rotation were the same as the real joints 
rotation). 
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6 Conclusion 

This paper describes the process of creating a mathematical model of robotic arms. 
This mathematical model refers to the direct and inverse kinematics model. The 
process of creating the direct kinematics model was tested on 4 robotic arms 
(Mitsubishi MELFA RV-2SDB – model DCAI, Robkovia – model DCAI, SEF – 
Model DCAI and OWI 535 Robotic Arm). The algorithm of inverse kinematics was 
tested on 2 robotic arms (Mitsubishi MELFA RV-2SDB and SEF). We use the 
Newton approximation method for the inverse kinematics calculation but there are 
many other methods, for example Taylor expansion of the transformation matrix, 
Analytic solution, BFS (Broyden, Fletcher, Shanno) method and Vector method of 
inverse transformation. We use the mentioned method because we considered this 
method reliable and result needs maximally 8 iterations.  
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Abstract. Motional stability and robustness play a very important role mainly 
in bipedal robots, especially if it is connected with a dynamic environment, 
where many motion changes are necessary to be done. Here, this problem is 
shown on kicking a ball in robotic soccer. The movement control leads to 
constructing movement trajectories which should secure stable behaviour. Some 
control approaches are oriented in creating smooth trajectories instead of 
complicated stability analyses. For such purposes the so-called Bézier curves 
are used. In this paper we use Fuzzy Cognitive Maps (FCMs) for determining 
parameters of Bézier curves as well as a Particle Swarm Optimization (PSO) 
algorithm for learning FCMs. The main advantages of PSO consist in their 
speed and necessity of a relatively small training set. Two types of a kicking 
system for generating smooth movement trajectories are proposed and 
compared in the paper, which is documented by performed experiments. 

1 Introduction 

The robustness of movement (gait, kicking, etc.) plays a key role in robotic control, 
especially in the case of bipedal robots. As conventional approaches for improving the 
movement stability which are based on in-depth system identification, encounter 
complexity problems, the research is becoming more oriented on skin-deep 
approaches as, e.g., smoothness of movement, where the only problem is to ensure 
differentiability of movement trajectories in each point, i.e. their continuity. In this 
paper we will focus our interest on the kicking problem as a part of the tasks to be 
solved in robotic soccer, but the proposed approach is usable for further kinds of 
movements, too. 

Most kicking systems are more or less based on the so-called key-frames (see e.g. 
[2]), where a kicking motion is composed of several frames. Therefore, various types 
of kicking consist of different sequences of basic predefined key-frames. This method 
is based more intuitively than exactly utilizing a physical mathematical description. 
However, there are two basic disadvantages of such an approach. Firstly, there is 
available only a limited set of predefined kicking types which, more or less but not 
optimally, correspond to the needs of a real situation. Secondly, when a kicking 
movement starts, it cannot be changed during its processing because of the possible 
risk of discontinuities of such a movement which can lead to instabilities and, e.g., the 
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falling down of a player. Therefore, such a type of movement is defined as a static 
kick because of its inability to take into consideration dynamic changes of 
surroundings (e.g. moving players or ball). To minimize these drawbacks, several 
modifications have been designed where the main question is about how to define the 
key-frames and, mainly, how to define movements leading from one key-frame to 
another one. For instance, in [4] the so-called Zero Moment Point method is 
combined with the basic key-frames approach trying to incorporate the stability 
theory to minimize problems with instabilities. Key-frames are also used in the so-
called Learning from Demonstration, where a human physically guides a robot to 
perform a skill. A hybrid method that combines trajectories and only some sparse 
key-frames performed by a human operator is proposed in [1]. On the contrary, the 
approach in [9] tries to substitute key-frames by a special adaptive motion controller 
using at least visual feedback and dividing the kick motion into four phases, but the 
basic principle of key-frames is still retained. We can see that despite the mentioned 
drawbacks, the key-frame approach represents a basis for more sophisticated methods 
of movement design. 

The approach described in [10] belongs to the family of key-frame approaches too. 
However, it is neither purely intuitive nor purely physical-mathematical. It is based on 
a proposition that a smooth trajectory is the best guarantee for a stable behavior of a 
robot. Of course, it is a heuristics only, where the risk of instability is minimized but 
not fully eliminated. To obtain smooth trajectories the so-called Bézier curves are 
used which are well known because of their smoothness and this property has been 
already used in many other applications (e.g. computer graphics, economy, motion 
control, etc.). However, the main advantage of this method is that Bézier curves are 
recalculated in each motion phase depending on the definition of end points, i.e. key-
frames which are defined by current circumstances and so any movement can be 
changed during its processing. In other words, a movement is able to immediately 
respond to sudden changes and in such a case we get a dynamic kick.  

Until now, proposed kicking systems take into account only the position of the ball 
and prescribed direction of kicking. This data does not enable to determine the 
strength of kicking or to consider further influences like the position of obstacles or 
players (both opponents and teammates). In this paper we will describe our extension 
of the system designed in [10] which can be used for passing the ball between 
teammates or for a more realistic kicking comparable to human football. To achieve 
our goal we used the descriptions of the most significant factors in constructing the 
kicking process, the so-called Fuzzy Cognitive Maps (FCMs), as a user-friendly 
descriptive method. For constructing a proper FCM the well-known Particle Swarm 
Optimization (PSO) algorithm was used.  

This paper is organized as follows: Sect. 2 introduces basic notions related to 
FCMs and PSO. The problem of constructing a dynamic kick is analysed and two new 
designs are presented in Sect. 3. In Sect. 4 results of some experiments are discussed 
and resulting concluding remarks are presented as well as recommendations for future 
research to accomplish the paper. 
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2 FCMs and PSO – Basic Notions 

FCMs are basically oriented graphs, where nodes c represents notions in symbolic 
form and the connections are causal relations. Mostly, notions are states or conditions 
and connections are actions or transfer functions which transform a state in a node to 
another one in another node. FCM can be regarded as a set of rules too. In such a 
case, input nodes represent parts of a rule premise which are interconnected in the 
output node whose value corresponds to the consequent rule as we can see in Fig. 1. 
In contrast to conventional rule bases where the input and output variables are strictly 
divided in the case of an FCM, we can combine several rules and form implication 
chains or even closed loops. So the data flow is not forward as in conventional rule 
bases [7] but recurrent in general. Concerning implementation possibilities, FCMs are 
mostly designed as recurrent neural networks although the approach of a finite state 
machine is possible, too. 

 

Fig. 1. An example of an FCM with its connection matrix E 

Connections can be weighted by values eij from the interval [-1;1] (-1 because of 
negative connections), and so we can implement grades of membership into the 
inference process. If we define initial state values Ai in nodes Ci from the interval 
[0;1], then, using (1), we can calculate new state values for next time t+1: ݐ)ܣ + 1) = (ݐ)ܣ)ܮ + (ݐ)ܣ ∙  (1)                                           ,(ܧ

where A is the state vector of individual node values Ai, E is the connection matrix of 
connections eij and L is the limitation function to keep the values Ai in [0;1]. Thus we 
can simulate behaviour of an investigated system and then we can analyse its 
properties. Thus, FCMs can be very useful especially for prediction purposes. More 
detailed information about inference and applications of FCMs can be found, e.g., in 
[5] and [12].  

FCMs learning is similar also in the case of neural networks either unsupervised or 
supervised. In the first case there are mostly various forms of Hebbian learning. 
However, for our purposes the unsupervised learning is necessary, where mainly 
genetic algorithms are used [11]. Regardless of the type of learning, we must always 
define nodes manually and the learning process is always restricted only to creating 
connections and setting up their weights under some other optimization criteria [14].  
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PSO algorithm belongs to the group of the so-called migration algorithms, where 
no new populations are generated, but original searchers (particles) are seeking better 
solutions. As they consider their ever best found solution as well as the ever best 
found solution of the swarm (the best particle), their behaviour is similar to a swarm 
of birds or fish [8]. If we consider a D-dimensional search space, then the position of 
a particle Xi will be described by a D-dimensional vector too, i.e. Xi = 
(xi1;xi2;…;xiD). Similarly, its velocity is defined as Vi = (vi1;vi2;…;viD). Besides, 
each particle knows also its best individual position reached at some time in its 
history Pi as well as the best position of the swarm at all, i.e. the best particle gi. The 
positions and velocities of particles can be changed in the following manner: 

௜ܺ(ݐ + 1) = ௜ܺ(ݐ) + ௜ܸ(ݐ + 1),                                         (2) 

௜ܸ(ݐ + 1) = ߯ ∙ ቂ ௜ܸ(ݐ) + ଵܥ ∙ ܴଵ ∙ ൫ ଵܲ(ݐ) − ௜ܺ(ݐ)൯ + ଶܥ ∙ ܴଶ ∙ ቀ ௚ܲ೔(ݐ) − ௜ܺ(ݐ)ቁቃ   (3) 

The parameters ߯;C1 and C2 are constants. Vectors R1 and R2 are random, which 
elements are from the interval [0;1], and they are analogous to mutations in genetic 
algorithms.  

Generally, PSO algorithms do not need any additional knowledge about the system 
and it was proven they can also search large spaces very quickly but without any 
guarantee of finding the optimal solution. There are numbers of various PSO 
modifications, overview of which is summarized e.g. in [3]. PSO was used also for 
FCMs learning [13] which was a motivation for our research, too. 

3 Implementation of FCMs in Dynamic Kick Control 

A robot has a certain number of degrees of freedom which can form movement 
trajectories. In the case of a bipedal robot, these trajectories are realized by joints and 
some of them can be chained into one movement. For the Nao robot there are 
possibilities of up to eight movement trajectories that perform a movement: two for 
each leg and two for each arm (transitional and rotational). 

In this paper we will solve the kicking movement only, where, e.g., the total 
movement of a leg can be divided into seven phases, i.e. key-frames, namely [10]: 
shifting the mass to the opposite leg, lifting the freed foot, striking it out, kicking the 
ball, taking the foot back, its lowering and shifting the mass of the robot back, 
respectively as they are numbered in Fig. 2 (the last phase is not depicted). For each 
key-frame the required position of the foot tip is calculated and, using the inverse 
kinematics (for Nao robot see [6]), joint rotations are calculated. If we consider two 
coordinates X and Y, then they determine two movement trajectories for the 
transitional and rotational movement respectively. For simplicity reasons we will 
explain only the movement of one leg. 
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Fig. 2. The phases (key-frames) of the left leg movement from 1 to 6 [10] and movement types 
of joints for the robot Nao: T – transitional, R – rotational 

To secure smoothness (differentiability) of the proposed movement trajectories, a 
cubic Bézier curve was used: 

(ݐ)ܾ = ෍ ቀ3݅ቁ ௜ݐ ∙ (1 − ଷି௜(ݐ ∙ ௜ܲ ,ଷ
௜ୀ଴                                     (4) 

where P0,…,P3 are the so-called control points, see Fig. 3. P0 (t = 0) and P3 (t = 1) are 
the start and end points, respectively. (In reality, the movement trajectory is X1 → P0 
→ X1 → X2 because of the backward foot movement in the phase of striking the foot 
out , see Fig. 3.) P1 and P2 determine the form of such a curve. Just these last two 
control points are crucial for the trajectory smoothness because they determine the 
quality of the kick in frames 3 and 4, and they are the objects of our calculation. 

The objective of FCMs learning is the connection matrix E. In our approach 
particles represent individual matrices so their dimensions are n2 if n is the number of 
nodes in an FCM. As the positions of start and end points of a given movement 
trajectory are limited, then the positions of P1 and P2 are also limited, i.e. ௫ܲ೔௠௜௡ ≤௫ܲ೔ ≤ ௫ܲ೔௠௔௫ and ௬ܲ೔௠௜௡ ≤ ௬ܲ೔ ≤ ௬ܲ೔௠௔௫ for coordinates X and Y, respectively, and i = 1; 
2. The aim is to find the best compromise between the value limits, and so the fitness 
function F(E) is defined in the following manner [13]: (ܧ)ܨ = ∑ ܪ ቀܣ௉ೕ௠௜௡ − ௉ೕቁܣ ∙ ቚܣ௉ೕ௠௜௡ − ௉ೕቚܣ +௠௝ୀଵ ∑ ܪ ቀܣ௉ೕ − ௉ೕ௠௔௫ቁܣ ∙ ቚܣ௉ೕ௠௔௫ − ௉ೕቚ௠௝ୀଵܣ     (5) 

APj are activation values of nodes, where the control points P1 and P2 are 
calculated. In our case there will be four such nodes for calculating Px1, Px2, Py1 and 
Py2 (m = 4). H is the well-known Heaviside function, where H(t)=0 if t <0, otherwise 
H(t)=1. The aim is to find the minimum of F(E) and corresponding elements for P1 
and P2.  
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Fig. 3. Determination of control points depending on start (x1) and end (x2) points of the own 
kick 

 

Fig. 4. FCMs for computing P1 and P2 – without (a) and with (b) considering the goal distance 

Using FCMs for calculation of control points P1 and P2 (their elements Px1, Px2, 
Py1 and Py2), two schemes were proposed depicted in Fig. 4. The first scheme (Fig. 
4(a)) is derived from the system described in [10]. It considers only the ball position 
related to the robot (Ballx and Bally) and, if the direction of kicking is given, it 
calculates movement trajectories. As this approach does not take into account further 
factors like the distance of an opponent’s goal, the strength of kicking is constant 
(mostly the maximum one) which does not correspond to real human play, but, above 
all, such an approach is time consuming and threatens the stability of such a robot 
with a high risk of its falling down. Therefore, we proposed an improved version 
which considers also the goal distance, see Fig. 4(b). 

4 Experiments and Conclusions 

The main objective of our approach using FCMs was mainly to improve the kicking 
stability. The robot moved from various directions towards the ball at various speeds. 
We tested the number of falls and the time necessary for kicking the ball. Of course, 
we could observe potential staggering of the robot but it was not possible to measure 
it objectively. As expected, the first design led to almost constant kicking strengths 
regardless of the goal distance. Although the falling down was not considerably more 
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frequent than in the second case (it was rare in general), the robot had large staggering 
problems. The second design showed more robustness at kicking at all and, of course, 
it produced various strengths of kicks depending on the goal distance which was the 
basic reason for improved behaviour. 

The proposed kicking system preserves, like the system in [10], the ability of 
dynamic changes during kicking, too. After small modifications it can be used 
practically for all types of movement securing their smooth processing. Concretely, 
for purposes of robotic soccer, this system is especially suitable for tasks such as 
passing the ball between teammates which still is a great challenge in this research 
area . Concerning the learning quality, it is necessary to be aware of not only the 
precision but also speed. PSO is quick and needs less training data than, e.g., neural 
networks in general. However, it does not guarantee any satisfactory solution. This 
problem arose when we tried to include other factors like the presence of obstacles in 
the computation of control points. Therefore in the future our attention will be 
focused on improving FCMs learning. 
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Abstract. A very important feature in the management of robotic soccer is the 
response time of the system. This article is one of the possible ways of reducing 
the time and using concatenation transmitters. This way to the first team (under 
MiroSot) used by FME TUKE Robotics World Championship 2009 in Korea. 
The first section describes the conventional method of data transmission as it 
said it applied. The second part describes the hardware and software method by 
which transmitters and finally compare responses with conventional manner. 

Keywords: robot soccer, transmitter, receiver, mobile robot. 

1 Introduction 

Robot soccer is an application for testing multi-agent systems consisting of multiple 
mobile robots. Each team, consisting of five robots, has a camera attached above the 
playground in hight of 2 to 2.5 meters. Camera is connected to the control computer 
in which image processing algorithms are being recalculated, and then algorithms 
strategy. Then the robot player instructions are sent through the transmitter. In this 
article is described how to decrease the response by adjusting the transmitting part. 

2 The Standard Configuration the Transmitting Device 

The system is very sensitive to the speed of response (time from shooting scenes to 
perform interventions in the scene) and the number of hits per unit of time (usually a 
specified frequency framing cameras around 50-100 fps). The speed of response in 
general is mainly dependent on the system parameters: speed image acquisition 
(camera shutter, the speed of data transfer to a computer), the speed of image 
processing (to obtain required positional data on all participating entities), speed over 
the strategic calculations (to generate commands for robots), the data rate to transmit 
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module (eg via RS232 or USB), the speed of data transfer between the RF transmitter 
module and robots (eg 433MHz, ZigBee, Bluetooth), the processing of the data 
microcontroller robot and finally the change of the speed parameters. 

One of the ways to positively affect the rate of response was applied to non-
standard transmitting data in category MiroSot. The standard configuration 
transmitter link to the transmitter requires a computer with RS232 or USB interface 
(Fig.1). 

 

Fig. 1. The standard configuration of devices in the transmit chain 

As a final member to use modules with free frequencies 433MHz (418MHz in 
some countries), or 915MHz. The disadvantage of these modules is normally quite 
low bit rate of RF parts. Modules can transfer data up to 115.2 kbit / s. Data is sent 
with the sequence to all mobile robots. Each robot receives data with a delay of: 

 
(1) 

 

n...ID of robot (n=1,2,3,4,5, large league n=1,2,...,11) 
BM...number of bytes in message for one robot 
TR...transfer rate v bit/s 

When using the maximum possible transmission speed 115.2 kBaud number of bytes 
being transferred and 4 for each robot (speed 16 bit, 16 bit angular velocity), the 
resulting delay complete information for the last robot in the chain of 1.74 ms. But it 
delays the ideal situation is that using conventional transmitter can not be achieved. 
Transmitters operating with a carrier frequency hundred MHz are limited data transfer 
by the ratio of ones and zeros in a short time should it be 1:1, 1:3 in the worst case.  
 
 

 

10∗∗=
TR

BMn
tn
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SjF TUKE Robotics team was due to technological limitations, and with the help of 
using coding delay amounted to around 870us per robot, which is 4.35 ms for the fifth 
robot. 

3 The Use of Multiple Transmitters 

Philosophy arrangement of several transmitters in the transmit chain is on Fig.2. 

 

Fig. 2. Non-standard configuration of devices in the transmit chain 

To shorten the time of data transmission modules were used, based on the 
nRF24L01 chip. Its advantage is the data transfer speed of up to 2 Mbit / s. 
Communication with the control processor runs over SPI at up to 8MHz. Minimum 
configuration is sent bytes: 1 byte preamble, 3 byte address, data transferred 1-
32bytov, 1 CRC byte. The non-standard configuration, we achieved a delay of 
sending data to capture all the data about the last robot. 300-320us. There was room 
for repetition level data microcontroller, which ensures repeat transmission to 
reception of new data. Using the principle of that problem is eliminated accidental 
data loss. If the robot does not capture the first data pack, then catch the second resp. 
third etc. Of course there is a longer delay, but that would not be still, so long as the 
standard broadcast. Time display data transfer from PC to microcontroller and RF 
module is then to Fig.3. 
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Fig. 3. Time display data transfer 
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The big advantage is visible in the graph is constant delay for all robots. The delay 
does not depend on the number of robots, but only from faults in transmission. In the 
earlier arrangement, however, there has been a complete failure in the data processor 
for the image, if there is a failure of transmission between the transmitter robot. The 
complete block diagram of the implemented data transmission between the control 
computer and the mobile robot is shown on Fig.4. 

 

 

Fig. 4. Block diagram of transmission system 

Part of the algorithm in the control computer, which is responsible for transferring 
data from a software module strategic calculations to the transmitter via USB, 
remained unchanged. After filling the system as shown in Fig.4, it was necessary to 
change the algorithms in microcontrollers upstream transmitter module and also part 
of the algorithms in the robot which processes data from the receiving module. 
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4 Conclusions 

The advantage of applying the method described in shortening the response time of 
mobile robots to load images from a camera positioned above the playground. For 
optimal transmission, we reduced the time required for data transmission speed and 
the desired yaw rate compared to our old system of approx. 4ms, so we reduced the 
total delay in the control loop by more than 20%. It is a delay that is constant for all 5 
robots. This latter feature is another important advantage. With such transmitters 
arranged in a chain, our team SjF TUKE Robotics presented at the 2009 World 
Championships in Korea. 
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Abstract. The article describes development of robotic system for application 
in nuclear power plants (NPP), particularly example of heavy water evaporator 
fragmentation. Its control system started on Master-Slave level and based on 
requests of users it was extended to robotic system and then improved with 
autonomous sub-functions. 

Keywords: robotic system, autonomy, fragmentation, nuclear equipment. 

1 Introduction 

As an example of the nuclear robotic application will be described liquidation of the 
heavy water evaporator for which has been applied a mobile robotic system MT 80, 
which had been developed, designed and constructed as a general-purpose 
decommissioning equipment. 

The heavy water evaporator as a part of the NPP heavy water system is located 
inside the room 220 of the main production unit building of NPP A1 in Jaslovske 
Bohunice where the inner surface contamination is from 101 Bq/cm2 to the level of 
103 Bq/cm2, dose rate up to 1.5 mGy/h and the feeding pipeline contained LRAW 
with high tritium content.  

The first step to solve the fragmentation of the evaporator was the development of 
special tooling for application with the robot, such as hydraulic shears, circular saw, 
reciprocating saw, circular pipe cutter and a system for quick tool-change without 
direct intervention of the operators. All operations are remotely controlled on basis of 
visual information from four cameras, with consistent radiation protection of the 
operators. 

Also robotic arm MT80 was extended to mobile version using mobile platform 
with additional two arms with the aim to increase working space for technological 
operations. 

2 Robotic Manipulator MT 80 

Manipulator MT 80 is a remote controlled handling device with hydraulic  
drives enabling handling of loads of up to 80 kg total weight. It is intended for work 
in the industry and liquidation of industrial accidents. The application is also 
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accommodated for use in environment with ionising radiation and ambient 
temperatures between -5°C to + 30°C. Its waterproof construction enables rinsing and 
spraying of the surface with decontaminating media. 

The configuration of manipulator MT 80 with 6 degrees of freedom consists of the 
following five function units: 

• manipulating arm 
• control panel 
• regulation module 
• hydraulic power unit 
• interconnecting cables and pressure hoses 

Technical Specification: 

Main dimensions: 

• length 1 938 mm 
• height 537 mm 
• width 320 mm 
• the arm can be inserted through opening size min. 360 x 400 mm 

Kinematical parameters: 

• maximum reach of manipulator 1 800 mm 
• No. of degrees of freedom 6 
• maximum circumferential velocity for manipulation 0,2 m/s 
• angles of rotation: 

 base -130° to +130° 
 arm 0° to +125° 
 forearm -135° to +85° 
 wrist angle -88° to +88° 
 wrist deflection - 88° to +88 

• jaws rotation - 102° to +102° 
• jaws opening - 0 - 104 (102 - 206)mm 

Weight and load capacity: 

• maximum load capacity 80 kg 
• weight 150 kg 
• hydraulic system operational pressure 17 MPa 
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Fig. 1. Manipulator MT 80 

3 Tooling Head with Connections and Quick Couplings for 
Utilities Transfer 

The tooling head is located at the end element of the manipulator MT80 arm. It 
consists of a felloe and a guiding section. It is fixed in place by means of a gripping 
joint and is secured against axial movement by a bolt. The front part of the head is 
provided with two centring pins the purpose of which is to secure reliable centring 
during sliding in of the guiding system holding the tool (circular saw, hydraulic 
shears, reciprocating saw, etc.). 

The felloe body carries one part of the quick coupling with the relevant 
connections of the hydraulic medium. The second part of the quick coupling is 
situated on the guiding bed body of the guiding system. The connection is used for 
feeding hydraulic power when using the hydraulic shears.  

In the rear section of the head (the guiding section) there is a hydraulic lock with 
connection hoses which provides interlock with the guiding system and the relevant 
tool.   

4 Quick Tool Change Stands   

The stands are used as storage places for the particular tools. There are two stands 
altogether. The first stand is used for storing the following tools: handling effector, 
hydraulic shears and reciprocating saw. The second stand is used for the 
electromagnetic effector, circular saw and the sampling device. 



172 L. Vargovcik and R. Holcer 

 

The stand consists of an outer frame made from rectangular tube. In its bottom 
section there is a pair of wheels and ion the opposite side there is a handle enabling 
transfer of the stand. In the top part of the stand there is a separate frame for each of 
the tools. The frames are suspended from the bottom section to facilitate picking up of 
the tools by means of the MT80 manipulator. All stands are made from stainless  
steel. 

 

 

Fig. 2. Hydraulic shears                               Fig. 3. Pipes fragmentation 

 

Fig. 4. Manipulator handling via control panel 

5 Evaporator Dismantling and Fragmentation 

The parts that had to undergo fragmentation first were those that presented an obstacle 
and limited the manoeuvring possibilities of the manipulator in the area. These were 
the connecting rods for distant control of the armatures.  

Prior to starting with the fragmentation of the piping it was necessary to take 
samples of the medium inside it in order to decide about the manner of the subsequent 
decontamination and handling of the fragments. The next step was the fragmentation 
of the insulated piping situated between the front wall (with the technological 
opening) and the evaporator by cutting it with a reciprocating saw into lengths of 
approx. 400 mm. Some of pipes were cut by hydraulic shears. [2] 
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When the connecting rods and pipes were removed from the space between the 
wall with the technological opening and the evaporator and the space was empty, 
enabling better manoeuvring possibilities for the MT80, dismantling and 
fragmentation of the evaporator could begin, starting from the front (accessible) 
section in the following order: 

• Insulation sheathing – front section 
• Cover and jacket – front section 
• Wash water and pulp piping –interior section 
• Cover and jacket – rear section 
• Insulation sheathing – rear section 
• Pedestal – location of the heating element 
• Heating element 

 

 

Fig. 5. Evaporator body fragmentation 

For fragmentation of highly positioned pipes mobile robotic system MT 15 with a 
special tool based on reciprocating saw was used (see Fig. 6). 

With pure teleoperatory control of the arm, high demand for experience of the 
operator was manifested, especially so in cases of manipulation in a small constrained 
space, supported only by a camera system with limited view, accompanied by 
frequent switching of cameras and remote adjustment of their views. It is for this 
reason that the control algorithm was supplemented by further partially autonomous  
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Fig. 6. Mobile robot MT 15 and its predecessor 

functions providing for correct positioning and determination of the correct cutting 
path, in order that the tool position would be perpendicular to the cutting surface and 
thus enable the subsequent autonomous execution of the cutting operation. The 3D 
model of the fragmented body was firstly obtained by contact of the effector in five 
arbitrary points and assigning the geometrical type of body (cylinder, sphere, etc.).   

For speeding up of the process there are technically elaborated solutions using 3D 
scanning by means of MESA 400 sensor supported by processing of images from the 
cameras. This type of scanning can provide a map of the space as well as of the object 
to be disposed. The first approach can be supplemented by precise contact measuring 
in three points. The data and the 3D graphic representation of the workspace thus 
obtained provide conditions for application of partially autonomous modes also for 
generally shaped bodies.  

The higher degree of intelligence in exploiting the obtained data further lies in 
automatic determination of cross-sections of the object being disposed and their 
optimal distribution into zones depending on the handling reach of the arm and also 
for determination of positions of the mobile platform of the manipulator for these 
zones. The robot is subsequently able to autonomously perform the individual cutting 
operations and move to new positions for the particular zones. Also optimisation of 
cutting conditions and the tool´s leaving the cutting zone with subsequent replacement 
of the tool for a technologically more suitable one for the given task can be solved as 
autonomous operations. Here the role of the operator is reduced to visual checking of 
operations and possibly correction of the cutting plan. 
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6 Summary 

During the design and construction phase, long-term experience in decommissioning 
was put to good use. Specific requirements had to be fulfilled: 

• adjustment of robotic equipment for use in environment with intensive 
ionising radiation 

• its waterproof construction suitable for proper decontamination 
• nonstandard reach of arm ( max 1 800 mm horizontal, 4 200mm vertical) 
• use of  powerful tooling with quick exchange of individual tools during the 

work process 
• extended intelligence of particular autonomous regimes helping to increase 

safety and efficiency of robot´s work 

The example of the heavy water evaporator demonstrated typical procedure for 
decommissioning of contaminated technological equipment by remotely controlled 
manipulators - planning of decommissioning tasks, preparatory tasks, modification of 
applied tools and design of specific supporting construction for manipulator and 
finally decontamination and dismantling themselves. 

Due to the particularly demanding conditions in strongly contaminated A1 NPP, a 
team of experts with special know-how in the field of decommissioning has grown 
up, and unique technological equipment enabling effective and safe work in 
environments with a high radiation level has been developed. 
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Abstract. The area of Ambient Intelligence recently seems to be matured 
enough and widely accepted as one of the basic supporting technologies and 
approaches for human living environment enhancement. There are many 
interesting applications of wireless sensor networks coupled with ambient 
intelligence applications, mainly for the creation of indoor intelligent spaces. 
However, there are just a few of them aiming at the enhancement of outdoor 
environments in order to support human activities typical for wide-area spaces 
in open natural environments. There are also a number of useful applications of 
wireless sensor networks aiming at environmental monitoring, however, just a 
few of them, if any, are taking advantage of recent achievements of Ambient 
Intelligence. In our paper, we intend to go further with the ideas of how the 
Ambient Intelligence used in a wide manner in connection with wireless sensor 
networks throughout the open natural environment could be beneficial not only 
for early warning in case of possible disasters, but also as an important 
supporting tool for people located in outdoor areas due to various reasons, e.g. 
hitchhikers, hikers on difficult mountains tracks, or even workers in exacting 
outdoor workplaces (i.e., a coal mine). An idea of a large-scale Ambient 
Intelligence system based on a wide area wireless sensor network is presented, 
where the system should be able to monitor the environment, evaluate the 
collected data and, if necessary, inform the workers in the environment about 
possible threats and also give some hints for their rescue, using various 
communication devices. 

1 Introduction 

The environmentally-oriented wireless sensor networks [5] have recently matured 
enough to become a basis for more complex support of various outdoor activities. 
Wireless sensor networks are more and more seen as a solution to wide area tracking 
and monitoring applications, but these networks are usually designed to serve a single 
application and collected information is commonly available to one authority, usually to 
the owner of the sensor network. According to [2], the vision for the future generation 
of wireless sensor networks is of a world where sensing infrastructure is a shared 
resource that can be dynamically re-purposed and reprogrammed in order to support 
multiple desirable applications. Furthermore, multiple sensor networks (possibly owned 
by different authorities) can be combined in a federated fashion in order to create a more 
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complete picture of the world. This idea can be largely exploited for the purposes of a 
“large-scale Ambient Intelligence” (see, e.g., [8], [15], [16], or [29]). 

The first ideas of the Ambient Intelligence used in a large-scale manner appeared 
in [8]. In addition to incorporating intelligence into sensor nodes within a wide-area 
wireless sensor network, the authors of [8] proposed to upgrade this vision to the next 
level where these geographically distributed intelligent sensor networks would 
become intelligent sensor resources accessible to the users anytime and anywhere. In 
our earlier papers [15] and [16], we started with some contemplations related to 
possibilities of using large-scale Ambient Intelligence approaches and applications in 
a number of environmental problems.  

In our paper, we intend to go further on with the ideas of how the Ambient 
Intelligence used in wide manner in connection with wireless sensor networks 
throughout the open natural environment could be beneficial not only for early 
warning in case of possible disasters, but also as a supporting tool for people located 
in outdoor areas due to various reasons, e.g. hitchhikers, hikers on difficult mountains 
tracks, or even workers in exacting outdoor workplaces (i.e., a coal mine). An idea of 
a large-scale Ambient Intelligence system based on a wide-area wireless sensor 
network is presented, where the system could be able to monitor the environment, 
evaluate the collected data and, if necessary, inform the workers in the environment 
about possible threats and possibly give some hints for their rescue, using their mobile 
devices or other communication means. Such “intelligent outdoor spaces” could use 
already existing and matured technology of wireless sensor networks, intelligent 
sensor grids and the Ambient Intelligence with a clear benefit for people situated in 
such spaces. 

2 Wireless Sensor Networks Properties 

A wireless sensor network is usually a network of distributed autonomous devices 
that can sense or monitor physical or environmental conditions in mutual cooperation. 
They consist of a large number of small, inexpensive, disposable and autonomous 
sensor nodes that are generally deployed in an ad hoc manner in large geographical 
areas primarily for remote operations. Sensor nodes are severely constrained in terms 
of storage resources, computational capabilities, communication bandwidth and 
power supply, as they should be small and inexpensive. 

Typically, the sensor nodes are grouped in clusters, and each cluster has a node that 
acts as a cluster head. All nodes forward their sensor data to the cluster head which, in 
turn, routes it to a specialized node called sink node (or base station) through a multi-
hop wireless communication (cf. [9]). From basic stations, the collected sensor data 
flows further on to subsequent analysis, usually provided by human specialists. If 
necessary, they will take a decision related to the circumstances in monitored 
environment and eventually start an action (e.g., a rescue action). 

Kulkarni et al. [9] have identified the following four main properties of wireless 
sensor networks that seem to be most important for any further contemplation about 
their large-scale utilization: 
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• wireless ad hoc nature 
• mobility and topology changes 
• energy limitations 
• physical distribution. 

It means that there is no fixed communication infrastructure in wireless sensor 
networks. New problems, like unreliable and asymmetric links, can appear as a 
consequence. An advantage of this can be found in the fact that a packet transmitted 
by a node to another is received by all neighbours of the transmitting node. In such a 
case a faulty node could be easily substituted by one of its neighbours and 
communication could continue.  

The mobility and topology changes cause that wireless sensor networks may 
involve dynamic scenarios of their topology composition. New nodes may join the 
network and the existing nodes may either move through the network or out of it. 
Nodes may stop their functioning and other nodes may go in or out of transmission 
radii of other nodes. Environmental wireless sensor networks applications have to be 
resistant to node failure and dynamic topology. This feature designed them to become 
a good and reliable basis for the outdoor environments early warning systems (cf. 
[14], [17], or [20]). 

Recently, it is quite often that nodes in most wireless sensor networks have limited 
energy resources. Usual scenario considers a topology of sensor nodes with a limited 
number of more powerful base stations. The maximum power available to the sensor 
nodes is consumed by communication tasks. The maintenance or recharging of 
batteries on the sensor nodes is not possible after the deployment, therefore new 
energy sources are desirable. The most promising seem to be solar powered batteries, 
but some further research in this direction is highly appreciated.  

Each node in a wireless sensor network is an autonomous computational unit that 
communicates with its neighbours via messages. Data is distributed throughout the 
nodes in the network and can be gathered at a central station at high communication 
costs only. Consequently, algorithms that require global information from the entire 
network become very expensive [9]. However, this physical distribution can be 
naturally modelled by multi-agent systems, and various agent-based approaches can 
be utilized. 

3 Related Works 

The outdoor-oriented applications of Ambient Intelligence approaches are driven by 
recent achievements in the area of wide-area wireless sensor networks. Let us shortly 
describe some related works focused on this field. 

Considerable effort has recently been devoted to the area of sensor networks and 
their important applications, as mentioned in [11]. There is a number of publications 
dealing with technical possibilities and properties of sensor networks. The book [11] 
lists interesting results oriented on context-awareness of sensors and sensor networks. 
The idea of employing context-awareness is that if sensors knew more about the 
context in which they are acting, then they could adapt their behaviour and function 
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only when needed and to the extent adequate to current circumstances. This aspect 
can be important also for energy consumption of the sensor. A lot of related results 
can be found in [1], [3] or [7], or in a useful book on sensor networks [21].  

Among a number of recent interesting environmental applications, the FieldServer 
Project [22], and the Live E! Project [12] can be mentioned. 

The FieldServer Project is oriented on development and networked applications of 
so-called Field Servers. A Field Server [22] is a wireless sensor network that will 
enhance the monitoring of environmental factors by allowing the sensing nodes to be 
located at precise locations on fields, reducing overhead installation costs and 
allowing for real-time data collection. For instance, in Japan, Field Servers were 
developed for applications at farms. They produce real-time images for security 
guards and environmental data for farming. Agronomists, physiologists and ecologists 
can exploit high-resolution real-time images in order to react to any specific situation 
that could appear in the environment. Many types of Field Servers have been 
developed up to now, however, still without implementing any approaches related to 
Ambient Intelligence area. 

The second example, the Live E! Project [12], is an open research consortium with 
the aim to explore a platform sharing digital information related to the living 
environment. Using a low cost weather sensor nodes with Internet connectivity, a 
nationwide sensor network was deployed [12]. The network has accommodated more 
than 100 stations. The application of this weather station network is intended for 
disaster protection/reduction/recovery and also as educational material for students. 
Nevertheless, proper function of the whole network is also strongly dependent on 
human supervisors evaluating the collected data in related dispatching centres. 

One of the most significant drivers for the research of wireless sensor networks is 
environmental monitoring. Its potential will not only enable scientists to measure 
properties that have not been observable before but also, by ubiquitous monitoring of 
the environment and supplying the related data to relevant supervising bodies, to 
create a basis of early warning systems for various environmental disastrous situations 
and their management. As [10] points out, the relatively low cost of the wireless 
sensor network devices allow the installation of a dense population of nodes that can 
adequately represent the variability present in the environment. They can provide 
various risk assessment information, for example alerting farmers at the onset of frost 
damage. Wireless sensor network-based fire surveillance systems were designed and 
implemented as well. They can measure temperature and humidity, and detect smoke 
following by early warning information broadcasting [10]. Sensors are able to 
consider certain dynamic and static variables such as humidity, type of fuel, slope of 
the land, direction and speed of the wind, smoke, etc. They also allow to determine 
the direction and possible evolution of the fire edge. 

In literature, there is only a little works oriented on a kind of a service to the 
potentially endangered persons in an open-door environment, e.g., in natural or urban 
environment. For instance, there are some attempts of preventing children from 
potentially dangerous situations in urban environment. Probably the first ubiquitous 
system to assist the outdoor safety care of schools kids in real world is described in 
[24].  
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A number of papers are devoted to various solutions for tourist assistance, mainly 
oriented on context-aware tourist navigation on their routes. The usual approach is in 
the deployment of intelligent agents which collectively determine the user context and 
retrieve and assemble a kind of simple information up to multi-media presentations 
that are wirelessly transmitted and displayed on a Personal Digital Assistant (PDA). 
However, these tourism-oriented applications are usually deployed for the 
navigational purposes without having capabilities to warn the user from potentially 
dangerous situations that can appear on their routes.  

As an example of, in a sense, similar system, we refer to [28]. The deployed sensor 
network aimed to assist the geophysics community and, in contrast to the volcanic 
data acquisition equipment existing at that time, the nodes used in the sensor network 
were smaller, lighter and consumed less power. The resulting spatial distribution 
greatly facilitated scientific studies of wave propagation phenomena and volcanic 
source mechanisms. Certainly, we can imagine a number of potentially dangerous 
situations that may endanger people working closely to a volcano. Enhancing the 
purely geophysical sensor networks by the features mentioned above could improve 
the safety of works near a volcano.  

One of the rare outdoor health-care applications is described in [26]. The 
application aims to support patients suffering of dementia when being in outdoor 
environment. However, this application is based more on wearable sensors approach 
than on a wireless sensor network installed independently from monitored humans. 

Another example belongs also to the area of potentially dangerous workplaces. The 
result of [27] seems to be one of those attempts that aimed directly at developing a 
sensor network for monitoring possibly dangerous situations (gas explosion) in a large 
yet closed environment - a coal mine in China. Localization of miners present in a 
coal mine is also implemented in this system, however, there is no possibility to start 
any rescue actions by the system itself, automatically by processing the results 
supplied by the network nodes. Nevertheless, the experience with this sensor network 
in a Chinese coal mine is good and inspirational, according to [27]. 

4 Proposed Approach 

In order to support personal outdoor activities, her/his geographic location must be 
identified as an important contextual information that can be used in a variety of 
scenarios as disaster relief, directional assistance, context-based advertisements, or 
early warning of whether the particular person is in any potentially dangerous 
situation. GPS provides accurate localization outdoors, although it is not very useful 
inside buildings. 

Based on the above mentioned positive properties of wireless sensor networks, we 
propose a complex ambient intelligence system covering a wide area with wireless 
sensor network implemented in a potentially risky natural environment (mountain 
areas, surface mines, seashores, river basins or water reservoirs, forests, etc.) that will 
be able to perform following tasks: 
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• monitoring usual hydro-meteorological parameters of the environment (air 
pressure, temperature, humidity, soil moisture, etc.),  

• monitoring indications of possible threats (seismo-acoustic signals, smoke, water 
on unusual places, etc.),  

• monitoring appearance and movement of human beings (and possibly also animals, 
vehicles, etc.) in an area,  

• evaluating data collected from the sensor network and identifying possibly 
dangerous situations,  

• identification of possibly endangered human beings in under monitored area,  
• attempting to contact persons in danger possibly via their mobile devices and 

starting to provide all the necessary information and knowledge support aiming to 
help them to escape from the dangerous situation (including eventual alarming of a 
rescue squad). 

An AmI system working over such a sensor network will be able to evaluate all 
collected data and decide about possible active intervention in the environment 
aiming to help the people located at outdoor spaces in danger.  

Based on ideas presented by Iqbal and others in [8], we can think about a Large-
scale Ambient Intelligence application as a large set of geographically widely 
distributed intelligent sensor resources with the main purpose to significantly increase 
the intelligence of various segments of real nature. By a smart sensor resource we 
mean a kind of ambient artefact, namely a combination of an advanced sensor with 
ubiquitous computing and a communicating processor integrated in the sensor. They 
purpose will be given by their main tasks, so that a number of their specific types 
could be possible.  

Multi-agent architectures seem to be applicable here very well, as it is common in 
the case of large networks of sensors. We can tract various types of intelligent sensors 
and guards as agents with appropriate level of intelligence, recent dispatchers or even 
dispatching centres can be modelled as supervising agents (e.g., river basin 
management dispatching centres or fire brigades dispatching centres, etc.), see [19].  

Personal outdoor activity support should provide relevant and reliable information to 
users often engaged in other activities and not aware of some hazardous situations that 
he or she could possibly encounter. There are only a small number of attempts to solve 
the related dangerous situations that can be described using the following scenario: 

A user appears in an open-door natural environment performing her/his working 
mission, a kind of leisure time activity (hiking tour, mountaineering, cycling, etc.), or 
simply being an inhabitant of the area. A sudden catastrophic situation (storm, flash 
flood, landslide, forest fire, etc.) could put the person in a risky if not a life 
endangering situation. The “intelligent outdoor space”, based on a federated wireless 
sensor network, is ubiquitously monitoring the area and estimating any possible 
appearance of a dangerous situation. If necessary, the network will proactively 
broadcast an early warning message to the user, offering her/him related navigation 
services supporting escape from the dangerous situation. This message can be 
delivered via mobile device of the user or broadcasted to the area by other suitable 
means (radio, speakers installed on suitable places, etc.). 
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In order to design some solution for outdoor spaces, we can imagine a number of 
sensors acting as various kinds of guards. Let us present some examples which are 
technologically feasible and frequently used in large-scale wireless sensor networks: 

• water level guards, monitoring surface water level or even groundwater level and 
watching over potentially dangerous or at least unusual situations. 

• water quality guards, monitoring surface and groundwater quality and watching 
over possible contaminations or pollutions. 

• air pollution guards, monitoring air quality, watching over possible pollutions. 
• wind velocity sensors, monitoring wind velocity and watching over potentially 

dangerous situations. 
• soil moisture sensors, measuring level of soil humidity, e.g. in forests or in a river 

watershed, aiming at monitoring the degree up to which the land segment is 
saturated by water and measuring the capacity of further possible saturation. 

Of course, other kinds of intelligent sensors integrating ubiquitous monitoring 
(computing) of measured parameters with ubiquitous communication with other 
sensors – agents – in the area are possible as well.  

We believe that the main application area for large-scale ambient intelligence will 
be any kind of prevention, connected with early warning facilities. Such areas as fire 
prevention, water floods prevention and early warning or accident prevention in urban 
traffic could be clear candidates.  

In water floods prevention we can imagine the usage of the following agents: 

• water level monitoring agents; 
• land segments saturation (moisture) guards; 
• water reservoir handlers; 
• supervising agents. 

The concept of our solution of a problem e.g., water floods, could, etc., consists of the 
following steps: 

• Establishing a large-scale wireless sensor network consisting of, e.g., water level 
guards, completed by a number of sensor clusters composed of soil moisture 
guards situated in the land segments that are already known as critical from the soil 
saturation point of view.  

• The established large scale wireless sensor network will be embedded in a multi-
agent architecture where the particular sensor clusters of various types will play 
roles of group of agents in the multi-agent architecture.  

• Special roles are assigned to manipulating agents as, e.g., water reservoir handlers 
or river weirs manipulators. 

• The whole system can be designed as hierarchical, as there could be a number of 
concentrators (agents collecting the data) as well as messages from the groups of 
agents (sensor clusters) defined in the previous steps. These concentrators then 
communicate mutually as well as with the supervisor which is an agent with the 
task of evaluating the data as well as messages.  
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• Further on, the supervising agent will evaluate the messages from the lower level 
agents and, after judging the level of their importance, it will start a respective 
action or a whole sequence of actions adequate to the situation. 

• The supervising agent will communicate also with localization agents which are 
responsible for keeping information about the people localized in the monitored 
area. If the supervising agent evaluates the whole situation as dangerous for 
localized people, it will then send a request to the communicating agents to send an 
urgent message to PDAs of the monitored people with a hint what to do in order to 
escape from the danger. 

• The crowdsourcing approach can likely be utilized here for monitoring and 
collecting actual messages or responses from people appearing throughout the 
monitored area and communicating wirelessly with the underlying system or with 
other users (cf. [4] or [6]). 

Similar solutions can be imaged also for other dangerous situations that are likely to 
appear in an outdoor space. These will be elaborated in a detail further on in other 
publications. Some our work in this direction has been already published in [13], [16], 
[18] or [19]. 

5 Conclusions 

The ideas about the application of sensor networks in open natural environments are 
not too old, first relevant applications are dated to early 2000s (see, e.g., [25]). As the 
technology of wireless sensor networks is evolving rapidly and the advancements in 
the area is tremendous, it is time not only to deploy interesting wireless sensor 
network applications for monitoring open natural environments but also to implement 
more ambitious projects reflecting recent advancements in the area of Ambient 
Intelligence. In the paper, after a short analysis of various recently used approaches, 
we presented an idea (or a concept) of a large-scale ambient intelligence application 
over a wide environmental sensor network aiming at monitoring and, possibly, early 
warning in case of a threat in the monitored outdoor environment. The system should 
be primarily focused on outdoor workplaces and workers acting there as well as it 
could be beneficial for all the people located in the monitored outdoor space. Their 
mobile devices can be naturally used for communicating with the monitoring system 
with a possibility of prescription of the desired messaging or warning service. The 
idea of the described outdoor environments enhanced by large-scale ambient 
intelligence (we shall call them “intelligent outdoor spaces”, see [14]) is in further 
development. We hope that such intelligent outdoor spaces could become a reality in 
a short time, thus contributing to saving many lives of potentially endangered people. 

  
Acknowledgments. This research has been partially supported by the Czech Science 
Foundation project No. P403/10/1310 “SMEW – Smart Environment at Workplaces” 
as well as the FIM UHK Excellence Project “Agent-based models and Social 
Simulation”. 



 An Emerging Trend in Ambient Intelligence: Large-Scale Outdoor Applications 187 

References 

1. Cardell-Oliver, R., Smettem, K., Kranz, M., Mayer, K.: A reactive soil moisture sensor 
network: Design and field evaluation. Int. Journal of Distributed Sensor Networks 1, 149–
162 (2005) 

2. Efstratiou, C.: Challenges in supporting federation of sensor networks. In: NSF/FIRE 
Workshop on Federating Computing Resources (2010) 

3. Elnahrawy, E., Nath, B.: Context-aware sensors. In: Karl, H., Wolisz, A., Willig, A. (eds.) 
EWSN 2004. LNCS, vol. 2920, pp. 77–93. Springer, Heidelberg (2004) 

4. Goodchild, M.F., Glennon, J.A.: Crowdsourcing geographic information for disaster 
response: a research frontier. International Journal of Digital Earth 3(3), 231–241 (2010) 

5. Hart, J.K., Martinez, K.: Environmental sensor networks: A revolution in the earth system 
science? Earth-Science Reviews 78, 177–191 (2006) 

6. Heinzelman, J., Waters, C.: Crowdsourcing Crisis Information in Disaster-Affected Haiti. 
In Special Report 252, United States Institute of Peace (October 2010) 

7. Huaifeng, Q., Xingshe, Z.: Context-aware Sensornet. In: Proc. 3rd International Workshop 
on Middleware for Pervasive and Ad-Hoc Computing, pp. 1–7. ACM Press, Grenoble 
(2005) 

8. Iqbal, M., et al.: A sensor grid infrastructure for large-scale ambient intelligence. In: 2008 
Ninth International Conference on Parallel and Distributed Computing, Applications and 
Technologies, pp. 468–473. IEEE (2008) 

9. Kulkarni, R.V., Förster, A., Venayagamoorthy, G.M.: Computational Intelligence in 
Wireless Sensor Networks: A Survey. IEEE Communications Surveys and Tutorials 13(1), 
68–96 (2011) 

10. Lloret, J., Garcia, M., Bri, D., Sendra, S.: A wireless sensor network deployment for rural 
and forest fire detection and verification. Sensors 9, 8722–8747 (2009) 

11. Loke, S.: Context-Aware Pervasive Systems. Auerbach Publications, Boca Raton (2007) 
12. Matsuura, S., et al.: LiveE! Project: Establishment of infrastructure sharing environmental 

information. In: 2007 International Symposium on Applications and the Internet 
Workshops (SAINTW 2007), p. 67. IEEE (2007) 

13. Mikulecky, P.: Ambient intelligence and smart spaces for managerial work support. In: 3rd 
IET International Conference on Intelligent Environments, IE 2007, September 24-25, pp. 
560–563 (2007) 

14. Mikulecky, P.: Intelligent Outdoor Spaces. In: Botía, J.A., Charitos, D. (eds.) Workshop 
Proceedings of the 9th International Conference on Intelligent Environments, pp. 377–385. 
IOS Press, Amsterdam (2013) 

15. Mikulecky, P.: Large-scale ambient intelligence. In: Mastorakis, N., Mladenov, V. (eds.) 
Advances in Data Networks, Communications, Computers, Proc. of the 9th WSEAS 
Conference on Data Networks, Communications, Computers, p. 12. WSEAS Press (2010) 

16. Mikulecky, P.: Large-scale ambient intelligence – Possibilities for environmental 
applications. In: Čech, P., Bureš, V., Nerudová, L. (eds.) Ambient Intelligence 
Perspectives II. Ambient Intelligence and Smart Environments, vol. 5, pp. 3–10. IOS Press 
(2010) 

17. Mikulecky, P.: User Adaptivity in Smart Workplaces. In: Pan, J.-S., Chen, S.-M., Nguyen, 
N.T. (eds.) ACIIDS 2012, Part II. LNCS (LNAI), vol. 7197, pp. 401–410. Springer, 
Heidelberg (2012) 

18. Mikulecký, P., Olševičová, K., Cimler, R.: Outdoor Large-scale Ambient Intelligence. In: 
IBIMA (2012) 



188 P. Mikulecky 

19. Mikulecky, P., Olsevicova, K., Ponce, D.: Knowledge-based approaches for river basin 
management. Hydrol. Earth Syst. Sci. Discuss 4, 1999–2033 (2007) 

20. Mikulecky, P., Tucnik, P.: Ambient Intelligence for Outdoor Activities Support: 
Possibilities for Large-Scale Wireless Sensor Networks Applications. In: ICSNC 2012: 
The Seventh International Conference on Systems and Networks Communications, pp. 
213–217. IARIA, Lisbon (2012) 

21. Misra, S., Woundgang, I., Misra, S.C. (eds.): Guide to Wireless Sensor Networks. 
Springer, London (2009) 

22. Ninomiya, S., Kiura, T., Yamakawa, A., Fukatsu, T., Tanaka, K., Meng, H., Hirafuji, M.: 
Seamless integration of sensor network and legacy weather databases by MetBroker. In: 
2007 International Symposium on Applications and the Internet Workshops (SAINTW 
2007), p. 68. IEEE (2007) 

23. Ruiz-Garcia, L., Lunadei, L., Barreiro, P., Robla, J.I.: A review of wireless sensor 
technologies and applications in agriculture and food industry: State of the art and current 
trends. Sensors 9, 4728–4750 (2009) 

24. Takata, K., Shina, Y., Komuro, H., Tanaka, M., Ide, M., Ma, J.: Designing a context-aware 
system to detect dangerous situations in school routes for kids outdoor safety care. In: 
Yang, L.T., Amamiya, M., Liu, Z., Guo, M., Rammig, F.J. (eds.) EUC 2005. LNCS, 
vol. 3824, pp. 1016–1025. Springer, Heidelberg (2005) 

25. Tanenbaum, A.S., Gamage, C., Crispo, B.: Taking Sensor Networks from the Lab to the 
Jungle. Computer 2006, 98–100 (2006) 

26. Wan, J., Byrne, C., O’Hare, G.M.P., O’Grady, M.J.: OutCare: Supporting Dementia 
Patients in Outdoor Scenarios. In: Setchi, R., Jordanov, I., Howlett, R.J., Jain, L.C. (eds.) 
KES 2010, Part IV. LNCS (LNAI), vol. 6279, pp. 365–374. Springer, Heidelberg (2010) 

27. Wang, X., Zhao, X., Liang, Z., Tan, M.: Deploying a wireless sensor network on the coal 
mines. In: Proceedings of the 2007 IEEE International Conference on Networking, Sensing 
and Control, London, UK, pp. 324–328 (2007) 

28. Werner-Allen, G., Lorincz, K., Welsh, M., et al.: Deploying a wireless sensor network on 
an active volcano. IEEE Internet Computing 10(2), 18–25 (2006) 

29. Yeong, Y.-S., et al.: Large-Scale Middleware for Ubiquitous Sensor Networks. IEEE 
Intelligent Systems, 2–13 (March/April 2010) 



 

© Springer International Publishing Switzerland 2015 
P. Sinčák et al. (eds.), Emergent Trends in Robotics and Intelligent Systems, 

189

Advances in Intelligent Systems and Computing 316, DOI: 10.1007/978-3-319-10783-7_21 
 

Interactive Evolutionary Computation  
for Analyzing Human Characteristics 

Hideyuki Takagi 

Kyusyu University, Fukuoka, Japan 
http://www.design.kyushu-u.ac.jp/˜takagi/ 

Abstract. We emphasize that interactive evolutionary computation (IEC) can 
be used not only to optimize a target system based on an IEC user’s subjective 
evaluations but also to analyze the characteristics of the IEC user. We introduce 
four research works as concrete examples of this new research direction: 
measuring a perceived range for emotional expressions, finding unknown 
auditory knowledge through hearing-aid fitting and cochlear implant fitting, and 
modeling of human awareness mechanism. 

1 Introduction 

Interactive evolutionary computation (IEC) is a framework for optimizing a target 
system based on human subjective evaluations. There are many tasks which 
performances are hard to be measured or almost impossible but can be evaluated by 
human beings. IEC shown in Fig. 1 (a) can optimize such tasks by involving a human 
user in an optimization loop. 

The first direction of IEC research is to expand IEC application areas. IEC has 
been applied to wide variety of areas. They are roughly categorized into three: (1) 
artistic applications such as creating computer graphics (CG), music, editorial de- 
sign, and industrial design, (2) engineering applications such as acoustic or image 
processing, robotics control, data mining, generating programming code, and media 
database retrieval, and (3) others such as educations, games, and geological 
simulation. See these perspectives in [8]. 

The second direction of IEC research is to reduce IEC user fatigue and make IEC 
practical. IEC users must repeat evaluations many times and feedback them to a 
tireless computer. This nature causes IEC user fatigue, and especially, it becomes a 
serious problem for practical use when end-users use IEC. 

Accelerating IEC search is one of solutions for this fatigue problem, and 
developing new IEC framework with less human fatigue is other solution. We 
introduce our trials in this paper. Besides them, there are several other approaches to 
overcome the fatigue problem such as improving IEC user interface, allowing an IEC 
user to intervene in an EC search, introducing a user model made by machine 
learning, and others. See these works in [8]. 



190 H. Takagi 

 

The third direction of IEC research is to use the IEC as a tool to analyze human 
characteristics; see Fig. 1(b). This is a new and unique approach, and there are few 
related works so far. We focus on this third research direction in this paper. 

Since an IEC target system is optimized based on a human psychological 
evaluation scale, we may know the scale indirectly by analyzing the optimized target 
system. It somehow has similarity to reverse engineering in software engineering. 
Other explanation of this approach is that IEC is a tool to visualize impressions or 
images in mind. Artists have skills for expressing them by drawing pictures, playing 
musical instruments, programming computer graphics and writing in poems, for 
example. However, it is hard for many ordinary people who have no such skills to 
express the impressions or mental images. IEC helps those who have less skill to 
express the mental images using IEC-based systems. 

Thanks to this kind of IEC use, we may be able to analyze human characteristics 
by analyzing obtained optimized systems and their system outputs. Through the 
analysis, we are looking forward to finding out new psychological or physiological 
unknown facts. 

 

Fig. 1. IEC frameworks (a) for optimization and (b) for human science 

2 Measuring a Perceived Range for Emotional Expressions 

We applied IEC to measure a happy–sad range in human mind and compared the 
ranges of schizophrenics and mental healthy people. Some therapists feel that face 
emotional impressions of schizophrenic patients are fewer than those of mental 
healthy people through their experiences. However, there was no way to measure the 
range. 

We asked 3 schizophrenics and 5 mental healthy students to design 3-D CG light-
ing of the happy impression and the sad impression using our IEC-based 3-D CG 
lighting design support system [1, 2] and asked 33 human subjects to evaluate 28 
pairs (=(3+5) C2 ) of designed lighting images. Fig. 2 is the psychological scale of 
happy constructed using the Scheffe´’s method of paired comparison. 

The happy–sad ranges (Fig. 3) obtained from the experimental results imply that it 
is hard for schizophrenic patients to identify especially a happy impression in lighting. 
It is expected that this IEC approach may provide new data that are helpful for 
psychiatric diagnostics [10]. 
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Fig. 2. Psychological scale constructed using the Scheffe´’s method of paired comparison and 
impression levels of the eight best lightings designed by three schizophrenics (PK, PT, and PM) 
and five mental healthy students (NH, NY, NK, NN, and ND). The bigger measure values, the 
higher evaluation of happy. 

 

Fig. 3. Rank order of happy–sad expression range obtained as a difference between two happy 
and sad scales. See the subject ID’s in the caption of Fig. 2. 

3 Hearing-Aid Fitting and Finding Unknown Knowledge 

IEC is the best way for hearing-aid fitting because sound qualities for a certain 
hearing-aid user cannot be measured. Other advantage is that it allows us to fit a 
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hearing aid using any daily-life sounds, while conventional fitting method has to use 
only pure tones and narrow band noise. Thanks to this feature, we could compare 
fitting characteristics optimized using only pure sounds and daily-life sounds and find 
several unknown facts [11]. 

They are: the characteristics of hearing aids optimized using speech sounds were 
different from those optimized using pure tones or band pass noise; those optimized 
using speech sounds of speaker i with/without noise were almost similar to those 
optimized using speech sounds of speaker j with/without noise (i = j); those optimized 
using speech sounds were different from those optimized using music. 

Nobody had known the facts that the best characteristics of hearing-aids depend on 
sound types used for fitting. It implies that an audible range in human sense level is 
not the final cue for the best hearing. We could find these observations thanks to an 
IEC technique. 

From the obtained facts, we can imagine that the ideal hearing-aids in the future 
would have multiple best hearing-aid characteristics for different acoustic environ-
ments and switch their characteristics based on the change of the environments. 

4 Cochlea Implant Fitting and Finding Unknown Knowledge  

Cochlea-implant fitting is a similar task with hearing-aid fitting and has been con- 
ducted based on two hypotheses for better fitting: (1) the more electric channels of a 
cochlea-implant, the better and (2) the wider dynamic range of each channel, the 
better. As frequency resolution increases according to the number of electric channels, 
the hypothesis (1) means that higher frequency resolution helps to distinguish the 
difference of frequency characteristics of phonemes; this hypothesis sounds natural. 
The hypothesis (2) means that enabling a user to hearing sounds from the minimum 
level to the maximum comfortable level is helpful to distinguish sounds; this hypothe-
sis also sounds natural. 

 

Fig. 4. Fitting characteristics of conventional cochlear implant fitting and that used IEC. 
Horizontal axis means electric channels and a vertical axis means electric voltage of each 
channel. This figure was remade based on an image in [6]. 
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Interactive genetic algorithms (IGA) was used to tune the fitting parameters of 
cochlea implants [6]. Their experimental result was that dynamic ranges of all 15 
channels were almost 0 except 3 or 4 channels, and the dynamic ranges of the ex- 
ceptional 3 or 4 channels were narrower than the maximum ranges (see Fig. 4). Nev-
ertheless, its recognition rate with IGA fitting was higher than that of manual fitting. 

This result did not match to the mentioned two hypotheses. It implies that there 
must be unknown audio-psychophysiological facts. We are conducting this cochlea-
implant fitting using paired comparison-based interactive differential evolution (IDE) 
[12] together with medical departments of two universities and trying to find the 
unknown facts. 

5 IEC for Awareness Scence 

Although there are many application papers on awareness computing, such as  
content awareness, location awareness, power awareness, and others, there are few 
papers that focus on basic research for awareness science such as analyzing awareness 
mechanisms and making awareness models. Once computer has an awareness model, 
it must be useful for communication with human users and support human awareness. 
IEC can be a tool for this research. 

There must be several types of human awareness at different psychological levels 
including a sensory level, a perceptual level, and a cognitive level. To start this basic 
research, let us define awareness as realize latent variables that explain the relation-
ship between inputs to a human and outputs from the human. 

Let us consider an example case that someone finds a preferred pot but cannot ex-
plain why he or she prefers it. This case means that the relationship between a visual 
image of the pot (input x) and the evaluation (output z) is complex. After thinking for 
a while, he or she may become aware that the vertical-horizontal ratio of the pot (r) 
and the curvature of design pattern (c) are the points underpinning their evaluation 
and become to be able to explain the reason for their preference as Fig. 5. Then, we 
may say that he or she is aware of the two hidden variables of the vertical-horizontal 
ration of the pot and the curvature of design pattern. 

 

Fig. 5. He or she is aware of the vertical-horizontal ratio of the pot (r) and the curvature of 
design pattern (c) as key points of his or her preference of the pot 
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That is, we can say that “ f () for z = f (x) was so complex that he or she could not 
explain the input-output relationship at the first glance. However, he or she found the 
latent variables, r and c, and could interpret them as z = f (x) = g1 (r, c), where r = g2 
(x) and c = g3 (x).” In other words, we can say that he or she became to explain a 
complex relationship between z and x explicitly thanks to r and c. 

One approach to model an awareness mechanism is to make an IEC user model 
using machine learning (Fig. 6) and resolve the obtained user model (Fig. 7). Now we 
are considering some approaches for obtaining latent variables: (a) structure analysis 
of a structured NN-FS model, (b) introducing statistical methods for finding latent 
variables, (c) making a learning model by a math equation using genetic programming 
and analyzing the obtained equation, and (d) others. 

 

Fig. 6. Leaning inputs and outputs to/from an IEC user and making its user model 

 

Fig. 7. Resolving an IEC user model using latent variables 

6 Conclusions 

IEC was started since Richard Dawkins demonstrated biomorph, evolving 2-D line 
figures, in 1986, and its research increased from 1990’s. IEC applications were spread 
from CG applications and engineering, edutainment, and many other areas. Now the 
number of IEC papers became 835 (in Scopus database as of July, 2013). 

Still now, majority of IEC research is on optimizing target systems. Although 
expanding IEC to application areas that are hard for conventional optimization 
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methods are useful and important, IEC has other potentials. To demonstrate it, we 
introduced unique our IEC research, i.e. IEC for human science, as the third direction 
of IEC research. We hope that many people realize that the capability of IEC is not 
only optimization from these efforts and IEC can con-tribute quite widely. 

 
Acknowledgments. This work was supported in part by Grant-in-Aid for Scientific 
Research (23500279). 
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Abstract. One principle for designing the robust Takagi-Sugeno fuzzy fault de-
tection filter, dedicated to a class of continuous-time nonlinear MIMO system, 
is treated in this paper. The problem addressed can be designated as an ap-
proach exploiting the fuzzy reference model to reflect the problem as an ܪஶ op-
timization task, guaranteeing the fault detection performance and the state ob-
server stability. The conditions are outlined in the terms of linear matrix ine-
qualities to possess a stable structure closest to optimal asymptotic properties. 

1 Introduction 

The fault detection filters, usually relying on the use of any type of state observers, are 
mostly used to produce the fault residuals in fault tolerant control systems. Because it is 
generally not possible to decouple totally fault effects from the perturbation influence in 
residuals, the ܪஶ approach is used to tackle this conflict [3], [6] in part. Since faults are 
detected usually by setting a threshold on the residual signal, determination of actual 
threshold is often formulated as an adaptive task [4], [5].  

The nonlinear system theory has emerged as a method of use in the state observer 
based residual generator design for nonlinear systems [10], [18], [21], although 
Lipschitz conditions may be strongly restrictive in many cases [22]. An alternative is 
the Takagi–Sugeno (TS) fuzzy approach [16] which avails local system dynamics 
approximation techniques and gives descriptions permitting utilization of the system 
state space representation. In the light of the above, TS fuzzy fault detection filters 
(FDF) have attracted interest in fault detection (see, e.g., [9]). Different TS fuzzy 
observers [13], [17] as well as FDF structures, were designed [2], [19], [20], usually 
exploiting the linear matrix inequality (LMI) approach. The new trends reduce the 
robust FDF design to a standard ܪஶ model-matching problem with the main goal to 
discriminate the effect between the fault and the disturbances in FDF signals.  

The main contribution of the paper is to present an extension principle for design-
ing robust TS fuzzy FDFs. Following the idea concerning the residual reference mod-
els [1], [7], the new specification of TS fuzzy reference residual models (RRM) by a 
cross-bonds matrix is introduced in the paper. Using RRM, the robust TS fuzzy FDF 
design problem is formulated as an ܪஶ optimization task, considering both the ro-
bustness against disturbances and the sensitivity to faults, as well as guaranteeing the 
fault detection performance and the observer stability. 
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2 TS System Model 

The systems under consideration devolve to a class of multi-input multi-output 
(MIMO) nonlinear dynamic continuous-time systems, described as follows: 

ሶࢗ   (ݐ) = ∑ h௜௦௜ୀଵ ൫(ݐ)ࣂ൯ ቀ࡭௜(ݐ)ࢗ + (ݐ)௜࢛࡮ + (ݐ)ࢌ௙௜࡮ +  ቁ, (1)(ݐ)ࢊௗ௜࡮

(ݐ)࢟   =  (2)  , (ݐ)ࢗ࡯

where (ݐ)ࢗ ∈ ℝ௡, ࢛(ݐ) ∈ ℝ௥, ࢟(ݐ) ∈ ℝ௠ are vectors of the state, input and output 
variables, respectively, ࡯ ∈ ℝ௠×௡, ࡭௜ ∈ ℝ௡×௡, ࡮௜ ∈ ℝ௡×௥, ࡮௙௜ ∈ ℝ௡×௥೑ ௗ௜࡮ , ∈ℝ௡×௥೏, ݅ = 1,2,  … (ݐ)ࢊ are known real matrices and ݏ  ∈ ℝ ௥೏ is the disturbance input 
that belongs to ܮଶ0ۦ, +∞). It is considered that a fault (ݐ)ࢌ may occur at an uncertain 
time, the size of the fault is unknown but bounded, and all pairs (࡭௜, ݅ ,(࡯ = 1,2,  …  ݏ 
are observable. The membership function h௜((ݐ)ࣂ) is the averaging weight for the ݅-
th fuzzy rule, satisfying, by definition, the following properties 

  0 ≤ h௜൫(ݐ)ࣂ൯ ≤ 1, ∑ h௜௦௜ୀଵ ൫(ݐ)ࣂ൯ = 1 for all ݅ ∈ ,1ۦ  (3) .ۧݏ

Assuming that nonlinear terms in the nonlinear system description are bounded in 
associated sectors, will operate within the system, the number of these nonlinear 
terms is ݌ and the number of sector functions varies from 2 to k, then the number of 
linear sub-models is ݏ ∈ ,2௞ۦ ݅ ,((ݐ)ࣂ)௞ۧ. Note, h௜݌ = 1,2,  …  are calculated from all ݏ 
combinations of the sector functions. The vector (ݐ)ࣂ ∈ ℝ௢ of the structure 

(ݐ)ࣂ  = ሾߠଵ(ݐ) (ݐ)ଶߠ ⋯  ሿ  (4)(ݐ)௢ߠ

is the vector of premise variables. A premise variable generally represents any meas-
urable system variable occurring in the sector nonlinear terms. It is supposed in the 
following that all premise variables are measurable and none of them are a function of 
the input variables defined in ࢛(ݐ). More details can be found, e.g., in [12], [17]. 

3 Reference Model Design 

For the purpose of residual generation, the TS fault detection filter (FDF) is used in a 
standard structure, designed together with the residual signal equation as 

ሶࢗ   ௘(ݐ) = ∑ ℎ௜௦௜ୀଵ ൫(ݐ)ࣂ൯ ቀ࡭௜ࢗ௘(ݐ) + (ݐ)௜࢛࡮ + (ݐ)௜൫࢟ࡶ − ࢟௘(ݐ)൯ቁ  (5) 

  ࢟௘(ݐ) =  (6)  , (ݐ)௘ࢗ࡯

(ݐ)࢘   = ∑ ℎ௜௦௜ୀଵ ൫(ݐ)ࣂ൯ࢂ௜࡯൫࢟(ݐ) − ࢟௘(ݐ)൯,  (7) 
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where ࢗ௘(ݐ) ∈ ℝ௡ is the estimation of the system state, ࢟௘(ݐ) ∈ ℝ௠ is the observed 
output vector, ࢘(ݐ) ∈ ℝ௠ೝ  is the residual signal and ࡶ௜ ∈ ℝ௡×௠, ࢂ௜ ∈ ℝ௠ೝ×௠, ݅ = 1,2,  …   .are the set of the observer and residual generator gain matrices ,ݏ 

Introducing the observer state error (ݐ)ࢋ = (ݐ)ࢗ − -and taking the time de (ݐ)௘ࢗ
rivative of (ݐ)ࢋ, the dynamics of FDF can be expressed by 

ሶࢋ   (ݐ) = ∑ ℎ௜௦௜ୀଵ ൫(ݐ)ࣂ൯ ቀ࡭௘௜(ݐ)ࢋ + (ݐ)ࢌ௙௜࡮ +  ቁ,  (8)(ݐ)ࢊௗ௜࡮

(ݐ)࢘   = ∑ ℎ௜௦௜ୀଵ (ݐ)ࢋ࡯௜ࢂ((ݐ)ࣂ) = ∑ ℎ௜௦௜ୀଵ  (9)  , (ݐ)ࢋ௜ࡴ((ݐ)ࣂ)

where ࡭௘௜ = ௜࡭ − ௜ࡴ ,࡯௜ࡶ = ௜ࡴ ,࡯௜ࢂ ∈ ℝ௠ೝ×௡, ࢂ௜ ∈ ℝ௠ೝ×௠. Then (8) can be written 
as 

ሶࢋ   (ݐ) = ∑ ℎ௜௦௜ୀଵ ൫(ݐ)ࣂ൯ ቆ(࡭௜ − (ݐ)ࢋ(࡯௜ࡶ + ሾ࡮ௗ௜ ௙௜ሿ࡮− ൤  ൨ቇ.  (10)(ݐ)ࢌ−(ݐ)ࢊ

Considering, for the sake of simplicity, ݎ௙ = ௗݎ = -௚ and, using the equivalent obݎ
server structure with the same cross-bonds between (ݐ)ࢊ and (ݐ)ࢌ, it can be set 

ሶࢋ   (ݐ)⋄ = ∑ ℎ௜௦௜ୀଵ ((ݐ)ࣂ) ൬࡭௘௜⋄ (ݐ)⋄ࢋ + ሾ࡮ௗ௜ ⋄ࢀ௙௜ሿ࡮− ൤  ൨൰,  (11)(ݐ)ࢌ−(ݐ)ࢊ

where ࡭௘௜⋄ = ௜࡭ −  is selected as ⋄ࢀ and the cross-bonds matrix ࡯⋄௜ࡶ

⋄ࢀ   = ቈࡵ௥೒ ௥೒ࡵ௥೒ࡵ ௥೒቉ࡵ = ቈࡵ௥೒ࡵ௥೒቉ ௥೒ࡵൣ ௥೒൧ࡵ = ,்⋄ࡺ⋄ࡺ ்⋄ࡺ  = ௥೒ࡵൣ  ௥೒൧  (12)ࡵ

Applying (12), the reference model is defined in the next form ࢋሶ (ݐ)⋄ = ∑ ℎ௜௦௜ୀଵ ൫(ݐ)ࣂ൯൫(࡭௜ − (ݐ)⋄ࢋ(࡯⋄௜ࡶ +  ൯                  (13)(ݐ)⋄ࢍ⋄௜ࡳ

where, with ࡳ௜⋄ ∈ ℝ௡×௥೒, (ݐ)⋄ࢍ ∈ ℝ ௥೒,  

⋄௜ࡳ   = ሾ࡮ௗ௜ ,⋄ࡺ௙௜ሿ࡮− (ݐ)⋄ࢍ  = (ݐ)ࢊ −  (14) . (ݐ)ࢌ

The FDF parameters ࡶ௜ ∈ ℝ௡×௠, ࢂ௜ ∈ ℝ௠ೝ×௠, ݅ = 1,2,  …  have to be such that ,ݏ 

  ∥   (ݐ)⋄࢘   ∥ஶଶ ≤ ⋄ߛ ∥   (ݐ)⋄ࢍ   ∥ஶଶ  ,  (15) 

where the square of the ܪஶ norm ߛ⋄ > ⋄ߛ ,0 ∈ ℝ is as small as possible.  
According to (9), the formulation of the optimization criterion means that the dou-

ble summation through membership function occurs in the calculation of the product ்࢘(ݐ)࢘(ݐ) in (16). Since ∑ ℎ௜௦௜ୀଵ ((ݐ)ࣂ) = 1, the next approximation can be applied 
(for the proof see, e.g., in [11]) ࢘⋄ܶ(ݐ)࢘⋄(ݐ)==ݏ1=݆ݏ1=݅(ݐ)ܶ⋄ࢋℎ݅((ݐ)ࣂ)ℎ݆((ݐ)ࣂ)ݏ1=݅(ݐ)ܶ⋄ࢋ≥(ݐ)⋄ࢋ⋄݆ࡴܶ⋄݅ࡴℎ݅((ݐ)ࣂ)(16)      . (ݐ)⋄ࢋ⋄݅ࡴܶ⋄݅ࡴ 

The following design conditions are now proposed for the design of the set of the 
reference model parameters.   
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Theorem 1. The reference model (13), (14) is asymptotically stable with the quad-
ratic performance ∥   (ܛ)⋄܀   ∥ ஶ< ඥ઻⋄ if there exists a symmetric positive definite 
matrix ۾⋄ > ૙, ۾⋄ ∈ ℝܖ×ܖ, matrices ܇⋄ܑ ∈ ℝ܄ ,ܕ×ܖ⋄ܑ ∈ ℝܖ×ܚܕ, ܑ = ૚, ૛,  …  and a ܛ 
positive scalar ઻⋄ > ૙, ઻⋄ ∈ ℝ such that for all ܑ ࡼ⋄ = ்⋄ࡼ > ⋄ߛ ,0 > 0 , 
  ൦࡭⋄ࡼ௜ + ௜்࡭ ⋄ࡼ − ࡯⋄௜ࢅ − ்⋄௜ࢅ்࡯ ∗ ⋄ࡼ்⋄௜ࡳ∗ ௥೒ࡵ⋄ߛ− ࡯⋄௜ࢂ∗ ૙ ௠ೝࡵ−

൪ < 0 .  (17) 

When the above conditions hold, the reference model gain matrices are given as  

⋄௜ࡶ   = ,⋄௜ࢅଵି⋄ࡼ ⋄௜ࡴ   =  for all ݅ .      (18)  ࡯⋄௜ࢂ

Here and hereinafter, ∗ denotes a symmetric item in a symmetric matrix.   
 
Proof. Defining the Lyapunov function candidate of the form  

((ݐ)⋄ࢋ)ݒ   = (ݐ)⋄ࢋ⋄ࡼ(ݐ)்⋄ࢋ + ׬ (ݔ)⋄࢘(ݔ)்⋄࢘) − ௧଴((ݔ)⋄ࢍ(ݔ)்⋄ࢍ ⋄ߛ d(19)  , ݔ 

then, after the evaluation of the derivative of (21), it is obtained ݒሶ൫(ݐ)⋄ࢋ൯ = ሶࢋ (ݐ)⋄ࢋ⋄ࡼ(ݐ)்⋄ + ሶࢋ⋄ࡼ(ݐ)்⋄ࢋ (ݐ)⋄ + (ݐ)⋄࢘(ݐ)்⋄࢘ − (ݐ)⋄ࢍ(ݐ)்⋄ࢍ ⋄ߛ < 0    (20) 

Substitution of (8) in (22) gives  ݒሶ((ݐ)⋄ࢋ) ≤≤ ((ݐ)⋄ࢍ(ݐ)்⋄ࢍ⋄ߛ− + ෍ ℎ௜௦
௜ୀଵ ⋄ࡼ்⋄௘௜࡭)(ݐ)்⋄ࢋ((ݐ)ࣂ) + ⋄௘௜࡭⋄ࡼ + (ݐ)⋄ࢋ(⋄௜ࡴ்⋄௜ࡴ +

+ ෍ ℎ௜௦
௜ୀଵ ൫(ݐ)ࣂ൯ቀࡳ⋄ࡼ(ݐ)்⋄ࢋ௜⋄(ݐ)⋄ࢍ + ቁ(ݐ)⋄ࢋ⋄ࡼ்⋄௜ࡳ(ݐ)்⋄ࢍ < 0 .  (21) 

Thus, defining the composite vector  ࢋ௖⋄்(ݐ) = ሾ(ݐ)்⋄ࢋ   ሿ,                                                (22)(ݐ)்⋄ࢍ

can be rewritten as  

((ݐ)⋄ࢋ)ሶݒ ≤ ෍ ℎ௜௦
௜ୀଵ ⋄௖௜ࡼ(ݐ)்⋄௖ࢋ((ݐ)ࣂ) ⋄௖ࢋ (ݐ) < 0 , 

⋄௖௜ࡼ   = ቈ࡭)⋄ࡼ௜ − (࡯⋄௜ࡶ + ௜࡭) − ⋄ࡼ்(࡯⋄௜ࡶ + ⋄௜ࡴ்⋄௜ࡴ ⋄ࡼ்⋄௜ࡳ∗ ௥೒቉ࡵ⋄ߛ− < 0 .  (23) 



 Robust TS Fuzzy Fault Detection Filters Design 201 

 

Using the notation  

⋄௜ࢅ   =  ௜⋄ ,  (24)ࡶ⋄ࡼ

and Schur complement property, (26) implies (19). This concludes the proof. 

4 Fault Detection Filter Design 

Since residuals generated by (13), (14) are, in general, not totally decoupled from the 
unknown input (ݐ)ࢊ, then setting ࢀ⋄ = ݃ݎ2ࡵ  and using the obtained parameters (20), 

the model (11), (14) can be interpreted as the ideal reference.  
Thus, inserting (20) into (8), (9) leads to the ideal reference model equations 

ሶࢋ   (ݐ) = ∑ ℎ݅݅1=ݏ ݅⋄࡭))((ݐ)ࣂ) − (ݐ)ࢋ(࡯݅⋄ࡶ + (ݐ)ࢌ݂݅࡮ +  (25) ,((ݐ)ࢊ݅݀࡮

(ݐ)⋄࢘   = ∑ ℎ݅݅1=ݏ  (26)  . (ݐ)ࢋ݅⋄ࡴ((ݐ)ࣂ)

To design the generated residual ࢘(ݐ) as closely as possible to a reference model, the 
overall FDF model, incorporating (8), (9) and (28), (29) can be expressed as 

ሶࢋ   (ݐ)• = ∑ ℎ݅݅1=ݏ ݅•࡭)൫((ݐ)ࣂ) − (ݐ)•ࢋ(•࡯݅•ࡶ +  ൯, (27)(ݐ)•ࢍ݅•ࡳ

(ݐ)•࢘   = ∑ ℎ݅݅1=ݏ ݅•ࢂ)((ݐ)ࣂ) −  (28) , (ݐ)•ࢋ࡯(݅⋆ࢂ

where emphasizing structured LMI matrix variables are used 

(ݐ)•ࢋ   = ቂ ቃ(ݐ)⋄ࢋ(ݐ)ࢋ , (ݐ)•ࢍ = ቂ(ݐ)ࢊ(ݐ)ࢌቃ , ݅•ࡳ = ൤݂݅࡮ ݂݅࡮݅݀࡮  ൨  (29)݅݀࡮

݅•࡭   = diagሾ݅࡭ ,ሿ݅࡭ •࡯ = diagሾ࡯ ,ሿ࡯⋄ࡶ ݅•ࡶ = diagሾ݅ࡶ  ሿ,  (30)݊ࡵ

݅•ࢂ        = ሾ݅ࢂ ૙ሿ, ݅⋆ࢂ = ሾ૙ ,ሿ݅⋄ࢂ ݅•ࡴ = ,ݎ࡯݅•ࢂ ݅⋆ࡴ = ,ݎ࡯݅⋆ࢂ ݎܶ࡯ = ሾܶ࡯ (ݐ)•ࢋ  ,ሿܶ࡯ ∈ ℝ ଶ௡, (ݐ)•ࢍ ∈ ℝ ௥೑ା௥೏, ࡳ௜• ∈ ℝଶ௡×(௥೑ା௥೏), ࡭௜• ∈ ℝଶ௡×ଶ௡, ࡯• ∈ ℝ(௠ା௡)×ଶ௡, ࡶ௜• ∈ ℝଶ௡×(௠ା௡), ࢂ௜•, ⋆௜ࢂ ∈ ℝ௠ೝ×௠, ࡴ௜•, ⋆௜ࡴ ∈ ℝ௠ೝ×ଶ௡.  

The design conditions are formulated in the sense of existence of a robust FDF of the 
type (5)-(7) which achieves the asymptotic stability as well as the ܪஶ performance 
condition simultaneously. 

Theorem 2. The residual filter (5)-(7), associated with the reference model (1), (2), is 
stable with the quadratic performance ∥   (࢙)•ࡾ   ∥ ஶ<  if there exist symmetric •ࢽ√
positive definite matrices ࡼ૚• > •૛ࡼ ,0 > •૚ࡼ ,0 , •૛ࡼ ∈ ℝ࢔×࢔, matrices ࢅ૚࢏• ∈ ℝࢂ ,࢓×࢔૚࢏• ∈ ℝ࢏ ,࢓×࢘࢓ = ૚, ૛, … , ࢙ and a scalar ࢽ• > •ࢽ ,0 ∈ ℝ such that for all 1ࡼ  ࢏• = ܶ•1ࡼ > •2ࡼ ,0 = ܶ•2ࡼ > •ߛ ,0 > 0 , 
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  ቎࡭•ࡼ•݅ + •ࡼܶ݅•࡭ − •࡯݅•ࢅ − ܶ݅•ࢅܶ•࡯ ∗ •ࡼܶ݅•ࡳ∗ ݀ݎ+݂ݎࡵ•ߛ− ݅•ࢂ)∗ − ݎ࡯(݅⋆ࢂ ૙ ݎ݉ࡵ−
቏ < 0 ,  (31) 

where  ࡼ• = diagሾ1ࡼ• •2ࡼ ሿ, ࢅ•݅ = diagሾ1݅ࢅ• •2ࡼ ሿ, ࢂ•݅ = ሾ݅ࢂ ૙ሿ 

and ࡼ• ∈ ℝ2݊×2݊, ࢅ•݅ ∈ ℝ2݊×(݉+݊) are structured matrix variables.  
When the above conditions hold, then ݅ࡶ = •1݅ࢅ1−•1ࡼ ݅ࢂ , = ݉ࡵሾ݅•ࢂ ૙ሿܶ for all ݅ . 

Proof. Now, the Lyapunov function candidate is defined as 

((ݐ)•ࢋ)ݒ   = (ݐ)•ࢋ•ࡼ(ݐ)்•ࢋ + ׬ (௧଴ (ݔ)•࢘(ݔ)்•࢘ −  (32)  ݔd((ݔ)•ࢍ(ݔ)்•ࢍ •ߛ

and its time derivative is  ݒሶ ((ݐ)•ࢋ) = ሶࢋ (ݐ)•ࢋ•ࡼ(ݐ)ܶ• + ሶࢋ•ࡼ(ݐ)ܶ•ࢋ (ݐ)• + (ݐ)•࢘(ݐ)ܶ•࢘ − (ݐ)•ࢍ(ݐ)ܶ•ࢍ •ߛ < 0 , 
(33) 

where the structure of ࡯ ,݅•࡭• implies the structure of ࡼ•. As well as (2) and (13) have 
the same structure, then, evidently,  

ሶݒ   ((ݐ)⋄ࢋ) ≤ ∑ ℎ݅݅1=ݏ •݅ܿࡼ(ݐ)ܶܿ•ࢋ((ݐ)ࣂ) (ݐ)ܿ•ࢋ < 0  (34) 

•݅ܿࡼ   = ቈ࡭)•ࡼ•݅ − (•࡯݅•ࡶ + ݅•࡭) − •ࡼܶ(࡯݅•ࡶ + ݅•ࡴܶ݅•ࡴ •ࡼܶ݅•ࡳ∗ ቉݀ݎ+݂ݎࡵ•ߛ− < 0  (35) 

and with the notations  ࡶ•ࡼ•݅ = diagሾ1ࡼ• ݅ࡶ •2ࡼ ሿ = diagሾ1݅ࢅ• •2ࡼ ሿ, 1݅ࢅ• = •1ࡼ  , ݅ࡶ
and Schur complement property, (42) implies (36). This concludes the proof. 

5 Ilustrative Example  

The nonlinear fourth order state-space model of the hydrostatic transmission was 
taken from [8] and is used in the design and simulations. Its form is  ݍሶ (ݐ)1 = (ݐ)1ݍ11ܽ− + (ݐ)1ݑ11ܾ + ሶݍ(ݐ)1ܾ݀݀ (ݐ)2 = (ݐ)2ݍ22ܽ− + (ݐ)2ݑ22ܾ + ሶݍ(ݐ)2ܾ݀݀ (ݐ)3 = (ݐ)݌(ݐ)1ݍ31ܽ − (ݐ)3ݍ33ܽ − (ݐ)4ݍ(ݐ)2ݍ34ܽ + ሶݍ(ݐ)3ܾ݀݀ (ݐ)4 = (ݐ)3ݍ(ݐ)2ݍ43ܽ − (ݐ)4ݍ44ܽ + (ݐ)4ܾ݀݀        (36) 
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where (ݐ)1ݍ is the normalized hydraulic pump angle, (ݐ)2ݍ is the normalized hydrau-

lic motor angle, (ݐ)3ݍ is the pressure difference [bar], (ݐ)4ݍ is the hydraulic motor 

speed [rad/s], (ݐ)݌ is the speed of hydraulic pump [rad/s], (ݐ)1ݑ is the normalized 

control signal of the hydraulic pump, and (ݐ)2ݑ is the normalized control signal of the 
hydraulic motor. It is supposed that the external variable (ݐ)݌, as well as the second 
state variable (ݐ)2ݍ, are measurable. In given working point, it yields  ܽ11 = 7.6923, ܽ22 = 4.5455, ܽ33 = 7.6054.10−4,ܽ31 = 0.7877, ܽ34 = 0.9235, ܾ11 = 1.8590.103, ݀ߤ  = 0 ,ܽ43 = 12.1967, ܽ44 = 0.4143, ܾ22 = 1.2879.103, 2݀ߪ  = 10−5 ,ܾ݀1 = 1.00.103, ܾ݀2 = 0.80.103, ܾ݀3 = 0.07.103 ܾ݀4 = 0.01.103 . 
Since the variables (ݐ)݌ ∈ ,ଵܿۦ ܿଶۧ = ,105ۦ 300ۧ and ݍଶ(ݐ) ∈ ,ଵ݀ۦ ݀ଶۧ = ,0.0001ۦ 1ۧ 
are bounded on the prescribed sectors, then the premise variables were chosen as ߠଵ(ݐ) = (ݐ)ଶߠ and (ݐ)ଶݍ = ((ݐ)2ݍ)11ݓ  Thus, the set of nonlinear sector functions .(ݐ)݌ = 2݀−1݀(ݐ)2ݍ−1݀ , ((ݐ)2ݍ)12ݓ = 1 − ((ݐ)݌)21ݓ, ((ݐ)2ݍ)11ݓ = 2ܿ−1ܿ(ݐ)݌−1ܿ , ((ݐ)݌)22ݓ = 1 − , ((ݐ)݌)21ݓ     (37) 

implies the set of normalized membership functions with the next associations  ℎ1(ݐ) = ,((ݐ)݌)21ݓ((ݐ)2ݍ)11ݓ ℎ2(ݐ) = (ݐ)ℎ3,((ݐ)݌)22ݓ((ݐ)2ݍ)11ݓ = ,((ݐ)݌)21ݓ((ݐ)2ݍ)12ݓ ℎ4(ݐ) = ((ݐ)݌)22ݓ((ݐ)2ݍ)12ݓ  (38) 

 

 

Fig. 1. a) System output response, b) residual output response of the system in a fault regime ݅ = 1 ← (݈݇ = 11)  ݅ = 2 ← (݈݇ = 12)   ݅ = 3 ← (݈݇ = 21)   ݅ = 4 ← (݈݇ = 22) 

and the conversion of the nonlinear system equations into TS fuzzy system gives  
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௜࡭ = ൦−ܽଵଵ 0 0 00 −ܽଶଶ 0 0ܽଷଵܿ௞ 0 −ܽଷଵ −ܽଷସ݀௟0 0 ܽସଷ݀௟ −ܽସସ
൪ , ࡮ = ൦ܽଵଵ 00 ܾଶଶ0 00 0 ൪ , ௗ࡮ = ൦ܾௗଵܾௗଶܾௗଷܾௗସ

൪ , ்࡯ = ൦0 11 00 10 0൪, 
Note the necessary but not sufficient condition that the system is observable and the 
state variable ݍଶ(ݐ) is measurable. Considering this condition, the system output ma-
trix ࡯ was chosen as above.  

Supposing that faults are affecting the second actuator, i.e., ࡮௙ =  ଶ and choosing࡮
the maximal rank of residual model ݉௥ = ݉ = 2 then, exploiting Self–Dual–
Minimization (SeDuMi) package for Matlab [15], the design problems (18), (19) and 
subsequently (35), (36), were feasible with the filter parameters ߛ• = 2.0736,  

ଵࡶ = 10ଷ ൦0.8007 1.45162.6256 0.83420.0546 0.13650.0080 0.0145൪ , ଶࡶ = 10ଷ ൦0.8424 1.45212.7065 0.85200.0572 0.13680.0085 0.0204൪ 

ଷࡶ = 10ଷ ൦0.7919 2.66092.6103 1.51110.0540 0.25640.0079 0.0282൪ , ସࡶ = 10ଷ ൦0.7531 2.64012.5283 1.47940.0515 0.25530.0075 0.0339൪ 

ଵࢂ = 10ିଷ ቂ0.0041 0.00130.1706 0.0486ቃ , ଶࢂ = 10ି଻ ቂ0.8116 0.23290.0955 0.0247ቃ 
ଷࢂ = 10ି଺ ቂ0.0100 0.00300.3349 0.0916ቃ , ⋄ସࢂ = 10ି଼ ቂ−0.3292 0.34380.0006 −0.0062ቃ 

As can be seen, the most interesting, however, is a substantial difference in the 
weight matrices of the robust TS fuzzy fault detection filter.  

The simulation for the fault detection performance was done under the system 
fuzzy control in the forced regime, i.e.,  

(ݐ)࢛   = ∑ ℎ௝௦௝ୀଵ (ݐ)ࢗ௝ࡷ)((ݐ)ࣂ) +  (39)  ((ݐ)௝࢝ࢃ

where the controller parameters were designed according to [11] as follows  ࡷଵ = ቂ0.0834 0.0000 0.0844 0.00010.0000 0.0902 0.0000 0.0000ቃ, 
ଶࡷ  = ቂ0.0855 0.0000 0.0869 0.00010.0000 0.0898 0.0000 0.0000ቃ, 
ଷࡷ = ቂ0.1353 0.0000 0.1933 0.00040.0000 0.0907 0.0000 0.0000ቃ, 
ସࡷ = ቂ0.1350 0.0000 0.1926 0.00040.0000 0.0903 0.0000 0.0000ቃ, 
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ଵࢃ = ቂ0.0000 0.08610.0937 0.0000ቃ , ଶࢃ = ቂ0.0000 0.08840.0933 0.0000ቃ 
ଷࢃ = ቂ0.0000 0.19360.0942 0.0000ቃ , ସࢃ = ቂ0.0000 0.19270.0938 0.0000ቃ 

The working point was set by (ݐ)݌ = 105 and the desired output ்࢝(ݐ) =ሾ0.50 0.25ሿ, the fault was modeled as the short-circuit outage of the second actuator 
during ݐ ∈ ,3.0ۦ 3.5ۧ [s]. Fig. 1 shows the system output response to the fault (a), the 
corresponding residual signals are presented in (b).  

6 Concluding Remarks 

Newly introduced robust TS fuzzy fault detection filter design method, as augmenta-
tion of the residual generators synthesis for one class of nonlinear systems, is present-
ed in the paper. This is achieved by the application of TS fuzzy reasoning, relating to 
multi-model approximation, as in the observer structure as well as in the residual 
signals frame, and is supported by the TS fuzzy residual reference model. Design 
conditions are derived in terms of optimization over LMI constraints using standard 
numerical optimization procedures to achieve, simultaneously, the fuzzy observer 
asymptotic stability and the optimal residual signal ܪஶ performance with respect to 
the unknown disturbances. Since the TS fuzzy fault detection filter design task is 
generally singular for a non-square system output matrix ࡯, to obtain more regular 
conditions any further extensions can be included in the design conditions.  
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Abstract. Simulated Annealing is one of the leading stochastic optimization 
algorithms. Parallel Simulated annealing, as a modification of Simulated 
annealing, if properly adapted, is able to solve the problem of selected global 
optimization issues. An example of a linearly dependent representative of 
problems in which we are looking for just one solution or global optimum is 
publicly known as a Sudoku puzzle. The object of this project is to study 
behaviour of Simulated annealing and Parallel simulated annealing by finding 
solutions to the Sudoku puzzle, evaluate and verify the success and efficiency 
of these algorithms, compared to the Backtracking algorithm. 

1 Introduction 

Finding solutions to specific comprehensive problems is one of the toughest 
challenges in the domain of stochastic optimization algorithms. Finding solutions to 
the tasks such as solving Sudoku puzzles is a subset of classic optimization tasks. 

Unlike traditional optimization problems, finding solutions to such a problem is not 
only a local or global optimum approximation method but also finding the extreme, 
often global. 

When we know the Sudoku puzzle assignment, we know nothing about the 
solution until we find it. If the assignment of the Sudoku puzzle is adequate, it has just 
one solution. This solution is a vector of numbers, putting entries into the empty 
boxes so that each number from 1 to 9 in all the relevant subsets of the problem space 
- in rows, columns and nine subfields - is found just once. 

Therefore, if we search for the solution of the Sudoku puzzle assignment using 
stochastic optimization algorithms, we search for global optimum - the vector of these 
numbers - which, if inserted into the problem space, satisfies the linear boundaries, 
and that each of the relevant subsets of the problem space is a permutation of the 
numbers in range from 1 to 9. 

Simulated annealing, Parallel simulated annealing, as well as many different 
genetic and evolutionary algorithms, are also involved in finding solutions to 
problems, such as the NP complete problems as the Travelling Salesman Problem, 
polynomial complex problems but also finding solutions to problems such as a 
Sudoku puzzle. 
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2 Sudoku as an Optimization Problem 

The Sudoku puzzle is likely known to anyone who reads a daily or weekly press, 
though they don't need to be enthusiasts of logic games, puzzles and anagrams. 

The Sudoku puzzle is interesting not only because of its global expansion and 
popularity but also in the domain of mathematics, computer science, informatics and 
optimization. Resolved, Sudoku puzzle assignment is a Latin square of size 9, while 
also satisfying the condition of the uniqueness of each digit in each of the nine 
subfields. A correct Sudoku puzzle assignment also has the property of having just 
one solution which is the global optimum in terms of optimizing. 

One of the algorithms guaranteed to find a solution to the Sudoku puzzle 
assignment is the Backtracking algorithm. This algorithm, when adapted to search for 
Sudoku puzzle assignment solutions, works in the way that the empty boxes are 
gradually filled with numbers that do not cause conflicts. If there is no number that 
could be placed in a box without causing conflicts, the algorithm continues with 
previous number after the initialization and, therefore, in the Sudoku puzzle 
assignment has an empty box. Otherwise, once the last number has been placed into 
the last empty box without causing conflicts, the Sudoku puzzle assignment is 
algorithmically solved. Techniques on how to choose the following blanks or choice 
of number insertion order into the empty boxes are, of course, dependent on the 
design, implementation or algorithm parameters. 

In solving a Sudoku puzzle using Backtracking algorithm, it is sufficient to decide 
on a conflict-causing or non-conflict-causing number insertion into the empty box 
sign whether the given number already is in the given row, column or subfield. In 
other algorithms, such as genetic algorithms or Simulated annealing, there is a need of 
the given state assessment. For this a fitness function is used which will return the 
value of Fitness which can be used to evaluate the state, and, hence, to compare 
several states to each other. The fitness function also depends on the particular design 
and implementation. It can be the sum of numbers that cause conflicts, the number of 
conflicts between numbers and the like. 

Genetic algorithms use the fitness function for evaluating individuals in the 
population. Based on the value of Fitness are then individuals selected for crossover, 
mutation or progress to the next generation. There are many selection techniques, 
such as roulette, for example. Choice of technique depends on the particular design 
and implementation. 

Since the correct Sudoku puzzle assignment has just one solution, it is an 
interesting model representing the complex problem of linear dependence, and the 
problem space is characterized by its unique solution. In other words, in solving a 
Sudoku puzzle there are no better or worse current states, there is only a solution. As 
in solving Sudoku puzzles using genetic algorithms, Simulated annealing and similar 
methods, we use a fitness function and modify the current state in a way that is not 
only an approximate solution but a complete one. Despite the pessimistic estimates of 
the analysis, Parallel simulated annealing has proven being effective in solving this 
problem. 
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3 Sudoku Puzzle and Simulated Annealing 

Simulated annealing [1-5] is effective in finding good solutions of problems such as 
the Travelling salesman problem and others. Many of these tasks and their problem 
spaces have their local minimums in which the Simulated annealing algorithm is able 
to get out due to the slow reduction of temperature. 

A Sudoku puzzle assignment problem space is matrix of size 9 times 9 boxes, 
some of which are filled - contain a number - and other are empty. The box containing 
the number in the assignment are given fixed, i.e. when running, the algorithm will 
remain constant. Empty fields are modifiable - it is possible to fill them with numbers 
from 1 to 9. Problem space initialization can be made, for example, that for each of 
the nine subfields we identify a set of numbers that are not already present in it. 
Blanks for each subfield are then filled with randomly arranged permutation made of 
missing numbers from the set. The state initialized this way meets the requirement  
of a solution which is that a permutation of numbers from 1 to 9 must appear in each 
of the nine subfields. 

Because we do not want to lose an advantage of this initialized state, we use the 
type of mutation - a sufficiently small symmetric change - that only exchanges the 
position of two numbers in the two modifiable boxes in one of the nine subfields. An 
example of such a small symmetric change is shown in Fig. 1, where the underlined 
bold numbers 3 and 9 mutually exchange their positions in the boxes in the upper 
middle subfield. Fields with a black background are defined by assignment, so they 
are given fixed. Since this type of mutation changes only the position of numbers 
within the subfields which, after initialization, contain the complete permutations of 
numbers 1 to 9, it will not cause the presence of a number within a subfield more than 
once, or a number in a subfield missing. This also helps us for easier implementation 
of the fitness function which, in this case, does not need to identify the conflicts of 
numbers within the subfields because these types of conflicts do not occur and it is 
sufficient for us to identify conflicts in the rows and columns. Therefore, 
computational complexity of the fitness function has decreased approximately by one 
third. 

 

Fig. 1. Visual representation of Sudoku puzzle mutation as a small symmetric change 

Taking  into account the fitness function which gives us the number of conflicts of 
numbers in given state as an indicator in evaluating this state and for comparing the 
two states, it is obvious that if the function returns the number zero (meaning no 
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conflicts), we have found a solution. It is easy to verify that a current state is the 
solution. However, while this state (the solution) is not known explicitly, we have 
little information about how it looks, and that information is the assignment itself, 
from which is difficult to read out additional information without additional 
calculations. 

Although by the Simulated Annealing algorithm we gradually modify the state 
during the run so that the value of Fitness is lowest, this does not always mean that we 
are converging this state to a solution. This is due to the nature of the Sudoku puzzle 
assignment problem space which is revealed in the simulations. The nature of this 
problem space is outlined using an abstract metaphor in Fig. 2. 

 

Fig. 2. Metaphorical representation of the Sudoku puzzles assignment problem space 

As it is evident from Fig. 2, this problem space metaphorically depicted as a 
function, have many local minimums which are very "deep". Global minimum in this 
problem space is just one and its surrounding is not so very different from the 
surroundings of local minimums. Therefore, there is a high probability that even if the 
fitness function indicates us a low number of conflicts of numbers in rows and 
columns, the current state and the solution are very different. How does an instance of 
a Sudoku puzzle behave, solved by Simulated Annealing in this problem space, is 
metaphorically depicted in Fig. 3. 

Simulated Annealing algorithm in the Sudoku assignment problem space handles 
shallow local minimums of which it can jump out using the Metropolis criterion and 
probability function 1. 

 

Fig. 3. Metaphorical representation of the behaviour of the Parallel Simulated Annealing 
algorithm in the Sudoku puzzles assignment problem space ܾܲ݀݁ݎݑݐݎ݁݌)ݎ ← (ݐ݊݁ݎݎݑܿ = ݉݅݊(1,  ((ܶ݇/ܧΔ−)݌ݔ݁

However, in case of searching for global optimum, namely the Sudoku puzzle 
assignment solution, the Simulated annealing is very little successful. Simulated 
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annealing runs were able to find the Sudoku puzzle assignment solution 
configurations with 12% success rate. By changing the simulation parameters, such 
as slowing down the lowering of temperature and thereby slowing the simulations and 
the like, the success rate of Simulated annealing algorithm by solving Sudoku puzzle 
improved only marginally but computing the duration of the simulations has 
enormously increased.  

It is important to note that if the Simulated annealing algorithm with the 
appropriately chosen parameters finds the solution to the Sudoku puzzle assignment, 
it finds it relatively quickly. In figures, by using the parameters modified by the 
number of filled boxes in the assignment, the number of calculations or the number of 
fitness function calls ranged from 7400 to 20720. For comparison, in finding the 
Sudoku puzzle assignment solutions by the Backtracking algorithm, the number of 
fitness function calls ranged from 3809 to 2565290. Compared with genetic 
algorithms where population sizes reach hundreds and sometimes thousands, not to 
mention the number of generations, even such a low success rate of Simulated 
annealing by finding Sudoku puzzle solutions is compensated by computing 
efficiency.  

As shown by simulations, as the success rate of Simulated annealing in finding 
solutions is insufficient due to the nature of the Sudoku assignment problem space, it 
is appropriate to use a more robust approach in solving problems of this type which is 
Parallel simulated annealing which, unlike Simulated annealing, uses the power of the 
crossover subjects from the population and the population itself while retaining the 
strength of Simulated annealing.  

4 Sudoku Puzzle and Parallel Simulated Annealing 

Parallel simulated annealing [2] is a combination of classic Simulated annealing and 
genetic algorithms. It takes advantage of the population that has more independent 
instances of the Simulated annealing involved in finding solutions to the problem. As 
a genetic algorithm, it performs operations in the selection of subjects, crossover of 
subjects and mutation of subject. In Parallel simulated annealing, a mutation is a 
sufficiently small symmetric change, as in simulated annealing. 

There are of course many techniques of possible crossovers of two individuals. If 
we use the initialization technique, after which any of the nine subfields contains 
permutation of the numbers 1 to 9, it is appropriate to use a type of crossover in which 
there are given subfields with numbers in them maintained as separate entities. 
Suitable simulated annealing instance crossover technique in finding the Sudoku 
puzzle assignment solution is to change randomly chosen subfields between the two 
instances, respectively each of the nine subfields between the two instances exchange 
with a probability of $0.5. The results of the crossover of two individuals are two new 
individuals. 

The decision about the inclusion of a new individual in the population is made by 
the Metropolis criterion. Since the temperature during the run of the algorithm 
decreases, and the average incidence of subjects with a lower Fitness value rises, the 
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probability of the inclusion of an individual to a population which is created by 
crossover is gradually decreasing. For these reasons, crossover was successfully 
applied in particular in the first third of the algorithm computational run time, as was 
evident from the simulations. The advantage of this parallel run of multiple instances 
of Simulated annealing, compared to the serial run of one instance, is that individuals 
were evenly placed in the problem space in the first third of the algorithm run time. 
This is significantly increasing the probability that at least one instance - the 
individual - will find the Sudoku puzzle assignment solution even at lower sizes of the 
population. Another advantage of parallel running of multiple instances is the 
possibility to use custom hardware to run parallel computing or distributed 
processing. How individuals of Parallel simulated annealing population in the Sudoku 
puzzle assignment problem space behave is abstractly shown in Fig. 4. 

 

Fig. 4. Metaphorical representation of the behaviour of the Parallel Simulated Annealing 
algorithm in the Sudoku puzzles assignment problem space 

The larger is the size of Sudoku puzzle problem space, the larger is the number of 
blank boxes present in the assignment, or a smaller number of filled ones. Population 
size in this case was sufficient in the range of 16 to 34 depending on the number of 
filled fields in the assignment. Of course, compared to classic Simulated annealing, 
the number of fitness function calls was increased 16 to 34 times, from 118400 to 704480. The success of the algorithm in simulations, however, statistically increased 
from the aforementioned 12% to 96%, which is comparatively better algorithm 
statistic. This is an empirical verification that the Parallel simulated annealing is 
effective in finding solutions to Sudoku puzzle assignments, especially in the case of 
more blank boxes where Backtracking algorithm was ineffective. These numerical 
results suggest that the complexity of Parallel simulated annealing, respectively the 
number of calculations  with an increasing number of empty boxes, does not increase 
as fast as in the case of the Backtracking algorithm. 

 

Fig. 5. Metaphorical representation of the behaviour of the Backtracking algorithm in the 
Sudoku puzzles assignment problem space 
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5 Conclusion 

Addressing the complex issue often depends on the efficiency of the process of 
finding solutions. Many times we decide for a solution which is good enough, even if 
not the best one but very cheap. For these types of problems the stochastic 
optimization algorithms are often appropriate. We can, however, find out that many of 
these algorithms, when we choose the appropriate candidate from among them, 
adapted to the problem domain and with suitably chosen parameters, have the 
potential of even global optimization which is relatively quite effective compared to 
the brute force approach as in the Backtracking algorithm. 
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Abstract. Modelling of neural networks is still a very interesting and important 
field in the area of computing models. If input domains of neural networks are 
data structures represented by graphs and output domain is expected in a similar 
form, it is necessary to consider it in the process of neural network modelling.  
We propose four models of extended Self Organizing Maps (SOM) that can be 
applied to graph data structures as input and output domains together with 
learning algorithms.  Extensions of the SOM model are based on the idea to 
remember information of connections in data structures (using some context 
neurons).  

With regards to the evaluation of developed models and trained structures, 
we used data from the study programs of the Faculty of Science, P. J. Šafárik 
University in Košice. We evaluated the ability of models to enumerate output 
descendants of a node in a graph structure and the ability to interpret structures 
by developed neural networks. We also evaluated the quality of the developed 
networks in a learning process. 

1 Introduction 

Kohonen’s Self-Organizing Map (SOM) is one of the most popular neural network 
models. The model was motivated by the retina-cortex mapping and it was developed 
in 1982 for an associative memory [12]. It uses an unsupervised learning algorithm 
based on a similarity of input to information in the associative memory. In general, 
the basic model was developed for problems with input presented by vectors. But 
now, SOM networks are used in solving many problems working with data structures. 
Basic knowledge on SOM networks can be found in [11].  

The SOM networks are associated with the nodes of regular (sometimes 
hexagonal), usually two-dimensional grids. The classical SOM algorithm constructs a 
model in the following way [13]:  

More similar data structures will be associated with nodes that are closer in the grid, 
whereas less similar data structures will be situated gradually further away in the grid.  

The central idea of learning principles and mathematics of the SOM can be 
illustrate in the following form [13]:  

Every input data item shall select the grid element that matches best with the input 
item and this element, as well as a subset of its spatial neighbours in the grid, shall be 
modified for better matching.  
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Many versions of SOM algorithms have been suggested over the years. For 
example, a model of recurrent SOM was developed in [4][14]. The main idea is in a 
computation of neuron output using (modified) values of output from previous steps 
and it has an influence on how long a neuron will have a capability to be a winner.  

In [18], Merge SOM was developed, (MSOM) based on classical SOM using the 
context of neurons with information about previous winners. In the computation of a 
winner, it is necessary to use a distance of weight vectors from an input vector and an 
influence of the context.  

In [10], we can find an extension of MSOM for tree structures. Contexts are 
computed for descendants of a node in a tree and they have an influence on the 
computation of a winner. The next type is a recursive SOM, published in [20].  

The SOM model of the neural network was used for sequence processing. The 
structure processing by neural networks can be found in [9].  

SOM neural networks have been proposed by many authors [1][5-8][15] 
[16][17][19] as models which are very good for learning graph data structures. It 
means the graph structures in connection to neural networks should be represented in 
some special representation (a trained neural network) and the neural networks can be 
trained to graph structures. In the training, it is possible to prepare input data of the 
graph, in some parts, it is not necessary to put a full graph as one input data to  
the network. In the papers [2][3], we have prepared theoretical points of view to the 
presented application of using SOM neural networks to acyclic data structures. When 
we follow applications of SOM models to solving many problems, we can find the 
common idea: some function is put to the classical SOM which follows some 
properties of the network (plasticity). 

Preliminaries:  

A directed graph or digraph is a pair ܩ = (ܸ,  ܧ ,where ܸ is a set nodes or vertices ,(ܧ
is a set of ordered pairs of nodes, called directed edges. A Directed Acyclic Graph 
(DAG) is a directed graph with no directed cycles. DAGs will be used as the 
theoretical model for the data structures representation. A supersource (supernode) of 
DAG is a node from which all nodes are reachable; if the graph has not a supernode, 
we have to add it. A node labelled graph has some information in nodes. ट will be a 
domain of node labels, ट # will be a domain of graph data structures with labels in ܷ. 
A usual set of labels are the set of real numbers R. 

If we choose some nodes from DAG together with the oriented edges among them, 
then we get a set of subgraphs (one or more subgraphs). The subgraphs are data 
structures which can be used as input (output) structures to neural networks and 
neural networks are trained to them. ܶ, ஻ܶ ⊆ ࣯#  are supervised (ܶ) and unsupervised ( ஻ܶ) training sets of data structures. If D, D ∈ TB, then vD is the subgraph constructed 
by the node ݒ and by all descendants of the node ݒ; ܿℎ௞ሾݒሿ is the ݇-th descendant  
of ݒ.  

In the following text we describe four systematically extended SOM networks of 
neural networks for the processing of data structures together with the learning  
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algorithms. In the sections 2–5, the developed networks are described. The following 
section contains criteria of network evaluations and the evaluation of networks. In the 
conclusion, the achieved results are summarized and a description of the plan for the 
following work. 

2 Counterpropagation SOM for Data Structures - CP SOM SD 

The first proposed network is CounterPropagation SOM for Structured Data (CP 
SOM SD) that comes out from a self-organizing map (SOM) for data structures 
extended by an output layer of Grossberg’s neurons. Some examples of SOM SD 
network are given in Fig. 1. The developed network is capable to work with a training 
set prepared by pairs of input and output prepared for Grosberg’s neurons. 

 

Fig. 1. Counterpropagation SOM for data structures - CP SOM SD neural network. The 
network has n input neurons, 2*o context neurons, o is the maximal number of descendants in 
all data structures and the output layer has m neurons, the grid is 2-dimensional. 

The structure of the network can be split into three parts: an input layer ݔଵ, … ,  ,௡ݔ
SOM SD part and an output layer of Grossberg’s neurons. SOM SD part has ݍ 
dimensional SOM grid, ݊௜ is the size of ݅-th dimension, N = n1 ×… × nq  is the 
number of neurons in the grid and context neurons ܿଵ, … , ܿ௤∗௢. SOM grid cooperates 
with the input layer in a classical way. Context neurons are used in the learning of 
connections between nodes in trained data structures. If ݋ = ;۲݋ሼݔܽ݉ ۲ ∈ ஻ܶሽ, ࡰ݋ is 
the number of descendants of a node in the structure ۲, then the number of context 
neurons is ݍ ∗ ேା௞,௜ݓ The weight .݋  is the weight between the ݇-th context neuron, ݇ = 1, … ݍ  ∗ ݅ ,and ݅-th grid neuron ,݋ = 1, … , ܰ.  

The learning algorithm works in two steps for one training example (۲,   :(܇

1. The learning of SOM SD means the learning of the mapping ℳ: ࣯# → ࣛ, where ࣯# is a set of labelled graph data structures and ࣛ is an output domain represented 
by grid neurons results. The given data structure ۲ has to be processed in the 
following recursive way: 

ℳ(ࡰ) = ቊ݈݊݅ࣛ,  if ࡰ = ℳ௡௢ௗ௘,ߦ ቀࡰ௦,  ℳ൫ ௖௛భሾ௦ሿࡰ ൯,  … ,  ℳ൫ ௖௛೚ሾ௦ሿࡰ ൯ቁ , otherwise,      (1) 
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. . .

...

� � �

. . .u1 u2 um

� � � � � �

c2oc2o−1c2c1
. . .



218 G. Andrejková and J. Oravec 

 

where ݈݊݅ࣛ  is the empty element in ࣛ, ߦ is the empty data structure, ݏ is a 
supernode of ࡰ ,ࡰ௖௛ೖሾ௦ሿ ,  ݇ = 1,  … ,  are subgraphs in which supernodes are ݋
descendants of ܿℎ௞ሾݒሿ of the supernode ݏ. ℳ௡௢ௗ௘ is defined by (2). ℳ݊݁݀݋(࢜) = arg min ԡࡸ(࢞ − ݈࢝)ԡ݈=1,…,ܰ =  (2)                   ,∗࢏

where ࢏∗ is the number of the winner neuron for the data structure ࡰ௩  of the 
training structure ࡰ and ݒ is the current processed node. In (2), ࡸ =  is the (௜௝ߣ)
diagonal matrix of type (݊ + (ݍ݋ × (݊ +  is used to balance the ࡸ The matrix .(ݍ݋
weights, ߣଵ,ଵ,  … ,  ௡,௡ represent an influence of a node evaluation, usually set toߣ 
values ߙ ∈ ,0ۦ  1ۧ. Values ߣ௡ାଵ,௡ାଵ,  … , ௡ା௢௤,௡ା௢௤ߣ   represent an influence of a 
context, usually set to ߚ ∈ ,0ۦ  1ۧ. The modification of weights are done by (3)  Δ ௝࢝௧ = ,݆)∗௧ℎ௜ߟ ฮ࢞(ݐ − ௝࢝ฮଶ,                                     (3) 

where ݐߟ is a learning rate, ℎ௜∗(݆,  is the ݐ ,is a classic neighborhood function (ݐ
iteration number and ࢞ is an input vector. 

2. The learning of the counterpropagation part is the learning of the mapping ࣝ: ࣛ →ࣰ, where ࣛ is the domain represented by results of the grid neuron and ࣰ is the 
domain of Grosberg’s neurons results. The adaptation of weights ݅ݎݍ from the grid 
(݅, ݅ = 1, … , ܰ) to the Grosberg’s neurons (ݎ, ݎ = 1, … , ݉) is the following  (ݐ)݅ݎݍ = (1−ݐ)݅ݎݍ + (1−ݐ)݅ݎݍ−൫(ݐ)ߟ +  (4)                       ,  ݅ݖ൯(ݐ)ݎࢅ

where ݎ܇ is an evaluation in the node ݎ of an expected structure ܇ from the current 

training example, ݅ݖ ∈ ሼ0,1ሽ, ݅ݖ = 1 for winner neuron only. The vector 
represented by the structure ܇ corresponds to the input structure ۲, it means it 
corresponds to the supernode of the input structure. 

3 Neural Network with Lateral Weights – SLW 

The second network is a network with lateral weights (SLW) modified by using a 
special method (5). It comes out from a self-organizing network, neurons are 
connected through lateral weights, an illustration is given in Fig. 2, but a learning 
algorithm for lateral weights uses a different function than in [11]. This network is 
able to topologically interpret trained structures. In the unsupervised process of 
learning, there are modified weights between an input layer and a grid in the same 
way as in SOM networks. Lateral weights are modified according to the training  
data structure, the weights between neurons corresponding to nodes in the data 
structure are reinforced and other weights are inhibited. The output of the learning 
algorithm is an interpreted structure; its topology should correspond to the input data 
structure. 
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Fig. 2. Neural network with lateral weights - SLW. Nodes of data structures correspond to the 
winner neurons and edges correspond to excited lateral weights. The disadvantage of this 
network is that, after the training of multiple structures, they may "merge" and the neural 
network may interpret also parts of other structures. 

The learning algorithm: The modification of the lateral weight between the ࢏-th and 
the ࢐-th neuron in the grid is done by the formula (5).  Δ ௝࢝௜௧ = ,∗௧ℎ௟൫݅ߟ ݅, ݆, ௝௧ݔ − ,௝௜௧ିଵݓ ௝௧ݔ൯൫ݐ −  ௝௜௧ିଵ൯                           (5)ݓ

where the neighbourhood function ℎ௟ has the following special shape: 

ℎ௟(݅∗, ݅, ݆, ,݌ (ݐ =
ەۖۖۖ
۔ۖ
݌ݔ݁ۓۖۖ ቆ− ԡ݅∗ − (ݐ)ଶߜԡ2࢏ ቇ  1 ≤ ݅ ≤ ܰ, 1 ≤ ݆ ≤ ݊,11 + ݁ିఈ௣ ݌ ≥ 0, ݅ = ݅∗ 1 ≤ ݆ − ݊ ≤ ܰ, ݈ = ݆ − ݊, ݆ ≠ ݅,11 + ݁ିఉ௣ ݌ < 0, ݅ ≠ ݅∗0  otherwise .

 (6) 

The interpreted (computed) data structure can have a different structure because of 
the process of adaptation, the reinforced weight in next steps can be inhibited and the 
association between the neurons in the grid could be lost. After learning, the network 
works with an input structure in the following way: the network computes an output 
structure in the process of recursive activated neurons from the first node put on input 
in a direction of excited lateral weights sequentially. We used a parameter "limit of 
association (ܮ௔)" to distinguish excited from nonexcited lateral weights. Lateral 
weights >  .௔ are excited and other ones are inhibitedܮ

4 Neural Network with Lateral Weights in Levels – SLWL 

We propose an extension of the SLW network by levels of lateral weights. It is an 
improvement of the network SLW in which interpreted structures could contain parts 
of other structures. To avoid the risk, the network SLW was extended by (1) a number 
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of lateral weight levels and (2) some switch among the levels, as shown in Fig. 3. The 
switch is a real SOM SD with a 1-dimensional grid.  

The learning algorithm works in two phases:  

• The learning of the switch using the classical learning rules for SOM SD.  
• The learning of lateral weights in levels. Using the switch, there is a chosen  level 

for the learning process of a current processed data structure and then lateral 
weights are modified in the chosen level of lateral weights in the analogous way 
as in the network SLW. 

 

Fig. 3. Neural network with lateral weights in levels - SLWL. SS is a switch of the network, x1, 
x2, x3 are input values, di,1, … , di,l are levels of lateral weight to the i-th neuron in the grid. The 
levels of lateral weights offer better results in the interpretation of networks. 

The work of the trained network will be similar to the work of SLW, but the 
network has to know information about an interpreted structure from the starting 
node. The computed structure is given by the mapping (7).  ℳܹܮ: ࣯# × ࣯ → ℐ#,                                       (7) 

where ࣯# is the set of structures in the domain ࣯, ࣯ ⊆  ௡ is a label of an input nodeࡾ
and ℐ# is the output domain of structures in the domain ℐ = ࡾ × ࣛ. 
5 Neural Network SLW with a Supervised Learning – SLWT 

The last proposed network is based on the network SLW and a supervised learning 
where a hidden layer and an output layer is added to each neuron in a grid, as shown 
in Fig. 4. This network is trained by pairs of data structures where the input structure 
corresponds to a statement and the output structure corresponds to intermediate results 
of the step-wise evaluation of the statement. A context layer of values is added to the 
network. The output layer corresponds to the output value of a partial computation of  
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an expression. The computation of an expression is a recursive process following the 
substructures. It is necessary to add a context layer of values which will contain 
partial results of computations for a substructure connected to a current processed 
node. 

The learning algorithm is done for the "part" of the network SLW in the first step 
and then other weights are modified. 

 

Fig. 4. Neural network SLWT with a supervised learning. The network is prepared for the 
learning of expressions together with the corresponding computations.  A hidden layer and an 
output layer is added to each neuron in the grid. 

The work of the trained network is done by the mapping (8).  ℳܶ: ࣯# × (࣯ × ݌(ࣳ → ࣳ#,                                          (8)  

where ࣯# is the set of structures (arithmetic or logic expressions) in the domain ࣯, ࣳ 
contains evaluations in nodes and values of variables in an expression. A part of the 
network SLWT interprets a structure and the interpreted structure is a base for a 
recursive computation of an expression value. 

6 Encoding of Data Structures and the Training Sets 

We used DAG to define a study program, an example is given in  Fig. 5.  
Let K = |V| be the number of subjects in all prepared acyclic data structure of the 

study program. The subjects are encoded in binary ሼ0,1ሽ, it means that each subject ࢏݌ = ሾ݌ଵ௜ , ଶ௜݌ , … , ௕௜݌ ሿ ∈ ሼ0,1ሽ௕, 1 ≤ ݅ ≤ ܾ where ,ܭ = ଶ (2݃݋݈ ∗ ܭ + 10000) + 1 is the 
number of bits used to the encoding of each subject.  

The preparation of training data structures —a substructure with all prerequisites 
on the first and second level is prepared to each subject. The prepared training 
structures ܶ, ஻ܶ  were prepared by random choice, |ܶ|, | ஻ܶ|. 
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Fig. 5. The part of the study program "Informatics". The subjects are in the nodes and the 
oriented edges represent prerequisites. If the subject A is the prerequisite of the subject B, then 
in DAG there is the oriented edge from A to B. The subject A is called the direct prerequisite or 
the first level prerequisite to B.  If C is the right prerequisite to A, the C is the second level 
prerequisite to B. 

7 Results in the Applications 

From theoretical point of view, we are interested in the quality of the learning process 
of neural networks. The size of a grid in SOM neural network is a very important 
parameter. The differentiation of winners refers to the spreading of winners in the grid 
and it is dependent on its size. Confidence of right answers refers to how good the 
network constructs the output data structure.  

7.1 Criteria of the Evaluation 

• Winner differentiation (WD).  It describes the ratio between the number of all 
winner neurons and the number of different inputs.  ܹܦ = |ሼ݆; : ݐ∃   ݆ =  ሽ|/ܰ,                                       (9)(ݐ)∗݅

Ifܹܦ < 1, the same winners are computed for some different inputs. The situation 
is the best if ܹܦ = 1.  

• Confidence of right answers. (Quality of an interpretation. Let ܵ݌ be the sum of all 

the numbers of predecessors of the node ܦݒ together with the subject in the training 

set and ܰ݌ be the sum of all the numbers of predecessors of the node ܦݒ together 
with the subject computed by a neural network, then the confidence of right answer is  ݂݀݅݊݋ܥ =  ௌ.                              (10)݌/ே݌
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• Quality of a learning of logical expressions representing prerequisites. It will be 
evaluated by Mean Squared Error (M. S. E).  

7.2 Evaluation of all Developed Networks 

The networks in the experiments were evaluated for grids from 15 × 15 to 54 × 54 
and parameters ߙ, ߚ = 0,6; 0,75; 0,9. We concentrate on the evaluation of 
descendants naming to the current input node. In the evaluation, we observe that the 
grid size has a principal influence on the evaluated criteria. Some results are described 
in Table 1.  

Table 1. Results of the winner differentiation criterion and the confidence 

Network WDmin WDmax Confidmin Confidmax 

CP SOM SD 0,1303 0,8145 0,2872 0,9456  

# grid 15 x 15 51 x 51 15 x 15 51 x 51 

SLW 0,259 0,8280 0,017 0,556  

# grid 15 x 15 54 x 54 15 x 15 54 x 54 

SLWL: #levels 0,287 : 9 0,9970 : 6 0,022 : 1 0,788 : 4  

# grid 15 x 15 54 x 54 15 x 15 54 x 54 

SLWT: #hidNeur 0,511 : 25 0,930 : 20 0,328 : 5 0,831 : 20 

# grid 15 x 15 15 x 15 12 x 12 25 x 25  

 
• CP SOM SD - The number of right answers depends on the grid size, the smallest 

value is 285 for the grid 15 × 15 and the best value 427 has the network with the 42 × 42 grid .  
• SLW - The values of the winner differentiation in SLW were higher than in the 

network CP SOM SD because of the omitted context in SLW.  

We have some interesting results for ݂݀݅݊݋ܥ. It was evaluated for all prepared data 
structures and for the data structures with some maximal depth. The capability of a 
right structure interpretation improves with an increasing size of the grid. We can 
follow the same observation in the case of confidence according to levels of data 
structures. But the confidence gets worse if the depth of the structure increases. For 
example, the best values of the confidence for levels 1,2,3 and 4 of data structure and 
the grid 54 × 54 were 0,664; 0,388; 0,184 and 0,500, but for the grid 30 × 30 were 0,387; 0,155; 0,027 and 0,000. The worst number of answers, 400, gave the network 
with the grid 15,18 and 24, and the best number of answers, 439, gave network with 
the grid 54 × 54.  

• SLWL - We present the example of the best values for the grid 30 × 30 with 10 
levels of lateral weights - 0,592; 0,353; 0,161 and 0,000, the values are better than 
the results in SLW. The worst number of answers, 399, gave the network with the 
grid 18 × 18 and with 9 levels of lateral weights, and the best number of answers, 498, gave the network with the grid 42 × 42 and 9 levels of lateral weights.  
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• SLWT - The evaluation of ܹܦ and ݂݀݅݊݋ܥ can be found in Table 1. The 
evaluation of the mean square error (M.S.E) is presented in Table 2. We observed 
that the grid size has quite a big influence to the capability of a network to compute 
the good result of an expression. A very important observation is that the quality of 
results for the increasing depth of an expression must not be dependent from the 
grid size. And the number of neurons in the hidden layer has a small influence to a 
quality of network. The biggest computed values of maximal M.S.E were 
computed in the level 4 − 0. 

Table 2. Mean squared errors M.S.E. according to levels x – y, x is the highest number of levels 
in used structures, y, y=0, 1, … , x – 1 is current processed level. Tr is the training set, Tst is the 
testing set. Tstmax (0,6767; 16; 25) means the best value 0,6767 for the size grid 16 × 16 and for 
the number of output neurons 25. 

Level min  max 1 − ;௠௜௡(0,0010ݐݏܶ  0 26; ;௠௔௫(0,47671ݐݏܶ (20 10; 25) 

;௠௜௡(0,0008ݎܶ  24; ;௠௔௫(0,3709ݎܶ  (20 8; 5)  2 − ;௠௜௡(0,0033ݐݏܶ  0 28; ;௠௔௫(0,6767ݐݏܶ (10 16; 25) 

;௠௜௡(0,0094ݎܶ  30; ;௠௔௫(0,6002ݎܶ  (10 13; 25)  2 − ;௠௜௡(0,0015ݐݏܶ  1 29; ;௠௔௫(0,2869ݐݏܶ (5 13; 15)
;௠௜௡(0,0020ݎܶ  29; ;௠௔௫(0,2178ݎܶ  (5 9; 25) 3 − ;௠௜௡(0,0368ݐݏܶ  0 22; ;௠௔௫(0,5277ݐݏܶ (5 8; 15)
;௠௜௡(0,0505ݎܶ  16; ;௠௔௫(0,5384ݎܶ  (25 29; 25) 3 − ;௠௜௡(0,1221ݐݏܶ  1 16; ;௠௔௫(0,5077ݐݏܶ (15 25; 10)
;௠௜௡(0,1471ݎܶ  21; ;௠௔௫(0,4700ݎܶ  (20 16; 10) 3 − ;௠௜௡(0,0299ݐݏܶ  2 30; ;௠௔௫(0,4396ݐݏܶ (25 12; 5)
;௠௜௡(0,0299ݎܶ  26; ;௠௔௫(0,4045ݎܶ  (20 12; 5) 4 − ;௠௜௡(0,000ݐݏܶ  0 9; ;௠௔௫(0,7189ݐݏܶ (20 21; 25)
;௠௜௡(0,0000ݎܶ  9; ;௠௔௫(0,6412ݎܶ  (20 21; 25) 4 − ;௠௜௡(0,0016ݐݏܶ  1 24; ;௠௔௫(0,3977ݐݏܶ (10 28; 20) 

;௠௜௡(0,0058ݎܶ  16; ;௠௔௫(0,4086ݎܶ  (10 16; 25) 4 − ;௠௜௡(0,0043ݐݏܶ  2 21; ;௠௔௫(0,5420ݐݏܶ (15 12; 5)
;௠௜௡(0,0069ݎܶ  30; ;௠௔௫(0,4965ݎܶ  (25 12; 5) 4 − ;௠௜௡(0,0022ݐݏܶ  3 19; ;௠௔௫(0,2701ݐݏܶ (5 9; 15) 

;௠௜௡(0,0040ݎܶ  28; ;௠௔௫(0,2823ݎܶ  (10 9; 15) 
8 Conclusion 

In this paper, we described the modified SOM neural networks which could be used 
in the application of problems working with graph data structures, for example in the 
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application of an academic information system. The models of the proposed neural 
networks analyse possibilities to remember connections among elements of data 
structures. We evaluated the tests for starting data structures and results give quite a 
good starting point to the following work. The SLWL and SLWT networks should be 
models to be prepared for more experiments. The plan for the following work is to 
continue with the modification of the basic searching of winners and of a learning 
procedure for weights between an input and a grid.  
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project /0492/12 Computational models and analytical tools for spatial hearing 
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Abstract. The proposed paper introduces a newly-designed and developed 
dialogue manager for multimodal dialogue systems and robotics applications. It is 
the distributed event-driven manager which operates in common data space. For 
sharing knowledge about users, tasks, triggers and data objects, the solution based 
on the SQLite database system has been implemented. The proposed dialogue 
manager enables user-initiative, system-initiative and mixed-initiative dialogues. 
The transition network can be also built where nodes are representing the dialogue 
tasks and each transition may contain the transition condition. 

1 Introduction 

The ability to be an active participant of the human-human interaction involves 
complex sophisticated processes which include information about the real world as 
well as personal experiences, social competences and information obtained from 
several input channels received through sense organs. Human senses enable us to 
interact with each other in a very sophisticated manner. Each of them separately and 
also all together provide us the complex view of the real world and they make us 
capable of describing entities and relationships of the surroundings and to share ideas 
about these things to other people. Speech can be recognized as one of the most 
important input/output modalities because it is an acoustic expression of the language 
which has a close relation to the real world representation in the human mind and it is 
capable to share that representation with other people. The importance of speech as a 
modality also consists of a fact that the speech is capable to replace other modalities 
when they are not available (e.g. in telephony interaction). Therefore, enabling the use 
of speech in communication with machines was the most important milestone in 
human-machine interfaces (HMI) history. 

The human-like interaction can be enabled by the multimodal dialogue systems 
(MDS). Bernsen [1] defines: “A multimodal interactive system is a system which uses 
at least two different modalities for input and/or output.” Following this, we can 
define the multimodal dialogue system (MDS) as an interactive system enabling the 
human-machine dialogue-based interaction to use at least two different modalities, 
e.g. combination of speech, gestures, touches, etc. The multimodal dialogue system 
can be seen as one of the possible realizations of HMI.   
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A group of “core” technologies can be identified that are an obvious part of MDSs 
- speech recognition, meaning extraction, interaction management or dialogue 
management, output planning and generation or text-to-speech technology. Whereas 
technologies for modalities recognition and generation are becoming more available, 
there are still some challenging tasks, such as multimodal fusion and fission, modality 
interpretation, producing multimodal behaviour or management of interaction. 
Management of interaction, including intent planning, behaviour planning and 
realization, needs a lot of previous research before being successfully usable. 
However, we are very successful in the task-oriented interaction. The natural “free” 
interaction is still a difficult task, due to the need to involve a large range of human 
capabilities. To be able to add such capabilities to a virtual human, knowledge from 
several research areas is necessary, e.g. informatics, communications, cognitive 
science, neurology, psychology, linguistics, etc.  

A lot of work has been performed which can be adopted to help developing a 
multimodal interface with humanlike communication attributes (e.g. see [2], [3], [4], 
[5], [6]) and should be considered during the design and development process.  

In our work we are focused on the design and development of the dialogue 
manager for such multimodal systems. There are a lot of approaches to the dialogue 
management (see e.g. [7]) but their implementations are often not publicly available 
or are unusable due to weak documentation. Therefore, we have started to design and 
develop the new dialogue manager following requirements defined after the analysis 
of the state of the art in this area.   

The proposed paper is organized as follows. The next section introduces and 
describes the newly-developed dialogue manager including the background and 
motivation of the research, the concept of the manager and the approach to sharing 
knowledge which is necessary for the management of interaction. The last part of the 
paper concludes the results of the proposed work. 

2 The Event-Based Distributed Dialogue Manager 

2.1 Background 

At the beginning, the analysis of requirements was performed. In the case of 
designing the dialogue manager, the requirements of the overall communication 
system need to be analyzed. Natural interaction between human and machine can be 
identified as the obvious requirement. Fulfilling of this requirement is not contributed 
only by an appropriate approach to interaction management but also by things like 
production of feedback, modality interpretation and fusion, and real world 
representation. On the other hand, as was concluded in the introduction, the 
complexity which is required for such natural interaction is relatively high. Therefore, 
undemanding dialogue design, maintainability and reliability need to be taken into 
consideration during the design process. 

Approaches used in several popular dialogue systems, e.g. Jaspis, described by 
Turunen in [8], Olympus, introduced by Bohus in [9], or multilayer architecture, 
described by Raux and Eskenazi in [10], were studied and the following general 
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requirements on the newly designed multimodal dialogue system and its dialogue 
manager were defined: 

• The system should be able to perceive a user continuously, meaning it 
continuously receives input signals and processes them. 

• The user may, at any time during the interaction, provide more information than 
the system expects in that part of interaction. 

• The user should, at any time, be able to interrupt the system turn and to route 
interaction to another topic. 

• The system should be able to control turn-taking independently. It means that the 
turn-taking should be independent of the dialogue management processes. 
Dialogue management processes should be asynchronous to interaction realization. 

• The user may ask questions. 

For managing interaction in MDS, several approaches were studied and considered. 
Our first idea was to take our previously developed dialogue manager based on 
VoiceXML 1.0 (described in [19]). We were supposed to use it for the realization of a 
set of small sub dialogues prepared in a more sophisticated management process, but 
the intended technique had proven to be cumbrous and unusable for several reasons. 
One of them is that the turn-taking is very limited and such approach enables only a 
“question-answer” interaction.  Approaches described by Wu in [11], by Bohus and 
Rudnicky in [12], by Nestorovic in [13] or by Raux and Eskenazi in [10] were 
analysed. Accordingly, following criteria for a newly designed dialogue manager 
were established: 

• Data, flow and presentation should be separated, as proposed by the Voice Browser 
Working Group of W3C Consortium.  

• The creation of new applications for MDS should be effective and undemanding.  
• The system should have the ability of personalization, meaning that the interaction 

should adapt to the user. Information about the user obtained by the system should 
be saved for being used in the next interaction. 

• Interaction should be driven by events. 
• Proposed solutions should enable managing the dialogue both in finite-state and a 

frame-based way. 

2.2 The Concept of DM 

According to appointed criteria, we started to work on the design of the dialogue 
manager. During the design process, the profile of the manager was formulated: The 
proposed solution is the distributed dialogue manager which consists of several 
agents. These agents cooperate over the common data space in a form of the SQL 
database (described later). The interaction is driven by events that are represented by 
triggers and data objects. These may be invoked by the system, user, or data. The 
triggers initiate small tasks. Each task has associated data objects and constructions 
for system prompts. Tasks can have different priorities. If the user is passive, the 
dialogue manager can invoke new tasks (system-initiative dialogue) by putting a new 
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together, but the flow of the interaction is more flexible because the user can invoke 
arbitrary tasks by their input.  

The Task Manager is responsible for performing particular tasks which were 
selected by the Interaction Manager. The task handling mechanism has three 
fundamental algorithms – data object values collection (Loop 2. in Fig. 1), 
cooperation with external data and output concepts generation (Loop 3. in Fig. 1). 
Each task can have a concept for a general prompt which introduces the particular 
task. Tasks can require filling zero or more data objects which are attribute-value 
pairs for holding information obtained from the user related to a particular task. When 
selected (or all) data objects have their values filled, the Task Manager may perform 
specific functions, e.g. writing data to the database, querying the database, performing 
transitions to another task or simply do nothing.  

The User & History manager operates upon the Users pool, where information 
about the users and history of the interaction are stored. It cooperates with both 
Interaction and Task Manager to personalize interactions with the particular user.   

2.4 The Common Data Space 

Multimodal systems may use several approaches to knowledge sharing. One of the 
popular solutions of knowledge sharing in the Artificial Intelligence area is 
“blackboard” system. Blackboard approach was first proposed in the Hearsay-II speech 
understanding system [14] and after that it was used in several systems, e.g. in 
MIRAGE ECA [15] or in the embodied agent Greta proposed by Niewiadomski in [16] 
or in the solution introduced by Huang et al. in [17]. The blackboard works like a shared 
memory which enables to read and write information by several cooperating 
components. One of the best known frameworks for building a blackboard system is 
Psyclone. Another popular approach is to use database for sharing common knowledge.   

Common data space in a form of embedded database was selected as an 
appropriate solution also for our MDS. The main reason was simple: a well-known 
data interface (also allowing access from external environments) through SQL 
language. The possibility to browse and edit the data by a lot of various editors was 
also taken into consideration.   

The common data space is divided into four separate pools for saving interaction 
data, user’s data, task data and domain data. Each pool consists of a few tables 
holding appropriate data. The database is stored in one local file. Each server includes 
the SQLite software library that implements a self-contained, serverless, zero-
configuration and transactional SQL database engine.  

The Interaction Pool (IP) contains data related to the actual interaction with the 
user. It serves mainly for Interaction Manager to control interaction flow by checking 
and picking up triggers to be processed. It consists of three tables:  

• IP_ActualInteraction table stores unique user ID and interaction ID.  
• IP_TriggerQueue table stores triggers which appear during interaction  
• IP_DataObjectQueue table contains data objects and their values which are 

collected during the interaction. 



232 S. Ondáš and J. Juhár 

 

The Users Pool (UP) stores information about users and interaction history to enable 
the personalization of the interaction. It consists of two tables:  

• UP_UserInfo table which stores user name, gender, age, e-mail address and 
experience level and  

• UP_History table which holds information about previous interactions with the 
user.  

The Tasks Pool (TP) represents the dialog and domain models. It contains information 
related to the task. Tasks represent small segments of the interaction or the smallest 
dialogue units. For the dialogue management purposes, each interaction between the 
system and the user can be split into the sequence of tasks.  

Here, each task is defined by its trigger, data objects and related prompts. Tasks are 
invoked by picking the trigger from the trigger queue by the Interaction Manager. 
When all required data objects are filled in, the task is completed. Appropriate 
prompts are selected according the user model, mainly taking in consideration the 
experience level of the user.  

Tasks Pool contains four tables:  

• TP_Tasks table contains basic information about the task – ID, name, and name of 
the trigger.  

• TP_Prompts table stores information about system prompts including ID, type, 
text, URL of surrounding BML script, user experience level and task ID.  

• TP_DataObjects table holds name, type, prompt type and task ID of particular data 
objects, and  

• TP_TNetwork table enables building a finite state network of tasks. Task network 
defines transitions and condition of transitions between particular tasks to 
concatenate them. 

The last pool of the knowledge database is the Data Pool (DP) which consists of two 
tables:  

• DP_BACKDATA table is a space for data obtained from external sources (web 
pages, remote databases). It contains attribute-values pairs which are incorporated 
into the system output (prompts).  

• DP_ITEMS table contains data for keyword spotting technique for analyzing input 
user’s utterances. 

2.5 Interaction Examples 

The proposed dialogue manager was implemented into two systems – the multimodal 
dialogue system SIMONA [18] and the service robot speech interface.  

The simple weather forecast service was written for SIMONA agent. It consists of 
four tasks – welcome, how help, weather and weather data. An example of the 
interaction with the experienced user looks like this: 
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3 Conclusion 

The newly-designed dialogue manager has been implemented for controlling 
interaction in the SIMONA – Slovak embodied conversational agent [18] and also 
into the service robot speech interface [20]. It is the event-driven manager with a 
knowledge sharing system that has a form of database with pools. Proposed 
approaches enable to control interaction in a simple, effective and variable manner. 
The interaction can be controlled solely by the user utterances (user-initiative 
interaction) from which triggers are extracted and conveyed into the trigger queue. 
Manager also enables a strict system-initiative dialog, where the dialog flow is 
determined by the transition network (system-initiative interaction). Mixed-initiative 
dialogues are allowed by combining the previous two scenarios. 

Our future work will be focused on the incorporating of speech acts (or dialogue 
acts) into the proposed approach. The main idea is that tasks in dialogue interaction 
can be performed by proposing an appropriate sequence of dialogue acts. There are 
two main challenges – finding such a sequence and being able to recognize a user’s 
dialogue acts.  
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Distributed Multi-agent System for Area Coverage 
Tasks: Architecture and Development 

Ivana Budinská, Tomáš Kasanický, and Ján Zelenka 

Institute of Informatics Slovak Academy of Sciences, Bratislava, Slovakia 

Abstract. The article aims to present a new concept in mobile robotics – swarm 
robotics. It gives an overview of related research in coordination of mobile 
robots in a group and presents recent research activities in swarm robotics at the 
Institute of Informatics SAS. The architecture and development of a distributed 
multi-agent system for area coverage tasks are introduced.  

1 Introduction 

Robotics became a very important part of our everyday life and its importance 
increases with new developments in many related areas such as informatics and 
information technologies, sensors, communication technologies and others. Mobile 
robots have been successfully utilized in many applications where they can substitute 
humans working in dangerous environments and doing monotonic and hard work 
operations, e.g., demining, fire rescue activities, seeking for survivors of natural 
disasters, monitoring and guarding of large and hardly accessible areas, etc.  

There are many open research problems related to the control of mobile robots that can 
work autonomously in such applications. A mobile robot as a complex system consists of 
two basic control parts: actuations that are used for locomotion and sensors for guidance. 
A control system of each mobile robot has to handle basic tasks of localization, local 
navigation and obstacle avoidance. An objective of our research is to design and develop 
a swarm of autonomous mobile agents that cooperate while pursuing a common goal – 
exploring and monitoring of large areas. The aim is to contribute to a large group of 
coordinating methods, enhance some of the specific features, and eliminate drawbacks of 
existing methods. The focus is on a higher level of control within a group of mobile 
robots. It is assumed that all robots handle basic control tasks (stabilization, localization, 
collision avoidance) on a lower level – local control.  

There are many possible applications for such multiple robot systems. They can be 
used for environmental monitoring, surveillance, intelligent data gathering, etc. One 
of the most prospective application domains for multiple robot systems can be found 
in the area of humanitarian demining. In this case, two main tasks are considered: 
mine detection and mine neutralization. Robotic systems have to be equipped with 
specific sensing systems, mine elimination systems and should be able to work in a 
dangerous environment.  (Havlik, 2008a,b) Robotic systems employed in demining 
tasks are often damaged by explosions of mines. That is why a group of autonomous 
robots can accomplish the task regardless of how many members of the group remain 
in a good working condition (Havlik, 2012). 
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Coordination problem within a group of mobile robots refers to methods 
and algorithms that belong to a new concept of robotics called swarm “robotics“. The 
term “swarm robotics“ was first used by Gerardo Beni, a professor at UC California 
and Jing Wang in 1989, in order to impact a nation of swarm intelligence to cellular 
robotic systems.  

Swarm robotics (Budinska, 2012) is based on the idea that a group of relatively 
simple autonomous robots working on the same task can be a more effective and 
sometimes also cheaper solution than one very complex robotic system. Swarm 
robotics is a new approach in decentralized coordination of the behaviours of a large 
number of autonomous robots that can be represented as autonomous agents for 
simulation and coordination purposes. A robot in a group/swarm has only simple 
behaviour, local perceptions and limited communications abilities.  

Swarm robotics takes inspiration from the nature. Biological swarm features a 
great behaviour that can be applied in coordination behaviour of a large number of 
robots in a decentralized manner. Examples are flocks of birds, shoals of fish, ant 
colonies, bee swarms and also, e.g., crowds of people. Besides the application of 
simple rules to control various biological societies, dynamics of ecosystems can also 
be applied in multi robot systems in order to simulate emergent cooperation as a result 
of selfish behaviour.  In the sense of the above mentioned, the motivation for the 
research of the coordination of a group of mobile robots is: robustness, scalability, 
stability, flexibility/versatility, super linearity, and maybe low costs.  

In most of the application cases, mobile robots pursue their individual plans while 
trying to accomplish the overall task for the whole multi-robot system.  

2 Formulation of a Problem 

The goal is to develop a multi-agent system intended for exploring and monitoring large 
areas.  

Agents in this research are considered as autonomous mobile entities that can 
perceive their environments through sensors and act in that environment through 
actuators. A multi-agent system for area coverage tasks is a system of autonomous 
mobile agents (e.g. automated guided vehicles AGVs, unmanned aerial vehicles 
UAVs, etc.) that communicate and interact with each other and operate in certain 
area. Each agent can only acquire information from its nearby area and agents are 
continuously building a common knowledge base for sharing information about the 
area. The main issue is to build a multi-agent system that effectively coordinate and 
cooperate all members’ activities to complete a global goal – wide area searching, 
surveillance, rescue missions, etc. The coordination algorithms have to be distributed, 
robust, flexible, platform independent and adaptive. An area coverage tasks were 
defined in (Dasgupta, 2009) as follows: 

There are two areas defined for each agent: a working area that is defined by 
a range of a robot´s detection system and an operating area that is an area where the 
agent r can move from its local position l doing action a in the next step in time t. A 
coverage function transforms an action of the robot r in the next time period into the 

unit of area c: t
r

t
r

t
r claf →×:  
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The problem is to find a set of actions a for each robot r that the union of areas cr 
for all robots and time intervals are equal to the monitored area.   

Depending on a specific application, there are more criteria given to the problem 
definition, e.g. non-overlap criterion that optimise the searching task in such a way, 
that the minimum of areas are repeatedly explored by robots.    

3 Related Works 

Bio-inspired search strategies have been recently extensively researched. Hereford 
and Siebold (2010) present an algorithm inspired by a swarm behaviour to control 
a group of robots that are searching a target in an environment. Another method for 
space exploration tasks was introduced by Masar and Zelenka (2012). Both methods 
apply to the idea taken from the Particle Swarm Optimisation (PSO) method. The 
PSO was originally designed to find an optimal solution and it has a strong tendency 
to converge early to suboptimal solutions.  In order to overcome this drawback, a 
combination of PSO and Ant Colony Optimization methods was suggested in (Masar, 
2013a,b). An Ant Colony Optimization method (ACO), proposed by Dorigo and 
Stützle (2004), employs virtual pheromone marks that help finding an optimal path 
through a graph. A combination of PSO with virtual pheromones for constrained 
optimization problems was described (Kalivarapu, 2008). Shang et al. (2009) applies 
virtual pheromones on communication mechanisms in order to decrease 
communication costs in a map coverage task.  A multi-agent system introduced in this 
paper employs also simple rules adopted from an artificial flock of birds, created by 
Reynolds (1987). The agents use a model of an unknown environment created with 
the help of a sensing system that is used also for navigation tasks (Hanzel, 2012). 

Some excellent results in the area of developing distributed algorithms for multi-
robot systems with the aim to operate large scale multi-robot systems with desired 
behaviour were achieved by James McLurkin1. Also Marco Dorigo and his group 
proved an extraordinary achievement in the area of multi-robot coordination and 
cooperation, as it can be seen in Fig. 1. 

 

       

Fig. 1. ”Spatially Targeted Communication and Self-Assembly” by Nithin Mathews, Anders 
Lyhne Christensen, Rehan O'Grady and Marco Dorigo from Universite Libre de Bruxelles and 
Instituto Universitario de Lisboa, was presented at IROS 2012 in Vilamoura, Portugal.2  

                                                           
1 http://www.cs.rice.edu/~jm23/ 
2 http://www.youtube.com/watch?v=i3ernrkZ91E 
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4 Coordination Methods and Algorithms 

A new method for coordination of a group of autonomous mobile agents was 
developed. The method is inspired by the Particle Swarm Optimisation (PSO) 
(Kennedy, 1995) and Ant Colony Optimisation (ACO) (Dorigo, 2004) methods. The 
virtual model of the area is divided into squares with the range that corresponds to the 
range of working areas of robots. Each square has two basic states: revealed and 
unrevealed. The idea behind the method is to distribute agents over the monitored 
area so that all parts of the area are covered by sensing of at least one agent in 
a defined time. Agents evaluate their nearby areas and they are forced to move in the 
direction of the most unrevealed areas. Agents were added the ability to deposit 
pheromone marks in the space they covered by their sensors. The value of virtual 
pheromone marks decrease in time. Recently visited areas have the highest values of 
pheromones and unrevealed areas have zero value of pheromones. On the contrary to 
the original ACO method, agents are attracted by the lowest value of pheromones.  

The next position of an agent is then computed by the following equation (Masar, 
2013b): 

 xid(t+1)= xid(t)+ vid(t), 

 vid(t+1) = c1(pap(t)- xid(t)) + c2(pc1(t)- xid(t)) + c3(pc2(t)- xid(t)), 

where  

─ xid(t) denotes a current position of the agent and c1, c2, c3 are weight constants, 
─ vector pc1 denotes geometrical gravity of positions of all robots that are in the zone 

of attraction, 
─ vector pc2; opposite vector to the vector denoting a geometrical centroid of 

positions of all robots that are in the zone of repulsion, 
─ vector pap denotes position of the lowest pheromone value found in the defined 

area around the agent. 

There are positions computed independently for each of the agents. In such way the 
algorithms are distributed among agents. All agents perform the following steps 
(Masar, 2013a, b): 

LOOP  
{find the lowest pheromone value in predefined range if (there are any agents in 

the zone of attraction) 
  { find a vector denoting a geometrical centroid of positions of these agents} 
  if (there are any agents in the zone of repulsion) 
  { find an opposite vector to the vector denoting the geom. centroid of positions of 

these agents } 
  compute the next waypoint using Eq. 3 
  if (the distance to the waypoint is outside the predefined range) 
  { transform this waypoint to fit the predefined range}} 

The computed positions are sent to real mobile agents-robots. 
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5 A Multi-agent System Architecture 

A multi-agent system consists of a group of mobile autonomous robots (UAV, AGV, 
etc.) with a certain unit of intelligence. All real robots are presented as virtual agents 
that cooperate on the basis of common knowledge of the environment. There is 
a limited communication between each of the agents and a central computer - only 
robots´ positions and a common map are exchanged for coordination purposes. A 
three-layered architecture is suggested.  

The general architecture scheme is depicted in Fig. 2  
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Mission specific data processing, 
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Fig. 2. General architecture of the system 

The execution layer (Budinska, 2013) is built from any number of mobile robotic 
systems. The maximum number of the robots in the system is limited by the 
throughput of the communication system. We consider two types of mobile robots - 
UAVs (unmanned aerial vehicles) and AGVs (automated guided vehicles). There are 
many different implementations of UAVs. Chovancova et al. (2012) suggests micro 
aerial mobile robots. Our solution has been testedon Lego Mindstorm robots and 
arducopters as well.  Mobile robots are equipped with sensing systems, a camera and 
microcontrollers. An inertial navigation system integrated with global navigation 
satellite systems is used in outdoor testing. Local navigation and control are managed 
by Ardupilot3 and Mission planner4. 

The communication layer supports communication in two ways: among mobile 
agents, and between a mobile agent and a base computer, either for coordination data 
or mission specific data. The communication network architecture has to be scalable 
and distributed with capabilities to communicate with a range of different data types 
depending on a specific application (Zolotova, 2013).  The communication layer 

                                                           
3 http://ardupilot.com/ 
4 http://code.google.com/p/ardupilot-mega/wiki/Mission 
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Outdoor experiments have been conducted using arducopters (Fig. 5). The 
computation of new waypoints is realized on a control ground computer in order to 
alleviate the on-board batteries consumption. There is a separate thread for each real 
mobile agent in the computer. We have developed a terminal that interconnects virtual 
agents with the Mission planner. The computed waypoints in Cartesian coordinates 
are transformed into GPS coordinates and are sent through the terminal into the 
Mission planner. At the same time, robots are sending their actual positions in GPS 
coordinates through the terminal. The GPS coordinates are transformed into Cartesian 
coordinates and they are considered as inputs for new waypoint computation. By now 
it is not possible to dynamically change waypoints while UAVs are completing an 
autonomous flight. The set of computed waypoints are sent to each UAV and after 
completing the fly, it waits for new waypoints. In the future the drawback will be 
eliminated.   

  

Fig. 5. Indoor experiments using arducopters and Mission planner 

7 Conclusion and Future Work 

A multi agent system for long term observation is presented in the paper. The agents 
in the system cooperate to accomplish a common task – the monitoring of an area. 
The presented distributed control algorithm was developed with the consideration of 
limited computational capacity and complexity of on-board computers. Coordination 
algorithms can be implemented on many robotic platforms. They do not depend on 
the number of robots in a group. According to the specific robotic platform they can 
be adapted to various environment types. Behaviour of the system can be easily 
changed from exploring to monitoring through parameter settings.  
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Experimental tests of the presented approach were successfully conducted in 
interior with Lego Mindstorm robots. Ongoing experiments with arducopters show the 
possibility for larger exploitation of the approach. The basic coordination algorithm 
will be enhanced with new features related to the specific application requirements, 
e.g. energy management for long term observations.  
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Abstract. Ordered Weighted Average is a class of aggregators that generalize 
the concepts of median, minimum and maximum. An important feature of these 
aggregators is that they can be readily implemented in hardware. In our work 
we study whether these aggregators can be advantageously used to aggregate 
decisions by the group of experts. The experts in question are fuzzy logic 
recognition structures, a kind of a neural network. This paper compares the 
efficiency of group decision against the best trained system (within a class of 
fuzzy logic functions) on instances of two vowel discrimination problem. 

1 Introduction 

The development of robust speech recognition remains an important challenge that 
needs to be solved in order to allow humans to naturally interact with robots and 
industrial machinery. Various statistical methods have been successfully applied, for 
instance Hidden Markov Models, Neural Networks, Bayesian Networks, min-max 
circuits [1-7]. Discriminative techniques have been able to consistently outperform 
maximum likelihood ones in automatic speech recognition [8]. In this work we 
consider the question whether a discriminant combining knowledge of experts 
performs significantly better than the best performing expert. 

R. Yager proposed in 1988 [9] a new type of aggregation operator called Ordered 
Weighted Average (OWA). Our idea is to use this aggregation for multi-criteria 
speech recognition in which the decision is taken by a set of recognition structures, 
not only by the best one. To demonstrate the impact of the OWA approach, we have 
chosen a simple case – vowel recognition  

Usually, short term power spectrum features are used as the features of a 
discriminant function, such as Mel frequency cepstral coefficients or perceptual linear 
prediction. In this work we use for features (experts) the outputs of recognition 
structures, similarly to the tandem approach which used neural networks [10]. Our 
motivation for using these structures is that they can be implemented solely with a 
new processing element, the memristor [14], leading to a very low power recognition 
module. The recognition structures can be described as being fuzzy logic functions 
composed from minimum, maximum and strong negation elementary operations [14]. 
Therefore, the whole recognition system can be implemented in analogue hardware 
(in voltage mode) and it can perform recognition in real time. The best experts (neural 
networks) were obtained by evolutionary heuristics [11].  
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2 Methodology 

The main goal of the paper is to study the question whether a collective decision of a 
population of recognition structures aggregated by OWA is better than the decision 
given by a single best structure. A block diagram of the proposed method is in Fig. 1. 
Speech pre-processing consists of speech windowing in time, spectral transform by 
Fast Fourier Transform and log-power spectrum calculation. Three vowels are taken 
from TIMIT Speech Corpus [12] and they are labelled according to the Corpus as 
"IY" as the vowel in "she", "AA" as the vowel in "dark", and "AO" as the first vowel 
in "water". The reason was to include a pair of dissimilar vowels (AA, IY) and a pair 
of vowels that are quite similar (AA, AO). 

 

Fig. 1. Block diagram of the vowel recognition  

Spectra of the vowels are fed to the fuzzy logic functions (structures) that are 
trained to maximise average distance for outputs of two selected vowels, e.g., AA vs. 
IY. The maximisation is based on the evolutionary heuristic [10]. From the last 
population, 8 structures were chosen with the best and distinct results, and their 
outputs provide arguments for the OWA method. Weighting coefficients were 
optimised by a gradient method and by the Nelder–Mead method. As a discriminant 
was used the difference of average outputs δ = |E(f(AA)) - E(f(AO)|, the square 
difference of average outputs ∆ = [E(f(AA)) - E(f(AO)]2 as well as Fisher linear 
discriminant. 

Correlation based recognition methods are compute intensive, therefore smaller 
models are preferred. On the other hand, pattern matching based recognition methods 
need large models and, therefore, prefer similarity metrics that can be computed very 
quickly [13]. We also believe that further progress can be achieved by large structures 
that can be natively parallelized. Therefore, we are concentrating on fuzzy logic 
functions that can be implemented by memristors [14]. This is the reason why, within 
this paper, we are focused on fuzzy logic functions with min, max and negation 
elements, although we know that functions based on Łukasiewicz implication give a 
better result [11]. 
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An OWA aggregation operator of dimension n is a mapping ܨ: ܴ௡ → ܴ  that has an 
associated weighting vector ࢝ = ,ଵݓ) ,ଶݓ … ,  ௡) of dimension n having theݓ
properties ∑ ௝௡௝ୀଵݓ = 1 and such that ܨ(ܽଵ, ܽଶ, … , ܽ௡) = ∑ ௝ܾ௡௝ୀଵ ௝ݓ = ࢈ ∙ ்࢝  where ௝ܾ is the j-th largest value of ܽ௜ and ࢈ = (ܾଵ, ܾଶ, … , ܾ௡). 

We take AA vs. IY as an example to explain OWA coefficient optimization. There 
are 400 samples of AA and 400 samples of IY that are the outputs from 8 fuzzy logic 
systems. The samples form the matrix ࡭ = ൛ܽ௞,௜ൟ  with size (400+400)x8. Matrix rows 
are inputs into OWA aggregation function and the output of OWA we denote ݀௞. The 
optimal output value is ݀௞ = 1 for AA and ݀௞ = 0 for IY. Then the maximization of 
discriminant ∆ = [E(f(AA)) - E(f(AO)]2 can be replaced by minimization of E(Err)= 
[1-E(d(AA)) + E(d(IY)]2. The problem of learning the optimal weights ࢝ can be 
simplified by taking advantage of the linearity of the OWA aggregation with respect 
to the ordered arguments. We denote the reordered object of the k-th sample by ࢈௞ = (ܾ௞,ଵ, ܾ௞,ଶ, … , ܾ௞,௡) where ܾ௞௝ is the j-th largest element of the arguments ܽ௞,௜. 
The problem of modelling the aggregation process is to find the vector of weights ࢝ 
minimizing            

 

   
ଵଶ ࡮|| ∙ ்࢝ − ࡮ ଶ, where||ࢊ = ൛ܾ௞,௜ൟ = ,ଵ࢈)  ,ଶ࢈ … , ࢊ ௠)் and࢈ = (݀ଵ, … , ݀௠)  

 
and m is the number of all given samples of AA and IY. According to [15], the 
constraints on ࢝  can be eliminated by the following reparametrisation: 

௜ݓ   = ௘ഊ೔∑ ௘ഊೕ೙ೕసభ .  (1) 

It becomes clear that for any value of the parameters ߣ௜  the weights ݓ௜ will be within 
the unit interval and their sum is 1.  

We have applied the gradient descent techniques (see [15]) with some 
modifications. Let ߣ௜ (݈) indicate the estimate of ߣ௜  after the l-th iteration and so ݓ௜ (݈) is current estimate of the weights. For example, if at the beginning, i.e. ݈ = 0, 
we put ߣ௜ (0) = 0 for all i, then the starting weights have the uniform 

distribution ݓ௜ (0) = ଵ௡. 

We have proposed a three step algorithm to optimize OWA parameters: 
Step 1 We use the ߣ௜ (݈) to estimate weights ݓ௜(݈) = ௘ഊ೔(೗)∑ ௘ഊೕ(೗)೙ೕసభ .                                                  (2) 

Step 2 We use the estimated weights to get a calculated estimation aggregated values ࢊ෡ = ࡮  ∙ ࢝(݈)்.                                     (3) 

Step 3 We now update our estimates of the ߣ௜ : ߣ௜ (݈ + 1) = (1 − β)ߣ௜ (݈)  − β ݓ௜(݈) ∙  തതതതത௜ ,                            (4)ݎݎܧ
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where    

തതതതത௜ݎݎܧ  = ∑ ௝,௜ܤ) − ఫ݀෡ )௠௝ୀଵ ൫ ఫ݀෡ − ௝݀൯/݉. (5) 

3 Results 

To have an idea about chosen vowels similarity, Fig. 2. shows vowels’ separation by 
coordinates of the their first three PCA components. As one can expect, dissimilar 

vowels (AA vs. IY) can be 
recognized very well. Seven of 
eight structures give very low 
error probability p, and 
structure number 3 gives all 
decision correctly (see Table 1). 
OWA then cannot give any 
improvement compared with 
the best individual structure S3. 
As we can see in more details in 
Fig. 3 which shows outputs 
histograms, results for the best 
structure S3 and for OWA 
outputs are very similar and 
both of them give zero error 
probability. 

 
 

 

Table 1. Error probability p for single structure S and OWA weights (Nelder–Mead) AA-IY 

 S1 S2 S3 S4 S5 S6 S7 S8 

p 0,036 0,025 0,000 0,004 0,003 0,003 0,009 0,011 

w 0,000 0,000 0,194 0,469 0,108 0,228 0,000 0,000 

 

Fig. 3. Output value histograms for AA – IY on single structure 3 (left) and OWA (right) 
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Recognition is much harder for similar vowels AA, AO (see Fig. 2). The best 
structures S6, S7 return the error probabilities: p(S6)= p(S7)=0.203 that were 
improved by OWA with quadratic discriminant ∆ that gave the value 
p(OWA) = 0.198. Because of the same number AA, AO, this is an average value of 
true negative probability p(OWAt-) = 0.133 and false positive probability 
p(OWAf+) = 0.267. Also the output histograms are slightly different (see Fig. 4.). 
This OWA result was obtained by the gradient method, while the Nelder–Mead 
numerical optimization algorithm did not find the optimum weighting because of 
p(S7) < p(OWANM) = 0.213. Table 2 gives error probabilities of the individual 
structures and the optimum weights obtained in OWA calculated by gradient method. 

Table 2. Error probability p and OWA weights (gradient) AA-AO 

 S1 S2 S3 S4 S5 S6 S7 S8 

p 0,440 0,258 0,254 0,204 0,204 0,203 0,203 0,291 

w 0,126 0,126 0,126 0,125 0,125 0,125 0,125 0,123 

         

 

Fig. 4. Output histograms for AA – AO on structure 7 (left) and OWA (right) 

We can conclude that collective OWA based decision with ∆ = [E(f(AA)) -
 E(f(AO)]2 discriminant does over-perform the best fuzzy logic individual structure. 
To decide whether this result is caused by OWA aggregation method or by 
discriminant, we also optimized OWA coefficients using the difference of average 
outputs δ and the Fisher linear discriminant [2] as utility functions. Fig. 5 shows the 
output histograms. 

Even though the discriminants are not directly comparable, they can be compared 
by error probability reached in recognition. Recognition error probability obtained 
with the difference of average outputs δ as the utility function gives p(OWA)=0.213, 
while with Fisher discriminant p(OWA)=0.196, that is better than p(S7)=0.203 
obtained by the best individual structure and very similar to p(OWA)=0.197 obtained 
by the maximization of square average output difference. It should be remarked that 
we did not calculate the gradient for these utility functions (except square average) 
and the Nelder–Mead method was applied. 
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Fig. 5. Output histograms for AA – AO on OWA with ∆ (left) and Fisher discriminants (right) 

4 Conclusions 

We have studied the question whether it is better to recognize two vowels by the best 
fuzzy logic function (obtained by an evolutionary heuristics within one class of fuzzy 
logic functions based on min, max and negation elements), or to recognize the vowels 
by the group of such fuzzy logic functions (several best functions taken from the last 
population of an evolution) and aggregated by OWA. The answer depends greatly on 
the chosen utility function. OWA has improved recognition performance noticeably 
when the square of this distance or Fisher linear discriminant was applied. However, 
when using the distance of average outputs from function for each vowel, OWA 
brings no improvement. This is due to the following reasons: 

• structures were trained to the same goal, and then many outputs have similar 
ordering after OWA sorting. 

• linearity of the objective function leads to results very close to those obtained by 
linear programming and simplex method, i.e. p(OWA)=0.203. 

Our recommendation to obtain better vowel recognition results by OWA with linear 
utility function is to train structures to the specific goals to obtain their higher 
specialization and higher heterogeneity of their outputs.  
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Abstract. The purpose of this paper is to present the design and program 
implementation of expansions made to the existing general algorithmic 
procedure which yields the mathematical model for a classical inverted 
pendulum system with an arbitrary number of pendulum links. The expansions 
include the option to define the reference position of the pendulum in a planar 
coordinate system, to choose the reference direction of pendulum rotation and 
to select the shape of a weight attached to the last pendulum link. The 
underlying physical formulae based on the generalized inverted pendulum 
concept are implemented in the form of a symbolic MATLAB function and a 
MATLAB GUI application. The validity and accuracy of motion equations 
generated by the application are demonstrated by evaluating the open-loop 
responses of simulation models of the classical single and double inverted 
pendulum system using the newly-developed MATLAB blocks and 
applications. 

Keywords: classical inverted pendulum system, attached weight, reference 
pendulum position, automatic model generation, symbolic MATLAB function. 

1 Introduction 

Stabilization of a physical pendulum or a system of interconnected pendulum links in 
the upright unstable position is a benchmark problem in nonlinear control theory 1: in 
recent years, several types of stabilizing mechanisms such as a cart moving on a rail 
2, rotary arm 3 or vertical oscillating base have been introduced. Inverted pendulum 
systems (IPSs) are therefore regularly employed as typical examples of unstable 
nonlinear underactuated systems in the process of verification of linear/nonlinear 
control strategies in corresponding control structures. Direct practical applications 
include walking humanoid robots, launching rockets, earthquake-struck buildings and 
two-wheel vehicles, such as Segway PT. The principles of modelling and control of 
IPSs can further be considered as the basic starting point for the research of advanced 
underactuated systems such as mobile robots and manipulators 4 as well as aircraft 
and watercraft vehicles 5. 
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We focused our research on the mutual analogy among mathematical models of 
IPSs with a varying number of pendulum links. Consequently, we introduced the 
concept of a generalized n-link inverted pendulum system with n+1 degrees of 
freedom (DOFs) and a single actuator which allows to treat an arbitrary IPS as a 
particular instance of the system of n pendula attached to a given stabilizing base. 
General procedures which determine the Euler-Lagrange equations of motion for 
a user-specified instance of a generalized classical (i.e. on a cart) and rotary IPS were 
developed and implemented via MATLAB’s Symbolic Math Toolbox 1. 

 The design and implementation of the general procedures has so far been based on 
the assumption of interconnected pendulum rods which angles are determined relative 
to a fixed planar/spatial coordinate system and their centres of gravity (CoG) are 
identical to their geometric centre. The goal of this paper is to expand the existing 
procedures for automatic model generation of classical IPSs with further, practically 
motivated generalizations. The paper is organized as follows. Firstly, the generalized 
classical IPS, which has been studied so far, is presented, this time as the basic 
starting point for further research. Next, two categories of expansions are described in 
terms of their impact on general mathematical model derivation: change in CoG 
position of a pendulum caused by a weight attached to its end and the option to 
specify the orientation of the pendulum reference position together with the reference 
direction of pendulum rotation. The next section details the implementation of an 
expanded general procedure which aim is to ultimately cover all possible forms of 
models found in relevant literature by including all possible combinations of 
underlying assumptions for pendulum reference position/direction and the existence 
of attached weights. Finally, the validity and accuracy of the procedure is verified 
using the classical single and double IPS, both represented by pre-prepared Simulink 
blocks encompassing all investigated features, and the paper is concluded with an 
evaluation of achieved results. 

2 Expanded Generalized Classical Inverted Pendulum System  

The generalized system of classical inverted pendula was introduced in 1 as a set of 
1n ≥  rigid, homogenous, isotropic rods (pendulum links) which are interconnected in 

joints and attached to a stable cart which enables movement along a single axis. A 
multi-body mechanical system defined this way is underactuated since it has fewer 
actuators than DOFs 4: the only input (force F(t) acting upon the cart actuates the cart 
position [m] as well as the n pendulum angles [rad]. Through the mathematical model 
derivation process in 1, it was assumed that all motion was bound to a planar 
coordinate system with the cart moving along the x-axis, which was simultaneously 
identified with the projection of the zero potential energy level into the xy-plane. The 
value of every pendulum angle was determined clockwise with respect to the vertical 
upright position of the pendulum, which was defined as parallel to the y-axis (Fig. 1). 
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Fig. 1. Generalized system of classical inverted pendula – scheme and basic nomenclature 

According to the Lagrangian formulation of classical mechanics, every possible 
configuration of a multi-body system can be uniquely defined by a vector of 
generalized coordinates equivalent to the system’s DoFs which are, in the case of a 
generalized classical IPS, identified as cart position and pendulum angles: 
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For every generalized coordinate, a nonlinear second-order differential motion 
equation is specified by employing Euler-Lagrange equations defined in the form: 
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where L(t) is the difference between the multi-body system’s kinetic and potential 
energy, D(t) stands for the dissipation properties and Q*(t) is the vector of generalized 
external inputs 6. The process of mathematical model derivation for a selected IPS 
hence transforms into a procedure to determine its kinetic, potential and dissipation 
energy, each defined as a sum of energies of the multi-body system’s individual 
bodies, i.e. the cart (i=0) and all pendulum links (i=1,... n): 
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While the potential energy of the i-th body depends on CoG position coordinates, 
CoG velocity components need to be obtained to specify kinetic energies or 
dissipative properties 7. The actual physical formulae which form the core of the 
procedure for a generalized IPS were derived in 1 and presented together with 
generated motion equations of example IPSs and the verification of their validity. 
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2.1 Modified Mass Distribution as a Result of Attached Weight 

As the first expansion to the generalized IPS, we considered a system with an 
arbitrary number of inverted pendulum links mounted on a cart, in which a weight 
with a specified shape is firmly attached to the end of the pendulum link furthermost 
from the cart. Therefore, for i=1,..., n-1, the whole mass of a pendulum rod is 
concentrated to the CoG located midway from the pivot point, but for i=n, the 
attached weight causes the CoG of a pendulum link with weight to shift away from 
the geometric centre of the homogenous rod. 

 

Fig. 2. Considered weight shapes: sphere, cylinder, ring 

By computing the distance between the CoG of the weighted pendulum link and 
the pivot point, CoG position and velocity coordinates followed by related potential 
and kinetic energies were derived and can be found in 8. To fully express the kinetic 
energy, the moment of inertia of the weighted pendulum was calculated as the sum of 
moments of inertia of the pendulum rod and the weight itself. Three shapes of weight 
– sphere, cylinder and ring (Fig. 2) were considered, however the algorithm can be 
applied to all symmetric isotropic bodies with known moments of inertia, since the 
resulting equations of motion only differ by the moment of inertia of the attached 
weight. 

2.2 Modified Pendulum Reference Position 

Most differences between the correctly derived inverted pendulum models found in 
various sources can be attributed to the initial choice of reference position for all 
pendulum links and the reference direction of pendulum rotation, both of which 
determine the numeric value of the pendulum angle at every time instant. Our next 
goal was, therefore, to expand the procedure of mathematical model derivation for 
generalized IPS so that all feasible combinations of initial assumptions would be 
covered. Eight possible combinations of reference pendulum positions with respect to 
a planar coordinate system (top, bottom, right, left) and pendulum movement 
directions (clockwise, counterclockwise) were considered (see Fig. 3 for examples).  
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During the derivation process which was recorded step-by-step in 9 the selected 
combination of initial assumptions has shown to have direct influence on the 
coordinates of the CoG position of each pendulum link and, subsequently, on the 
related CoG velocity components, on the expressions for kinetic and potential energy 
and, finally, on the motion equations in their final form. 

 

Fig. 3. Examples of reference frame definitions – a) bottom clockwise b) right counterclockwise 

3 Expanded General Procedure for Mathematical Model 
Derivation – Program Implementation and Application 

Using the familiar theoretical background as well as the newly-derived physical 
formulae, we completely reworked the earlier general algorithmic procedure so that it 
would yield a mathematical model of an arbitrary classical IPS with respect to user-
selected criteria for attached weights and pendulum reference position. The procedure 
was once again implemented as a MATLAB function which generates the nonlinear 
equations of motion via Symbolic Math Toolbox in the simplified and rearranged 
form, equivalent to the most likely form obtained by manual derivation. An 
application with a graphical user interface, Inverted Pendula Model Equation 
Derivator_v2, was also developed to provide a user-friendly access to the function. 
Compared to the earlier version of the Derivator where the user could only select the 
number of pendulum links 10, four options for weight type (including none) and eight 
for reference position/direction are now provided. As a further improvement, the 
equations can now be displayed in form of LaTeX expressions in addition to the 
original MATLAB representation. Fig. 4 shows an example preview of the 
Derivator_v2 window which contains the generated model equations for the classical 
double IPS with an attached cylinder-shaped weight. 



260 S. Jadlovská et al. 

 

 

Fig. 4. Inverted Pendula Model Equation Derivator – ver. 2 – GUI application for 
mathematical model generation for classical IPSs, “C” is the CoG-to-pivot distance for the n-th 
pendulum link 

By evaluating the results of the implemented expanded general procedure, we 
concluded that the mathematical model of the original generalized classical IPS (i.e. 
without attached weight) represents a special case of a model of the weighted IPS in 
case the weight mass is set to zero, which serves as a confirmation of the procedure’s 
accuracy. Analogically, the original specification of a generalized IPS, characterized 
by a particular combination of initial assumptions about the reference position and 
rotation of the pendulum, now becomes a representative of a family of models related 
to the same physical system with confirmed validity. 

3.1 Verification of Generated Mathematical Models of Classical Inverted 
Pendulum Systems 

A structured Simulink block library, Inverted Pendula Modelling and Control 
(IPMaC), has been developed since 2009 as a comprehensive software framework for 
the analysis and control of IPS in the simulation environment. To reflect the 
expansions outlined in previous sections, library blocks which implement the motion 
equations of the classical single and classical double IPS were equipped with newly-
implemented properties. As a result, the subsystem mask of both blocks now allows 
the user to dynamically change the parameters of the simulation model, specify the 
number of input and output ports, the shape of the attached weight, reference 
pendulum angle value and reference direction of pendulum rotation. The possibility to 
switch to a simplified model which neglects friction and omits the backward impact 
of the pendulum links on the cart was also implemented. The necessity to create a 
separate block for each set of equations was eliminated by callbacks which ensure the 
dynamic adjustment of the block structure so that it will always correspond to a 
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specific set of motion equations. A GUI application, Analysis of Inverted Pendulum 
Systems (AoIPS), was developed in MATLAB as a graphical tool to monitor, analyse 
and evaluate the open-loop dynamics of a selected classical IPS in a single window. 
For every simulation experiment, a scheme containing a suitable Simulink block is 
run in the background, block parameters are set to values specified in the GUI, and 
simulation results are exported into separate figures for further investigation. 

Next, it will be assessed whether the generated mathematical models of classical 
single and double IPSs can be considered as valid and accurate for the control design 
purposes. Using the AoIPS tool, open-loop responses to an impulse signal constrained 
in time/amplitude were obtained for both simulated models, starting from the initial 
upright equilibrium. Numeric parameters were specified in 89. 

 

Fig. 5. Classical single inverted pendulum system – cart position and pendulum angle in a 
complete vs. simplified model  

Simulation experiments which illustrate the dynamics of simplified models of IPSs 
or analyse the influence of the pendulum’s modified mass distribution on the system 
dynamics were evaluated first. The comparison of time behaviour of the cart position 
and pendulum angle for the complete and simplified model of a classical single IPS is 
depicted in Fig. 5, while the dynamics of the classical double IPS with different 
attached weights is evaluated in Fig. 6. In both cases, all pendulum links fall from the 
upright into the downward equilibrium through a damped oscillatory transient state 
and stabilize there, in compliance with the empirical observations of pendula 
behaviour. In the simplified model, the pendulum makes a very long transition to the 
steady state as a result of neglected friction, and the cart trajectory correctly shows no 
signs of the backward impact caused by the pendulum movement. If weight is 
attached to the upper pendulum, the pronounced "jerky" cart movement is caused by 
the inertia of the heavier pendulum link. Total damping of a weighted system is much 
lower than that of the system with no weight load, which is reflected on larger 
oscillations of pendulum links and their prolonged settling time. The differences 
between the dynamics of systems with different types of weights are minimal. 
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Fig. 6. Classical double inverted pendulum – cart position and pendula angles for different 
shapes of weights, including no weight 

The following simulation experiments evaluate the influence of combinations of 
initial assumptions on the response of IPSs. Fig. 7 depicts the dynamical behaviour of 
a classical single IPS after selecting four starting positions which vary by 90° (top, 
left, down, right), while the pendulum angle is determined clockwise in all cases. The 
effect of the direction in which the pendulum angle is determined (clockwise / 
counterclockwise) is shown on a classical double IPS in Fig. 8. It has been proven that 
the changes in initial assumptions have no effect on the dynamics of either the cart or 
the pendulum links, and only the graphical representation of pendulum behaviour is 
subject to change. Choice of the reference value of the pendulum angle determines the 
numeric value corresponding to the upright/downward position of the pendulum, and 
the selected reference direction defines whether the pendulum angle will increase or 
decrease during simulation, as it is clear from the „mirror image“ depicting the 
pendula behaviour in Fig. 8. 

0 2 4 6 8 10 12 14 16 18 20
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Simulation time [s]

C
ar

t p
os

iti
on

 [m
]

Cart Position Analysis - Double Inverted Pendulum

 

 

None
Sphere
Cylinder
Ring

0 2 4 6 8 10 12 14 16 18 20
-300

-250

-200

-150

-100

-50

0

Simulation time [s]

Lo
w

er
 p

en
du

lu
m

 a
ng

le
 [d

eg
]

Lower Pendulum Angle - Double Inverted Pendulum

 

 

None
Sphere
Cylinder
Ring

0 2 4 6 8 10 12 14 16 18 20
-350

-300

-250

-200

-150

-100

-50

0

50

Simulation time [s]

U
p
pe

r 
pe

nd
ul

um
 a

n
gl

e
 [d

e
g]

Upper Pendulum Angle - Double Inverted Pendulum

 

 

None
Sphere
Cylinder
Ring



 Advanced Generalized Modelling of Classical Inverted Pendulum Systems 263 

 

 

Fig. 7. Classical single inverted pendulum system – cart position and pendulum angle – effect 
of the changing reference position of the pendulum – top, left, down, right 

Reasonable behaviour of the open-loop responses of both simulation models means 
that under, all criteria, systems described by the generated motion equations can be 
considered accurate enough to serve as a reliable test bed for the verification of linear 
and nonlinear control algorithms. 

 

Fig. 8. Classical double inverted pendulum system – cart position and pendulum angles 
determined in a clockwise / counterclockwise reference direction 

4 Conclusion 

The purpose of this paper was to expand and further generalize the existing 
algorithmic procedure for obtaining the equations of motion of classical inverted 
pendulum systems (IPSs) with an arbitrary number of pendulum links. The expanded 
general procedure covers all feasible combinations of initial assumptions for the 
pendulum reference position and direction of rotation and considers various shapes of 
weight load attached to the last pendulum link. A GUI application was developed to 
provide an intuitive interface to the MATLAB function which implements the 
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procedure. The validity of generated motion equations was confirmed by evaluating 
open-loop responses of simulation models of classical single and double IPS with 
emphasis on the newly-introduced features. 

The results of this paper allow the control engineer to effortlessly obtain a highly 
accurate, error-free mathematical model of a selected IPS, simplifying the process of 
model-based control design. Moreover, the readily available collection of 
mathematical and simulation models of IPSs can be regarded as a test bed model basis 
for exploring properties of underactuated mechanical systems and, consequently, as 
a starting point for research in mobile and manipulator robotics. 
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Abstract. Intelligent assistive robots as well as other products of applied 
science have great potential to improve different aspects of our lives. In the 
past, some promising products and whole technologies failed to meet goals set 
for them by the scientists, inventors and manufacturers. Some of them have 
been set on the side line, the rest were left in oblivion. Our study of both 
cognitive science and rational choice theory is being motivated by the goal to 
help all the parties to avoid or prevent such fate for the results of their work. 
Psychological and social aspects of the products and their properties have to be 
considered carefully in order to result in technologies resonating with user's real 
needs. On the following lines, we present two different conceptualizations of 
human mind - cognitive science and rational choice theory - and compare the 
main focus of each of them in regards to the means to capture mental processes 
which likely take place in the mind of the person who is appropriating a 
technology or a product. Two models, one based on rational choice theory and 
one based on cognitive science, are introduced briefly. In the concluding section 
we bring some implications for the process of developing, designing and 
presenting hi-tech products, including intelligent assistive robots. 

Keywords: appropriation, rational choice theory, cognitive science, technology 
evaluation. 

1 Introduction 

Products and technologies are gaining more features, more complexity or even 
intelligence. The cost of the development matches the complexity. Developing a 
product which won't be accepted by users should be prevented as much as we can. 
There are more related questions. How to find the best target group? How to design 
the user interface with acceptability on mind? How to present and introduce the 
product? Mario Tokoro in his proposal of “open systems science” emphasizes the 
interdisciplinarity as a key aspect of science of the future. [1] 

To find the answers to the questions mentioned above, we have to transcend the 
field of the technology itself. We have to find out how users think, how they evaluate, 
handle, apply, which aspects do they consider and which other circumstances affect 
these processes. Both rational choice theory, the subfield of economics, and cognitive 
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science, the current leading subfield of psychology aiming to describe our minds, 
seem to provide certain modelling tools and methods. In this paper we focus to 
present surfaces of contact between these fields and their applicability for our 
purpose.  

In general, rational choice theory brings precise tools of economy to describe our 
reasoning in a great variety of life situations. But, we as human beings are not 
rationally reasoning machines, we do not think, recollect, decide or behave precisely, 
logically and deterministically. Actually, our mind brings more biases and less 
rationality than what we would like to believe. Rational choice theory brings good 
answers to the question how “we should think and behave” (its nature is naturally 
normative), whereas cognitive science is much more descriptive, aiming to capture 
how we indeed think and behave, thus reflects many of the inconsistencies, biases and 
flaws of the reasoning machines in our heads. Both rational choice theory and 
cognitive science research already concluded various useful conceptual models. 
Because processes in the human mind are highly complex, every model attempting to 
describe them has to apply various simplifications, which also means that the 
approximate results from all the models have to be applied with caution.  

2 Model of Initial Evaluation Based on Rational Choice Theory 

Rational choice theory, also known as choice theory or rational action theory, 
a descendant or a subfield of economy, comes with a palette of various formal models 
aimed to provide an insight into human social and economic behaviour. Gary Becker 
widened the scope of the theory to describe many aspects of human behaviour [2], 
including drug addiction [3], beggary and compassion [4], crime and punishment [5], 
human capital [6], love, marriage and family [7]. Rationality involves balancing costs 
against benefits in order to maximize advantage. Advantage may be defined in terms 
of money and alternative definitions are also available [8] (e.g. Bentham [9] or 
Marshall [10]). 

On the foundations of rational theory we have built and published a simple model 
of technology evaluation with a specific focus on ambient intelligence for ageing 
users. [11] The model describes the first stage of technology evaluation, when a 
prospective user is thinking whether to try a certain product or not. We don't use 
money to define utility (or advantage). Utility in our model reflects specific subtle 
needs of the considered user group of the elderly, such as perceived self-worthiness 
and social relations. Personal utility function in the model assigns utility value to each 
combination of comfort sources. Comfort sources are fully determined by the 
complete set of influence vectors, where each vector is assigned to a certain aspect of 
life. Instead of the monetary expressed cost, the model comprises effort, time and 
external support as resources. The exert function defines how much resources are 
necessary to adopt an aspect of life.  

The model describes initial evaluation as a sequence of three successive steps, 
leading to either acceptance or one of three possible kinds of refusal. If an aspect of 
life (e.g. a product) is perceived as 1. to be beneficial, 2. to be reachable and 3. the 
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best choice from all available options (all three conditions are satisfied), it passes the 
evaluation stage and may proceed to the appropriation phase. The simple evaluation 
model may be solved as an optimization problem of linear programming. [12] 

3 Cognitive Science to Understand Appropriation 

Our further goal was to design a model of the appropriation phase which follows for 
the product which passed the initial evaluation described by the model mentioned 
above. During the appropriation stage, the user struggles to learn how to operate the 
product, how to use it effectively and how to harmonize it with his daily routine. The 
user is satisfied or dissatisfied, positively surprised or disappointed. The process of 
appropriation typically lasts for several weeks. Compared with appropriation, initial 
evaluation is a quick and almost immediate decision with short process under stable 
conditions. The user knowingly intends to make a rational decision. Appropriation is, 
on the other hand, more complex, longer, less conscious and, though primarily driven 
by rational reasoning, potentially less rational. Further, we wished to come with a 
descriptive, not normative model – our goal was not to explain how users should think 
rationally, but rather how they indeed think. These requirements lead us to put 
rational choice theory aside and look for different foundations for the model. 

Psychology developed greatly during the last century. Where former theories such 
as Freudian psychoanalysis or behaviourism failed to explain significant phenomena 
in our reasoning, cognitive science, based on precise scientific methods including 
rigorous statistical examinations in reproducible scenarios, markedly deepened our 
understanding of ourselves. [13] Cognitive science concluded that there are flaws in 
our reasoning even in simple isolated tasks, as described further. Many more of such 
flaws, biases and irrationalities influence our reasoning in the tasks which are 
complex, difficult and scattered along a longer period of time. When we published our 
model of appropriation [14], we also listed relevant “principles of mind”, revealed by 
the cognitive science. Following paragraphs describe them briefly. 

3.1 Substages of Evaluation 

A lot of current scientific understanding of human reasoning is based on studies of 
behaviour in highly controlled simple tasks, where participants decide between well-
defined options, such as single gambles. Real world situations are both not so much 
controllable and also more complex, requiring sequential evaluation. Appropriation is 
an example of such a complex and dynamic task. Efforts to explain chains of 
successive related decisions may be traced, e.g., back to the study of Damasio et al. 
on performance of brain-injured patients. [15] Other researchers followed the path, 
e.g. Lejuez et al. [16] examined how participants think and behave in a sequential 
balloon inflating task.  

As a conclusion, it is quite natural for the human mind to break a complex problem 
into distinctive steps or episodes, framed, due to the character of the task, such as 
single blows in the balloon experiment, distinct days or weeks, in evaluations lasting 
longer. [17]  
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3.2 Anchors or Reference Points 

Another concept very well described in many studies is the tendency of our mind to 
focus on a certain fact for further reasoning. Kahneman and Tversky [18] (among 
others) revealed the phenomenon of anchor (or reference point). Instead of reasoning 
in absolute quantities and final outcomes, our mind tends to think in relative 
comparisons and in shorter time frames. Both positive and negative outcomes of our 
decisions have returns diminishing proportionally to the distance from the reference 
point.  

Though initially introduced by an economist for money-related decisions, the 
concept of labile, vague and adaptive reference points which are not always rational, 
has never been adopted by the mainstream economy, following its primary focus on 
normative description of human reasoning. A relative approach of our minds, though 
tenable in certain situations when applied in tasks with utility, contradicts a traditional 
diminishing marginal utility law known in economy as well as in rational choice 
theory. With these findings Kahneman and Tversky refined the theory of utility and 
called it the prospect theory. As subsequent research revealed, palette of various 
reference anchors exist, either related to the problem, such as status quo or aspiration 
level, or totally irrelevant, as proven, e.g., in [19]. Some of them are more prevalent 
and more influential, such as status quo. Lopes and Oden [20] concluded that at least 
three reference points play a significant role in our evaluations under uncertainty. 
They act in parallel: main reference point (usually status quo), aspiration level and 
security level (danger of loss). According to Hastie and Dawes [17], the model built 
around the concept of reference points may compete with prospect theory with its 
ability to describe our reasoning.  

3.3 Gradual Adaptation 

The concept of gradual adjustment is nothing more than an application of the concept 
of mental anchors in complex problems with successive decision chains. Specific 
examples of this phenomenon are mentioned, e.g., in [17]. When we respond to 
stimuli such as loudness or temperature, the past and present context of experience 
defines an adaptation level or reference point, and stimuli are perceived in relation to 
this point. Cyert and March revealed that we tend to search for alternatives in the 
neighbourhood of our previous try. [21]  

In complex schemes with successive steps, we tend to follow the anchor-and-adjust 
strategy which leads to successive adjustment on-the-fly. E.g. Slovic et al. confirmed 
the effect in pricing and choice in successive virtual gambles. [22] Kahneman and 
Tversky pointed out that justification for reasoning on consequences with status quo 
on mind can be found in the general principle of adaptation – the stepwise adjustment 
of the mind anchor allows it to adopt our mind to constantly changing environment. 
On the other hand, it may easily lead to illogical flaws in our reasoning, such as 
“money pump” described in [17] which contradicts rational (economic) choices. 
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3.4 Two Chains of Reasoning 

Neuroscience (also called neuroeconomics) examines neural substrates of our 
judgment and behaviour. [17] One of the conclusions made by neuroscience is the 
fact that our reasoning runs over internally in two trails (chains, circuits). While the 
dopamine-mediated system is responsible for assessing positivity, acetylcholine-
mediated circuit ensures negativity. From the relevant works we may mention, e.g., 
[23].  

What is relevant to our model, any evaluation runs over in parallel. User at the same 
time evaluates benefits, utility, rejoice, pleasurable surprise, etc., on one hand, and, on 
the other hand, negative aspects such as costs, pain, anger and disappointment. 

3.5 Linear Model 

According to many studies, if the task is to make a decision based on a set of cues, we 
could hardly name anything better to describe our reasoning than a very simple linear 
model. Actually, even improper linear models with weights not based on statistical 
techniques (e.g. with random weights, where only the direction of relation is explicitly 
assigned) outperform experts in many expert tasks [24].  

Simple linear models executed by a dumb computer program achieves the same or 
better results in medical diagnosis tasks [25], in prediction of bankruptcy [26], in 
assessments of applicants [27], in estimations of real estate values, in stock 
investments and many other areas. Since the first notable book on the topic had been 
published more than 50 years ago [28], huge amount of studies concluded again the 
same. Nowadays, there is no controversy on this general inability in reasoning – any 
“expert insight” is more than outweighed with inconsistency, incomplete memory and 
plenty of other flaws. According to March [17], the fact that we still rely on experts 
despite their real incompetence may serve a purely social function. As a conclusion, if 
we wish to formally describe our reasoning in situations based on a set of cues, there 
is no need to seek for anything more sophisticated than a simple linear equation. Most 
likely, our mind won't do better. 

4 Implications from the Model of Appropriation 

The discussed principles served as a foundation to develop a model of appropriation. 
[14] As in other models, initial simplifications have been made. For example, our 
model can't be used to directly compare alternatives, such as different products or 
activities where a user might put his effort and time. Our goal was to reach 
conclusions potentially applicable in the design and development of advanced 
technologies. Appropriation may lead either to final acceptance by the evaluating 
user, or its rejection. In terms of the model, a product is rejected whenever a user runs 
out of patience before a level of stability is being reached. The model suggests various 
causes of rejection – if a user lacks initial enthusiasm, if it becomes too difficult or 
boring to master the product or its interface, if it does not satisfy user's aspiration 
level reflected in expectations (disappointment).  
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Certain variables defined in the model are out of reach of the designers because 
they reflect user's personal psychological characteristics, e.g. significance of 
underestimation. Other variables are partially given (their subjective component is 
significant), such as bore induced by every step of evaluation, enthusiasm, 
expectations and levels of sustainability and stability. Bore may be reduced, e.g., by 
lowering demands on effort or making the effort more pleasurable.  Certain variables 
may be influenced, e.g., through both rationally relevant and irrelevant aspects of the 
situation in which the product is being presented to the user. Some variables are 
almost in the hands of designers, such as the real beneficial potential of the product 
and objective component of an effort necessary for the appropriation. 

Our examination based on the model led us to an interesting conclusion regarding 
the role of enthusiasm. Enthusiasm, on one hand, induces a higher level of patience, 
which is good, because sufficient “supply of patience” induced primarily from 
enthusiasm is necessary to overcome bore gradually induced in each step. But it is 
primarily derived from expectations and with higher expectations there is a higher 
chance of disappointment, on equal terms, which is bad. As a consequence, higher 
initial enthusiasm does not necessarily mean a higher success rate (or lower 
probability of rejection, which is complementary) in appropriation. Though 
explanations of reasons behind this effect differ, there is consensus among economists 
and cognitive scientists that loss is more painful than gain. If our goal has a higher 
chance of successful appropriation, disappointment should be avoided. At first, it 
seemed that the designer's or merchant's goal should be to induce the highest level of 
enthusiasm which will (hopefully) not lead to disappointment. 

But, as both the theory and the model suggest, this maximal level of enthusiasm not 
inducing disappointment may be still too high. Mellers et al. arranged a specific 
gambling task to capture regret and rejoice reactions and concluded that experienced 
utility is intensified if it produces regret or rejoicing, in particular if it is a surprise. [29] 
The exact effects of surprise on our perception of utility are still not fully examined. 
According to [17], it is still not clear under which conditions people actually infer and 
consider counterfactual at the time they make the decision, that is, under which 
conditions the regret and rejoicing effects affect perception of utility and the process 
itself. But it seems that, in compliance with Mellers' conclusions, it may be better to 
slightly undervalue the benefits of the introduced product. Lower levels of enthusiasm 
(inducing patience) may be more than compensated with the intensified effects of 
positive surprise leading to higher probability of successful appropriation. Such a 
positive surprise is expressed as a disappointment with negative value in our model. 

One more reason to avoid inducing too high enthusiasm is our general tendency to 
overvalue impacts of our decisions on our well-being or happiness, both positive and 
negative. [30], [17] It is likely, though not fully examined yet, that this bias is slightly 
compensated with a past-adjusting defensive strategy according to which we reshape 
our memories to fit well to our perception of presence. Fischhoff demonstrated that 
people who know present events falsely overestimate their accuracy in which they 
would have predicted them. [31] Though hindsight contributes to diminish impact of 
expectations which fell short, it does not change the fact that the optimal level of 
enthusiasm is probably somewhere below the level and not inducing disappointment. 
Subsequent research in real world scenarios will be necessary to evaluate conclusions 
inferred from the model. 
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5 Conclusions 

Both rational choice theory and cognitive science bring valuable insights into our 
cognition and behaviour. Rational choice theory brings formal tools and a great 
toolbox of concepts from economy, fits in scenarios where decision making is driven 
consciously by mind and answers primarily normative questions. Cognitive science 
provides a primarily descriptive view of our reasoning, including our irrationality. 
Thanks to recent research, it's gradually suitable to explain even decision making in 
quite complex scenarios. 

With the aim to assist developers, designers and merchants of smart technologies 
such as intelligent robots, we created two simple models of mental processes which, 
being used together in a chain, cover the reasoning from the initial decision to the 
final appropriation. The model of initial evaluation draws from rational choice theory, 
whereas the model of appropriation is based on principles of the mind revealed by 
cognitive science. Despite simplifications and their generic nature, the models provide 
a structured view on the process. Each model defined several potential reasons for 
rejection. Some of them were already examined with implications for developers, 
designers and merchants, such as a situation when high enthusiasm induced in the 
initial evaluation stage does not necessarily lead to a higher chance of success in the 
following appropriation stage, rather opposite. The analysis of other reasons for 
rejection as well as other aspects of both models is still in progress. Though 
conclusions inferred from the model have support in the available theory, further 
research is necessary to evaluate them in real world scenarios. 

This work was supported by the project No. CZ.1.07/2.2.00/28.0327 Innovation 
and support of doctoral study program (INDOP), financed from EU and Czech 
Republic funds. 
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Abstract. 3D cameras (Kinect, Creative gesture camera) acquiring both RGB 
image and depth map are the objects of growing interests in robotics. Their 
compatibility with popular open source libraries (OpenNI, OpenCV, Intel 
PCSDK) allows creation of a robotic visual system which is cheap but powerful 
enough to solve many challenging computer vision problems.  We created a 
sitting robot (interactive statue) with such a visual system for the entertainment 
of visitors in the Steel Park science centre in Kosice. Interactive statue tracks 
the face of the closest visitor and analyses his or her emotions (smile, closed 
eyes). Reaction to the detected emotion is the movement of the head and the 
arms by servo motors. In other exposition we used a Kinect camera which 
recognizes the colour of the visitor’s clothes and evaluates its similarity with 
the reference colour of a safety cloak. Only visitors wearing the safety cloak are 
displayed on the background picture of the factory, the others are hidden. 
Calibrated Kinect/Projector system is used for the augmented reality sandbox 
which is lit by the projector by specific height-dependent colour, following the 
change of terrain altitude in the real time.  

Keywords: Microsoft Kinect, Creative gesture camera, interactive statue, 
emotions detection, clothes recognition, augmented reality sandbox.  

1 Introduction 

Interactive humanoid robots are attractive exhibits in a modern type of museums 
called “science centres”. Their interactivity is very important for both keeping the 
attention of visitors active and teaching them in the most natural way. The interaction 
with such robots is based on the Natural User Interface (NUI) offering a human-
friendly communication using gestures, head and body pose, voice commands, eye 
gaze orientation, etc. Although a lot of algorithms concerning NUI were published in 
the last 2-3 decades, their popularity increased dramatically in the last few years when 
new low-cost 3D cameras appeared. The first of such a camera was the “Microsoft 
Kinect”, launched in November 2010 when 10 million units had been sold in 2 
months. The big commercial success of MS Kinect evoked competitive models from 
other companies (Intel, Sony, Asus, Leap Motion, Bluetechnics, SoftKinetics, etc.). 
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Most of them are supplied with the corresponding Software Development Kit (SDK), 
libraries and practical examples simplifying the programming of applications.  

In this paper we would like to present such 3D cameras as a low-cost alternative of 
interaction with the humanoid robots and other museum showpieces. We have 
developed all of them for the “Steel Park” science centre in Kosice built in the frames 
of “Kosice, the European Capital of Culture 2013”. We used 3D cameras (Kinect, 
Creative Gesture Camera) and our own software based on OpenNI, OpenCV and 
libraries supplied with these cameras.  

2 Principles of 3D Cameras 

Typical 3D cameras offer the traditional RBG colour image plus depth map. There are 
3 main ways how to obtain the depth map. 

• Stereo vision based on the images from two rectified RGB cameras. Using the 
simple formula based on the similarity of triangles, we can obtain a “disparity 
map” representing the distance between x-coordinates of corresponding points 
from the left and right image. The disparity is proportional to the depth - closer 
objects have higher disparity then the farther ones. 

• Kinect camera is based on a patented principle where a point on the left image is 
not searched but it is directly “drawn” by the laser so its position is known.  Its 
reflected position on the right image (acquired by infra-red sensor) is compared 
with the known one. Their displacement (disparity) is proportional to the depth. 
This solution simplifies computation but it cannot be used in an outdoor 
environment as the IR sensor is sensitive to sunlight. 

• Time of flight sensor where the time delay (light interference) is measured between 
transducer and receiver. This principle results in more precise detection but is more 
expensive. 

Aligning of RGB and depth images allows calculation of (X, Y, Z) coordinates of all 
pixels required by most of the 3D algorithms in robotics (see, e.g., Point Cloud 
Library - http://pointclouds.org). However, transformation of both images into point 
cloud is a time consuming operation and therefore a lot of computer vision algorithms 
prefer their separate processing.    

Application of cameras with depth sensors in robotics is a natural and quickly 
growing research and development area [1]. Kinect sensor can be easily integrated 
and tested in various robot prototypes. 

3 Interactive Statue 

Our goal was to develop a specific type of humanoid robot for the entertainment 
purposes with a sophisticated visual system and moving abilities limited to the upper  
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body parts (head, arm and palm). The sitting position of the robot is static and 
therefore we called it “interactive statue”. The detection of a human’s features 
(distance, pose, mimics, gender, age, etc.) evokes a corresponding reaction of the 
statue. 

3.1 Function and Construction 

The initial status is “sleeping” (Fig. 1 left) when all servomotors are disengaged, only 
a sound of snoring can be heard. A camera watches the selected region of interest 
(ROI) on the floor. If a person (or a group of visitors) appears inside the ROI, the 
robot wakes up and moves its head into the straight position. At the same time, the 
camera detects the faces of visitors and the head motors track the face of the closest 
person (Fig. 1 right). The emotions of the detected human face are analysed and the 
statue responses by the corresponding emoticon displayed on the monitor (smile, 
closed eyes – Fig. 1 bottom). If a visitor comes too close to the statue, its reaction 
shows an angry face on the display and the “go away” gesture of the right hand.  

The key hardware component of the statue is the “Creative Interactive Gesture 
Camera” (supplied by Intel corp.). It contains an RGB camera (640x480), the depth 
sensor (320x240) and the microphone array for the voice recognition system. The 
body of the statue is made of steel sheets as required for the concept of the Steel Park 
exposition.  Moving parts (pan/tilt system of the head, elbows and palms of both 
hands) are driven by the high torque servo motors (Hitec HS-645 MG) controlled by 
the servo controller for 8 motors (LynxMotion Phidgets). A touch screen (Lilliput 
669GL – 7”) is attached to the breast of the statue to display its emotional status 
(smile, closed eyes, angry) or messages and instructions for the visitor.  
PCSDK software controlling the camera can be downloaded from Intel’s web site free 
of charge. It contains several individual modules (depth and colour image streams, 
face detection, hand gestures, voice recognition, face recognition, etc.).  

We exploited the face detector, smile and eyes status detector, colour and depth 
map stream of images. Face detector returns bounding rectangles of all faces in real 
time and the depth image gives us the distances of the individual faces from the 
camera. Using this information, the (X,Y,Z) coordinates of the closest face is 
calculated in real time and sent to the independent program controlling the motors 
using OSC communication protocol supported by “liblo” library. The advantage of 
such client-server approach is that 3D coordinates of the closest detected face can be 
received by any program supporting UDP protocol either on the same computer or on 
the remote networked one. This is also a simple way how to communicate with 
programs created in different environments – we used it for communication with 
PureData and Graphics Environment for Multimedia (GEM).  
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Fig. 1. Interactive statue and displayed emotions (designed and created by Jaroslav Tomascik, 
Faculty of Arts, Technical University Kosice). Left: sleeping mode, right: interacting mode 
(head tracking and emotions detection), bottom: displayed images of emotions (sleeping, 
normal, smile and angry). 

3.2 Face and Emotion Detection 

Face detection algorithm analyses the RGB image and finds a configuration of pixels 
representing a human face. Then algorithm returns a set of bounding rectangles 
around all detected faces. One of the most exploited algorithms is [2] based on Haar 
cascade classifier which reached high popularity thanks to its implementation in the 
well-known OpenCV library. 

The emotions detector exploits thebounding rectangle to find the individual parts 
of a face (mouth, nose tip, eyes etc.) and their shapes. We exploited the 
implementation of “face attributes” in PC SDK face analyser module which returns 
the probability of the smile and closed eye attributes.  

All the above mentioned algorithms are based on 2D image analysis so the 
information about the Z-coordinate is missing. However, the depth map acquired by 
the depth sensor and aligned with RGB image allows for the calculation of the camera 
- face distance. This is very useful in face tracking when the algorithm tracks only the 
closest face; the remaining ones are detected but not tracked. However, identification 
of the closest face is not sufficient in cases when a crowd of people stay 
approximately at the same distance from the robot. Then, additional information can 
be exploited to prefer some visitors (e.g. small children). With the help of further face 
attributes like gender and age detection, we could preferably track, e.g., young 
females (these attributes are included in the PC SDK library but were not tested yet).  
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Clothes recognition algorithm described in the next part represents another 
approach which can be used to improve tracking (e.g. the face of a visitor wearing the 
dress of some colour is preferred). Formally, for practical reasons, this algorithm is 
not included in the interactive statue exhibit but it creates a separate exposition 
(interactive cloakroom). However, its implementation into the robot tracking 
algorithm is straightforward. 

4 Clothes Recognition 

Interactive cloak room is based on the idea that a picture of a factory hall is mixed 
with the picture of persons in front of the Kinect camera. Following the motto 
"SAFETY FIRST", anybody without the proper factory cloak is not visible in the 
space of the virtual factory. The criterion is the similarity of the clothes colours with 
the predefined reference colour. The reference colour is calculated at the training 
stage as the average colour inside the contour of a “trainer” wearing the safety cloak. 
In the recognition mode, the colours inside the contours of all visible persons are 
calculated and compared with the saved reference colour in the RGB colour space. 
Clothes having significantly different colours are masked, the remaining are displayed 
on the factory background picture (see Fig. 2). 

Hardware is based on the Kinect camera detecting the body contours of visitors 
and the projector displaying the resulting composed image in real time. 

Our software classifying detected people into 2 groups (visible/invisible) is based 
only on the similarity of colours with the reference colour. As RGB colours 
representation is very sensitive to light change, we transformed all colours into HSV 
(Hue-Saturation-Value) colour space. Then all pixels having low saturation were 
excluded and only Hue (colour) values are compared. HSV representation showed 
much better resistance to the change of illumination than RGB. Anyway, 
homogeneous illumination is still required to achieve the same classification in all 
positions in front of the camera. Most of the image operations (including 
transformations between the colour spaces) are efficiently implemented in the 
OpenCV library which allows real-time processing.  

 

Fig. 2. Kinect camera captures images of people and finds their contours.  Visitors wearing 
clothes of similar colour tothe colour of workers` safety cloak appear on the background image 
of factory hall, others are invisible. 
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5 Interactive Sandbox 

Although this exhibit has no direct relation to the interactive statue, it can be used to 
model the environment where a robot is moving. Inspired by [3], Kinect acquires 
depth image exploited for the creation of the augmented reality image which is 
projected back to the real object (sand). 

Both Kinect cameras and projectors are attached to the mount above the table with 
sand (see Fig. 3). Kinect evaluates the depth of sand terrain in real time and the 
projector illuminates the sand with different colours depending on the elevation 
(similarly as in the map where hills are brown, lakes blue and planes green). The 
change of illumination should follow the change of terrain with minimal delay.  

Hardware: 3D camera Microsoft Kinect acquires the depth map and calculates the 
colour map using the defined look-up table. Projector BENQ MX613ST with aspect 
ratio 4:3 should be used in its native resolution 1024x768 without any image correction.  

Vertical calibration means the detection of the reference plane. Despite the precise 
mounting, we cannot guarantee that both Kinect and projector are perpendicular to the 
sandbox. In this case the depth image doesn’t correspond to the height of the terrain 
measured as a distance from the horizontal “sea” level. Therefore, we put a flat cover 
on the sandbox top and the camera captures its depth map as a reference one. This 
map is fitted by the analytical plane equation using the popular RANSAC algorithm. 
Then, we use the analytical equation to generate the virtual reference plane depth map 
which will be subtracted from every captured depth map.  

Horizontal calibration represents a complicated problem because the alignment 
between Kinect, the projector and the reference plane is not perfect due to the optical 
distortions and inaccurate positioning. Fortunately, there are methods to eliminate 
hardware inaccuracies by software. It is based on the projection of a regular grid of 
known coordinates onto the sand surface - projector points: 

 Vp = (xp, yp). (1) 

Then, we place small circular objects onto the projector points, clicking their centres 
on the depth map captured by Kinect – we obtain a set of 3D Kinect points  

 Vk = (xk, yk, zk). (2) 

The relation between Kinect and projector points at (0, 0, 0) is given by 
transformation matrix A which contains coefficients of rotation, translation and 
optical distortions model 

 Vp0 = A*Vk (3) 

Both projector points and the corresponding Kinect points are entered into the system 
of 11 linear algebraic equations and solved by matrix QR decomposition. Resulting 
matrix contains coefficients describing the transformation between Kinect and 
projector coordinates (see [4] for details). Calibration should be performed only once, 
then the calibration data are saved as a part of configuration file. The mapping of 
colours to the height of terrain is defined by the user and can be also saved as XML 
file.  
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Fig. 3. Arrangement of hardware components (left).  Height-dependent mapping of colours to 
the sand surface (right). 

6 Future Work  

The exhibits recently installed in “Steel Park” were continuously tested by the real 
visitors. Although the anonymous survey declared mostly high and very high 
satisfaction of visitors, practical experience revealed some problems and showed new 
possible improvements.   

3D cameras and corresponding libraries offer much more functions than we have 
exploited in our interactive robotic expositions. Interactive statue is currently able to 
track the face, recognize smiles and closed eyes. Future extensions should include 
gender and age detection, gestures as well as the voice commands recognition. We 
currently use only very simple voice output (snoring in sleeping mode), but PCSDK 
allows also speech synthesis useful in communication with the robot.  

Interactive statue is the ideal platform for the future supervised machine learning 
experiments similar to these described in [5] where we showed several different 
objects to the robot and entered the name of the object (by voice or text). A trained 
robot should be able to recognize the object and reproduce its name.  

Experiments with real visitors revealed that clothes recognition based only on 
colour failed in some specific colours and light conditions. We plan to obtain other 
machine learning features (using, e.g., logo placed on the cloak). We plan image 
enhancement techniques to find the contour of a person more precisely (e.g. alpha 
matting segmentation [6]).  

The calibrated Kinect/Projector/Sandbox system can be easily extended to create 
other augmented reality applications. One of them could be a robot navigation where 
Kinect acquires the depth map of terrain and projector and visualize dangerous 
obstacles by illuminating them with specific labels (colour, text, QR code etc.). A 
labelled obstacle can be easily identified by the visual system of robots. The other 
possibility is to exploit the 3D information about the terrain to calculate the optimal 

Kinect Projector 

Sand 
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path (minimal elevation, shortest distance) from current robot position to a given 
destination. A lot of algorithms exist to solve such problems (e.g. live wire [7], graph-
cuts [8], etc.).  

Anyway, technological aspects are only one side of the story. They must be 
balanced not only with an overall concept of our robot but also with other exhibits in 
the Steel Park. 

7 Conclusions  

The quick progress in 3D cameras causes that interactive exhibits are attractive only 
for a limited time and then they should be upgraded. We plan to use the interactive 
statue as a platform for the new applications created by students in Computer Vision 
courses.  

We have designed and tested several different applications based on the low-cost 
3D cameras (ca. 150 EUR each) combined with open source libraries (OpenCV, 
OpenNI, Intel PCSDK). Our experience shows that they can serve not only as the 
cost-effective robotic visual systems but they overcome the traditional cameras and 
sensors.  (Kinect successfully replaced the originally planned sensors that failed in 
two other exhibits not mentioned in this paper). 

The most promising (but also the most frustrating) feature of 3D cameras is the 
decreasing time period between significant upgrades requiring very fast response 
from the developers. 
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Abstract. In this chapter we study an application of artificial intelligence 
techniques to get a better and deeper understanding of Halbwachs concept of 
“collective memory“ in social sciences which recently became frequently used 
for an interpretation of social phenomena and processes. Moreover, the concept 
of “collective memory” is specifically reflected in modern artificial intelligence 
as an effective tool for acceleration of adaptive and evolutionary problems in 
multiagent systems. This modern approach makes it possible to use a history of 
the adaptive process for a construction of its actual solution. If we compare, on 
one hand, the usage of the concept of collective memory in social sciences, and, 
on the other hand, its usage in artificial intelligence, we observe that there exist 
many common properties that substantially simplify a discussion of their 
common interaction and interpretation. 

1 Introduction  

Collective memory, as currently understood in the social sciences (where it was 
introduced by French sociologist M. Halbwachs [9]), is a unique type of memory 
which is usually distinguished from the standard types of neuroscience memory [9]. 
Collective memory is a distributed system of single brains/minds/memories that 
belong to a given social group, and is a part of its culture [2, 14]. Even though a 
substantial part of collective memory is located in the brain, its formation and 
persistence is considered a non-standard feature of the collective social group. It 
belongs to basic specifications of a social group which are transferred by non-genetic 
(i.e. cultural) methods within the lifespan of single group members. From this 
standpoint the concept of collective memory has many common features with 
generalized memetic theory initially introduced by evolutionary biologist R. Dawkins 
[5] (cf. also [4]). The collective memory has three well separated parts: (1) 
knowledge, (2) attributes, and (3) process. The first part – knowledge –, even though 
it may change over time, belongs to the basic constitutional elements of social group 
culture. The second part – attributes – forms a specific holistic view at history of 
social groups; it is often used as one of the basic specifications of a given social 
group. Finally, the third part – process – is created by a perpetual dialog among 
members of a group or its subgroups, and this part may change the first two parts of 
collective memory.  
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To conclude this overview of the concept of "collective memory", we turn our 
attention to aspects of creation, revision, continuation and termination of collective 
memory. In the classical (Halbwachs’) theory of collective memory, these aspects are 
presented only cursorily without regard to artificial intelligence. Modern approaches 
to the revision of a knowledge base for its development and integration are now 
elaborated in great depth [2, 3, 15] and became an integral part of contemporary 
theories of logic and science. 

Modern artificial intelligence developed a theoretical apparatus that is appropriate 
for the study of social structures in systems that contain many similar elements - 
individuals - agents that behave "rationally" based on certain simple rules like "if ... 
then ...". This approach, called "multiagent system" [17, 18], is currently among the 
vigorously developing fields of artificial intelligence, with a number of effective 
applications in different areas of both computer science as well as humanities. In 
multi-agent systems the course of "adaptive" process can be easily tracked using 
various parameters and computer graphics.   

The aim of this chapter is to discuss the concept of collective memory in the 
multiagent approach, pointing out that this approach to the existence of memory in 
multi-agent systems is very close to the concept of collective memory used in social 
sciences. We believe that the multiagent approach to the study of collective memory 
provides a simple and effective interdisciplinary formalism which can be applied 
relatively easily in the social sciences. 

1.1 Multiagent Systems in Artificial Intelligence 

Over the last 20-30 years, a concept called “distributed intelligence” has become very 
popular in artificial intelligence. It is partly based on the idea of insect communities 
where limited cognitive abilities are combined together into a collective intelligence.  

These ideas have resulted in the theory of multi-agent systems [17, 18, 16]. Such 
systems are widely applicable to various problems of artificial intelligence and 
incorporate an important class of algorithms addressing difficult problems by 
breaking them into much smaller and simpler sub-problems. Multiagent systems are 
composed of small units – agents – that have the ability (intention) to cooperate with 
other agents, interact with them, creating a common space-time structure.  

2 An Attempt to DESIGN Agents with a Mind 

In this section we describe the properties of agents which already have an "elemental 
mind" which consists of (1) memory (represented by a set of knowledge, called the 
theory in mathematical logic) and (2) inference apparatus by which the agents are able 
to deduce new knowledge by simple reasoning about an extended theory. 

We provide a few remarks about memory, its symbolic and subsymbolic 
implementation. Symbolically represented memory can be simply identified with a 
knowledge (theory) represented by the set of first-order formulas  
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 { }1 2 nT , ,...,= ϕ ϕ ϕ
 (1) 

We implicitly assume that this set is consistent, i.e. from this theory, as a logical 
consequence, is deduced either ϕ or its negation ¬ϕ (but not both, exclusive 
disjunction), otherwise we could deduce from the theory an arbitrary formula, which 
is nonsense. The so-called memory can perform the revision process (see further 
sections) which aims to achieve a coherent theory. 

2.1 Symbolic Specification of Agent’s Minds  

Let us postulate that a multiagent system { }1 2 nA ,A ,...,A=  is composed of agents, 

and that each agent contains a theory represented by a set - knowledge 

{ }1 2AT , ,...= ϕ ϕ  (where 1 2, ,...ϕ ϕ  are the first-order logic formulas that represent 

agent's knowledge) and that an inference device is represented by a relation of logical 
entailment. Inference structure may be represented by the elementary laws r1, r2, r3, 
... of natural deduction [6],  ⊢஺= ሼݎଵ, ,ଶݎ ,ଷݎ … ሽ = ቊ௣⇒ ௤௣ ௤ , ௣⇒ ௤¬௤¬௣ , ௣⇒ ௤௤⇒ ௥௣⇒ ௥ , (∀௫)௉(௫)௉(௧) … ቋ                             (2) 

 
Applying this inference device, an agent is able to deduce from an observation 

{ }1 2, ,...Δ = ψ ψ  (where 1 2, ,...ψ ψ  are facts of the observation) a new knowledge χ 

which is specified as a logical entailment of the theory TA extended by an observation 
Δ 

 A AT ∪Δ χ  (3) 

Formally, an agent A has a mind A  specified by an ordered couple ( )A A AT ,=  , 

i.e. the mind is specified by a memory composed of a theory TA and an inference 
relation A. We may say that a theory formed from knowledge is representing an 

individual agent’s mind, and, moreover, an inference relation A represents a mind 

which is capable of thinking.  

2.2 Knowledge Revision  

The problem of knowledge revision has a long tradition. It became an integral part of 
many treatises and monographs on the philosophy of knowledge (epistemology) and 
logic from antiquity to the present. The most-speculative phenomenological level was 
used to formulate the principles of our thinking, reasoning and changes in knowledge 
resulting from changes in underlying assumptions, their extension or partial 
falsification.  
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For example, if we specify the basic principles of epistemic development of 
science, the dynamics of its evolution in time, this goal can be realized at an abstract 
level, given that we study a consistent database of knowledge. This database is 
gradually modified over time by elementary operations, such as the delivery of new 
knowledge or removal of the original knowledge. In both cases, these changes may 
affect operations over other parts of knowledge, so the revision is done to remove any 
inconsistencies. In the initial period of the revision theory of knowledge (80s of the 
last century), the basic ideas were formulated by the Swedish cognitive scientist P. 
Gärdenfors and by a pair of American logicians C. Alchourrón and D. Makinsom 
who, in 1985, published major work ([1], commonly referred to by acronym AGM) 
that formulated the basic principles, concepts and design of the knowledge revision 
theory. 

Note that the mind 
A  is not a fixed entity during the existence of an agent A, it 

can be changed through a revision process which either increases or reduces some 
knowledge so that the resulting memory is consistent. We will distinguish the 
following four ways to the revision of the knowledge base T: 

1. Expansion, where a consistent original theory is expanded by new knowledge 
taken from the consistent set T , this process creates a new expanded and 
consistent theory T T∪   denoted by  

 ( )
defT

T T T+ = ∪
  (4) 

2. Contraction, a minimal subset Δ ⊆ Τ is removed from the inconsistent theory T, 
where a maximal consistent theory is created. 

 ( )
defT T−

Δ = − Δ  (5) 

3. Revision, this is a combination of the previous two techniques. In particular, 
initially a consistent theory T is extended by new knowledge T , making it 
inconsistent, so the new theory is reduced by a minimal subset Δ. A result of this 
whole process is a consistent theory.  

 ( ) ( ),
defT ,

T T T+ −
Δ = ∪ − Δ

  (6) 

Merging, this operation can be specified as follows [10, 13]. Consider a multiagent 
system where each agent-explorer’s task is to collect knowledge about the 
environment (such as positions of distributed obstacles, food and other agents). Over 
time, the agents return to the "headquarters" and transmit their individual knowledge 

{ }1 2 nT ,T ,...,T  to an agent - integrator which is responsible for linking the knowledge 

gained from a variety of agents - explorers into a single database of knowledge about 
the environment. It may be that lessons learned from two different agents are 
mutually controversial, i.e. agent - integrator has to decide which knowledge from 
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{ }1 2 nT ,T ,...,T  will or will not be used to create database-related knowledge. Linking 

knowledge to a common knowledge can take place so that all received knowledge is 
combined into one set 1 2 nT T ... T∪ ∪ ∪ . To remove inconsistencies, the integrator is 

looking for such a minimal set of knowledge which, when removed from the unified 
set, leaves the resulting set (theory) consistent 

 ( ) ( )1 2 1 2n def nmerge T ,T ,...,T T T ... T= ∪ ∪ ∪ − Δ  (7a) 

There are many alternative options for combining different knowledge bases into a 
single consistent database. Thus, for example, associated database can be gradually 
set up so that the integrator gradually associates databases (just incoming knowledge) 
with a new database and the outcome of the merger eliminates the minimum subset of 
the previous association to make the resulting theory consistent 

 
( ) ( )( )( )( )( )( )1 2 3 4 1 2 1 3 12 4 123defmerge T ,T ,T ,T ... T T T T ....= ∪ − Δ ∪ − Δ ∪ − Δ

 (7b) 

In the first starting step we have a theory T1, this is expanded by a next theory T2, 
whereas from the created unification we remove a minimal subset 1 1 2T TΔ ⊆ ∪  in 

such a way that resulting unified theory is consistent. In the second step a theory T3 is 
added to the previous result and we remove a minimal subset 

( )( )12 1 2 1 3T T TΔ ⊆ ∪ − Δ ∪ , etc.  

The problem of merging into a unified greater knowledge set, called the merged 
knowledge database, belongs in artificial intelligence to basic problems of the 
distributed intelligence (e.g. in multiagent systems). This problem may be, in the 
framework of the first-order logic, formalized in a simple way, whereas on a semantic 
level we usually specify ”out-logical“ instruments how to effectively solve the 
problem of inconsistency of merged theory. 

There is another problem with removing a minimal subset from inconsistent 
knowledge to make it consistent. It can remove newly acquired true information 
inconsistent with old and long established supposed truth. However, to solve this 
problem is very difficult and out of scope of this paper.  

Moreover, the inconsistencies could be considered not only on one level but on an 
individual agent level, on collective memory level and between agent’s memory and 
collective memory. The problem can be solved in many different ways, none of which 
is known to be preferential at the moment. 

We discussed here only the first order logic inferences, even though other types of 
logic could be used as well. However, the theme is already complicated enough 
without taking into account complications caused by inconsistencies allowable, e.g., 
in fuzzy logic. 
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2.3 Three Levels of Agent Complexity 

We distinguish three levels of agent complexity; this classification is based on their 
properties, whether or not they contain memory, if they contain memory, then what is its 
type, whether it is individual or the extension of the collective memory (see Fig. 1). 

1st level. Agent activities are reflexive they are not founded on an inference type of 
mind. In computer science, this type of memory is represented by standard 
evolutionary algorithms, where a genotype fitness is specified immediately by its 
composition - architecture. Reflexive activities are fully specified genetically, i.e. 
these activities are inherently instinctive.  

2nd level. Agents of population are endowed by a mind ( )iT ,=  , by making 

use of which the agents are capable to control simple activities like an effective 
orientation in a given environment, assessing of closest neighbourhood, etc. Usually, 
a relation of logical entailment  is the same for all agents, i.e. we may say that an 

agent inference apparatus, in a particular structure of the brain, is specified by the 
genotype. However, an individual memory Ti might be of a memetic origin [11]: 

(a) By a “vertical” transfer (an education of offspring) from parents, 
(b) By a “horizontal” transfer (from other agents), and 
(c) By agent’s own observations, i.e. an individual memory is gradually expanded 

by experience of the agent acquired from its activities in the environment.  

1st level - agents without memory
multiagent syst m e

 =( , )Ti

.............

.............

multiagent system
2nd level - agents with individual memory  =( , )Ti

genotyp

individual memory

3rd level - agents with individual memory  =( , )Ti

A
B

C

genotyp

collective memory

 =( , )Ti

............. genotyp

Tc

 =( , )Ti

 =( , )Ti individual memory

multiagent system

 

Fig. 1. Diagrammatic illustrations of three levels of the complexity of agents (mind is 
represented by a pair composed of knowledge set T and an inference relation ). (A) Diagram 

represents the first level agent without memory, its activities are fully specified by its genotype, 
i.e. they have a reflexive character; its genotype fitness is fully specified by its composition. (B) 
Diagram represents the second level of agent complexity, these agents are endowed by an 

individual mind ( )iT ,=  , where knowledge theory Ti  represents the individual memory of 

agent and the relation of entailment  represents an agent inference apparatus. (C) The most 

complex third level of mind we may get from the second level, where a collective memory is 
created by merging single agent memories Ti, this collective memory serves the whole 
multiagent system. 
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Vertical and horizontal transfer of information (not inferential apparatus!) during 
learning perhaps differ mainly in the fluidity of information transferred in time, where 
horizontal transfer should be able to spread useful information more quickly 
throughout the population. Even the vertical information transfer from parents is, 
however, considered here as teaching, not genetically based. At the end of their life 
cycle when agents enter into a reproduction process, each gives to its offspring only 
its genotype in a lightly mutated form, i.e. an agent - offspring does not inherit 
parental memory (the used evolution is strictly Darwinian) but inherits in a lightly 
mutated form of a parental inferential apparatus, . We do not consider here the 

transfer of the inference apparatus by teaching.  

3rd level. Agents are endowed with a mind ( )iT ,=   and, moreover, with a 

collective memory Tc which is common for the whole multiagent system. The 
simplest approach for an introduction of collective memory is a "postulation" of the 
so-called searching agents that have privileged access into single individual memories 
and search for proper information of a general character which will be added to 
collective memory. This "specialized merging" in the course of creation of the 
collective memory has an important role to ensure a consistency of created collective 
memory. It would not contain such knowledge that simultaneously logically entailed 
χ and its negation ¬χ. (Let us note that in modern logic the problem of revision and 
merging of knowledge databases is very intensively studied [7, 8]).  

2.4 Symbolic Specification of Collective Memory and Its Importance in 
Artificial Intelligence 

In this section we postulate that the agent Ai has a specific inference relation 

entailment i  which is different from other inference relations. A memory Ti of the 

ith agent is divided into two parts iT ′  and  iT ′′  

 i i iT T T′ ′′= ∪  (8) 

where we have separated from the memory Ti the knowledge iT ′′  which is important 

for other agents (e.g. a device for energy recharging is localized in the right upper 
corner of the environment). The easiest way to ensure the emergence of collective 
memory is to postulate an existence of several special searching agents; these 
"investigators" take a copy from the agent’s Ai "collective" part of memory that 
contains important knowledge of the agent and the properties of the environment that 
may be useful to other agents. Then a collective memory that is shared by the whole 
multiagent system can be constructed as follows:  

 ( ) ( )1b b
coll coll i

i

T T T+  ′′= ∪  
 
  (9) 
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where symbol T  means that for a theory T a revision was applied, i.e. from T there 

was a minimal subset Δ removed such that  T T= − Δ  is a consistent theory.  

When creating a collective memory Tcoll, an additional condition can be used that 
favours only a certain type of knowledge collected from the local collective memories 
T 's. This can ensure that collective memory is created by using fixed criteria which 
are usually only very rarely changed during the evolution of multiagent system. One 
of the main tasks of the collective memory is to overcome information barriers 
between the generations, the collective memory stores essential information about the 
history of the adaptive process of multiagent system, which can significantly facilitate 
the search for an optimal forthcoming step from a set of alternative options. 

The concept of collective memory implemented in evolutionary algorithm can 
provide a substantial acceleration of the evolutionary approach which is based on 
history. Instead of completely random mutations, it allows the algorithm to produce 
the so-called targeted mutations supported by a history of algorithm [11]. 

3 Conclusions 

The concept of collective memory was introduced more than half a century ago by 
French sociologist M. Halbwachs [9] as a unique type of memory that is part of the 
culture. Collective memory is a fundamental specification of social groups and is 
transmitted by non-genetic (cultural) methods in the intergenerational reproductive 
process in multi-agent system. During the 19th century this term also became popular 
in an IT discipline "artificial intelligence", namely its part called "multi-agent 
systems". This concept is used in the theory of multi-agent systems as an accelerator 
of adjustment. The collective memory generalizes experience and knowledge of 
agents in the history of this adaptive process. This was illustrated by simple examples 
of genetic algorithms, where collective memory is constructed incrementally. It 
gradually introduces some determinism to mutations in the reproductive process 
based on previous experience of the adaptation process. 

In sociology and humanities, the concept of "collective memory" is partly 
overlapping with memetics. As in the collective mind and memetics in particular, its 
importance lies in the fact that the information contained in the meme agent increases 
the chance of survival, for example, it can contain a description of its environment, its 
irregularities, and hidden features. Memetic approach can be reformulated into a 
collective memory [12], containing "historical experience" of agents from the 
previous history of the adaptation process. 

Summarizing this chapter, we assert that the Halbwachs concept provides a multi-
agent systems theory which is an effective formal tool for acceleration processes of 
adaptation, since it allows bridging the information barrier in the intergenerational 
transmission of cultural mechanisms to future generations. 

Sharing and exchanging of information is used in many technological approaches 
from cloud computing to organization of memory in hardware or in evolutionary 
algorithms. Our vision is a closer cooperation between sociological theories and 
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multiagent theories of artificial intelligence and other perhaps even technological 
approaches, which should mutually enrich all these scientific disciplines.  
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Abstract. Creating an artificial economic system also requires the definition of 
goals and establishing means of measuring efficiency. Our project is focused on 
the agent-oriented economic system where individual agents represent either 
production facilities or workers/consumers. In order to create an efficient 
system, several problems have to be addressed: goal definition, environment 
definition and agent specification, resulting in a well-specified embodiment of 
an agent. This work will be focused on the definition of goals and measuring of 
efficiency in such economic systems.   

Keywords: agent, artificial economy, artificial intelligence, autonomous 
system, economic modelling. 

1 Introduction 

The agent-oriented technologies represent one of the major approaches for today’s 
economic modelling, see [5], [6], [3], [4], [10] or [21] as examples of such models. 
The system which will be described here consists of four elementary types of agents, 
each representing one part of the production chain – resource processing, production 
facilities, customers and transportation. Some secondary elements also exist in the 
system but these are less important. Each of these main parts are represented by 
agents and the whole system is working together as a community. The goal of the 
proposed system is to act autonomously and to self-organize in the given environment 
in order to produce desired goods or services according to the given task (by the user).  

It is not the purpose of this system to create a full-scale economic simulation, but it 
is rather focused on self-organization and decentralized problem solving. 
Autonomous problem solving and adaptability are features which rank such a system 
into the area of artificial intelligence. Economic principles are used in this context 
primarily to create desired and predictable behaviour. Individual agents are pursuing 
their own goals (maximizing their utility) and continuously try to optimize their 
behaviour towards maximum efficiency. In these elementary aspects, agent behaviour 
is consistent with standard economic principles.  
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2 Related Work 

As already mentioned, the proposed system is representing a model of a community 
of individual agents collaborating together on a given goal. The system is different 
from the majority of economic models because these are usually specialized on 
singular economic problems. This system creates an environment with self-organizing 
artificial economy which is adaptable to changing conditions in a dynamic 
environment. This allows research of problems related to supply chains, logistics, task 
management and scheduling, planning, strategic decision making, etc.  

There are some works worth mentioning which are focused on related topics. The 
problem of virtual supply chain management and its dynamic development is 
addressed by Golinska [8]. In this context, agents form holonic structures, consisting 
of cooperating nodes which task is to collect, transform, store and share information 
or physical objects. Expected applications are in transport services and dynamic 
supply chains. Similar problems of agile supply chains are addressed by Grzybowska 
and Kovács [9].   

Another application in the industry presents Skobelev [19]. His work is focused on 
real time resource allocation, scheduling, optimizing, and controlling in 
transportation, manufacturing and related areas. Skobelev mentions interesting 
industrial application examples like a tankers scheduling system, a corporate taxi 
system, track scheduling systems, car rental scheduling systems and others. In 
general, use of such system results in the increase of efficiency, cost, time and risk 
reduction, and minimization of dependence on human factor. It also shows that such 
approaches are at least to some extent “battle-proofed” and used in commercial 
practice.  

Another interesting approach of “Virtual Factory Framework” is described in the 
paper of Sacco et al. [17]. It is an integrated virtual environment that supports factory 
processes along all the phases of their lifecycle. Although it is focused mainly on 
factory micromanagement, it is also interesting in the context of production research 
and optimization.  

Other interesting publications may be mentioned as well. E.g. political economy of 
virtual worlds by Mildenberger [14], Guo and Gong`s measuring of virtual wealth in 
virtual worlds [11], multi-agent organizational model for grid scheduling by Thabet et 
al. [20], or Hou`s personalized material flow services [12]. Also, [13], [15] and [18] 
may offer interesting information on the subject at hand.  

In general, agent-based modelling is a quite popular modelling approach which is 
widely used in many disciplines. Current scientific papers indexed in the Web of 
Science database are classified to overall 138 research areas. Whereas the majority of 
research papers belong to the field of computer science or engineering (67,6 %), 
plethora of other application areas such as toxicology, entomology, oceanography, 
crystallography, or management of biological incidents [2] can be identified. 
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3 System Description 

Virtual economy presented here represents the production and consumption processes 
similar to those in real economies. The aim is to simulate economic principles of 
effective price and quantity setting under specific demand and capacity constraints 
[16]. Hence, the focus is on trading products and services and offering work in  labour 
market. Virtual economy simulation is similar to the work of Deguchi et al. [5], 
however, in that representation, the entities considered are more specific, producing a 
more complicated net of relations than necessary. Similarly, trust issues - discussed 
for example in [7] and similar concerns - are not of primary attention in the presented 
virtual economy.  
 

 

Fig. 1. Main components of model of virtual economy 

The proposed system is already implemented in a prototype version in Netlogo 
platform. However, this brought to attention certain limitations related to Netlogo. 
First of all, Netlogo agents are supposed to operate mostly reactively and their 
capability to create an internal representation of the surrounding environment is 
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Consumer agent embodies the economic entity that consumes products and 
services (i.e. goods) and offers work (they serve as the workforce in the model). 
Consumer agent can buy goods based on the wealth. The wealth of a consumer agent 
is a product of work and qualification (the higher qualification the faster accumulation 
of wealth). A consumer agent makes a trade-off between investment into higher 
qualification (ec) and consumption. The combination of products consumed and the 
speed of consumption is given by the consumption function (see below). The 
combination of products forms a consumption pattern that can be used to divide 
consumers into three categories. The three categories are low income, middle income 
and high income consumers. The pattern determines the ratio of goods that the 
consumer agent is buying. There are three types of goods: necessary (basic), normal 
(common), and luxurious.  

Factory agent corresponds with a company in a real economy. It produces either 
goods or services (there is a similar principle applied). Factory agent is responsible 
for transforming input to output, i.e. material and other products to a final product that 
is bought by consumer agent or a sub-product that is used by another factory agent. 
The consumption function determines materials and their proportions, consumed 
during production process. The production function determines the portfolio of goods 
produced. Production requires workforce, i.e. employing consumer agents. The 
production depends on the technological level ef and qualification of the workforce, 
i.e. employed consumer agents ec. The production equation is as follows: 
 

෍ ݇௜௖௢௡ݔ௜ + ܨܹ ௣௥௢ௗ௨௖௧௜௢௡ሳልልልልልልልሰ ݁஼݁ி ቌ෍ ௝݇௣௥௢ݕ௝௠
௝ୀଵ ቍ௡

௜ୀଵ               
 

(1) 
 
 

 
Let ݇௜௖௢௡  be the speed of consumption of a material xi  and WF is the workforce; ec 

is the qualification level of a consumer agent and ef technological level factory agent; ௝݇௣௥௢   be the speed of production of a product yj .  

Mining agent is transforming resources located in the environment into raw 
material that is used by factory agents in the production of goods. The cost of mining 
is determined by the consumption function in which the energy, workforce and 
technology necessary for mining are reflected. The function is similar to the 
consumption function of a factory agent. Each mining agent supplies only one type of 
raw material. Possible parallel production of more than one type of raw material can 
be represented by several mining agents at the same location with different types of 
output. Raw material, as transformed from resources, is stocked in order to be later 
sold to transport agents and distributed to respective buyers.  

Transport agents serve as intermediary between mining agents and factory agents. 
The cost of transportation is given by the distance. There might be barriers on the way 
from the mining agent to the factory agent, hence, it is the task of the transportation 
agent to find a route that is the most economical. The performance of a transportation 
agent is determined by the speed of mobility, capacity and technological level of a 
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transportation device. Transportation agent is always buying all available material up 
to the capacity of transportation. Transported material that is not used directly in 
production is stored in factory agent´s warehouse.   

The modelled virtual economy also contains a representation of a society of agents 
which is called “colony” in this context. The colony consists of consumer, factory and 
transportation agents. Mine agents do not belong to any colony, they are distributed 
throughout the environment, depending on the resources they process. The colony is 
characterized by its position in the environment and population. Colonies compete for 
resources that are supposed to be scarce, generally limited. Colonies exist in an 
environment. The environment is important in respect to transportation.  

The success of a colony can be measured, for example, by accumulated wealth. 
Other possible means of efficiency measurement are mentioned in the following 
subsection. The wealth of a colony is given by the sum of wealth of all agents. Due to 
different colony populations, the comparison among colonies requires computing the 
average wealth per agent. The formula is as follows: 

஼ை௅ݓܿ          = ∑ ൫ݓ஼,௜ + ி,௜൯ݓ + ஼ை௅௡௜ୀଵݓ ∑ ܿ஼ை௅,௜௡௜ୀଵ  

 
(2) 

The model enables for various configurations and thus for conducting specific 
experiments.  

4 Pursuing Goals and Measuring Efficiency 

The basic prerequisite for the measuring of any form of efficiency is the specification 
of the goal. Goal can be described as a set of desired states of the system, a 
measurable value that has to be achieved, or even the state of the agent or 
environment which should be avoided (which is less common). All this depends on 
the selected approach. When defining goal, there is often a lot of abstraction involved 
in order to capture the complexity of the environment in some numeric value, see also 
[1]. It is necessary to capture all the importance and omit the unnecessary, which is 
not an easy task for the designer of the system.  

The problem of the goal specification is even more complex in more complex 
environments – there is more information involved and it is difficult to distinguish 
important from unimportant, relevant from irrelevant. All the above mentioned leads 
to several recommendations which should be followed when designing goals of 
agents:  

• Goal state has to be clearly defined and comprehensible. Formal definition should 
be provided in order to allow machine processing of the task.  

• Goal state has to be distinguishable from other states or configurations of the 
environment.  

• Advancement towards goal state should be measurable (the ideal way for machine 
processing is numeric representation). 
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Although some of these recommendations seem to be trivial, it is not easy to pursue 
goals in complex environments. Following sub-sections will focus on selected aspects 
of goals and efficiency measurement. 

4.1 Individual Goals 

Each agent in the environment is pursuing its own goals. This behaviour is similar to 
the behaviour of humans in economic systems. This is usually referred to as 
“maximization of utility”, and artificial entity – agent – is trying to maximize it as 
well. At elementary level, agent needs to take care of its existential needs – food, 
water, housing, basic security, etc. As soon as these needs are taken care of, gradually 
more elaborate needs arise – healthcare, education, entertainment, etc.  

It is assumed that elementary needs listed above are taken care of at the level of the 
whole community. These are existential imperatives - to keep populations alive, 
healthy and well fed. Therefore, the elementary level of needs will be mainly ignored 
from now on. We will focus our attention to the needs on higher levels. The behaviour 
of consumer agents (C-agents), representing human population in the model, will be 
presented here because these are basic construction blocks of the multi-agent system.  

C-agents in the proposed system do have individual needs. Their behaviour is 
basically following elementary economic principle of descending demand (the more 
goods they have, the less they are willing to pay to obtain more). Demand price (P) is 
dependent on the actual level of stockpile (sC). Presented version works with linear 
curve, but this can be easily modified if needed.  

The acquisition of goods is done at “mikromarkets” representing individual 
commodities. In our model, these are divided into three levels reflecting technological 
level needed for their production. The consumption function of C-agent (con) is 
following:  

(ܥ)݊݋ܿ  = ݇ଵ௖௢௡ݔ௅ଵ + ݇ଶ௖௢௡ݔ௅ଶ + ݇ଷ௖௢௡ݔ௅ଷ  
 
(3) 

 
Where ݇ଵ௖௢௡, ݇ଶ௖௢௡, ݇ଷ௖௢௡  represent coefficients of consumption, ݔ௅௡ represents 
production (output of F-agents from n-th layer). C-agents are divided into three 
groups, depending on their income – low income group (L1), middle income group 
(L2) and high income group (L3). For consumer categories ܥ௖௔௧௘௚௢௥௬ = ݇ଵ௖௢௡, ݇ଶ௖௢௡, ݇ଷ௖௢௡, coefficients are as follows:  

௟௢௪ܥ • = 0,7;  0,2;  0,1 
௠௜ௗௗ௟௘ܥ • = 0,4; 0,4;  0,2 
௛௜௚௛ܥ • = 0,2; 0,2; 0,6 

These consumption functions create consumption patterns for C-agents reflecting the 
combination of products and speed of their consumption.  

These consumption functions reflect the consumption of goods. Similar principle is 
applied to consumption of services. The common principle applies that higher income 
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groups of agents are also more demanding – requiring better quality and coverage 
with services.  

All this results in a pressure towards efficient colony management. Agents are 
creating more and more demanding consumer pools for both goods and services as a 
colony evolves and its technological level rises through upgrades and development of 
production facilities.  

After extensive experimentation, we found it useful to establish a special variable 
reflecting the satisfaction of an agent (sat(A)). The satisfaction rate is the numeric 
representation of an agent’s ability to satisfy all of its needs – consumption of basic, 
common and luxury goods and services in areas of education, healthcare, security, 
transportation, entertainment, etc. The design of production chains with inherent 
dependency and succession of production of different types of products or services is 
considered to be extremely difficult. This is difficult to design and optimize and it  
still is a matter of further testing.  

It is also worth mentioning that individual agents are slightly randomized in their 
consumption preferences, each one preferring a little different consumption basket. 
This reflects the fact that in the real world individual consumers are different from 
each other as well. This was implemented to objectify results of conducted 
experiments.  

4.2 Community Goals 

The situation is different on the community level. The colony management is 
supposed to satisfy needs of all inhabitants and pursue given goal(s), both at the same 
time. Goals are specified by the user as a part of problem definition and are provided 
at the beginning of the simulation. Community goals examples:  

• Produce specified amount of selected type of goods in a given time.  
• Achieve specified level of satisfaction of consumer agents in the colony.  
• Become a dominant trader with selected commodity (this assumes competition 

present in the environment).  
• Achieve specified average level of technological development in colony’s 

production facilities.  
• Maintain specified employment rate.  
• Achieve specified education level of population.  
• Etc.  

All the examples of community goals assume parallel pursue of maintaining a good 
supply of food, water, energy production, and satisfaction of other possible basic 
needs of the population. The colony management is able to formulate rules or laws of 
community functioning which are mandatory for all inhabitants to follow. This results 
in the system where colony management creates conditions for life of its inhabitants, 
production efforts of factories and services providers with a common purpose in 
mind, given by the goal specification. The system is designed as a modular, 
transparent and incremental.  
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Although there are many things omitted in our model, we created a rather complex 
environment which is difficult to describe in brief. However, some areas of economy 
are not covered by our model at all – banking sector, capital markets, currency issues, 
etc. This is a matter of possible further expansion of our model in the future.  

Nonetheless, our proposed model allows study and research of self-organization 
and different strategies formulation of agents. Individual colonies may be competing 
against each other in the environment, trying different strategies depending on their 
available resources and initial conditions and goals. This may result in conflicts or 
cooperation, depending on the user’s specifications of scenarios.   

5 Conclusions and Future Work 

The proposed system allows agents to coordinate their activities in order to pursue 
their goals on both individual and community levels. However, the goal specification 
remains to be one of the crucial aspects in the system functioning. In general, the 
more complex the system, the more the complex measurement of efficiency has to be 
implemented. Parallel pursue of several goals at the same time is a natural result of an 
effort to create an economic system complex enough to capture economic behaviour 
of agents` collective. Appropriate levels of abstraction in the means of working 
knowledge of agents have to be achieved but this is mainly the task of the system 
designer rather than optimization of multi-agent behaviour.  

At this time, an extended version of the model is being implemented in a more 
sophisticated environment of Anylogic platform. This allows us to pursue problems at 
hand from other angles since Anylogic is a simulation tool that supports all the most 
common methodologies in place today: system dynamics, process-centric (AKA 
discrete event) and agent based modelling.  

Related research (see subsection 2) shows good potential for the use of obtained 
results in industrial or commercial applications but this would require further testing 
and optimization of the proposed system as well as possible expansions.  
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Abstract. The objective of our research is to explore crowd dynamics under 
different circumstances, especially its optional applications in sustainable 
tourism. The terminology (crowd phenomena, pedestrian behaviour, local 
interaction, motion patterns) is explained and a brief overview of three 
theoretical models (cellular automata model, social force model and network 
model) is provided. Then our visitor flow model is suggested and the case 
study, the model of the crowd dynamics of visitors in the ZOO, is specified. 
NetLogo was used for implementation. 

1 Introduction 

The importance of pedestrian and crowd modelling can be seen in relation to a current 
trend of designing smart environments and ambient intelligence, where the overall 
behaviour, performance and success of the application strongly depends on parallel 
decisions and physical movements of users. It is necessary to reflect characteristics 
and context of individuals as well as to notice emerging effects and side-effects of 
coexistence of numerous users at the same time and place. This exploration can 
benefit from agent-based models and social simulations of transport and traffic, crowd 
and pedestrian models. 

Agent-based models (ABM, also individual-based or bottom-up models) is an 
approach to modelling of complex systems composed of heterogeneous adaptive 
individuals (agents) interacting in the environment. The principles of ABM were 
explained by (Macal and North 2005, 2006, 2010, Railsback and Grimm 2012, 
Ulhmacher and Weyns 2009 and others). A brief explanation of the area of agent 
based social simulation (ABSS) from a computer scientist's perspective is presented in 
(Davidsson 2002). The method of developing ABM and ABSS is provided by 
(Grimm et al. 2010). NetLogo (Wilensky 2009) is an example of the implementation 
platform for ABM and ABSS. NetLogo was chosen for the implementation of our 
model, too. 

Traffic and pedestrian models typically build on GIS data and data sources 
capturing characteristics and behaviour of individuals (e.g. national census). Large 
models often work with samples of the whole population precisely transformed to the 
comparable synthetic population. 

In the area of our interest, which is sustainable tourism, ABM and ABSS help to 
develop and implement strategic policies for sustainable development (Maggi et al. 
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2011). (Zhang 2005) presents a GIS and agent-based social simulation of individual 
visitors using travel pattern data. The visitor flow modelling in tourism is closely 
related to the concept of the tourist carrying capacity which is defined as the 
maximum number of people that may visit a tourist destination at the same time 
without causing destruction of the physical or socio-cultural environment. 

In the following part of the paper we summarize theoretical principles of pedestrian 
models, we present our visitor flow model that was applied in the context of visitors’ 
moving in the ZOO and we present its implementation in NetLogo. 

2 Pedestrian Models 

The state-of-the-art article provided by (Duives et al. 2013) enumerates 8 different 
approaches to modelling pedestrian and crowd dynamics: 

• cellular automata,  
• social force models,  
• activity choice models,  
• velocity based models,  
• continuum models,  
• hybrid models,  
• behavioural models, 
• network models. 

In general, all approaches reflect the existence of mutual interactions between 
individual pedestrians and between pedestrians and the environment. Ways how to 
cope with interactions vary from simple reasoning of the streets capacities (max. 
number of pedestrians) used in network models to detailed micro-simulations of 
pedestrian’s personal space occupation used in social force models. 

Pedestrian interactions are closely related to crowd phenomena. Crowd is defined 
by (Duives et al. 2013) as a group of more than 100 people who are located in the 
limited space (more than 1 person per m2) and who are moving within the time period 
longer than 1 minute. When observing crowd movements, it is possible to recognize 
different movement patterns such as: 

• uni-directional flow,  
• uni-directional rounding corner,  
• uni-directional entering,  
• uni-directional exiting,  
• bi-directional flows,  
• crossing two flows,  
• crossing more than 2 flows,  
• random flows crossing. 

Our visitor flow model is a combination of cellular automata model, social force 
model and network model. 
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2.1 Cellular Automata Model 

Cellular automata model of the pedestrian´s movement uses grids of cells. The state 
of each cell is interpreted as a presence or absence of a pedestrian. Each pedestrian is 
characterised by his individual physical ability called step distance. The step distance 
is defined in units corresponding to a distance between two neighbour cells of the 
environment. 

 

Fig. 1. Cellular Automata Model – one step destination cell principle 

See fig. 1 for example of calculations related to one step in the grid of cells. The 
step begins at the discrete cell K1. The length of the pedestrian’s step does not 
necessarily correspond to the distance of the cells. To follow the discrete rule of the 
cellular automata, the pedestrian cannot move to K2; one of points A, B, C or D has 
to be chosen according to probabilities given by distances of points A, B, C, D from 
K2. Movement vector splits into round and decimal parts of vx and vy: 

vx = [ vx ] + { vx }                                                  (1) 

vy = [ vy ] + { vy }                                                  (2) 

Decimal parts determine probabilities of points A, B, C, D to be the destination: 

 PA = { vx } · { vy }                                                 (3) 

 PB = (1 - { vx }) · { vy }                                            (4) 

 PC = (1 - { vx }) · (1 - { vy })                                        (5) 

 PD =  { vx } · (1 - { vy })                                           (6) 

 PA + PB + PC + PD  = 1                                            (7) 

2.2 Social Force Model 

In social force model each pedestrian is influenced by one attractive and two repulsive 
forces (fig. 2, fig. 3). The attractive force makes pedestrian to continue towards the 
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target and finally reach it. The repulsive forces help the pedestrian to avoid collisions 
with other pedestrians or obstacles in the environment. The final direction of the 
pedestrian movement is determined by vector composition of all three forces. 

 

Fig. 2. Social force model – obstacle repulsive forces: the closer pedestrian is to the obstacle, 
the bigger the repulsive force (left); composition of two repulsive forces from two obstacles 
(right) 

 

Fig. 3. Social force model – NetLogo implementation, trajectories influenced by repulsive 
forces (left) and caused by attractive force (right) 

2.3 Network Model 

In network model the environment is defined as a weighted network with nodes 
representing points of interest and edges representing sidewalks (pavements, streets, 
roads). Each pedestrian is autonomous, has got its own destination and speed and can 
interact with other pedestrians on the same edge. Alternatively, the edges can 
represent a part of the path, nodes are interpreted as intersections and the flow through 
the node depends on the capacities of incident edges. 

3 Case Study: Visitor Flow Model 

We propose the visitor flow model that reuses principles of cellular automata model, 
social force model and network model. For better explanation of our idea, we suggest 
the application: modelling the visitor flow in the ZOO. 
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The map of the ZOO can be represented as a network: nodes correspond to points 
of interest (entrance/exit, 19 animal houses or shops), each node has got its capacity 
(1-100 visitors) and attractiveness (1-10 points). Edges represent pavements between 
pairs of points. The length of the edge is 10-100 m (1 patch in NetLogo corresponds 
to 1 m2). Physical distances and the widths of pavements are taken into account in our 
model, while pure network models usually operate with edges’ capacities only. 

Visitors of the ZOO are represented by visitor-agents. Naturally, visitor agent is 
understood as pedestrians from previously mentioned theoretical models. In further 
versions of the model, visitor-agent could represent not only a single visitor but 
optionally also a couple or a family with relevant features. In our first version of the 
model, a visitor-agent has got three attributes: 

• want-to-see list of animals (0-15 items), 
• time limit for his visit (2-6 hours), 
• walking speed (50, 80 or 100 meters per minute). 

The visitor flow model consists of four components: 

• control component, 
• network component, 
• cellular automata component, 
• social force component. 

3.1 Control Component 

A control component manages visitor-agents and their movements to avoid potential 
collisions in case two visitor-agents want to move to the same patch (cell). It is 
implemented as finite state automata. See the state chart diagram of visitor-agent  
(fig. 4). 

Initial and terminal transitions are defined as follows: 

• 0.0: Visitor-agent is created and placed at the entrance/exit node. The incoming 
rate of visitors is an input parameter of the model. Its Poisson distribution reflects 
arrival rates during opening hours of the ZOO. One tick of the model clock 
corresponds to 1 second. 

• 1.1: Transition to the terminal state: visitor-agents leave the entrance/exit node 
when their time limit is over or because of the closing hour. 

• For standard movement cycle, these 4 transitions are defined: 
• 1.0: All visitor-agents are ready to choose the most appropriate next step 

destination in ready-to-go state upon each simulation tick.  
• 2.0: Visitor-agent is ready to negotiate with other visitor-agents who will 

eventually occupy the same step destination. Random choice from set of competing 
pedestrians solves is used. 

• 3.0: Visitor-agent has won the competition for the step destination and moves 
there. 

• 4.0: Visitor-agent gets back to ready-to-go state. 
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There are 3 visiting-a-node transitions: 

• 4.1: When the last step ends in the node (point of interest) and there is free 
capacity, then the visitor-agent enters the node. Visitor-agents can spend 2-15 
minutes at their preferred nodes and only 0-3 minutes at non-preferred nodes. 

• 5.0: Time to stay in the node is over, visitor-agent gets ready-to-go. 
• 5.1: Time to stay in the node is not over, visitor-agent stays here. 

Last but not least 2 don’t-move transitions are defined: 

• 2.1: Visitor-agent’s next step destination is not valid (e.g. other agent is occupying 
the destination or destination is an obstacle on the pavement). 

• 3.1: Visitor-agent has not succeeded in the competition for step destination and 
gets ready-to-go. 

3.2 Network Component 

Nodes of the network are visitor-agents’ points of interest (some of them are in their 
want-to-see lists). Once the visitor-agent reaches the node, the next target is chosen 
from the set of edge-neighbouring nodes. The selection mechanism considers visitor-
agent’s strategy: items from the want-to-see list have got the highest priority, not yet 
visited nodes are the second possible choice and random choice is the last possibility. 

3.3 Cellular Automata Component 

Visitor-agents move over the grid of cells (patches in NetLogo terminology) instead 
of moving directly from node to the node over edges. The calculation of the next step 
is based on cellular automata model algorithm. 

3.4 Social Force Component 

Social force model component is used to avoid optional obstacles placed in the 
environment. Visitor-agents have got their vision-distance to which they can see 
obstacles. Once an obstacle is seen in the collision heading, the movement is affected 
by the repulsive force caused by the obstacle. 

4 Experiments 

The implementation of visitor flow model in NetLogo enables experimenting and 
observing the overall behaviour of visitor-agents in the given environment. 

4.1 Experiment 1 – Measurement of Intensity 

It is possible to count visitor-agents at every patch to learn how intensively different 
parts of the environment are loaded with pedestrians. See fig. 5 for the resulting grid 
of the counter values. It is important to notice that these counter values can be 
interpreted also as a guideline for optimal design of pavements in a homogenous 
environment where pedestrians move freely (fig. 6). 
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Fig. 4. Flow Model – state chart diagram 

 

Fig. 5. Visitor flow model – detail of the map, darker shades of grey and higher numbers 
represent patches more frequently used by visitor-agents 
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Fig. 6. Visitor flow model – detail of the map, example of two emerged pavements with 
different widths 

4.2 Experiment 2 – Performance Comparison 

Network component itself is sufficient to manage the model, but cellular automata 
component, social force component and the possibility to use the map with predefined 
obstacles make the model richer and more realistic. The objective of the second 
experiment was to compare the performance of NetLogo implementation under 
different combinations of components and with/without obstacles in the map. Values 
of other parameters (arrival rates and preferences of visitor-agents, number of steps of 
the simulation) were identical in all four settings. We observed: 

• running time of simulation (in seconds), 
• total number of visitor-agents, 
• total distance walked by visitor-agents (in patch size), 
• total number of nodes visited by visitor-agents. 

Table 1. Experiment 2 

Component Obstacles 
in the map

Run time 
[s] 

Total  
walking 
distance 

Total  
visited  
nodes 

Total  
visitors 

Network No 12  620 301 4 277 470  

Network + cellular automata No 48  613 826 4 266 471  

Network + cellular automata Yes 48  560 157 4 080 473  

Network + cellular automata 
+social force 

Yes 54  624 201 4 313 473  
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Results (table 1) show a big performance gap between models using only network 
component and models using it together with cellular automata algorithm. It is 
because network component operates with visitor-agents targets and the directions are 
given by the structure of the network only, while cellular automata model computes 
the movement over the grid of patches. On the other hand, cellular automata 
component produces data usable for estimation of widths of pavements. 

The model without social force component has a better performance from the 
perspective of computation speed, but with the component visitor-agents, it can 
realistically manage obstacles in the environment. 

5 Conclusion 

The visitor flow model combines principles of cellular automata model, social force 
model and network model. The case study was developed for a specific situation: 
movement of visitors in the ZOO, but it can be adopted for analogical situations such 
as visitor flow in a botanical garden or a museum. Our next effort is focused on the 
more precise estimation of positions and widths of emerging pavements (roads) in 
relation to different behaviour patterns and characteristics of agents. 
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Abstract. Mobile ad – hoc network (MANET) provides the new possibilities of 
multihop communication between mobile terminals without any fixed 
infrastructure. All mobile nodes are communicating with each other via wireless 
links and the topology of the network may change unpredictably. The MANET 
can be used not only for disaster events but can be used for robotic 
communication. The main problems of the all MANET routing protocols occur 
if the communication paths between mobile terminals are disconnected. In this 
paper we focused on the problem of temporary disconnections of the 
communication links. We propose the enhancement of the reactive routing 
protocol, also known as dynamic source routing protocol (DSR). Our 
enhancement provides possibilities to use opportunistic routing of the messages 
in the case that the routing protocol cannot find communication paths. In this 
case the routing protocols for MANET stop the routing process and wait for 
connection, and our modification provides the possibilities to send messages to 
mobile nodes if the routing protocols are stopped. 

1 Introduction 

A mobile ad-hoc network (MANET) is the collection of mobile nodes that are self-
configuring and capable of communicating with each other, establishing and 
maintaining connections as needed [1].  MANETs are dynamic in the sense that each 
node is free to join and leave the network in a random way. It is a communications 
network that is capable of storing, transmitting and forwarding packets temporarily in 
intermediate nodes, during the time an end-to-end route is re-established or 
regenerated.  

The Opportunistic networks (OppNets) are characterized as an evolution of the 
multi-hop mobile ad-hoc network (MANET). OppNets are more general than 
MANETs because dissemination communication is the rule rather than conversational 
communication. All nodes have possibilities to opportunistically exploit any pair-wise 
contact in order to share and forward content without any existing infrastructure [2], 
[3].  

The main differences between OppNet and traditional mobile networks are the 
usability of the sources and expansion of the networks (Fig. 1). In traditional networks 
there are all the nodes of a single network situated together, based on the size of the 
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network and locations of its nodes pre-design [4]. On the other hand, in OppNet, the 
initial seed OppNet (which presents the basic part of OppNet) can be expanded into 
an expanded OppNet by considering different foreign nodes [4], [5]. 

 

Fig. 1. Example of the Mobile Ad–Hoc network and Opportunistic network 

In order to provide the effective communication between nodes, it is necessary to 
consider different aspects (disconnections, mobility, partitions, and norms instead of 
the exceptions). The mobility in opponent is used to provide efficient communication 
between unconnected groups of nodes. The mobile nodes forward data and also store 
data in the cache for a long time. This model is called store–carry–forward [2]. 

In MANET, traditional routing algorithms and protocols are based on routing 
schemes, which can find a path for a given node pair according to various metrics, 
and data packets are transmitted from one intermediate relay node to the next 
specified relay based on the physical condition of wireless channels.  

 

 

Fig. 2. Main idea of routing in disconnected MANET 

In this paper we focused on the problem of temporary disconnections of the 
communication links. We propose the enhancement of the reactive routing protocol 
also known as Dynamic Source Routing protocol (DSR). Our enhancement 
(OPP_DSR) provides the possibility to use opportunistic routing of the messages in 
the case that the routing protocol cannot find communication paths. In this case the 
routing protocols for MANET stop the routing process and wait for connection. Our 
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enhancement will provide the possibility to send messages to mobile nodes if the 
routing protocol cannot find the communication paths. 

1.1 Overview of the Dynamic Source Routing Protocol for MANET 

Dynamic Source Routing protocol (DSR) is a reactive protocol for MANET [6]. DSR 
enables to find a route between the source and destination mobile nodes. The DSR 
routing protocol in MANET is based on the assumption that there are end-to-end 
connections between the source and destination mobile nodes. The basic feature of 
DSR is that the routing packets in the header carry all information for routing. There 
are no periodic routing messages that enable the reduction of network bandwidth 
overhead and large routing updates throughout the ad  hoc network. The basic feature 
of DSR is that the routing packets in the header carry all information for routing [6]. 
The main algorithm is based on two mechanisms, namely route discovery and route 
maintenance. DSR uses no periodic routing messages, thereby reducing network 
bandwidth overhead, conserving battery power and avoiding large routing updates 
throughout the MANET.  

Route discovery phase deals with a process of sending the data between source and 
destination nodes. When a source node sends a data packet to the destination, it first 
checks its route cache to find existing routing paths. If no route is available, the 
source node initializes the route discovery process. This process of broadcasting the 
routing packets is called Route Request packets (RREQ). The RREQ packet has 
information about the source and destination node. The addresses of the source and 
destination nodes with a unique identification of the RREQ are stored in the routing 
packet RREQ. All intermediate or routing nodes read stored destination addresses, 
append their own address to the route record field of the RREQ packet and send to the 
network. This process will be repeated until the destination mobile nodes are found. If 
the RREQ packet reaches the destination or an intermediate node has routing 
information to the destination, a route reply (RREP) packet is generated. When the 
RREP packet is generated by the destination, it comprises addresses of nodes that 
have been traversed by the route request packet. 

Route maintenance deals with protection of the existing connections [7], [8] and it 
is activated when a communication link break between two nodes along the path from 
the source to the destination.  

2 Modification of the DSR for Disconnected Mobile 
Environment 

The main problems of all MANET routing protocols occur when the communication 
paths between mobile terminals are disconnected. For this reason, we design a 
modification of the DSR's routing algorithm. Our proposal (OPP_DSR) combines the 
DSR routing algorithms and an opportunistic routing mechanism to find paths 
between disconnected MANET and the main ideas are shown in Fig. 2. The 
modification of the routing strategy will provide the possibilities to find paths 
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between the source and destination nodes not only if there are existing connections, 
but also in the cases when the communication paths are disconnected. Our proposal of 
the routing protocol uses the positive characteristics of the DSR routing algorithm as 
well as opportunistic routing. In the event of separation, the connection activates the 
opportunistic routing algorithm. 

 

 

Fig. 3. The OPP_DSR for disconnected MANET: a) Principle of OPP_DSR routing for 
disconnected MANET, b) the main algorithm of the OPP_DSR 

The routing algorithm of the OPP_DSR is as follows (Fig. 3a). At the beginning, 
the decision algorithm analyses connections between nodes. If there are paths 
between the source and destination nodes, the standard routing algorithm from DSR is 
used for the selection of the paths. In the case that the DSR routing protocol cannot 
find the paths to the destination or when the disconnection of the paths are occurring 
and also if the number of RREQ packets on node reaches number 10, the OPP_DSR 
is activated (Fig. 3b).  

During routing, the mobile nodes create table contacts for storing the contacts. 
There is statistical information about all connections of the nodes which also provides 
useful information about how many times the mobile node was in contact with other 
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mobile nodes. This data is necessary during the routing process and enables the 
enhancement of the routing properties of the OPP_DSR. The contact history table also 
contains the number of meetings and this parameter is then used for the selection of 
the candidate’s nodes. Then the route cache memory allocates part of the memory for 
storage of the routing. 

The mobile node sends route request packets (RREQ) to the mobile node selected 
from the contact history table and also sends the route replay packet (RREP) to the 
destination node. This packet will enable the transmission of the data packet from the 
source node to the destination mobile nodes. 

3 Experiment Setup 

In order to evaluate the proposed enhancement of the DSR, we used OPNET Modeler 
version 16.0 [9] to simulate the OPP_DSR routing algorithm and compared it with an 
existing DSR routing protocol in MANET (Fig. 4). 

The 5 separated simulation scenarios, formed of 20, 40, 60, 80 and 100 nodes, 
were created to check the effectiveness of operation of the designed routing 
mechanism in MANET. The size of the simulated area was 300x300m2. Transmit 
power was set up to 1 mW. The random mobility model was used to simulate the 
mobility of nodes. The speed of the mobile nodes was in the range from 0 to 10 m/s. 
The simulation period was 1000 seconds in all cases. A free environment without 
affecting the interference was used as the simulation environment. The 
communication paths disconnections are created by a short transmission range of 
antennas and it is set up to 25 m. 

The changing parameter was the initial value of movement, which gives a different 
initial position of individual nodes in the simulated project. The result of each 
simulation was a set of values that were then statistically processed and evaluated. 
The number of values can be chosen in the simulator environment. In our case, each 
sample was made up of a set of 100 values from each simulation (10 000 values were 
recorded). The path disconnection is simulated by the mobility of the mobile nodes 
and the transmission range is set up to 25 m. 

Simulated parameters were used to show an average delay of MANET, the average 
number of RREQ and RREP packets and throughput. The average delay of MANET 
is assumed to be the average amount of time that is necessary for the transmission of 
the packet between source and destination nodes. The average number of RREQ 
packets provides the average number of routing packets used to find destination 
nodes. On the other side, the average number of the RREP presents the number of 
packets transmitted from the destination node to the source nodes. The parameter 
throughput is a parameter of the network which gives the information how the 
channel capacity is used for useful transmission to destination during the simulation. 
This channel parameter gives information about correct transmission of the data to the 
destination and we can say that it is a total number of data delivered to the destination 
during simulation. 
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Fig. 4. Example of the simulation scenario with 40 mobile nodes in OPNET Modeler 

In order to compare the performance of the routing protocols DSR and OPP_DSR 
implemented into MANET model in OPNET Modeler, 3 types of experiments were 
simulated. 

In the first experiment, the delay of MANET was analysed. This parameter 
provides information about how long it takes to deliver a MANET packet from source 
to destination nodes when it also includes the time that is essential for processing 
information in disconnected environments.  

Analysis in the second experiment was the average number of RREQ and RREP. 
We need to demonstrate how many RREQ and RREP packets are necessary to be sent 
until the destination node is found. During simulations, the temporary disconnection 
of the communication paths is taken into account. 

The third experiment was focused on analysing the channel properties during 
routing. The parameter throughput will give information on how the modification of 
the routing protocol can affect the channel properties of the communication links. 
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This characteristic also gives quick information about how much data during the 
routing will be sent. 

3.1 Simulation Results 

Results of monitoring the average delay of MANET for different speed and number of 
the mobile nodes are shown in Table 1. It can be observed that the DSR experienced a 
higher average delay of MANET compared with OPP_DSR. As the speed and the 
number of mobile nodes increases, the DSR routing protocol experiences a huge 
average delay of MANET while OPP_DSR. 

Tables 2 and 3 show the propagated RREQ packets and RREP for DSR with our 
proposed OPP_DSR and the standard DSR without possibilities to find 
communication paths while the communication paths will be disconnected. The 
values of RREQ and RREP during the OPP_DSR routing increase dramatically as the 
number of nodes on the network also increases and it is dependent on network mobile 
density. 

Table 1. Average Delay of MANET [ms] 

Node 
speed 

Routing  
algorithm 

Number of mobile nodes 
20 40 60 80 100 

2 m/s 
DSR 2,243 2,368 2,459 2,663 3,056 
OPP_DSR 3,728 3,618 4,299 6,374 5,532 

4 m/s 
DSR 2,327 2,484 2,549 2,627 3,389 
OPP_DSR 6,721 5,552 9,213 3,941 6,497 

6 m/s 
DSR 2,337 2,383 2,528 2,661 3,728 
OPP_DSR 6,897 3,613 3,964 5,945 4,9614 

8 m/s 
DSR 2,337 2,383 2,383 2,528 3,374 
OPP_DSR 4,952 3,282 2,982 3,762 3,746 

10 m/s 
DSR 2,275 2,383 2,522 2,584 3,192 
OPP_DSR 4,990 3,610 7,116 4,999 6,524 

Table 2. Average Number of RREQ for MANET [Packets] 

Node 
speed 

Routing  
algorithm 

Number of mobile nodes 
20 40 60 80 100 

2 m/s 
DSR 5,249 10,598 11,51167 12,42603 11,109 
OPP_DSR 11,427 11,845 10,87518 27,15901 15,521 

4 m/s 
DSR 4,977 7,977 9,200119 8,535909 10,159 
OPP_DSR 18,546 11,289 19,2451 26,09606 22,565 

6 m/s 
DSR 5,276 7,4722 11,6981 9,296944 12,657 
OPP_DSR 9,349 12,598 14,930 22,215 29,699 

8 m/s 
DSR 4,073 6,168 7,373 7,373 6,469 
OPP_DSR 9,166 10,869 13,579 13,579 8,789 

10 m/s 
DSR 4,448 7,208 7,937 7,558 9,359 
OPP_DSR 18,799 10,329 14,212 19,236 22,684 
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Table 3. Average Number of RREP for MANET [Packets] 

Node 
speed 

Routing  
algorithm 

Number of mobile nodes 
20 40 60 80 100 

2 m/s 
DSR 12,495 12,398 14,565 11,277 11,709 
OPP_DSR 172,433 182,691 107,885 110,197 200,754 

4 m/s 
DSR 53,249 43,885 37,466 30,129 34,592 
OPP_DSR 177,463 111,775 200,886 110,535 189,057 

6 m/s 
DSR 84,017 71,749 91,214 59,099 54,356 
OPP_DSR 215,159 321,919 122,514 140,853 123,328 

8 m/s 
DSR 120,325 82,749 93,7899 72,635 72,907 
OPP_DSR 377,975 364,567 209,345 125,037 136,945 

10 m/s 
DSR 138,388 126,857 147,039 76,378 113,597 
OPP_DSR 334,421 412,566 512,062 140,923 393,062 

Table 4. Throughput for MANET [Bits/s] 

Node 
speed 

Routing  
algorithm 

Number of mobile nodes 
20 40 60 80 100 

2 m/s 
DSR 15417,18 13958,67 13778,91 12816,31 14263,53 
OPP_DSR 12134,45 15148,19 13372,79 13797,65 9058,92 

4 m/s 
DSR 29697,07 30107,37 27053,59 26053,07 28360,87 
OPP_DSR 34913,66 33305,56 33512,07 29971,22 24964,05 

6 m/s 
DSR 47242,12 45784,81 43894,51 42487,05 45625,44 
OPP_DSR 52339,31 53215,81 56859,43 54995,45 39552,44 

8 m/s 
DSR 61844,65 60048,78 60923,65 56589,04 59897,11 
OPP_DSR 55310,54 79783,1 55429,99 52063,06 36941,05 

10 m/s 
DSR 87477,94 85431,27 107410,2 80707,81 82919,72 
OPP_DSR 105328,8 92546,61 66955,7 89909,19 64776,05 

 
Table 4 shows a comparison of the average of the throughput for the comparison of 

different speeds and the number of mobile nodes. The best performance is shown by 
DSR as it delivers data packets at a higher rate in comparison to OPP_DSR. 

4 Conclusions 

MANET and OPPNET are very interesting fields of robotic communication. These 
networks allow multihop communication to share the data and it enables connectivity 
to the internet or clouds. The main problem of the routing protocols designed for 
MANET is the communication in disconnected environments.  

The research in the field of the temporary disconnected MANET is still at the 
beginning. This paper introduced DSR routing algorithm enhancements that enable 
the transmitting of data packets when the communication paths in MANET will be 
disconnected. According to the simulation results, the efficiency of the MANET and 
new OPP_DSR are raised in respect of some simulation metrics such as the average 
number of RREQ and RREP, an average delay and throughput of the disconnected 
MANET in OPNET Modeler.  

The simulation result also shows that as the speed of nodes increase, efficiency of 
routing protocols decrease. In the future, our research will focus on the optimization 
processes on the choice of the next mobile nodes to enhance the routing. 
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Abstract. We use Tracking-Learning-Detection algorithm (TLD) [1]-[3] to 
localize and track objects in images sensed simultaneously by two parallel 
cameras in order to determine 3D coordinates of the tracked object. TLD 
method was chosen for its state-of-art performance and high robustness. TLD 
stores the object to be tracked as a set of 2D grayscale images that is 
incrementally built. We have implemented the 3D tracking system into a PC, 
communicating with the Nao humanoid robot [4][5] equipped with a stereo 
camera head. Experiments evaluating the accuracy of the 3D tracking system 
are presented. The robot uses feed-forward control to touch the tracked object. 
The controller is an artificial neural network trained using the error Back-
Propagation algorithm. Experiments evaluating the success rate of the robot 
touching the object are presented. 

Keywords: Tracking-Learning-Detection, TLD, Nao robot, object tracking, 
stereo-vision, neural network controller. 

1 Introduction 

Our goal was to develop a robust and reasonably fast (10 fps) system applicable in 
mobile robotics capable to track real world objects and to determine their 3D 
coordinates. The approach we have chosen uses two 2D tracking systems running 
parallel on the images sensed by a stereovision head of a Nao humanoid robot. The 
3D tracking system may be used to touch or grasp objects by the robot or to plan 
actions based on the spatial distribution of the obstacles in the robot's world, etc. 

We have applied Tracking-Learning-Detection algorithm (TLD [1]-[3]) to track 
objects in 2D images sensed by the stereo-vision of the Nao robot [4][5]. Using the 
information about object positions on the frames taken by the cameras of the 
stereovision system simultaneously and the parameters of the stereovision system, 3D 
coordinates of the tracked object are determined. The proposed system was tested in 
two sets of experiments. Firstly, the accuracy of the distance measurements was 
evaluated. Secondly, we tested the combination of the proposed system and a robot's 
hand controller based on the neural network with the goal to move the robot's hand in 
order to touch the tracked object. 



324 M. Puheim et al. 

 

2 Determining Depth in Stereovision 

Let us assume having two identical cameras installed so that their optical axes are 
parallel as shown in Fig. 1. Let f be the focal distance of the cameras, c the distance 
between the cameras, and a the distance of cameras from the central optical axis and c 
= 2a. Let XR be the x-coordinate of the object as seen by the right camera and XL be 
the x-coordinate of the object as seen by left camera. Using the similarity of triangles 
we get the following equations: 
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By merging these equations and the elimination of x we get the formula which can 
be used to calculate the z coordinate: 
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−
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This equation enables us to use the difference in projections of the same object to 
determine the distance of the object from the image plane (i.e. the depth information) 
assuming that the projections of the object are recognized and localized. This is called 
“the correspondence problem”. We use the TLD method to solve the correspondence 
problem so that only the projections of the tracked object are searched for. We do not 
construct the depth map. 

 

Fig. 1. Estimation of object z coordinates using stereo cameras with parallel optical axis. 
Distance between cameras is d = 2a, where a is the distance of the camera from the optical axis. 
XR and XL are coordinates of the object as seen by right and left camera respectively. If f is focal 
length then z coordinate can be calculated using XR and XL. 
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3 Tracking-Learning-Detection 

Tracking-Learning-Detection (TLD) method [1]-[3] is designed for long-term 
tracking of arbitrary objects in unconstrained environments. One of the advantages  
of the system is that it does not need to separate an offline learning stage. To  
initialize the tracking, the target object is delimited by a bounding box in the initial 
image. Further learning of the alternative appearances of the object is performed 
during the run-time, i.e. the longer the algorithm runs, the better it should be  
able to recognize the target object. TLD system is composed of three basic 
components: 

• Tracker – a short term tracker based on the Lucas-Kanade method [6], which is 
used to track the given object and to generate examples for the learning of the 
detector. 

• Detector – has the form of a randomized forest [7], enables incremental updates of 
its decision boundary and real-time sequential evaluations during run-time [2]. 
Runs independently from the tracker. 

• Learning algorithm – so called “P-N Learning” [1] which uses trackers to generate 
positive (P) and also negative (N) examples that are further used in order to 
improve the model of the detector. 

The object is supposed to be tracked by a tracker component and simultaneously 
learned in order to build a detector that is able to re-detect the object once the tracker 
fails. The detector is built upon the information from the first frame as well as the 
information provided by the tracker. Both components make errors. The stability of 
the system is achieved by mutual cancellation of these errors. The learned detector 
enables reinitialization of the tracker whenever a previously observed appearance 
reoccurs [2]. 

4 3D Tracking System 

The proposed system applies the TLD method on the stereo images sensed by the  
Nao robot. The robot is able to track an arbitrary selected object and also  
determines the position of the target object in the three-dimensional space, see  
Fig. 2. 

The operator delimits the target object manually by selecting its bounding box. The 
initialized TLD is duplicated so that the images from the stereovision camera are 
processed individually. We have implemented a method to synchronize the object 
models of the two TLD systems in order to prevent excessive difference between their 
object models. 
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Fig. 2. The simplified block diagram of the proposed stereo-vision system employing the TLD 
method for the object tracking. The target object is simultaneously captured by two cameras. 
The images are used as the input to the two synchronized TLD systems producing the 2D 
coordinates of the target object in both images. The pair of 2D coordinates are used to calculate 
3D coordinates of the target object using the triangulation method. 

Each of the parallel TLD systems produces four outputs defining the bounding box 
of the object on the camera image, see Fig. 3. 

 

Fig. 3. Output of the TLD system is the bounding box of the tracked object. This bounding box 
is defined by four values (x, y, w, h) which are horizontal and vertical coordinates of the upper 
left corner of the box, width and height of the box. 

Using these values we can calculate the centres (xc, yc) of the bounding boxes for 
both TLD systems. Let (xL, yL) and (xR, yR) be the centre coordinates of the object 
on the image captured on the left and right camera respectively, given in pixels. The 
3D coordinates of the target object are calculated as: 
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where wi is the image width (in pixels), hi is the image height (in pixels), f  is the 
focal distance of the cameras (in pixels), and c is the distance between cameras (in 
meters). The distance d of the target object from the cameras is the length of the 
vector (x, y, z): 

222 zyxd ++= .                                             (7) 

5 Robot Arm Controller 

The task to test the applicability of the proposed 3D tracking system was to touch the 
target object with the humanoid's hand. We have implemented a neural network-based 
feed-forward controller of the robots arm. The polar 3D coordinates of the target 
object and orientation of the robots head (i.e. the neck joints angles) represent the 
controllers inputs, see Fig. 4. 

 

Fig. 4. Controller of the arm motion of the robot based on the feed-forward neural network. 
Inputs are the information about head turn and elevation and the information about the object 
position obtained from the stereo-vision TLD system. Outputs are the positions of the hand 
joints which can be used in order to move the hand to the object location. 

The synaptic weights are optimized by the error Back-Propagation algorithm. 
Training data is generated by setting the 3D tracking system to follow the hand of the 
humanoid in order to create enough samples of corresponding input and output data. 
The neural network represents a transformation of the measured coordinates of the 
target object and the robot’s arm joints angles. Feedback control is to be implemented 
to improve performance. 
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6 Experiments 

To test the applicability of the proposed system we have performed two sets of 
experiments. The first evaluates the accuracy of the object distance measurement. In 
this experiment we place the target object 20 times in front of the robot in a variable 
distance ranging from 0.4 to 2.0 meters. At each measurement we compared the 
distance computed by the stereo-vision system with the distance measured by physical 
means. Results are shown in Table 1. 

In the second experiment we addressed the testing of the proposed hand controller 
in order to determine the ability to touch the tracked object. Again, we put the target 
object 20 times in front of the robot in various positions but within reach of the 
humanoid robot. We have counted the number of times the robot successfully touched 
the object. Results are shown in Table 2. 

Table 1. Results of the distance measurement experiment 

 Real distance (m) Measured distance (m) Difference (m) 

1. 0.5348 0.3873   0.1475 

2. 0.6132 0.4553   0.1475 

3. 0.6972 0.6403   0.0569 

4. 0.7849 0.6778   0.1071 

5. 0.8752 0.7223   0.1529 

6. 0.9675 1.0049 –0.0374 

7. 1.0142 0.8145   0.1997 

8. 1.0611 1.0870 –0.0259 

9. 1.1559 1.0040   0.1519 

10. 1.2514 1.1738   0.0776 

11. 1.2994 1.0040   0.2954 

12. 1.3476 1.2771   0.0705 

13. 1.4443 1.2771   0.1672 

14. 1.4929 1.0851   0.4078 

15. 1.5414 1.5327   0.0087 

16. 1.6389 1.6927 –0.0538 

17. 1.7367 1.3960   0.3407 

18. 1.8346 1.5327   0.3019 

19. 1.9329 1.6927   0.2402 

20. 2.0313 1.6927   0.3386 

Average absolute measurement error (m):  0.1670

 
 
The results of the distance measurement experiment have shown that the proposed 

system is not suitable for precise distance measurement. Considerable inaccuracies 
mainly at greater distances of the target object are caused by the nature of the sensing 
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system (small spacing of the cameras and lower resolution used) and by inaccurate 
localization of the object by the TLD systems. The possible solution to this is the 
implementation of corrective procedures improving the localization based on epipolar 
geometry. 

The experiment with the hand controller has shown that the closer to the robot the 
3D tracking system is, the more accurate it is to enable the touching or grasping of the 
target object. This can be further improved by the implementation of feedback 
control. 

As it is, the proposed object tracking system is unable to tell more about the target 
object besides its location. This would be a problem if manipulation with the objects 
of different sizes or shapes is desired. To solve this problem a different object 
tracking method could be used (see [8]) or we can try to track various parts of the 
tracked objects separately to determine their orientation additionally. 

Table 2. Results of the hand controller testing experiment 

 
NN Inputs (object coordinates) NN Outputs (hand joint positions) 

OK? 
d (m) v (rad) h (rad) sp (rad) sr (rad) er (rad) 

1. 0.134146  0.027178 0.290937  0.057461 0.357181 -0.788319 Y 

2. 0.190570 -0.068388 0.589369 -0.172792 0.477867 -0.169463 Y 

3. 0.198999 -0.073607 0.765424 -0.184782 0.740034 -0.160568 Y 

4. 0.164649  0.103553 0.424750  0.061034 0.431430 -0.588861 Y 

5. 0.221017 -0.173743 0.923930 -0.495389 0.778589 -0.039320 Y 

6. 0.223769  0.021826 0.735878 -0.166607 0.515333 -0.049318 Y 

7. 0.162134 -0.435731 0.842525 -0.614742 1.071152 -0.477502 N 

8. 0.194244 -0.387002 1.168614 -0.553836 1.345710 -0.174646 N 

9. 0.191741 -0.055399 0.831764 -0.122697 0.975315 -0.333835 Y 

10. 0.185708 -0.190491 0.733462 -0.329463 0.733202 -0.207705 Y 

11. 0.153799 -0.011105 0.150542 -0.038457 0.190594 -0.393123 Y 

12. 0.163303  0.320239 0.386022  0.225971 0.462984 -0.762712 Y 

13. 0.185293  0.017649 0.357128 -0.072228 0.261859 -0.185558 Y 

14. 0.217610 -0.034607 0.627409 -0.253171 0.383026 -0.042686 Y 

15. 0.201207 -0.011139 0.518828 -0.137416 0.347757 -0.096682 Y 

16. 0.209144 -0.268592 1.175758 -0.458409 1.302464 -0.116085 Y 

17. 0.129244 -0.330636 0.627409 -0.385313 0.940373 -1.098963 N 

18. 0.141164 -0.175151 0.122507 -0.166845 0.178159 -0.397670 N 

19. 0.193073 -0.401333 0.510929 -0.773710 0.276209 -0.030392 Y 

20. 0.193977  0.237270 0.403652  0.181841 0.320561 -0.257261 Y 

Successful touch: 16 Failed touch: 4 Percentage: 80 % 
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Each row represents one measurement, distance values d are given in meters and 
all other values are given in radians. Inputs of the neural network hand controller:  d – 
object distance, v – vertical directional angle of the object, h – horizontal directional 
angle of the object. Outputs of the neural network hand controller: sp – shoulder pitch 
joint, sr – shoulder roll joint, er – elbow roll joint. The last column determines if the 
touch was successful or not. 

7 Conclusion 

We have implemented a system processing images from two cameras of a 
stereovision system mounted on a Nao humanoid robot to estimate 3D coordinates of 
the target object. The images are captured at approximately 10 fps and individually 
processed by TLD tracking systems. The applicability of the 3D tracking system was 
tested and the ability of the humanoid to touch objects tracked in 3D by the proposed 
system was verified. 
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Abstract. This study presents a method for creating various images similar to 
an input image. The method first generates a graph which node corresponds to a 
pixel of an input image and which edge is made between nodes if a given 
condition on similarity in brightness between the corresponding pixels is met. 
The generated graph structure is influenced by distribution of brightness in the 
input image. Then, the method executes an algorithm inspired by biological 
development which can form various structures by changing its parameters 
values on the generated graph to newly determine the brightness of each pixel 
corresponding to a node in the graph. Next, the method uses an evolutionary 
algorithm to optimize parameters of the algorithm inspired by biological 
development to make the newly created image close to the input image. 
Experimental results demonstrate that the presented method can create various 
images similar to an input image depending on how to form the graph and 
design a fitness function of evolutionary algorithm. 

1 Introduction 

Recently, many proposed engineering methods have been inspired by biological 
behaviour and structures, such as evolutionary computation [1], neural networks [2], 
artificial immune systems [3], ant colony systems [4] and so on. The reason is that we 
can expect to obtain useful hints on creating new methods from the study of 
biological behaviour and structures. 

Some of these methods are equivalent to the approaches used in artificial life  
(A-Life). These approaches create macroscopic structures or functions by only using 
local interaction between their elements. In these approaches, the macroscopic 
structures or functions are often quantitatively undefined but qualitatively defined. 
Consequently, we need to adjust the local interaction rules for our purpose. However, 
the A-Life approaches have several advantages. One advantage is that these 
approaches have the possibility to realize structures or functions that are barely 
realized by a centralized control system. 

Simple systems using the A-Life approaches are feedback systems such as cellular 
automata [9] and L-systems [5][8]. These systems can create complex structures from 
a simple initial state. Complex structures are created by repeatedly applying rules of 
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rewriting symbols corresponding to their structures. It is a simple but difficult task for 
us to estimate the final structure from the initial state and rules, because the rules are 
applied locally. Their effective use may be to discover or to create interesting 
structures by adjusting the rules and the initial state by trial and error. Interesting 
structures that we could have never imagined may be discovered by chance.  

Following the idea described above, we previously proposed a new feedback 
system inspired by biological development [6] which will be hereinafter referred to as 
“BDS”. Biological development mechanisms have been attracting attentions in many 
engineering fields [11][10]. BDS is meant to form patterns in Euclidean spaces. The 
advantage of BDS is the embedded rough-design structure and various possible 
generated structures under the given rough-design structure. Conventional feedback 
systems, such as the L-System or cellular automaton, apply only one rule to each 
element at each feedback loop, so it is difficult to design an entire final structure from 
the beginning and embed it into the system. Meanwhile, since BDS determines final 
detail from the basic structure in each module, it is easier to embed the rough-design 
structure before the system runs. 

However, it has been shown that patterns formed in Euclidean spaces by BDS are 
not diverse and have some tendency. Therefore, to form more diverse patterns in 
Euclidean spaces, in our previous paper [7], we presented a method that extends BDS, 
which will be hereinafter referred to as “BDS-G”. BDS-G is able to form patterns in a 
graph which nodes correspond to coordinates in a Euclidean space and which edges 
can represent arbitrary relationships among nodes corresponding to coordinates in a 
Euclidean space. In addition, we applied BDS-G to generate a gray-scaled image 
which pixels, which can be considered to be coordinates in a two-dimensional 
Euclidean space, correspond to nodes in a graph. Actually, in [7], a graph in which 
BDS-G runs is formed from a given input image. Concretely, edges among the nodes 
are determined, based on the distribution of brightness of the pixels in the given input 
image. Therefore, a pattern formed by BDS-G is influenced by the given input image. 
However, BDS-G has no mechanism for adjusting its parameters to create desired 
patterns. Thus, in this paper we propose a combination of BDS-G and a genetic 
algorithm (referred to as “GA” hereinafter) for adjusting parameters of BDS-G and 
demonstrate that this combination method can create a variety of gray-scaled images 
similar to an input gray-scaled image. 

The present paper is organized as follows. Section 2 describes BDS which is a 
basis of BDS-G. In Section 3 we propose a method that combines BDS-G for pattern 
formation in graphs with GA and then apply the proposed method to generating gray-
scale images similar to a given input image in Section 4. Section 5 describes our 
conclusion and future work. 

2 Pattern Formation in Euclidean Spaces 

BDS-G [7] described in Section 3 is realized based on BDS [6]. Thus, we recall BDS 
in this section. The hints for BDS, which is a mechanism of biological development, 
is described in [6]. A biological development process forms an adult body from a 
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mother cell based only on design information of the mother cell in a rough-to-detail 
manner. In this process, proteins hierarchically diffuse among all or some cells and 
give them positional information, telling the cells what organs they will eventually 
become. 

2.1 The Conceptual Framework 

BDS outputs values on a space. Values of the system parameters are provided in a 
character code. It has an initialization module and three major modules. The module 
numbers like (0), (1), etc., below correspond to numbers in Figure 1. The initialization 
module (0) defines the area where system outputs exist. The module (1) generates the 
global positional information that determines what each element processes. The 
module (2) lets each element behave autonomously based on its positional 
information. Local mutual interaction among elements may take place. The module 
(3) exchanges the output of the module (2) into the output range of elements. The 
final output value of each element is determined by the feedback module (4b).  

The module that generates data related with structure is the module (3). The values 
that the feedback process at the module (3) generates after a certain number of 
feedback loops determine the final structure of the system output. The modules (1) 
and (2) sequentially generate the structure of the final output pattern from BDS.  

The modules (1) and (3) include feedback modules (4a) and (4b), respectively. The 
feedback module (4a) generates the positional information of the next state from that 
of the previous state. The feedback module (4b) gradually narrows the range of output 
values of each feedback process. 

2.2 Example Algorithm 

An example algorithm under the framework of BDS described in Section 2.1 
generates values of y for given coordinates of x. Figure 1 shows the algorithm flow. 

The task here is to draw a figure in a (ݔ,  for ݕ space by generating values of (ݕ
coordinates of ݔ in a fixed closed area, ݔ ∈ ሾݔଵ, ଵݔ) ௡ሿݔ <  ௡). Then, the modules ofݔ
the algorithms are as follows. The modules are (0), (1), (2), (3), (4a) and (4b) in 
Figure 1. A character code presented in Figure 1 encodes values of the algorithm 
parameters. 

 

Fig. 1. The example of algorithm flow 
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(0) initialization  
The module (0) in Figure 1 inputs the range of ݔ space where ݕ values are 

generated to draw a figure. The initial data inputted here are (ݔଵ, ݔ௡).  

(1) generating positional information  
The module (1) in Figure 1 gives positional information of each ݔ coordinate using 

diffusion functions such as Equation (1) (see Figure 2(a) (1).) 

,ݔ)ܯ ,௞ܣ ,௞ߤ (௞ߪ = (ݔ)௞ܯ = మଶఙೖమ(௫ିఓೖ) ି݌ݔ݁ܣ                                (1) 

Let us call the ܯ௞(ݔ) in Equation (1) a diffusion function from the analogy to 
diffusing protein among cells in biological development. The iteration number of 
feedback is represented by ݇. Any function is available for the diffusing functions and 
we adopt a Gaussian function for ܯ௞ in this paper. The positional information is 
determined by ݔ)ܯ, ,௞ܣ ,௞ߤ ,௞ܣ ௞) which parametersߪ  ௞ are read from theߪ ௞, andߤ
character code. Although the algorithm presented here uses only one diffusion 
function as in Equation (1), other algorithms may use multiple diffusion functions. 
That is, ∑ ௜ܯ ,ݔ) ,௞௜ܣ ,௞௜ߤ  .௞௜) is usedߪ

(2) gene expression  
The module (2) in Figure 1 divides ݔ into several areas according to ݏ௜ read from 

the character code and values of ܯ௞(ݔ) (see Figure 2(a) (2)). Labels are given to the 
divided areas of ݔ. We compared the given labels to the genetic information and 
named this module as a gene expression.  
 
(3) determination  
The module (3) in Figure 1 converts the group labels outputted from the previous 
module (2) together with previous ݕ range into the range of values of ݕ (see Figure 
2(a) (3)). The conversion rules that are different in each processing time, ݇, must be 
prepared.  

(4) feedback  
The modules (4a) and (4b) in Figure 1 are feedback modules at the modules (1) 

and (3), respectively.  

(4a) feedback for the module (1) 
The module (4a) calculates ߤ௞ for diffusion function ܯ௞(ݔ) from ܯ௞ିଵ(ݔ). It first 

reads ݉ from the character code, substitutes the ݉ for Equation (2) and determines ߤ௞, where ߤ଴ is given in the character code. ߤ௞ = ,ݔ (ݔ)௞ିଵܯ  ݂݅ < ݉ < ݔ)௞ିଵܯ + 1), ݔ)௞ିଵܯ  ݂݅ (2)                             ݎ݋ + 1) < ݉ <  .(ݔ)௞ିଵܯ
When multiple ߤ௞௜ are obtained for the given ݉, ∑ ௜ܯ ,ݔ) ,௞ܣ ,௞௜ߤ  ௞) is used in theߪ
module (1). Other necessary parameters for Equation (1), ܣ௞ and ߪ௞, are read from the 
character code.  
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(4b) feedback for the module (3) 
According to the feedback module (4b), the range of ݕ is gradually reduced (see 

Figure 2(b)). The rules that determine the new ranges of ݕ from the past ranges ݕ and 
group labels must be previously prepared in a rule-base at the module (3). 

 

  

       (a) Example outputs of the         (b) Example outputs of the 

       first processing, k = 0.           module (3). 

Fig. 2. Example outputs 

2.3 Generating Gray-Scaled Images 

We demonstrate how BDS creates gray-scaled images. The algorithm used here is 
similar to the algorithm in Section 2.2 except for a 2-D target space, (ݔଵ,  ଶ) and theݔ
initial diffusion function combining 50 Gaussian functions. The algorithm used here 
obtains a final output just after the fifth feedback. Images are displayed by converting 
the generated ݕ values to the brightness of pixels. Two examples of generated images 
are shown in Figure 3. In Figure 3, outputs at the first and the fifth feedback are 
shown. Although outputs except the final output represent ranges of ݕ values on the ݔଵ-ݔଶ plane, we create images from those outputs by using the smallest value in the 
ranges of ݕ values. 

 

     (a) First example of the outputs at k = 1         (b) Second example of the outputs at k = 1 
     (left) and at k = 5 (right).             (left) and at k = 5 (right). 

Fig. 3. Two examples of gray-scaled images generated by BDS 
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3 Proposed Method 

The proposed method combines BDS-G that extends BDS described in Section 2 for 
generating various structures in Euclidian spaces with GA that optimizes parameters 
of BDS-G. We first explain BDS-G in Section 3.1 and then describe the entire 
proposed method in Section 3.2. 

3.1 Pattern Formation in Graphs 

In the image generation by BDS shown in Section 2.3, we first considered 
correspondence between discrete coordinates in a two dimensional Euclidean space (a ݔଵ-ݔଶ plane) and pixels in a gray-scaled image and, then, we generated gray-scaled 
images by using ݕ values that the algorithm generated in the ݔଵ-ݔଶ plane as the 
brightness of the pixels in the images. Therefore, the generated images basically, as 
shown in Figure 3, include a shape of the cross section between multiple Gaussian 
functions and a plane parallel to the ݔଵ-ݔଶ plane.  

One of the ways to create more various images is to change a field or a space in 
which BDS forms patterns. We previously extended BDS presented in Section 2 to 
the one which is able to form patterns in graphs [7] which are called BDS-G in this 
paper. To form patterns in a graph with an example algorithm of BDS-G, the 
algorithm has to prepare a diffusion function for a graph. A diffusion function used 
herein is represented as Equation (3). The diffusion function is generated at some 
node.  

,ℎ௦)ܯ ,௞ܣ ,௞ߤ (௞ߪ = ௞(ℎ௦)ܯ = ܣ expି (೓ೞషഋೖ)మమ഑ೖమ ,                          (3) 

where ℎ௦ is the minimal number of hops from a node of focus to the node at which the 
diffusion function is generated. The diffusion function is basically the same as 
Equation (1) shown in Section 2.2, but ݔ in Equation 1 is changed to ℎ௦ in Equation 
(3).  

In our previous study, we applied the example algorithm of BDS-G to generating 
gray-scaled images. In this application, a graph is first generated from a given original 
image in which pixels correspond to nodes and the nodes are linked to one another in 
a certain way (see Figure 4), and then the algorithm is run in the generated graph. The 
formed pattern in the graph is a distribution of brightness of pixels which are equal to 
nodes.  

How to generate a graph from a given image in our previous study was as follows. 
Each node which has a corresponding pixel makes ܮ edges to other nodes. Nodes to 
which each node makes edges are selected from among all of the nodes with 
probability inversely proportional to difference between the brightness of each node 
and the other node. That is, nodes with similar a brightness are likely to link to one 
another. The brightness of the pixels of the given image is used only to generate a 
graph which becomes a field to which the algorithm is applied. 

 



 Morphogenetic and Evolutionary Approach to Similar Image Creation 337 

 

 

Fig. 4. Correspondence between nodes in a graph and pixels in a gray-scaled image 

3.2 Optimization by a Genetic Algorithm 

GA is used for optimizing parameters of BDS-G under a given fitness function. As in 
our previous study, we first form a graph from a given gray-scaled image and then run 
BDS-G in the formed graph to create new gray-scaled images in this paper. GA is 
used in this procedure of image creation and a fitness function is designed for BDS-G 
to be able to create a variety of images similar to the input image. The entire proposed 
method for an application of similar image creation is shown in Figure 5.  

  

Fig. 5. The entire proposed method for similar image creation 

4 Similar Image Creation 

The algorithm here uses the initial diffusion function combining 50 Gaussian 
functions and obtains a final output just after the fifth feedback. One new image is 
created from one GA individual which is equivalent to a character code of 685 real-
valued parameters in BDS-G. A graph in which BDS-G runs is formed by making 
edges between nodes with inverse proportions to difference between the brightness of 
each node. We set ܮ, which is the number of edges that each node makes, to be 6. A 
fitness function of GA used here calculates the difference between the brightness of 
every pair of corresponding pixels in the original and the created images, and 
increases a fitness value by one if the absolute value of the difference between the 
brightness of each pair is less than five. Thus, the GA handles a maximization 
problem here. A population size of the GA is 50 and the stop condition of the GA is 
2,000 fitness evaluations, which is 50 generations.  

Figure 6 shows an example of the created images and the original image used for 
forming the graph. As we can see from Figure 6, the created images are not similar to 
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the original image at a glance and the final fitness value was just 2,194 where the 
fitness value of the global optimum was 16,384. That would mean that it is hard for 
the combination of the BDS-G and the GA to create similar images to the original 
image under the use of the graph and the fitness function explained above.  

Therefore, we will change the graph and the fitness function used above. A new 
graph is formed by considering not only the similarity of brightness of the pixels but 
also the closeness between pixels. A new fitness function considers not only one-to-
one matching of the brightness between two corresponding pixels in the created and 
 

  

       (a) Original image.    (b) The best image    (c) The best image      (d) The best image 

                    in the initial popula-  at the 20th genera-    at the 40th genera- 
           tion.              tion.                tion. 

Fig. 6. An example of gray-scaled images created by the proposed method 

 

 
 
 
 

 

 
 
 

Fig. 7. Two examples of gray-scaled images created by the proposed method when using 
different graphs and fitness functions 

b) The best image at 
the 20th generation
in the first example. 

c) The best image 
at the 40th 
generation in the 
first example. 

(d) The best image
in the initial 
population in the 
second example 

(e) The best image at
the 20th generation
in the second
example. 

(f) The best image at 
the 40th generation 
in the second 
example. 

(a) The best image 
in the initial 
population in the 
first example. 
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the original images but also the matching of brightness of corresponding local regions 
in them. Figure 7 shows an example of the created images. Compared to the created 
images in Figures 6 and 7, the created images using the new graph and fitness 
function look a little similar to the previously created ones. Thus, we saw that how 
similar images are created depends on how to form a graph in which BDS-G runs, as 
well as how to design a fitness function of GA. 

5 Concluding Remarks 

We proposed the new method for similar image creation which combines BDS-G 
with GA. The experiment results demonstrated that the proposed method is capable of 
creating various images similar to a given image depending on how to form a graph in 
which BDS-G runs, as well as how to design a fitness function of GA. In the proposed 
method, it is possible to represent fundamental desired structures or structural 
constraints as a form of graph topologies. Thus, the combination of the use of graph 
topologies, the strategy of rough-to-detail pattern formation of BDS and GA as an 
optimisation technique would be able to be an emergent design tool that is useable for 
humans. In the future work, we will examine it further.  
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Abstract. The modelling of user preferences in many applications is very 
interesting and is one of the problems researched during the last year. We 
researched the possibilities of neural networks to predict user subjective 
preferences using human-machine cooperative systems that use Interactive 
Evolutionary Computation (IEC). In such systems a subjective preference 
(evaluation) is a response to a system generated proposals. We consider these 
preferences to present the relative discrete fitness function values. We showed 
that searching for a preferred solution can be accelerated and evaluation 
characteristics can be obtained quicker if the target fitness values are converted 
from relative values to absolute values. We described a formula for a 
conversion of relative fitness function values to absolute values in IEC 
algorithms. We used a recurrent neural network to predict user preferences on a 
problem of the most attractive font face. Our experiments showed a substantial 
improvement of the error of the neural network in testing phase when using 
absolute fitness function values. 

1 Introduction 

The human fatigue is a serious problem in every human-machine system that is used 
to find optimal solutions according to subjective preferences. The acceleration of 
methods used in such systems is one of the possible solutions to overcome this 
problem. The faster we predict user subjective preferences, the more we reduce the 
human's fatigue. 

Interactive evolutionary computation (IEC) is widely used in human-machine 
systems in various application fields. The IEC has some boundaries which are still a 
subject of research mainly by Takagi [24] and his laboratory. The human’s fatigue 
limits the search space that is explored (e.g. the number of generations and the 
number of individuals displayed in one generation). Therefore, the research [19] aims 
at approaches that try to reduce the dimension of the problem and explore the reduced 
dimension [20], model the fitness landscape [21], recalculate the fitness values given 
by the user [25] or include some background information about the user including 
some psychological aspects which describe each human as an individual combination 
of basic human values [11, 12]. 
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In order to not bring noise to the modelling user preferences, we consider the 
fitness values given as an evaluation by the user in each generation to be relative. If 
we don't consider them to be relative, we introduce the noise into the learning process 
which further results in averaging all evaluations of the same individuals. We need to 
find an approach that performs transformation of these values to absolute scale. There 
exists a proposal for performing such recalculation of relative values introduced by 
Wang and Takagi [25] but it expects the evaluation of the same individuals in 
generations following one after another. The difference between the individuals in 
compared generations is added to or subtracted from the relative fitness value 
depending on minimizing or maximizing the fitness function. After the shift from 
relative values the neural networks are used to learn the user evaluation 
characteristics. These experiments were performed on simulated data generated from 
Hartmann's and Schwefel's functions. Wang and Takagi showed that convergence of 
the interactive evolutionary computation is much faster with the transformation of 
relative fitness function to absolute fitness function. 

In our research we tried to design a method that avoids the limitation of differential 
comparisons of individuals between generations and proposed a method that will 
transform the relative fitness function values to absolute values without comparing the 
same individuals between generations. The method also gives a variable amount of 
weight of data from the history driven by parameter. In our experiments we used the 
recurrent neural network to predict the user preferences comparing various amounts 
of weight of data from the history. In comparison to Wang and Takagi, we performed 
these experiments on data obtained from real users. Collecting data from real users 
often results in smaller data set compared to the generated data set. 

In this paper we briefly describe the basic types of optimization problems. Then, 
we describe the Interactive Evolutionary Computation methods in Sec. 2. Next, we 
explain the problem of the most attractive font face we use to collect the data for our 
experiments in Sec. 3. We describe our formula in Sec. 4. We describe the 
experiments we performed in Sec. 5 and we conclude in Sec. 6 the results we obtained 
from the experimental part. 

2 Optimization Problems with Interactive Evolutionary 
Computation 

There are commonly known two types of optimization problems with the following 
characteristics: 

1. Problems that have explicitly declared optimization function f by some 
mathematical formula [13]. There exist many methods for solving such 
optimization problems, e.g.: gradient, non-gradient methods and also evolutionary 
optimization algorithms [1-3][14][15] which find acceptable solutions or solutions 
identical to global minimum. 

2. The second type of optimization problems are those that do not have a 
mathematical expression of optimization function f. Some methods for solving 
such optimization problems were introduced by Takagi [23]. These methods 
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replace the optimization function f which is not directly observable by embedding 
human preference, intuition, emotion, knowledge and psychological aspects, also 
called KANSEI. 

In this paper we focus on the second type of optimization problems. The already 
published survey [24] gives a summary of recent knowledge about Interactive 
Evolutionary Computation (IEC) which is used to solve these types of problems. 
There already exists a large variety of systems that use IEC, e.g.: [4][5], and other 
systems such as [6-8][17][18]. IEC is a set of methods used for optimization problems 
with unknown optimization function. It uses evolutionary computation (EC) for an 
optimization based on human subjective preferences. It is an EC algorithm which 
fitness function is replaced by a human user choice input from a set of discrete values, 
e.g.: {1; 2; 3; 4; 5}.We consider these values to be relative in each generation of the 
evolutionary algorithm. One of the hidden side effects of this relative evaluation is 
that one individual can obtain different relative fitness function values in different 
generations (What fitness value is the right one?) or more individuals can obtain the 
same relative fitness function values in different generations (Which individual is the 
better one?) - it means that there is a contradiction in data. 

 

 

Fig. 1. User evaluates what he sees or hears. Illustrative image according to Takagi [24]. 

Fig. 1 shows a general IEC system where the user evaluates what he sees or hears 
and the EC optimizes target parameters of a particular solution proposal for the given 
problem in order to obtain the preferred output based on the user subjective 
preferences. Fig. 1 also illustrates one loop (or iteration, generation of the 
evolutionary algorithm) of a system that is based on IEC. The global optimum of the 
IEC is rough because every system output that a human user cannot distinguish is 
considered to be psychologically the same (e.g. it is difficult to distinguish 256 tones 
of blue colour). The global optimum of the IEC is not a point but rather a small area. 
The population size of the evolutionary algorithm is limited by the number of 
phenotypes (generally 3 to 16) that are simultaneously spatially displayed on a 
computer monitor or by the human capacity to remember sounds, images, movies, etc. 
The number of search generations (generally 10 to 20) is limited by human fatigue as 
well [24]. That is the main reason why future research can be focused on methods that 
reduce user's fatigue in IEC systems. The acceleration of evolutionary computation is 
one of the possible solutions to overcome this problem. 
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3 The Problem of the Most Attractive Font Face 

One of the problems that can be solved by IEC is the problem of the most attractive 
font face [8]. We have given one type of font which face is described by a finite set of 
parameters, where a domain of a parameter could be a finite set of values or an 
interval. The task is to set the values of parameters. By applying values of these 
parameters to the given font user, it should get the most attractive font for him. We 
use Computer Modern Font’s Metafont configuration file [16]. By changing the value 
of one of its parameters at one location in the Metafont file, one can produce a 
consistent change throughout the entire font. Computer Modern Roman illustrates 
many uses of this feature (Roman Font uses essentially the same Metafont file but 
with different global parameters). The font configuration file contains 62 parameters. 
We have experimentally determined 21 parameters [8] that have major impact on the 
final font look. The list of parameters is in Table 1 with a corresponding description, 
lower and upper thresholds. The original font definition file contains a parameter 
vector ݔԦ of dimension 62. Each element in vector presents one parameter from those 
62 parameters. Each element in vector ݔԦ is equal to zero if it presents one of the 21 
estimated parameters of our modification. The modification vector △  Ԧ is a vector ofݔ
dimension 62 and its elements present parameters we use for modification. Those 
elements which are equal to zero are not used for the modification of the font face. 
We obtain a new parameter vector ݕԦ by addition of the vector △ Ԧݕ :Ԧݔ Ԧ to the vectorݔ =△ Ԧݔ +  Ԧ                                                              (1)ݔ

The genotype of a candidate solution of this problem has 21 parameters and the 
phenotype is a proposed font. We developed an IEC application for testing purposes 
[8][9] where each user has to find his "most attractive font face". The application 
spatially displays whole population - 12 fonts in each generation of the EC. The user 
has to evaluate (i.e.: assign relative fitness function values from {1; 2; 3; 4; 5}) 
displayed fonts (that is why we consider the user's response to be a relative discrete 
fitness function) in each generation according to his subjective preferences. The 
session of each user was recorded for a future user preference prediction with neural 
networks. 

Table 1. Parameter domain of the problem of the most attractive font face 

Di Lower limit Upper limit Di Lower limit Upper limit

P1 0 100 P12 0 100 

P2 0 100 P13 0 100 

P3 0 100 P14 0 0,5 

P4 0 80 P15 0 1,5 

P5 1 10 P16 0 1,0 

P6 0 80 P17 0 0,7 

P7 0 60 P18 False True 

P8 0 60 P19 False True 

P9 0 100 P20 False True 

P10 0 30 P21 False True 

P11 0 100 Time 0 Individual 
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4 Converting Relative Evaluations to Absolute Fitness Function 

We would like to contribute to overcome the human fatigue problem in IEC systems 
by proposing a method that recalculates the absolute fitness values from the relative 
fitness values but it does not expect that ݈ individuals (system generated proposals) 
will appear in two or more generations of an evolutionary algorithm to determine the 
difference in their evaluation. We consider the user evaluation of proposed solutions 
in one loop of the IEC system to be our relative discrete fitness function. Next, we 
consider the result of the formula we propose to be the absolute fitness function for 
each generated proposed solution. In our recent work [10] we performed an 
experimental conversion of relative to absolute fitness inspired by Pei, Takagi and 
Wang [19][23][25]. We tried to model the optimization function (the prediction of 
user preference) with a feed forward neural network with one hidden layer. We 
concluded that using a relative fitness function as a desired output from the model 
slowed down the convergence and caused the learning process (the neural network 
error) to oscillate. When we used absolute fitness function values as a target value, 
this oscillation disappeared, e.g., the relative values act as a noise in the prediction of 
the user preferences.  

The first proposal [25] shows how to perform such calculation considering that the 
same individual or ݈ individuals intentionally appear in more generations during the 
user session. Comparing the difference of fitness of ݈ individuals among generations, 
one can calculate the absolute fitness values from the relative.  

Our method is also inspired by Pei [19]. The author stated it would be interesting to 
research the policy named as "Dynamic Fitness Threshold", i.e. only individuals with 
a higher fitness than a certain threshold (which also increases after each generation) 
are accepted in the next generation. According to Takagi [24], after every loop of the 
IEC we are closer to the user’s desired preferences, i.e. we explore the areas with 
higher fitness function values. Considering these ideas, we reconstructed the formula 
from Wang [25], we included the idea of the dynamic threshold of fitness from Pei 
[19] which is expressed as a weighted amount of historical data in Eqn. 2: ݒ′݆݅ = ݆݅ݒ + ߛ ∗ 1݊=݆ߑ 1݊−݆݅′ݒ                                                    (2) 

where ݒ௝ᇱ௜ is the absolute fitness of individual ݆ in a generation ݅, ݒ௝ᇱ௜ାଵ is its relative 
fitness, ݊ is the number of individuals in a generation. Notice that for the generation ݅ = 1 the expression is Σ௝ୀଵ௡ ௝ᇱ௜ିଵݒ = 0. Our formula does not expect ݈ individuals to 
appear in more generations, it evaluates the whole previous generation. We apply this 
formula to our relative fitness values and recalculate the target values for the neural 
network. In addition to our previous work [10], we updated the neural network 
structure we are going to use and we also updated the transformation formula by 
adding a variable that specifies the amount of weight of historical data. The formula 
can produce a continuous function. So, as a result, our absolute fitness function (the 
formula result) calculated from the relative fitness values (which are discrete) can also 
be continuous depending on ߛ. The proposed formula produces a non-decreasing 
function. 
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5 Experiments 

5.1 Data Description 

We have a collection of dataset from our IEC font design application [8]. The set was 
also used in previous experiments in [9][10]. It contains 2490 samples from 4 
subjects. Each sample is one font from one generation of some of the user's session: a 
vector of 21 + 1 parameters of font and also time from Table 1 and it also includes the 
relative evaluation according to the user's subjective preference. 

5.2 Experiment Description 

We try to predict the user’s subjective preference with a recurrent neural network. We 
expect a decrease of the error of the neural network after transformation of relative 
fitness values to absolute fitness values. We used the cross-validation technique to 
split the data set into 4 folds and ran experiments 4 times, e.g.: 75% training set and 
25% testing set. We use the proposed formula from Eqn. 2 for transformation of 
relative fitness values to absolute fitness values. We also tested ܽ values in 0ۦ; 1ۧ 
interval by step of 0.1 - a 10% increase of historical data from 0% (that actually 
means no calculation is made and the relative fitness is used) to 100%.  

 

Fig. 2. The structure of the neural network used by our experiment showing the recurrent 
connections 

From the left: input layer, hidden layer and output layer. We updated the topology 
of the neural network from [10] which now uses recurrent connections. The neural 
network we use has a topology of 22 – 6 – 1 neurons with recurrent connections from 
output to the neurons in the hidden layer, as we can see in Fig. 2. Each sample from 
dataset is a 22 dimensional vector, so the size of the input layer is 22. We expect the 
absolute fitness function value as the desired output from the neural network. We use 1 × 10ସ and 2 × 10ସ epochs to adapt the neural network, considering the second 
number of cycles to be sub-optimal. We used the backpropagation learning algorithm 
in time with learning parameter ߟ = 0.05 to perform the neural network learning 
phase. The model of the neural network was created and tested in the PyBrain 
machine learning suite for Python programming language [22]. 
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Fig. 3. Illustrative figure of a final font face with the highest absolute fitness from subject 4 

5.3 Experiment Results 

We obtained the results that have similar characteristics for every subject from the 
data set but are different in some small aspects. The neural network test using data 
from subject 1 and subject 2 has the lowest average and maximum error at ߛ = 0.7 
and ߛ = 0.6, using data from subject 3 and subject 4 at about ߛ = 0.8. Next, we can 
observe similar characteristics: the decrease of average error and also maximum error 
of the network with increasing value of parameter ߛ (see Fig. 4 and Table 2). This 
behaviour was expected. We also attached an illustrative image of the most attractive 
font face for subject 4 on Fig. 3. This font face got the highest absolute fitness value 
according to our experiments on data from subject 4. 

 

 

Fig. 4. The testing phase of neural network on data from subject 4 shows that with the increase 
of parameter ࢽ we get higher precision. Notice that indexes accompanying error variables 
indicate 1 × 104 and 2 × 104 epochs of the neural network training. 

We were able to observe that the neural network average, maximum and median 
error in 1×104 epochs is higher than in 2×104 epochs on data from subject 1 and 3 
and slightly varies on data from subjects 2 and 4. This can be caused by the random 
splitting of the dataset into training and testing sets. This side effect could be 
eliminated repeating the experiments using more than 4 folds in cross-validation. 
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Table 2. Neural Network Results on Testing Data from Subject 4. We can observe the 
behaviour of neural network average error and median error and substantial decrease of 
maximal error. We can also observe the decreasing proportional ratio between the average and 
maximal error. 

 Average Error Max. Error Median Error 

Epochs 
γ 1×104 2×104 1×104 2×104 1×104 2×104 

0.0 0.088418 0.152117 0.748708 1.100739 0.039442 0.058237 

0.1 0.028654 0.035244 0.252271 0.328782 0.013008 0.011233 

0.2 0.007879 0.014055 0.096204 0.254284 0.002787 0.004285 

0.3 0.004090 0.009872 0.036370 0.064711 0.001750 0.002695 

0.4 0.003119 0.006090 0.022898 0.069772 0.001467 0.001260 

0.5 0.002076 0.001925 0.014247 0.019059 0.000804 0.001073 

0.6 0.001306 0.001354 0.006889 0.008999 0.000787 0.000620 

0.7 0.000771 0.001031 0.004044 0.009427 0.000322 0.000536 

0.8 0.000741 0.000672 0.003942 0.008611 0.000388 0.000220 

0.9 0.000471 0.000924 0.002899 0.009570 0.000176 0.000460 

1.0 0.000746 0.000668 0.004358 0.007072 0.000461 0.000252 

6 Conclusion 

We proposed a modified formula 2 to convert the relative fitness to absolute fitness 
function values. We performed experiments and compared the obtained results. We 
can conclude that the higher values of parameter γ we used are the lower average and 
maximum network error. The optimal γ parameter value estimated by our experiments 
in 0.6ۦ; 0.8ۧ and also higher value further increases the precision of the prediction. 
Since the recalculated function has the tendency to monotonically increase, this 
behaviour is expected.  

It will be interesting to further research the relationship between relative fitness 
and absolute fitness function, introducing more advanced techniques in the case we do 
not have the same individuals appearing in more generations, e.g. to measure 
similarity of the individuals considering the relative evaluation and time they appear 
but also to include user attributes (or human characteristics applying some existing 
psychological and cultural models). Generally, the more precise model we obtain 
using neural network, the more we can reduce the user’s fatigue caused by the long 
time spent with IEC based system. We also proposed the solution of the problem of 
contradiction in data samples in datasets in IEC applications as a consequence of the 
application of the proposed formula, e.g. the cases when the user changes his mind 
over time about the same generated proposals.  
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Virčíkova, Mária 13, 81
Vojtek, Jaroslav 255
Vomocil, Jan 47
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