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Foreword

Intelligent Transportation Systems (ITS) have lately earned center stage as some of
the most relevant technologies to academia, industries, and the society in general.
Their strong suit is transversality, as the development of ITS straddles several
different research fields (e.g., from communication to logistics), and has a dramatic
impact on many real-world aspects.

Applications supported by ITS range from safety to entertainment, and all of
them will lead to tangible improvements of our daily life. Among such applications,
those that aim at reducing energy consumption and carbon footprint deserve special
mention, as they make ITS one of the green technologies that will define an eco-
friendly society.

It is therefore evident that introductory and teaching material on ITS, as well as
in-depth studies in this field, are precious resources for students, engineers,
researchers, and anyone who would like to enhance her knowledge on the world we
live in.

This book, Advanced Technologies for Intelligent Transportation Systems, is the
work of one of the most renowned groups of experts in the field. It first presents the
fundamental aspects of ITS in a tutorial manner, then it moves toward more
advanced topics. It successfully covers a vast range of technical aspects such as
communication, networking, security, applications. Additionally, the book provides
an insightful overview of the major analytical and experimental methodologies for
the study of ITS, which is one of its most unique merits.

This book thus represents the definitive guide to ITS: an excellent reference for
students as well as for researchers working in the field. I am certain that all readers
will enjoy it.

Turin, May 2014 Carla Fabiana Chiasserini
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Preface

This books is by no means a treatise on all aspects of Intelligent Transportation
Systems (ITSs). Rather, it attempts to present a unified perspective on ITS,
encompassing a few advanced technologies which we came in touch with during
part of our research activity in the last years. In particular, one of the peculiarities of
this book is the presentation of possible solutions at various communication layers,
encompassing both computer science-oriented (high layers) and telecommunica-
tion-oriented (low layers) perspectives. Along the way, we describe, in a coherent
fashion, a number of interwoven innovative technologies. The approach is thus
inherently cross-layer, in the sense that we cover different wireless communication
protocols, but we also take into account application-level services. The intended
audience is academic and industrial professionals, with good technical skills in
information and communication technologies. To ease reading, we have limited as
much as possible the mathematical details, which are mostly reported in the
appendices of the book.

The contents of the book flow from a preliminary regulatory overview to more
technical issues. The synopsis can be summarized as follows. The first chapter
presents ITS principles and a brief standardization history, comparing European and
US visions. Emerging worldwide ITS architectures are also illustrated, together
with the most relevant envisioned ITS applications. The second chapter goes more
deeply into the analysis of the communication paradigms and technologies that
enable ITSs. Key challenges in vehicular networks are discussed, taking into
account Vehicle-to-X (V2X) communications. A survey of the literature on cen-
tralized client/server and decentralized Peer-to-Peer (P2P) vehicular networks is
proposed. This chapter terminates with the presentation of the most important
enabling communication technologies for future ITSs, namely: cellular networks,
WiFi, IEEE 802.11p, WAVE and ETSI ITS. The third chapter is fully devoted to
wireless communications for Vehicular Ad hoc NETworks (VANETs). We first
investigate probabilistic broadcast protocols with silencing, a recursive analytical
performance evaluation framework and simulations. Then, we analyze the perfor-
mance of VANETs as distributed wireless sensor networks. The fourth chapter
presents X-NETAD, a hierarchical architecture for “cross-network” ITS

xi



communications. Experimental results are illustrated and discussed. The fifth
chapter focuses on application-level distributed algorithms for ITS. In particular,
the Distributed Geographic Table (DGT) P2P overlay scheme is presented, and its
performance is evaluated, relying on both analytical and simulation results. The
DGT for Vehicular Networks (D4V) architecture, supporting a number of ITS
applications, is finally presented.

We remark that the specific protocols and architectures considered in this book
are “representative,” as opposed to “optimal.” In other words, we set to write this
book mainly to provide the reader with our (limited) view on the subject. Our hope
is that this book will be interpreted as a starting point and a useful comparative
reference. Some of the tools used in the book (for example, the simulator DEUS)
are open-source and available to the interested reader.

It is our pleasure to thank all the collaborators and students who were with us
during the years of research which have led to this book, collaborating with our two
groups at the Department of Information Engineering of the University of Parma:
the Wireless Ad hoc and Sensor Networks (WASN) Lab and the Distributed Sytems
Group (DSG). We cannot thank them one by one, but their contributions were
instrumental to get here. Finally, we express our sincere gratitude to Springer for
giving us the opportunity to complete this project. In particular, we are indebted to
Dr. Cristoph Bauman, who believed in this project from the very beginning, and to
Mrs. Janet Sterritt-Brunner, our production project coordinator, who was very kind
and (above all) very patient.

Parma, June 2014 Marco Picone
Stefano Busanelli
Michele Amoretti

Francesco Zanichelli
Gianluigi Ferrari
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Chapter 1
Introduction

1.1 Principles and Challenges

Intelligent Transportation Systems (ITSs) promise to hugely improve safety, efficiency
and sustainability of our transportation system, by means of a massive adoption of
Information Communication Technologies (ICTs) [1–3]. Not surprisingly, in last
decades ITSs have attracted the worldwide interest of researchers, automotive com-
panies, and governments. In order to create an economically sustainable ITS ecosys-
tem, a large number of projects have been conducted by institutions from all around
the world [4]. For instance, the Advanced Safety Vehicle (ASV) program in Japan [5],
the IntelliDrive project in the United States [6], and, in Europe, the numerous projects
coordinated by the Car 2 Car Communications Consortium (C2C-CC) [7], strongly
supported by the European Commission [8] and by the European Telecommunica-
tions Standards Institute (ETSI) [9].

In the marketplace, ITSs boast a long series of success histories, carried out by
either car manufacturers (with active safety systems), toll road infrastructures oper-
ators (with Electronic Tolling Systems), insurance companies (with black boxes),
Internet companies (with traffic information systems). However, current ITS hard-
ware, software, and communication technologies are closed, i.e., unable to share
data and cooperate together. In other words, current ITS applications are imple-
mented as “silos”, thus yielding to equipment duplication and no data sharing. Such
a fragmented approach is typical of the first development phase of new technologies,
where innovation is driven by pioneers. Figure 1.1 illustrates some significant ITS
applications, implemented according to the stand-alone or not-cooperative approach.

Next years’ biggest challenge will be to achieve a Cooperative ITS (C-ITS) ecosys-
tem, where secured data are shared across several ITS applications developed by
independent actors, leveraging on a solid basis of international standards, as repre-
sented in Fig. 1.2. Such a C-ITS ecosystem would facilitate actions and decisions
that improve transportation safety, sustainability, efficiency and comfort beyond that
achievable by stand-alone ITS systems.

© Springer International Publishing Switzerland 2015
M. Picone et al., Advanced Technologies for Intelligent Transportation Systems,
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2 1 Introduction

Fig. 1.1 Stand alone ITS

Fig. 1.2 Cooperative ITS

Future integrated ITSs will exploit vehicles provided with sensorial, cognitive,
decision and communication functionalities. Therefore, such smart vehicles will be
able to perceive the surrounding environment, collecting both public-interest infor-
mation (e.g., air pollution measurements) or obtaining data for the autonomous real-
time management of the vehicle itself [10–13]. Current vehicles are equipped with a
large number of sensors—over 100, but it depends on the maker and model. Examples
are oxygen sensor, crankshaft and camshaft position sensors, mass air flow (MAF)
sensor, coolant temperature sensor, etc. All these sensors send data to the Engine
Control Units (ECUs), which are embedded systems that control one or more of the
electrical systems/subsystems of the vehicle. In a recent interview, Bill Ford, exec-
utive chairman of Ford Motor Company, observed that as computer involvement
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becomes more active, cars will drive themselves in platoons—groups of vehicles
linked on the highway for efficiency, eliminating traffic accidents at intersections.1

1.2 Standardization History and Open Issues

The realization of ITSs involves an exceptionally high number of stakeholders,
including public administrations, transportation authorities and companies coming
from a variety of industrial sectors (vehicles manufacturers, OEM and tier-1 produc-
ers, telecommunications companies, consumer electronic, service providers). From
both technological and industrial perspectives, ITSs are one of the hardest challenge
faced by ICT community. The presence of worldwide harmonized standards is a key
requirement to drive the success of ITSs and exploit all their potentiality.

Since the end of ‘90s, industrial stakeholders as well as European Union (EU),
United States of America (USA), Asia governments have invested a huge amount
of economical resources in the standardization process of ITSs, involving numerous
Standards Development Organizations (SDOs)—IEEE, ISO, European Committee
for Standardization (CEN), CENLEC, ETSI, IETF, Society of Automotive Engineers
(SAE), FCC, and others.

1.2.1 Worldwide Standardization Process

ISO/TC 204 is the ISO workgroup responsible for the overall system aspects and
infrastructure aspects of ITSs, as well as the coordination of the overall ISO Work
Program in this field, including the schedule for standards development, taking
into account the work of existing international standardization bodies. Standard-
ization efforts in ISO TC 204 produced the Communications Access for Land
Mobiles (CALM) concept—defined in standard ISO 21217:2010 and subsequent
ISO 21217:2013 [14] by the Work Group 16 (WG16)—and ETSI TC ITS, based on
the recent European ITS Communication Architecture. CALM and ETSI TC ITS
have paved the way towards C-ITS.

The CALM System Architecture, illustrated in Fig. 1.3, is a layered solution,
enabling continuous Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I) and
even Infrastructure-to-Infrastructure 2I communications. It is based on multi-channel
terminals capable of connecting to a wide range of potential carriers, and on IPv6,
as an unification layer of underlying technologies. Moreover, it is able to select
the optimal wireless telecommunications media that are available in any particular
location, and to switch to a different media when necessary. Validated by the Euro-
pean project called CVIS, CALM has been conceived to be able to exploit a large
number of different media: Cellular Networks (2G, 3G), Infrared (highly directive

1 http://www.wired.co.uk/news/archive/2012-02/28/bill-ford-mwc.

http://www.wired.co.uk/news/archive/2012-02/28/bill-ford-mwc
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Fig. 1.3 Communications access for land mobiles (CALM) architecture

beams), Microwave CALM M5 ISO 21215—i.e., IEEE 802.11 a/b/g (WiFi) and
IEEE 802.11p (mobile WiFi), providing roughly 6 Mbps up to 300 m radius—,
Millimeters waves (CALM MM), and Microwaves CEN DSRC.

1.2.2 European Vision

Historically, Europe has been a worldwide leader in ITS development, principally for
being the homeland of many important vehicle manufacturers. In last decades, several
initiatives have been promoted either by public governments, industrial entities and
standardization bodies.

1.2.2.1 Government Actions

Since long time, the European Union (EU) is quantitatively aware of the negative
effects of traffic congestion, in terms of Gross Domestic Product (GDP) loss, energy
efficiency reduction and CO2 emission boost. ITSs are considered very important
instruments to cope with these issues. The interest on ITSs has been materialized
in a series of important political acts, with huge economical resources granted to
international research projects.

One of the first European political act supporting ITSs was the foundation of
the Ertico-ITS Europe organization in 1991, an initiative of leading members of the
European Commission (EC), Transport Ministries and European companies. The
goal of Ertico-ITS Europe is to bring intelligence into mobility, working together
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in public/private partnerships towards zero accidents, zero delays, reduced impact
on the environment, fully informed people, with affordable and seamless services,
respected privacy and ensured security [15].

On June 2005, the EC started the European Information Society 2010 (i2010)
initiative, a comprehensive strategy for modernizing and deploying all EU policy
instruments to encourage the development of the digital economy. i2010 consists of
three pillars: a Single European Information Space, Innovation and Investment, and
an Inclusive European Information Society. The Intelligent Car Initiative is one of the
three Flagship initiatives proposed within the third pillar, with the objective to raise
the visibility of the vital contribution of ICT to the quality of life. The Intelligent Car
Initiative on smart, safe and clean transport, focuses on road vehicles and addresses
safety and environmental challenges caused by increased road use.

Then, in 2008 the EC took a major step towards the deployment and use of ITS
in road transport, by adopting a dedicated Action Plan [16], whose goal was to cre-
ate the momentum necessary to speed up market penetration of rather mature ITS
applications and services in Europe. As a direct consequence of the Action Plan, in
July 2010, the European Parliament and the European Council adopted the Directive
2010/40/EU [17], establishing a legal framework for the deployment of ITSs in the
field of road transport and for interfaces with other modes of transport. The Direc-
tive 2010/40/EU is an important instrument for the coordinated implementation of
ITS in Europe, aiming to establish interoperable and seamless ITS services while
leaving Member States the freedom to decide which systems to invest in. According
to the requirements of the Directive 2010/40/EU, the EC has to define and adopt, by
2017, specifications for compatibility, interoperability and continuity of ITS solu-
tions across the EU. The main priorities are traffic and travel information, the eCall
emergency system and intelligent truck parking.

Figure 1.4 summarizes the sequence of ITS programmes funded by the European
Commission (EC) in the last two decades. The first ITS project was the famous
PROgraMme for a European Traffic of Highest Efficiency and Unprecedented Safety
(PROMETHEUS) [18], started in 1987, that was the largest R&D project ever in the
field of driverless cars. Then, there was a series of projects focused on all aspects
of ITS. The first program with interventions in the field of vehicular communication
has been the Fifth Framework Programme (FP5), in the 2000–2003 period, where
projects like FleetNet and CarTalk2000 have been carried out. In subsequent FPs
(FP6, FP7), many other projects related to car communications have been founded,
such as Safespot, NoW, Coopers, GeoNet and CVIS.

1.2.2.2 Industrial Cooperation

In the ITS domain, European industries and companies have carried out a profitable
cooperation since a long time. The most brilliant example, in the field of cooperative
vehicular communications, is represented by the CAR 2 CAR Communication Con-
sortium (C2C-CC),2 a nonprofit, industry-driven organization initiated by European

2 http://www.car-to-car.org.

http://www.car-to-car.org
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Fig. 1.4 European union roadmap on ITSs

vehicle manufacturers and supported by equipment suppliers and research organiza-
tions. C2C-CC, directly or through its partners, is usually involved in R&D projects
funded by the EC, and actively cooperate with standardization bodies. The mission
and the objectives of the CAR 2 CAR Communication Consortium are:

• to create and establish an open European (possibly worldwide) industry standard
for CAR 2 CAR Communication Systems;

• to guarantee inter-vehicle operability;
• to enable the development of active safety applications by specifying, prototyping

and demonstrating the CAR 2 CAR system;
• to promote the allocation of a royalty free European-wide exclusive frequency

band for CAR 2 CAR applications;
• to push the harmonization of CAR 2 CAR Communication standards worldwide;
• to develop deployment strategies and business models to speed-up the market

penetration.

Recently, C2C-CC has constituted another voluntary cooperation platform of lead-
ing European ITS stakeholders, denoted as The Amsterdam Group.3 Other impor-
tant members of C2C-CC are: the European professional association of operators
of toll road infrastructures (ASECAP), the European organization for national roads
administration (CEDR), the network of European cities and regions working together
to develop innovative technologies and policies for local transport (POLIS). All
the members of Amsterdam Group have signed a Memorandum of Understanding
(MoU), which creates a framework for the harmonized implementation and deploy-
ment of cooperative ITS in Europe by 2015.

3 https://amsterdamgroup.mett.nl.

https://amsterdamgroup.mett.nl
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1.2.3 American Vision

1.2.3.1 Government Actions

ITS development in the USA has followed an evolutive process which in in most
aspects overlaps with the European and Japanese ones. In the same period of the
launch of the first European ITS projects (namely Drive and Prometheus), and
the second wave of Japan projects (i.e., RACS), a number of initiatives started all
around the USA, under the initiative of private companies, universities, State Gov-
ernments and the Federal Government. Just to name a few, we recall Smart Corridor,
Pathfinder, GuideStar, and the Partners for Advanced Transportation TecHnology
(PATH) projects [19]. However, at least in first years, in the USA the amount of
public funds dedicated to ITS projects was significantly smaller than in Japan and
Europe [19].

The principal organ of the Federal Government involved in ITS development has
always been the United States Department of Transportation (USDOT), which has
ofter operated through one of their agencies, such as Federal Highway Administra-
tion (FHWA), National Highway Traffic Safety Administration (NHTSA), and the
Research and Innovative Technology Administration (RITA), which was created in
2005 with the mission to advance transportation science, technology, and analysis,
and to improve the coordination of transportation research within the Department
and throughout the transportation community. Furthermore, under the USDOT ini-
tiative, in 1991 the Intelligent Transportation Society of America (ITS America),4 the
largest organization dedicated to advance the research, development and deployment
of ITSs, was founded. ITS America has played a major role in laying the groundwork
at the Federal Communications Commission (FCC) and other agencies, for the use
of the electromagnetic spectrum and other telecommunication infrastructures as the
foundation for almost all ITSs. Thanks to such an effort, in 1999, a 75 MHz spectrum
in the 5.9 GHz bandwidth was set aside by the FCC. The idea was to allocate a spec-
trum that could be used for the development of Vehicle-to-X (V2X) communications,
without fearing potential signal interference from non-automotive users.

1.2.3.2 The ITS Strategic Research Plan

Since 2009, the strategic directions of USDOT’s ITS are established in a 5-years long
program, denoted as ITS Strategic Research Plan. At the time of writing this book,
the ITS Strategic Research Plan 2010–2014 is being completed, while the subse-
quent 2015–2019 program is in course of definition. The vision of the ITS Program
for 2010–2014 is to provide USA with a national, multimodal transportation sys-
tem, which delivers connectivity among vehicles of all types, the infrastructure, and
portable devices, thus realizing an integrated connected vehicle environment [20].
The expected outcomes of such a research include the determination of the potential

4 http://www.itsa.org/.

http://www.itsa.org/
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benefits of connected vehicle technologies and evaluation of driver acceptance of
vehicle-based safety systems, as well as the identification of research gaps and the
ways to address them. Other outcomes include factual evidence needed to support
a 2013 NHTSA agency decision on the deployment of these technologies for light
vehicles. The ITS strategic research plan involves several ITS research areas, includ-
ing connected vehicles, mobility, environment, road weather management, integrated
corridor management, ITS asset viewer and multimodal transportation systems. The
Connected Vehicle project is a pillar of current ITS plan and will be discussed in
next section.

1.2.3.3 Connected Vehicle Program

The Connected Vehicle program is a large set of research activities related to vehi-
cles equipped with communications and processing power, able to communicate with
each other and with the surrounding infrastructure. V2V connections allow for crash
prevention, while V2I connections enable safety, mobility, and environmental bene-
fits. Moreover, connections among vehicles, infrastructure, and wireless devices to
provide continuous real-time connectivity to all system users.

The Connected Vehicle project supports both non-DSRC and DSRC technologies,
but for all security-related applications it does strongly rely on DSRC, because of its
high availability and very low latency characteristics. For this reason, USDOT has
participated in the development of all DSRC-related standards that are critical to the
connected transportation environment, including IEEE 802.11p (amendment to IEEE
802.11) [21], the vehicle-centric IEEE 1609 series (known as IEEE 1609.x) [22] and
the SAE J2735 DSRC message set standard [23].

Connected vehicle safety applications are designed to increase situational aware-
ness and reduce or eliminate crashes, by means of V2V and V2I data communica-
tions. Connected vehicle mobility applications provide a data-rich travel environ-
ment. Such communications should support driver advisories, driver warnings, and
vehicle and/or infrastructure controls, by capturing real-time data from automobiles,
trucks, and buses, and within the transportation infrastructure. Data are transmitted
wirelessly and are used by transportation managers in a wide range of dynamic,
multi-modal applications, to manage the transportation system for optimum perfor-
mance. As part of this, connected vehicle environmental applications both generate
and capture environmentally relevant real-time transportation data, and use such data
to support and facilitate green transportation choices, thus reducing the environmen-
tal impact of each trip. In August 2012, the USDOT started the Connected Vehicle
Safety Pilot project, a 1-year length trial involving over 2,800 vehicles, in Ann Arbor
(Michigan, USA). The goal of the trial is to assess the capacity of vehicular com-
munication technology to improve safety. In detail, the pilot is not only testing the
technical reliability of Dedicated Short-Range Communications (DSRC) devices in
real-world conditions, but also how drivers adapt to the technology, and how they
respond to in-vehicle warnings. The trial was initially supposed to last one year, but
it has been extended by another 6 months. At the end, National Highway Traffic
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Safety Administration (NTHSA) will use the results from the Safety Pilot to decide
whether to advance the technology through regulatory proposals, additional research,
or a combination of both. The cost of the trial is 25 million dollars, 80 % funded by
the USDOT.

1.3 ITS Architecture

1.3.1 A Global Standardization Effort

As discussed in previous sections, in last decades governments and private companies
have been involved in global ITS standardization and harmonization efforts, coordi-
nated by a large number of SDO. Thanks to this long cooperation history, nowadays
there is a general consensus about the ITS architecture and related communication
protocols, but we are still far from having market-ready implementations.

In order to enable effective collaboration, by establishing a common vocabulary,
experts from a number of SDOs developed the concept of ITS station (ITS-S), which
is described in standard ISO 21217 (CALM). At the highest level of abstraction, an
ITS-S is a set of functionalities in a bounded, secured, managed domain, which pro-
vides communication services to resident applications (ITS-S applications). From
an architectural perspective, an ITS-S is a set of functionalities in an Open Systems
Interconnection (OSI)-like layered model (from ISO/IEC 7498-1). Example func-
tionalities are those to securely manage applications and communication resources.
The ITS-S concept and its architecture have been adopted by CEN TC278, by ETSI
TC ITS and by ISO TC204, and is discussed in next section. A different approach is
the WAVE one, which is discussed in a dedicated section.

1.3.2 ISO/ETSI ITS Station Architecture

Starting points for the definition of a common ITS Communication (ITSC) architec-
ture are the ETSI EN 302 665 standard [24], and the Communications Access for
Land Mobiles (CALM) [25] family of standards—in particular, ISO 21217:2013 and
its predecessor ISO 21217:2010 [14].

The ITSC architecture is designed around the concept of ITS station (ITS-S),
a modular computing unit provided by communication capabilities, which can be
installed virtually anywhere. As shown in Fig. 1.5, the ETSI EN 302 665 standard
defines four main ITS-S types:

• Vehicle ITS Stations: embedded or after-market devices in road-enabled vehicles
(cars, trucks, bus, motorcycles), both in motion or parked;

• Roadside ITS Stations: installed at the roadside, at road gateways, on traffic lights;
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Fig. 1.5 Main ITS components

• Central ITS Remote Stations: installed in back offices, it is a key component of
the centralized ITS management/service systems, needed to coordinate the whole
system and to collect, store, and process information;

• Personal ITS Stations: handheld or nomadic devices such as smartphones and
tablets.

With the exception of the Personal ITS-S, which it is composed by a single ITS-
S host entity, all stations are based on a number of independent entities, which
can be classified as hosts, gateways, routers and border routers. Hosts have both
applicative and communication functionalities, while other entities have only specific
communication functionalities, namely, protocol translation for the gateways, and
routing for the routers. For example, in Fig. 1.6 it is shown the architecture of a
vehicle ITS-S composed by a gateway, a host and a router. The gateway translates
messages interchanged with the proprietary internal network of the vehicle, while
the router is charged of routing packets through a series of heterogeneous networks.

Figure 1.7 shows the layered architecture of the ITS-S Host, which is the most
significant entity. The ITS-S Host is constituted by four horizontal logical layers
and two vertical layers. Starting from the bottom, one first encounters the access
technologies layer, which groups together the corresponding physical and link lay-
ers of the ISO/OSI stack. Networking and Transport can be straightforwardly mapped
with the homonym layers of the ISO/OSI stack. The transport layer includes TCP,
UDP and dedicated ITS transport protocols, such as the ETSI Basic Transport Pro-
tocol (BTP) [26]. The networking layer includes a large variety of protocols, such
as GeoNetworking [27], IPv6 networking with mobility support, developed at IETF
and ISO specified in [28], IPv6 over GeoNetworking as specified in [29], CALM
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Fig. 1.6 Architecture of a vehicle ITS station

Fig. 1.7 Architecture of an ITS host

FAST protocol, as specified in [30], also known as Fast Networking and Transport
Layer protocol (FNTP),5 Fast Service Advertisement Protocol (FSAP), which fol-
lows closely the functionality of IEEE for WAVE Service Advertisement (WSA).

The ITSC Facilities layer contains functionalities from the OSI application layer,
the OSI presentation layer (e.g., ASN.1 encoding, decoding and encryption) and the
OSI session layer (e.g., inter-host communication), with amendments dedicated to
ITSC. Within ITSC Facilities also lie some functionalities not directly related to

5 The IEEE WSMP protocol is closely related, and there are serious attempts to harmonize FNTP
and WSMP.
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Fig. 1.8 Architecture of a WAVE ITS-S

communications, such as the Human Machine Interface functionality. The Applica-
tions layer is composed by all ITS-S applications, built on top of the previous three
layers. Finally, the architecture explicitly includes management and security stacks,
which are interrelated with all the previous.

1.3.3 WAVE Station Architecture

While the IEEE WAVE reference architecture standard P1609.0 has yet to be pub-
lished, Fig. 1.8 has been adopted by the IEEE 1609 WG and contains a subset of
the functionalities shown in the CEN/ETSI/ISO ITS station architecture presented
in Sect. 1.3.2. Note that the current IEEE WAVE reference architecture does not
explicitly include Facilities or Applications layer functions. The colors indicate the
correspondences with the ITS station architecture from CEN/ETSI/ISO in a relaxed
way. The CEN/ETSI/ISO approach is intended to support (but does not require) mul-
tiple network stacks from the outset, while IEEE work is focused on a 5.9 GHz radio
interface.

IEEE 1609 is defined by four sub-protocols, with different functions and a dif-
ferent grade of maturity. More specifically, IEEE 1609.1 is a sufficiently mature
standard (it dates 2006) and it basically defines a resource manager [31] acting as an
“outsourcing” manager. In other words, it allows to physically separate the applica-
tions from the physical radio interfaces, either Road Side Units (RSUs) or On-Board
Units (OBUs). For example, an application can run on an external device, such as
a smartphone or a Global Positioning System (GPS) [32] navigator, without adding
computational load and complexity to the OBU. This should allow to reduce the cost
and increase the reliability of the OBU and RSUs.
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The IEEE 1609.2 standard [33] defines security services for the WAVE networking
stack and for applications that are intended to run over the stack, such as authen-
tication of STAs and encryption of messages. IEEE 1609.2 provides mechanisms
to authenticate WAVE management messages, to authenticate messages that do not
require anonymity, and to encrypt messages to a known recipient.

The IEEE 1609.3 defines the networking services for IVCs, but its specifications
are still in draft form [34]. The WAVE networking services can be divided into
two sets: (i) data-plane services, with data-bearing functions; (ii) management-plane
services, charged of the system configuration and maintenance. WAVE supports both
two network-layer protocols: (i) the traditional IPv6 routing protocol [35], together
with the transport protocols associated with it; (ii) the new WAVE Short Message Pro-
tocol (WSMP), expressly designated for accommodate high-priority, time-sensitive
communications [36].

The IEEE 1609.4 specification, that is still a draft, defines the organization of
multiple channels operations [37], and therefore it has a strong relation to the EDCA
mechanism, better described in Sect. 2.5.3. IEEE 1609.4 envisions the presence of
a single Control CHannel (CCH), reserved for system control and safety messages,
and up to six Service CHannels (SCHs) used to exchange non-safety data packets
(e.g., IP traffic) and WAVE-mode Short Messages (WSM). According to the multi-
channel operation, all vehicular devices have to monitor the CCH during common
time intervals (the CCH intervals), and to (optionally) switch to one SCH during the
SCH intervals. The described operation allows the safety warning messages to be
transmitted on CCH using the WSM protocol, while non-safety data applications,
either running over IP or WSM packets, use the SCHs.

1.4 ITS Applications

As vehicles become integrated in an ITS, their “horizon of awareness” drastically
increases and an entirely new ecosystem of applications can be created, and even
pre-existent applications can greatly enhance their efficiency [38]. New applications,
especially which in the domain of transportation safety and efficiency, are the main
drivers for the development of new systems. These applications shall cope with new
challenges created by high vehicle speeds and highly dynamic operating environ-
ments, and shall guarantee high packet delivery rates and low packet latency.

As represented in Fig. 1.9, ITS applications can be classified in three categories
acting in three primary directions [39]: transportation safety, transportation effi-
ciency, and user services delivered to the vehicles, typically in the field of con-
nectivity and convenience. Due to their nature, safety applications require to be
executed in dedicated reliable hardware, while the remaining applications can be
delivered through consumer electronic devices such as smartphones, or in-vehicle
embedded devices. Obviously, a better integration with the vehicle can provide

http://dx.doi.org/10.1007/978-3-319-10668-7_2
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Fig. 1.9 Applications classification

additional advantages. The vehicles display and sound system can offer a user
interface designed to minimize driver distraction.

Hard safety applications are targeted to avoiding imminent crashes and mini-
mizing the damage when these crashes become unavoidable. These applications
impose the most stringent requirements on the communication system. The com-
munication latency has to be minimized in order to offer the driver sufficient time
to take action and the communication system must provide high levels of reliabil-
ity such as high message reception probabilities. There is also a subset of safety-
applications, with less time-critical requirements, that can be denoted as soft-safety
applications. These applications increase driver safety but do not require immediate
driver reaction, because the hazards are not imminent. Examples include warning the
driver of weather, road, traffic, icy roads, construction zones, reduced visibility, pot
holes, and traffic jams. Typical actions in response to soft safety application alerts
would be to proceed with caution or take alternate routes to avoid the dangerous
conditions ahead.

Transportation efficiency applications focus on improving traffic flow. Examples
include navigation, road guidance, traffic information services, traffic assistance, and
traffic coordination. The last family of general purposes applications focus on making
driving more enjoyable and providing greater convenience. Examples include point-
of-interest notification, email, social networking, media download, and applications
update. All these applications can tolerate long delays but may occasionally demand
high data throughput.
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1.4.1 Traffic Information Services

Traffic information Services combine historical, real-time, and predictive informa-
tion, to enable optimized (re-)routing and reliable Estimated Time of Arrival comput-
ing. Major navigation brands, such as Nokia (with HERE Drive) and Google (with
Google Maps), leverage probe data from their customer base, to offer free traffic
updates. Smaller vendors, like TomTom, shifted to lifetime traffic offers, bundled
with the navigation device.

TIS rely on Embedded On-board Infotainment Systems (OISs), which combine
entertainment, multi-media and driver information functions in one module; on unin-
tegrated information systems, such as smartphones and tablets, which may extend
the functionalities of OISs, or operate independently of them; on general-purpose
communication infrastructures, such as the cellular network; on dedicated communi-
cation infrastructures, such as Road Side Units (RSUs) based on IEEE 802.11p; and
on remote services (e.g., cloud-based) which provide/collect and process information
collected by RSUs and/or vehicles.

OISs, also known as In-Vehicle Communications and Entertainment System
(IVCES), combine entertainment, multi-media and driver information functions in
one module. They offer AM/FM or satellite radio, DC/DVD player for music and
video, navigation system, data and multi media ports (USB, Bluetooth, line in, line
out, video in) as well as general and vehicle status information. Recent OISs are also
networked, e.g., by means of 802.11n, an amendment which improves upon the pre-
vious 802.11 standards by adding multiple-input multiple-output antennas (MIMO),
operating at a maximum net data rate from 54 to 600 Mbit/s [40].

An OIS is an embedded hardware module, powered by dedicated embedded oper-
ating systems and middleware, able to provide passengers with several services,
including audio/video entertainment, navigation assistance, telephony, car setup and
diagnostic, driver information, Internet connectivity, and smartphone integration. To
achieve these results, an OIS must interact with the diagnostic and multimedia buses
of the vehicle (CAN BUS, FlexRay, MOST), to offer a multimodal friendly HMI
(including touch-screens, steering wheel buttons, vocal controls). On the basis of the
desired level of functionality, an OIS could also be equipped with a certain number of
network interfaces (Bluetooth, WiFi, 3G/4G, USB), auxiliary inputs and positioning
systems (i.e., GPS).

From a historical perspective, the need for entertaining car passengers was born
with cars themselves. The first car radio, developed by Motorola, appeared on the
market during the 1930s [41].6 However, during the whole 20th century, OISs have
been devices able to offer a limited set of functionalities—mainly audio entertain-
ment, diagnostics and navigation services (the latter, only in last decades)—without
interoperability and connectivity capabilities. Since the appearance of the Bluetooth
technology,7 in 2000, OISs became more and more influenced by mobile phone

6 http://www.motorola.com/us/consumers/about-motorola-us/About_Motorola-History-Timeline
/About_Motorola-History-Timeline.html.
7 http://www.bluetooth.com/Pages/History-of-Bluetooth.aspx.

http://www.motorola.com/us/consumers/about-motorola-us/About_Motorola-History-Timeline/About_Motorola-History-Timeline.html
http://www.motorola.com/us/consumers/about-motorola-us/About_Motorola-History-Timeline/About_Motorola-History-Timeline.html
http://www.bluetooth.com/Pages/History-of-Bluetooth.aspx
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technologies. Later, the Bluetooth technology triggered the development of a new
generation of OISs able to offer integrated phone services, interoperating with mobile
phones. The smartphone revolution started with the launch of the iPhone, in 2007,
and forced a further change of paradigm for OISs manufacturers. Smart devices,
such as smartphones and tablets, have quickly achieved a pivotal role in vehicle
infotainment, thanks to their flat Internet connectivity, their application stores with
thousands of apps, and their vertically integrated cloud services.

According to many external observers, the producers of OISs cannot compete with
mobile phone companies from a technologically perspective, and soon or later smart
devices will become the core of car infotainment, leaving a mere auxiliary role to
OISs. However, car manufacturers have not yet accepted this idea, and are figuring out
a business model able to guarantee all the advantages of the smart devices ecosystem,
without loosing the control of the chain value. For this reason, it is possible to find in
the market many different examples of integration between OISs and smart devices.
Typically, the integration goal is to leverage on OISs’ HMI capabilities to exploit
smart devices’ resources, including basic phone functionalities (phone call, contact
list, SMS), navigation assistance (i.e., Google send-to-car), multimedia resources,
Internet connectivity offered by smart devices or by OISs (typically through WiFi
access points), total integration—a smart device and an OIS device operate as an
unique platform. The latter approach is followed, for example, by MirrorLink [42],
which offers seamless connectivity between a smartphone and the OIS itself, allowing
to gain access to phone applications through car controls.

The contamination between mobile phones and vehicles clearly emerges by
observing the software conception of modern OISs, which can be classified according
to the following categories:

• monolithic software that can be expanded only by replacing the whole firmware
(Fiat Blue&ME [43]);

• software expandable through apps realized by the car manufacturer itself (i.e.,
Mercedes-Benz Apps Store [44]);

• software expandable through apps realized by independent developers, by using
the official SDK (Ford AppLink [45], BMW ConnectedDrive [46], Renault R-
Link [47]);

• full mirroring with the smart device: in this scenario, the applications of the OIS
are the applications (at least a subset) of the smart device itself (i.e., MirrorLink
approach).

1.5 Chapter Outlines

The remainder of this book has the following organization. Chapter 2 presents the
state of the art in ITS-enabling communication technologies, network topologies,
as well as centralized and decentralized approaches. Chapter 3 illustrates novel
wireless communication strategies for VANETs. Chapter 4 describes a hierarchical

http://dx.doi.org/10.1007/978-3-319-10668-7_2
http://dx.doi.org/10.1007/978-3-319-10668-7_3
http://dx.doi.org/10.1007/978-3-319-10668-7_4
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architecture for cross layer ITS communications. Chapter 5 focuses on the application
layer, describing a structured overlay network called DGT, and a DGT-based archi-
tecture enabling ITS services—in particular, TIS services. Appendix A illustrates
DEUS, the simulation tool we used to evaluate the algorithms illustrated in Chap. 5.
Appendix B provides an overview of the mathematical methods we adopted through-
out the book. Appendix C illustrates in detail the group key distribution protocol used
in Chap. 4.
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Chapter 2
Communication Paradigms
and Literature Analysis

2.1 Vehicular Networks

2.1.1 Terminology and Definition

According to the ISO architecture presented in Sect. 1.3, within a ITSC system
there are 4 type of entities: Onboard ITS subsystem of a vehicle, which is usually
denoted as On Board Unit (OBU), Roadside ITS subsystem, typically denoted as
RoadSide Unit (RSU), central ITS subsystem, and Personal ITS subsystems (e.g.,
smart devices). In this book, a network that includes all these entities is referred as
a vehicular network. In this type of network, several communication technologies
and communication protocols can be used at the same time, thus realizing a truly
heterogeneous network. Since an endpoint of the communication is always given
by a vehicle (OBU), while the other endpoint varies depending on the application,
communications in a vehicular network are typically denoted with the acronym V2X
(Vehicle-to-Device), where the “X” denotes any kind of entity discussed above.

When a vehicular network is exclusively formed by OBUs and RSUs, it is custom-
ary referred as vehicular ad-hoc network (VANET). A VANET is less heterogeneous
than a generic vehicular network, and typically based on a single dedicated com-
munication technology (DSRC-like) and a limited set of communication protocols.
When both endpoints of a communication are OBUs, the communication is referred
as Vehicle-to-Vehicle (V2V), while when the first endpoint is an OBU and the sec-
ond endpoint is an RSU or a centralized server, the communication is denoted as
Vehicle-to-Infrastructure (V2I) or Infrastructure-to-Vehicle (I2V), depending on the
direction of the information flow.
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2.1.2 Key Challenges in Vehicular Networks

A node member of a vehicular network cannot be considered as a mere communication
device (OBU), but as a complex entity jointly constituted by the OBU itself and the
vehicle where the OBU is installed on. This entity is characterized by a series of
unique features and compelling challenges that should be accounted by any commu-
nication protocol designed for inter-vehicular communications.

2.1.2.1 Advantages

A vehicle is equipped with computing and sensing capabilities (e.g., GPS trans-
ceivers, accelerometers, cameras) able to provide information about the dynamic state
of the vehicle and the surrounding environment [1], [2], [3], [4]. This actively col-
lected information can be integrated with a considerable amount of side-information
derived by the constrained mobility of the vehicles, that are forced to move along
defined roadways, or by the information pro-actively provided by the driver itself
(i.e., path-planning). A vehicle also provides a virtually unlimited amount of stored
energy, which is available for sensing, communication and computation tasks, while
other types of mobile wireless networks (i.e., wireless sensor networks, cellular net-
works) are usually energy-constrained. Another peculiarity of vehicular networks is
that information is typically exchanged between entities without any user interaction,
like in Machine-to-Machine (M2M) networks, thus allowing to predict communica-
tion patterns [5]. These combined factors imply that a node of a vehicular network
can achieve a higher awareness level than in traditional wireless networks, which
can be exploited by communication protocols to improve several functionalities,
such as topology management, congestion control [6], handover management [7]
and performance optimization [8].

2.1.2.2 Limitations

The main drawbacks of vehicular networks are related to the high vehicle mobility,
which requires a huge effort for maintain up to date network topology maps. The
problem is complicated by the high variability of the environment in which vehic-
ular networks operate. A lot of different configurations are possible, ranging from
highways where relative inter-vehicle speeds of up to 300 km/h may occur, and the
spatial density is typically low, to city roads where relative inter-vehicle speeds can
be in the order of few tens of km/h and spatial density can be high, especially during
rush hour. On the one hand, when the vehicular spatial density is low, networks are
often partitioned in sets of disconnected clusters; on the other hand, when the density
is high, the wireless channel can be congested and affected by interference.

The variability of the environment is not only important from a topological point
of view, but also from the perspective of the physical wireless channel. Vehicles
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can run in a desert countryside, inside a tunnel, or in a urban canyon studded with
skyscrapers. Furthermore, because of their metallic nature, surrounding vehicles have
a huge impact on the number of multi-path reflections experienced by the receiver.
Also the antenna radiation pattern is highly influenced by its placement with respect
to the vehicle (i.e., inside, on the roof). Moreover, high relative speeds produce
Doppler shifts, and other vehicles induce shadowing phenomena [9].

Finally, the third category of issues that affect vehicular networks is more abstract
and directly influenced by the nature of the vehicular market and applications require-
ments. The market has a global scale or, at minimum, a country-wide scale, and
therefore also a vehicular network shall assume a dimension comparable with that
of a country-wide road infrastructure. However, for most applications, interesting
information is local, and can be retrieved by interacting with neighbor vehicles, or
with active points of interest and service providers, positioned in the nearby. In other
words, even if vehicular network can have a huge scale in terms of geographical
extension and number of nodes, they provide (mostly) localized services. This bipo-
lar nature is manifested in the network architecture that it is often a combination of
centralized and decentralized network topologies.

Common communication CPEs have a limited lifetime, which rarely overcomes
the threshold of 10 years, indeed it is typically much shorter. Conversely, the lifetime
of a vehicle often overcomes the threshold of 10 years and can also be significantly
longer. This lifetime mismatch shall be accounted when designing a vehicular com-
munication technology, and an OBU shall be reliable and easily upgradable in order
to not excessively impact on the vehicle maintenance cost. Furthermore, a longer life-
time implies a slow vehicles substitution rate and a slow adoption rate of off-the-rack
vehicular communication technology. This is big issue since most ITS applications
and services are effective only if the number of equipped vehicles in a given spatial
region (i.e, the spatial density) is sufficiently high, or, in other words, greater than
a certain threshold. This is a typical example of a chicken-and-egg problem, which
poses serious issues on the appealing of communication-based ITSs system [10].
To mitigate such a problem, it is necessary to increase the adoption rate of ITS
equipment, a result that can be obtained by pursuing three main strategies illustrated
below.

• Enforcing proper rules and policies for the adoption of ITS equipment. For exam-
ple, the European Commission has mandated the adoption of the e-Call platform
in all new vehicles, starting from 2015.

• The development of suitable after-market devices, installable on old vehicles, to
speed up the transition.

• Reusing as much as possible some widely available technologies, such as cellular
networks or standard WiFi, which can be used to provide services to vehicle without
dedicated equipment.
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2.1.3 Network Topology

With the expression network topology it is possible to refer both to the physical
network topology, given by the nodes and by the physical wired or wireless links
between them, or to the logical network topology constituted by a network of virtual
nodes and virtual links set over the real links.

2.1.3.1 Physical Network Topology

The physical topology of a mobile wireless network is determined by the nodes’
positions and by the directionality and transmission range of the adopted communi-
cation technologies. With the exception of a partial control that can be achieved by
employing power control and/or smart antenna techniques, once chosen the commu-
nication technology the designer cannot modify the network topology, as it cannot
control or predict the nodes’ movements.

Vehicular networks are mobile wireless networks where it possible to have a better
topology control, for two reasons: as seen in Sect. 2.1.2, the vehicles’ movements
are constrained by the road infrastructure and at some extent predictable; moreover,
vehicles are often equipped with heterogeneous communication technologies, thus
leading to an additional degree of topology freedom. On the basis on their impact on
network topologies, today’s vehicular communication technology can be classified
in three main groups, illustrated in the following.

• Unidirectional broadcast communication technologies, such as FM-based digital
radio broadcast, where communications can only happens between a centralized
service center through a network of radio station. In this case the network has
always a star topology.

• Technologies with a limited transmission range (less than 1km) supporting direct
communications between vehicles and broadcast transmissions. Such a category
includes DSRC-like technologies like IEEE 802.11p, CALM M5, ETSI G5 and
traditional WiFi standards (IEEE 802.11a/b/g/n), in either ad-hoc or direct mode.
In this case, the physical topology is strictly correlated to the vehicles mobility
and to the communication range. According to many studies, cars naturally tend to
form isolated clusters of vehicles [11]. The cluster size, the cluster lifetime and the
number of clusters depends on the environment. Within a cluster, vehicles assume
a highly-dynamic mesh topology, with a highly-variable degree of connectivity,
ranging from line topology to fully-connected topology. The presence of RSUs do
not alter significantly the network topology, however they can help in connecting
isolated vehicle clusters.

• Technologies with a wide area coverage, not supporting direct communications and
broadcast transmissions. WiMAX [12], [13] and all current cellular technologies,
starting from GSM to LTE [14], [15], fall in this category. In this case, the physical
topology is quite simpler since from a link-layer perspective all communications
are directed to the base station, and therefore the network topology is constituted by
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a series of star-topology networks. Obviously, a node out of coverage is intrinsically
isolated.

Clearly, when vehicles are equipped with both technology types, the two categories
of topology merge together, leading to hybrid topologies.

We observe that the introduction of the upcoming LTE Advanced (LTE-A) [16],
[17] standard will drastically change the panorama and will form a category alone.
In fact, LTE-A promises to bring some direct communication and broadcast trans-
mission capacities, thus achieving the properties of both second and third categories.

2.1.3.2 Logical Network Topology

The concept of logical network topology can be ambiguous, as—depending on the
context—in some cases it consists of overlays created at low layers of the ISO/OSI
stack (MAC and routing), while in other cases it is more convenient to define log-
ical topologies at higher layers, such as the application layer. When a vehicular
networks collapses in a pure VANET constituted only by OBUs and RSUs, applica-
tion and routing levels often coincide. In these cases, it is possible to analyze them
together. Conversely, in more complex vehicular networks that encompass hetero-
geneous technologies and include remote nodes or mobile terminals, it is difficult to
keep a coherent topological vision at low layers, and it is more convenient to focus
on the application layer. Greater details on topological overlay at application layer
will be provide in Sects. 2.3 and 2.4, which are devoted to VANETs.

It is a costly operations maintain a logical topology view on highly mobile net-
works such as as vehicular networks. On the one hand, protocols that proactively
build a topology map require a constant heartbeat traffic, which is expensive in terms
of resource usage and can lead to congestion in highly dense networks. On the other
hand, protocols that actively (on demand) construct a topology map have to face
many obstacles. A non exhaustive list of logical topology that characterize VANETs
is reported below.

• No topology knowledge—In most dissemination applications based on local
broadcast, there are no significant advantages on actively build up the network
topology. Therefore in this case the sender simply has no knowledge of the net-
work topology.

• Source-originated tree-based topology—In this case each node of the network
build its own topology tree starting from itself (the root). Such a tree can be con-
structed only when necessary, in order to reduce the overhead costs due to main-
tenance. In most cases the tree-based topology collapse in a star topology where
the nodes only know 1-hop distant nodes. This partial knowledge of the network
can be exploited in unicast or broadcast multi-hop dissemination protocols.

• Cluster-based topology—In this case, the logical topology keeps the same structure
of the underlining physical topology. Most cluster protocols requires to individuate
some supernodes, such as the clusterhead and some kind of gateways with special
function, as which of routing the packets towards other clusters in the nearby.
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In this family of protocols, within the cluster there is a shared knowledge of the
network,

• Mesh topology. In this case, all network nodes share a common vision of the
network. Also in this case, the topology is temporary and can be proactively con-
structed by means of a multi-hop routing protocol.

2.2 Vehicle-to-X Communications

2.2.1 Key Features of a V2X Communication Protocol

As a result of the numerous issues described in Sect. 2.1, it is difficult to design
an unique V2X communication protocol able to cope with the extreme complex-
ity of a vehicular network, in terms of mobility, environment dynamism, technol-
ogy heterogeneity, and to satisfy the often contradictory requirements of vehicular
applications. For this reason, V2X communications are based on a set of V2X com-
munication protocols, each of them able to deal with specific types of scenarios and
applications.

A communication protocol could be analyzed in two different manners, by
observing the service it provides or by considering its inner characteristics (e.g.,
its communication mechanisms). The service type provided by a V2X protocol is
fully specified by the following parameters [18].

• Target applications.
• The nature of communicated data (size, real-time requirements, bulk data).
• The direction of the data flow (unidirectional or bidirectional).
• The quality of service that can be fully specified by three aspects: latency, end-to-

end throughput and packet success ratio.
• The circumstances under which the communication is initiated (the trigger event).
• The type and number of involved endpoints (OBU, RSU, centralized server of

mobile terminals).

The communication mechanism is characterized by the following factors.

• The traffic pattern—it is considered as unicast when the communication involves
only two endpoints, while on the contrary a broadcast traffic pattern involves a sin-
gle traffic source, and the destination nodes are all the network nodes. A geocast
traffic pattern can be considered as a localized broadcast protocol, where the des-
tination nodes are not all the network nodes, but only the nodes positioned in a
precise and constrained geographical area.

• The network model, determined by the number of communication hops (measured
at the link layer). In a single-hop protocol, the communication involves only two
nodes. In a multi-hop protocol the communication involves a larger number of
nodes, that can act either as source, destination or relay. A multi-hop protocol
allows to extend the dimension of the network and to solve coverage problems, but
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it complicates network operation and reduce the performance in terms of latency
and throughput in comparison to a single-hop solution.

• Transaction type and transaction frequency.

– Protocols based on frequent periodic messages sent multiple times per second,
such as the Cooperative Awareness Messages (CAM) used by the CAM Basic
Service [19]. CAMs are periodically broadcasted by the facility layer at a given
frequency satisfying both road safety application requirements and transport
and network layer requirements (network heartbeat). The CAM frequency may
be determined by the communication management entity, taking into account
the supported road safety application’s operating requirements, transport layer
requirements and the current channel load.

– Event-triggered messages suddenly sent upon a certain event happens, with an
unpredictable frequency, but usually in the order of once a second or less. A sig-
nificant example is represented by the Decentralized Environmental Notification
Messages (DENMs) used by the DENM Basic Service [20].

• Transaction size.

– Small: constituted by single message.
– Medium: constituted by multiple messages—but the transaction can be still

completed in a time smaller than the links lifetime.
– Large: the transaction cannot be completed during a link lifetime, but it shall

involve several links or technologies.

• Session type.

– Individual messages with a loose session concept (as in broadcast protocols).
– Unicast local session, generally with OBUs or RSUs.
– Unicast session with a remote endpoint, which can be a server or a mobile termi-

nal. The remote session can be maintained across several V2I communication
sessions, or relying on wide area networks technologies.

• Protocol type.

– IP based protocol. Often V2X communication protocols natively rely on IPv6
routing protocol to have greater efficiency, larger addressing space and better
mobility support.

– Protocol based on dedicated custom messages, such as the WAVE Short Message
Protocol (WSMP).

2.2.2 Vehicle-to-X Communication Paradigms

By combining the inner properties of a V2X communication protocol and the
characteristics of the provided services, it is possible to define four main com-
munication paradigms: V2V Local Broadcast, V2V Multi-Hop Dissemination, I2V
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Local Broadcast, V2I Bidirectional Communications [21]. Conversely, Beaconing,
Geobroadcast, Unicast routing, Advanced information dissemination and Informa-
tion aggregation, are media independent communication paradigms, in theory, but in
practice most of them are effective only with dedicated communication technologies
(i.e., IEEE 802.11p or similar) [18].

Beaconing is a special case of vehicle-originated broadcast, used to continuously
informing neighboring cars of each other’s current position, heading, and speed.
Communication is unidirectional and single-hop, hence only neighbors in the com-
munication range of the sender are able to receive its messages. Information exchange
through beaconing has a local value and serves as the foundation for cooperative
applications aimed at collision avoidance. Beaconing is effective only if performed
with dedicated DSRC technologies, with native broadcast support. The aforemen-
tioned CAM Basic Service is a potential consumer of a beaconing communication
service.

Geobroadcast is another case of unidirectional vehicle-originated broadcast used
to inform cars positioned in a certain spatial region in the same area of the sender.
Geobroadcast is typically based on V2V multi-hop dissemination mechanisms, and
messages from one vehicle are relayed by other vehicles to reach destinations that
are outside the source’s communication range. When the number of hops is low, this
paradigm can be used to support hard safety applications such as emergency vehi-
cle approach, slow vehicle, emergency electronic brake lights and forward collision
warnings. These represent the most time-critical and safety-critical category of con-
nected vehicle applications, since they are used to warn drivers of imminent-crash
hazards. Geobroadcast dissemination could also be used for soft safety purposes such
as the distribution of hazardous road and traffic information. Geobroadcast messages
are typically sent upon a certain external event, and they often requires very low
latency, especially when used for hard-safety purposes. The aforementioned DENM
Basic Service is a potential consumer of a Geobroadcast communication service.

With I2V Local Broadcast, vehicles receive local broadcasts from the road-
side infrastructure, in support of safety, mobility or sustainability applications.
Infrastructure-originated broadcasts are used to disseminate data that are relevant
to all vehicles in the vicinity of a specific road infrastructure location, where an RSU
is installed. Therefore, it can be implemented through DSRC transceivers deployed
along the roadside. However, it can also be implemented using cellular, satellite,
or digital radio broadcast services, to reach all the vehicles in a large geographical
region. These broadcasts use individual, single-hop I2V messages, involving small
transactions, with frequent transmission. The quality of service requirements depend
on the target application (traffic controller signal phase and timing information, dan-
gerous road condition information).

Unicast routing has the purpose to transmit data through the network to a specific
destination, which can be positioned in the nearby of the sender or remotely. Every
endpoint type (OBU, RSU, central server, mobile terminal) can assume either the
role of sender or destination. The communication may consist of only a single hop,
or route messages over multiple hops toward the destination. These messages are
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generally unicast local sessions with low time criticality, low transaction frequency
and small transactions, without any refined control or management mechanism.

Advanced information dissemination or multi-RSU session is required to transfer
large quantities of data or to execute transactions that take considerable time, which
cannot be accommodated within a single encounter between a moving vehicle and
one roadside ITS station, but must be maintained across several V2I/I2V unicast com-
munication sessions with a remote server. These transactions are single-hop, with low
time-criticality and low frequency. It is necessary to connect with a service provider
across a network, but the logical communication session needs to persist across
multiple paths, signal between the OBU and a series of RSUs offering access to the
backhaul. The persistence may be provided at the application level, the transport layer
or the network layer. Example applications would be downloads of large infotain-
ment/media or map update files, some concierge services or continuous web surfing.

Finally, V2I Bidirectional Communications are required by many mobility appli-
cations, such as navigation, Internet access for browsing or email, electronic trans-
actions for purchasing goods or services, and media download, but also to exchange
messages between vehicles, through infrastructure applications servers. Bidirectional
communications mode can be supported by dedicated DSRC technologies, but more
often with wide area networks, such as cellular networks or WiMAX.

2.3 Centralized Client/Server Technologies

Traditionally proposed architectures are based on a centralized approach, where one
or more central servers have the responsibility to manage all position updates and
queries from involved users—related, for example, to a specific point of interest, to
neighborhood discovery or to path planning. In order to manage a huge number of
active users at the same time, with a high quality of service (QoS), usually those
solutions require relevant computational power on the server side, and are provided
by big companies such as Google and TomTom.

Google Latitude has been introduced by Google in 2009 [22]. It is a location-
aware Web/mobile application which allows a mobile phone user to share his/her
current location with a group of people, i.e., both real and social friends (Fig. 2.1).
By means of his/her Google Account, the location corresponding to the user’s cell
phone is mapped on Google Maps. The user can control the accuracy and details of
what other users can see. An exact localization can be allowed, or it can be limited to
identify only the city. Also, a location can be manually entered. For privacy reasons,
the localization feature can be turned off. Recently, Google added the possibility to
share the user’s daily check-ins with Latitude friends, thus merging the functionalities
of another application, namely Google Places.

Another example of centralized system is TomTom’s HD Traffic, a real-time traffic
service which tries to give accurate and up-to-date traffic information. HD Traffic
is part of TomTom’s LIVE Services, which deliver information to drivers, helping
them to save time, money and fuel. In order to be able to provide such an accurate
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Fig. 2.1 Google Latitude application (Web version) showing friend locations on a map view

real-time information on all major and secondary roads, TomTom’s patented HD
Traffic technology uses, above all, traffic data generated by the movement patterns of
mobile phones inside vehicles, which are collected anonymously from mobile carrier
networks. These patterns are then combined with anonymous data from TomTom
devices, as well as other traditional sources of traffic information, to provide one of
the most advanced traffic information services. Traffic information is relayed in real-
time and securely to TomTom devices, thanks to Vodafone Italy’s patented Machine
to Machine (M2M) solutions [23], and includes a SIM card with a GPRS connection,
which is embedded into the navigation device. Processed information and evaluation
results, such as traffic status, accident and road monitoring, are then available on
TomTom devices or through a Web interface (Fig.2.2).

Among academic research projects, MIT’s CarTel [24] combines mobile com-
puting and sensing, wireless networking, and data-intensive algorithms running on
servers in the cloud to address these challenges. CarTel is a distributed, mobile
sensing and computing system using phones and custom-built on-board telemat-
ics devices—one may think of it as a “vehicular cyber-physical system”. A CarTel
node is a mobile embedded computer coupled to a set of sensors. Each node in the
system gathers and locally processes sensor readings, before delivering them to a
central portal, where data are stored in a database for further analysis and visual-
ization. CarTel provides a simple query-oriented programming interface, handles
large amounts of heterogeneous data from sensors, and copes with intermittent and
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Fig. 2.2 TomTom’s HD Traffic Web Interface

Fig. 2.3 MIT’s CarTel architecture

variable network connectivity. CarTel nodes primarily rely on opportunistic wire-
less (e.g., Wi-Fi, Bluetooth) connectivity to the Internet, or to “data mules”, such
as other CarTel nodes, mobile phone flash memories, or USB keys, to communicate
with CarTel applications running on a Web portal. A delay-tolerant continuous query
processor, called ICEDB, allows to specify how mobile nodes should summarize,
filter, and dynamically prioritize data. Figure 2.3 illustrates the system architecture,
with the different components of the platform. Cars collect data as they move, and
log them to their local ICEDB databases. As connectivity becomes available, data
on cars is delivered to the Web portal, where users can browse and query it by means
of the visual interface.

These examples of centralized solutions are only a small subset of the huge amount
of existing solutions. They give an idea about problems associated to location based
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Fig. 2.4 Screenshot of Waze’s Live map

solutions, the amount and heterogeneity of information that could be potentially
involved, and the number of simultaneously active users that participate in such a
system.

Particularly innovative is Waze [25], a social driving mobile application.
By connecting drivers to one another, Waze helps people create local driving com-
munities that work together to improve the quality of everyone’s daily driving. That
might mean helping them avoid the frustration of sitting in traffic, cluing them into
a police trap, or shaving five minutes off of their daily travel by showing them new
routes they never even knew about (Fig. 2.4). In October 2012, the Waze commu-
nity consisted of 28 million drivers. New features are periodically added, according
to user preferences. For example, the features released in Waze 3.5 (Driving to a
restaurant with friends, Picking up your spouse, Let the kids know you’ll be home
for dinner) have been introduced taking into account an Omnibus survey of 1,000
American drivers, commissioned by Waze, which found that over 50 % of drivers
regularly pick up friends and family.

2.4 Decentralized and Peer-to-Peer Systems

Due to the progressive improvement of Internet connections, and in particular of
mobile devices capabilities, during the last decades the research community focused
on decentralized architectures, and in particular on peer-to-peer (P2P) overlay net-
works, which are characterized by highly distributed algorithms for sharing data and
resources like computing cycles, storage, and bandwidth. Target applications were
(and still are) file sharing, social networking, live and on demand streaming, as well
as decentralized geolocation services. Every time a peer wants to know a specific
information, e.g., which peers are located in a certain area, it does send a number of
lookup queries to a subset of the known peers. Such queries are routed within the
overlay network, towards those nodes which may store the desired information.
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Distributed localization is a clear example of geocollaboration service, usually
implemented by recursively dividing the 2D space into smaller areas, in order to
assign each peer the responsibility of a space region. Instead of employing a number
of centralized servers (either dedicated or selected among participating nodes) to
carry the load for the entire network, the peers share the load of indexing and search-
ing data that refers to its area. The idea of hierarchical partitioning comes from
the indexing of data structures for multidimensional data sets, such as the R-tree
[26], which is widely used in centralized databases. R-trees are tree data structures
used for spatial access methods, i.e., for indexing multi-dimensional information
such as geographical coordinates, rectangles or polygons. Such an approach has
been used in both research and real-world applications, for example to store spa-
tial objects such as restaurant locations, or the polygons which typical maps are
made of—streets, buildings, outlines of lakes, coastlines, etc. Moreover, it allows
to quickly answer queries such as “find all museums within 2 km of my current
location”, “retrieve all road segments within 2 km of my location”, or “find the
nearest gas station”. The key idea of the data structure is to group nearby objects
and represent them with their minimum bounding rectangle in the next higher level
of the tree. Since all objects lie within this bounding rectangle, a query that does
not intersect the bounding rectangle cannot intersect any of the contained objects.
At the leaf level, each rectangle describes a single object, while at higher levels it
describes the aggregation of an increasing number of objects. This can also be seen

Fig. 2.5 Simple example of an R-Tree with 2D rectangles
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as an increasingly coarse approximation of the data set. Scheme in Fig. 2.5 shows a
R-Tree examples in the 2D.

Examples of general-purpose hierarchical peer-to-peer schemes supporting
geo-collaboration services are HZSearch [27], DPTree [28], DiST [29]. These and
other research works propose strategies for supporting complex queries over multi-
dimensional data, such as “select five available buildings closest to the airport”
[30], [31], [32].

According to the use of wireless technologies and system designs, Tsao et al.
categorized decentralized traffic information systems into four different architec-
tures: single-tier VANET, single-tier P2P over VANET, single-tier infrastructure-
based P2P, and two-tier VANET/P2P [33]. Such categories are illustrated in Fig. 2.6.

In single-tier VANETs, vehicles communicate with each other through Inter-
Vehicular Communication (IVC), and periodically broadcast their current speeds
and positions to neighboring vehicles. A part of the traffic information a vehicle
receives may also be propagated to its neighbors through broadcast messages. Based
on the received messages, a vehicle can generate traffic reports.

In a single-tier P2P over VANET, vehicles form an application-layer P2P overlay
network on top of the VANET. The P2P overlay can be either unstructured or struc-
tured. Vehicles share their resources (i.e., traffic information) and retrieve resources
from others through the P2P overlay. The application-layer P2P overlay communi-
cation relies on the routing protocol of the underlying VANET. The key difference
between the P2P over VANET architecture and the previous architecture is the traffic
information lookup. In the previous approach, a vehicle floods a query message to all
neighboring vehicles within the IVC range. In this architecture, a vehicle explicitly

Fig. 2.6 Decentralized traffic information systems: a single-tier VANET; b single-tier P2P over
VANET; c single-tier infrastructure-based P2P; d two-tier VANET/P2P
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forwards the query by exploiting the application-layer P2P lookup mechanism and
the VANET routing.

Another single-tier architecture involves forming a P2P overlay through an
infrastructure network. Vehicles are required to have a broadband wireless interface
to access the infrastructure network. Vehicles communicate with each other through
infrastructure communication instead of ad-hoc communication. Also in this case,
the P2P overlay could be unstructured or structured.

A two-tier VANET/P2P architecture exploits both VANET and P2P technology. In
the low tier, vehicles form a VANET via inter-vehicle communication to exchange
traffic information. Some vehicles in are selected to form a high-tier P2P over-
lay through a broadband wireless infrastructure. These vehicles are called super-
peers and serve as a bridge between the high-tier and low-tier networks to handle
message exchanges and lookups. According to Tsao et al., the two-tier architecture
achieves much higher lookup success rates than VANET-based systems and outper-
forms single-tier infrastructure-based P2P systems in terms of success rate, latency,
and maintenance cost [33]. Nevertheless, we claim that in many cases the single-tier
infrastructure-based P2P architecture as several advantages. In the following of this
section we discuss some noticeable example.

The specific problem of geographic localization is addressed by Globase.KOM
(Geographical LOcation BAsed SEarch) [34], which adopts an enhanced tree-based
P2P overlay.The main focus is to enable search over all peers in a defined geographical
area, which can be either circular or rectangular. A peer is enabled to search for a
node with a particular location, or for the geographically closer peers. Together with
the information about its geographical location, a peer can publish any other data
describing the service it offers (e.g., a video stream from a webcam), the object
it represents (e.g., restaurant, police station, sightseeing, gasoline station), or some
additional information (e.g., menu, prices, opening hours). For example, users can
find the closest gasoline station or can find all restaurants in some area and see their
menu or video streams from webcams.

The Globase.KOM scheme is based on supernodes, i.e., powerful nodes, with
best network connectivity, which tend to stay online for a long time. Supernodes are
responsible for indexing all nodes/services in one clearly defined geographical area.
Other nodes in the network simply offer and consume services, with no additional
responsibilities. The idea is that the world projection is divided into disjoint, non-
overlapping zones. Each zone is assigned to a supernode (located inside the zone
itself), which has to collect, store and maintain the overlay/underlay contact addresses
of all nodes in that zone (Fig. 2.7).

Active peers in Globase.KOM perform three main location-related operations,
i.e., area search, address lookup, and discovery of the geographically closest nodes.
Area search is performed using the SEARCH message, which includes a description
of the geographical area (center and radius), plus metadata describing the targeted
service/object. When a superpeer receives a SEARCH query from one of its peers, it
calculates the searched ellipse onto the map projection. Next, it checks if that ellipse
intersects the zone it is responsible for. Figure 2.8 illustrates an example of area
search. A peer in the zone of superpeer B sends a SEARCH message containing a
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Fig. 2.7 Globase.KOM: division of world projection in multiple non-overlapping zones

description of the marked zone. As the zone does not intersect the zone for which
superpeer B is responsible, the SEARCH message is forwarded to the superpeer A.
In the end, superpeers A, C, and D reply with the list of the matching results.

Every superpeer maintains the contact addresses of the peers inside its zone (but
not those of the peers which are into inner zones), of the superpeers responsible for
inner zones (called child nodes), of its parent in the tree, of the root superpeer, and
of interconnected superpeers. Each normal peer maintains the contact addresses of
the parent superpeer, of the root superpeer, as well as an interconnection list and a
cached list of already contacted peers. Peers/Superpeers are identified by their unique
PeerID (Fig. 2.9), which contains the GPS coordinate of the node, if it is a supernode,
the zone it is responsible for, and a random part, in order to support the existence of
more than one peer at the same location.

The address lookup operation is used to determine the IP address and port of a
peer, given its geographical location. Each superpeer knows the IDs/locations of all
nodes it is responsible for. Therefore, a lookup operation basically means routing the
LOOKUP message to the superpeer responsible for the peer with the given location.

When a peer wants to find the closest peer, it first calculates the closest border
of the zone it belongs to. This is possible by using the ID of the parent superpeer,
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Fig. 2.8 Globase.KOM: example of Area Search procedure

Fig. 2.9 Globase.KOM:
structure of PeerID

which contains a vector representation of the zone. Then, the peer sends a FIND
CLOSEST message to its parent superpeer, containing the calculated distance to the
closest border of the zone.

Another architecture, called GeoP2P [35], still performs a hierarchical partition-
ing of the 2D geographic space, but adopts a fully decentralized peer-to-peer overlay
scheme, with overlay maintenance and query routing performed without super or
special peers. The system consists of large number of peers, distributed across a
2-dimensional space with rectangular boundary. Each peer is placed in the 2D space,
and is responsible for providing information which is relevant to its location. A peer
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Fig. 2.10 GeoP2P: a Zoning by clustering; b Zoning Hierachy; c Zoning by splitting

can be associated to a single sensor, such as a surveillance camera, or to a database
which contains information about the local environment, such are a hotel, or a gas
station. Each piece of data stored in the overlay is updated independently. Addition-
ally, any peer can be interested in any region in the space and send a query. The
purpose of the overlay network is to route queries to relevant peers.

Also in GeoP2P, the universe is hierarchically divided into zones. At the top
level of the hierarchy, the zone representing the universe is divided into a number
of sub-zones, each one being further divided into sub-sub-zones at the next level of
the hierarchy, and so on. Thus the zones can be conceptually organized into a tree,
where the root of the tree represents the universe and each tree-node represents a zone.
Figure 2.10a illustrates an example division of the universe, and the corresponding
tree representation is shown in Fig. 2.10b.

Each peer maintains a routing table which lists all the other peers it knows. To
resolve a query about any region in the universe, a peer tries to find a peer that belongs
to the leaf zones intersecting the query region. To do that, each peer needs to have
some structured knowledge to cover the globe, such that for any zone, it either knows
all the peers belonging to that zone, or at least knows some peers which know more
about that zone. Any query can thus be either resolved or forwarded to a peer that
has better knowledge of the queried region.

The routing table is organized in d rows, one for each level of hierarchy, from
1 to d. Each row maintains information regarding k − 1 sibling zones of that level,
plus some information for the self-zone. For each sibling zone, the table maintains
the network address of one (or more) contact peer, associated with the rectangular
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Fig. 2.11 GeoP2P: a overlay neighbors of peer f ; b routing table of peer f ; c routing path of a
range query

boundary (coordinates of bottom-left and top-right corner) of the zone. Siblings
can be organized into columns, based on the segment of the zone identifier which
corresponds to the branching at that level. For the self-zone, only the zone boundary
must to be maintained, and it can be stored in the corresponding column based the
identifier of the self-zone. Level d stores the information regarding the leaf zone,
and there the siblings are individual peers instead of zones. Thus, in this case the
coordinates of the peers are stored, instead of the rectangular boundaries. Figure 2.11b
shows an example routing table of a peer. The corresponding overlay neighborhood
is illustrated in Fig. 2.11a.

The main drawback of the hierarchical approach is that peers representing higher
level regions may become bottlenecks for query routing, and possible points of
failure for the whole system. Moreover, none of the state-of-art solutions has been
demonstrated to work in presence of mobile peers.

Rybicki et al., with Peers on Wheels [36], PeerTIS [37], and GraphTIS [38] pro-
posed P2P architectures where participating cars are peers organized in a Distributed
Hash Table (DHT), to receive and distribute useful information to improve the vehi-
cle travel time using dynamic route guidance. In PeerTIS, roads are divided into
segments, each with a unique ID that is used as key in the DHT. The main idea is
that each node is responsible for a certain part of the ID space and, consequently, for
a certain number of road segments. GraphTIS was designed to overcome the main
issue of PeerTIS, i.e., that the geographical coordinates of road segments are not uni-
formly distributed over the key space (it was observed that, in a realistic simulated
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scenario, almost 40 % of all peers do not maintain any data at all). in GraphTIS, graph
partitioning algorithms are employed to dissect the graph into a number of (almost)
equally sized disjoint sub-graphs. The aim is still to minimize the effort for looking
up a group of road segments. Whenever a query crosses a boundary between two
peers, it must be transmitted over the network, causing network traffic and increasing
the query latency. Thus, the partitions should be formed in such a way that typical
queries touch as few partitions (and hence as few peers) as possible, i.e., the parti-
tions should be chosen in a way that minimizes the number of cut graph edges. It is
known that optimal graph partitioning is NP-hard. In GraphTIS, a combination of
graph growing and the Kernighan-Lin algorithm [39] are used. The hierarchical par-
titioning and labeling is constant for a given map, so it is pre-calculated once, before
the system starts running, and stored along with the street map data. At runtime each
peer maintains all (key, value) mappings for the sub-graph represented by one node
in the partitioning tree.

2.5 Enabling Technologies

As we have seen in Chap. 1, the approach followed by international standardization
bodies, notably ETSI and ISO, consists in adopting an open communication archi-
tecture embracing a mix of protocols and technologies, either dedicated or general
purpose. In Table 2.1, we have summarized the main characteristics of principal com-
munication technologies that can be currently used in ITSs. We have considered the
dedicated IEEE 802.11p standard, a mix of general purpose existing technologies
including IEEE 802.11, and two generations of cellular networks, namely UMTS
and LTE.

In such a table, IEEE 802.11p is the unique dedicated technology and therefore it
natively offers most of the features required by ITSs applications, including support
for all broadcast and V2X communication capabilities, including multihop. It is also
boasts a small latency and it allows to perform communications without a preemptive
setup of the network. This is a key feature for hard-safety applications that require
a low delay. As today, the low market penetration is the most critical issue of IEEE
802.11p.

WiFi (with this term we refer to classical IEEE 802.11a/b/g standards) shares
some characteristics with IEEE 802.11p, including native support for broadcast and
V2X communication capabilities, even if at less reliable degree than IEEE 802.11p.
On the other hand, WiFi suffers of the limited data range and of the limited mobility
support, due to the high network setup time. However, WiFi can exhibit a very high
market that can be exploited for both in-vehicles and V2X communications.

UMTS and LTE exhibit characteristics that are almost orthogonal with respect to
WiFi and IEEE 802.11p. In fact, both UMTS and LTE exhibit ubiquitous coverage,
high mobility support and V2I capabilities. However, they lack support for direct V2V
communications, and they support local broadcast only through dedicated protocol
specifications, notably Multimedia Broadcast Multicast Service (MBMS) for UMTS

http://dx.doi.org/10.1007/978-3-319-10668-7_1


2.5 Enabling Technologies 41

and evolved Multimedia Broadcast Multicast Service (eMBMS) for LTE [40], [41].
However, the deployment of MBMS and eMBMS is totally dependent on the mobile
operators’ willingness. Currently, the diffusion of eMBMS is pretty scarce, and,
at the best of our knowledge, the are no implementation of MBMS. In terms of
performance, there is a clear gap between UMTS and LTE, in terms of data rate, end-
to-end delay and setup type. While LTE copes with the exigences of a large number
of ITSs applications, including safety dedicated tasks, UMTS can be employed only
for a limited class of services.

2.5.1 Cellular Networks

The cellular networks deployed today are based on a heterogeneous mix of different
generations of communication technologies, starting from 2G, and including 3G,
3.5G and LTE. This heterogeneity and the frequent generation upgrades has histor-
ically discouraged the use of cellular networks in ITSs applications, in particular in
USA, where car owners and state DOTs feared to constantly upgrade equipment in
vehicles and intersections, respectively.1

There is a pervasive diffusion of compatible devices (smartphones, tablets, OISs)
and the existing network infrastructure guarantees a worldwide coverage and it is
constantly upgraded by operators. This means that there is no need for additional

Table 2.1 Performance indicators of main ITSs communication technologies

Feature IEEE 802.11p WiFi UMTS LTE

Type Dedicated General purpose General purpose General purpose

Market
Penetration

Low High High Potentially High

Bit Rate 3–27 Mbit/s 6–54 Mbit/s 2 Mbit/s up to 300 Mbit/s

End-to-end delay 10 ms 10 ms 50–100 ms 10 ms

Setup time 0 a few seconds 100 ms up to
seconds

50-100ms

Maximum Range 1 km 0.1 km 10 km 30 km

Coverage Intermittent Intermittent Ubiquitous Ubiquitous

Mobility support Medium Low High Very High

V2V Local
Broadcast

Yes Yes Through server Through server

V2V Multihop Yes Yes Through server Through server

V2I Bidirectional Yes Yes Yes Yes

I2V Local
Broadcast

Yes Yes Partially
(MBMS)

Partially
(eMBMS)

1 http://www.itsa.org/industryforums/connectedvehicle.

http://www.itsa.org/industryforums/connectedvehicle
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dedicated infrastructures. Moreover, current generations of cellular technology
(3G, 3.5G and LTE) offers low latency and high throughput, and may operate with
vehicle speed up to 300Km/h. For these reasons, cellular technologies are included
in both ETSI and ISO architectures, and are already used in vertically integrated
ITS applications (i.e, insurance company black box), or to provide TIS-related ser-
vices [42].

However, current cellular technologies are affected by a series of technical limita-
tions that make them unsuitable to fit the requirements of safety-related applications,
which play a pivotal role in ITS. The main limitations, that emerge clearly from
Table 2.1, are related to the lack of support for broadcast communications and V2V
communications and for the significant latency, which is too high for most hard-safety
ITS applications (e.g., collision avoidance). The upcoming LTE-Advanced (LTE-A)
generation promises to be a game changer. LTE-A is committed to provide technolo-
gies for high data rates and system capacity. Further, LTE-A was defined to support
new components for LTE, to meet new communication demands coming from the
ITS community and from Machine-to-Machine (M2M). On the one hand, LTE-A will
provide more advanced local broadcast eMBMS mechanisms, thus bringing benefits
to ITS communications. On the other hand, LTE-A will be provide Device-to-Device
(D2D) communication capabilities to be exploited in V2V services. In D2D mode,
terminals may communicate directly with their neighbors, thus bypassing the data
plane of cellular base stations (denoted as eNodeB in LTE), while maintaining their
leadership role in the control plane [43].

2.5.2 WiFi and WiFi Direct

The IEEE 802.11 standard specifies physical and MAC layers to set up wireless local
area networks (WLANs) [44]. Although its first release was published in the far 1997,
it is not yet an obsolete technology. In order to accommodate the introduction of new
functions, the standard has been continuously modified, with specific amendments
processes. An up-to-date version of the standard, aggregating several of these amend-
ments, was released in the 2007 and denoted as IEEE 802.11-2007 [45]. In particular,
the a, b, and g amendments were introduced, respectively as the chapter 17, 18, and
19, while the amendment e, introducing the support for Quality of Service (QoS) at
MAC level, has been merged with chapter 9 of the standard. Two important amend-
ments, IEEE 802.11p [46] and IEEE 802.11n [47], have been recently included in
the standard, and the IEEE 802.11ac amendment will be standardized soon.

The basic building block of an IEEE 802.11 network is the Basic Service Set
(BSS), a group of STAtions (STAs) that may communicate with each other. IEEE
802.11 offers different opportunities to build a BSS. For instance, nodes can form
an Independent BSS (IBSS) with no central coordination authority, or, as in envi-
ronments with infrastructure (i.e., AP) be part of an infrastructure BSS, with an
individual identification number. In both cases, the channel access mechanism is
based on a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
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strategy. When STAs operate in an IBSS, the network operates in ad-hoc mode, which
is the only form that allows to perform V2V communications. However, the ad-hoc
mode is affected by two main limitations, one concerning synchronization issues,
and the other affecting communication security.

Synchronization issues are related to the intrinsic characteristics of the CSMA/CA
mechanism. In fact, in order to correctly transmit and receive data, all the STAs within
the same IBSS have to be locked to a common clock [45]. In order to reach this
goal, the standard defines a suitable mechanism, known as Timing Synchronization
Function (TSF) [44]. In the case of infrastructure-based networks, all the STAs
are synchronized with the AP’s clock. On the other hand, in ad-hoc networks it is
necessary to employ a suitable distributed algorithm to synchronize the STAs. In
all the cases, synchronization information is obtained through the transmission of
a special frame, denoted as beacon. It can be observed that in the case of ad-hoc
networks the synchronization issue limits the maximum number of nodes that can
be belong to the same IBSS [48]. Some issues are related to the nature of the Wi-Fi
Protected Access (WPA e WPA2) mechanisms that provide the security layer of the
IEEE 802.11 protocol [49]. In fact, if applied in ad-hoc networks, WPA introduces
significant scalability problems, as it requires to exchange a number of keys directly
proportional to the number of STAs.

In order to overcome these limitations, the WiFi Alliance has recently realized a
new protocol, denoted as WiFi Direct [50], with the goal to overcome the numerous
limits of the ad-hoc mode. However, the WiFi Direct mode has currently a low market
share, since it is available in a small number of top level devices. Therefore, it is not
possible to realize an application with a large diffusion based on WiFi Direct.

WiFi Direct devices build topologies based on groups, following the classic con-
cept of BSS. Each group has a leader which can be considered an access point to
the network. One of the main peculiarity of WiFi Direct with respect to the classic
IEEE 802.11 standard is the fact that the access point of the network can be dynam-
ically chosen. The leader of the group is dynamically designed and not fixed, unlike
infrastructure-based networks. For this reason, all WiFi Direct devices should be
able to become group leaders, supporting the functionality of device discovery and
mechanisms for the coexistence with other types of IEEE 802.11 networks. In fact,
WiFi Direct has been conceived to be used simultaneously to a infrastructure-based
network, thus yielding to a higher level of scalability than pure ad-hoc networks.
However, WiFi Direct is strongly limited by the fact that it cannot be directly used
to perform multihop communications. To overcome such a limit, it is possible to use
the advanced functionalities of WiFi Direct, as the support for multiple groups and to
transverse communications. Unfortunately, most of these features are not supported
by the devices available on the market.
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Fig. 2.12 Protocol stack jointly defined by the IEEE 1609 and the IEEE 802.11p standards

2.5.3 IEEE 802.11p and WAVE

The IEEE has realized a totally new protocol stack, commonly denoted as WAVE,
which copes with the IVC requirements: highly dynamic and mobile environment,
message transmission in an ad-hoc manner, low latency, and operation in a reserved
multi-channel frequency range. As shown in Fig. 3.4, WAVE maintains the tradi-
tional ISO/OSI protocol stack [51] and is composed by a collection of standards,
namely, IEEE 802.11p the IEEE 1609 standards family [52]. The latter—which has
been already discussed in Sect. 1.3.3—defines higher layer services, such as system
architecture, security, resource management and communication model [53], while
IEEE 802.11p is focused on physical and MAC layers.

In November 2004, the IEEE 802.11p Task Group was formed to develop an
amendment to the IEEE 802.11 standard, to add wireless access in vehicular environ-
ments (WAVE), by defining enhancements to IEEE 802.11 including data exchange
between high-speed vehicles and between vehicles and roadside infrastructure, in
the licensed ITS band of 5.9 GHz (5.85–5.925 GHz). IEEE 802.11p was consid-
ered for vehicle-based communication networks—in particular, for toll collection
applications, vehicle safety services, and commerce transactions via cars. The ulti-
mate vision was a nationwide network enabling communications between vehicles
and roadside access points or other vehicles. The last approved amendment of IEEE
802.11p was incorporated in IEEE 802.11 standard [45], published in 2012 (Fig. 2.12)

The IEEE 802.11p standard differs form the existing IEEE 802.11a standard in
three main aspects [54]: (i) the definition of BSS; (ii) some details of the physical
layer; (iii) the MAC layer. In the WAVE mode, data packets transmission is only
allowed to occur within an IBSS, which is established in a fully ad-hoc manner,
without any need for active scanning, association or authentication procedures. A
node that initiates an IBSS is called provider, while a node that joins an IBSS is called
user. To establish an IBSS, the provider has to periodically broadcast on CCH an IBSS
announcement message, which includes the WAVE Service Advertisement (WSA).

http://dx.doi.org/10.1007/978-3-319-10668-7_3
http://dx.doi.org/10.1007/978-3-319-10668-7_1
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The latter message contains all the information identifying WAVE applications and
associated network parameters, necessary to join an IBSS (e.g., the ID, the SCH
index, and timing information). A node should monitor all WSAs on CCH to learn
about the existence and the operational parameters of the available IBSSs.

The IEEE 802.11p physical layer is an amended version of the IEEE 802.11a
specifications, thus it is based on OFDM modulation. It mandates the use of 10 MHz
channels, which offer a greater resistance with respect to the channel delay spread,
thanks to their double guard time (1.6 µs). The 10 MHz frequency leads to halved
data rates, and the maximum sustainable data rate becomes 27 Mbit/s. We remark
that, differently from the IEEE 802.11a, whose use was forbidden for several years in
Europe, the use of IEEE 802.11p is already allowed, regulated by the ETSI European
Standard 202 663 [55].

The IEEE 802.11p MAC layer has the same Enhanced Distributed Channel Access
(EDCA) core mechanism of introduced in the IEEE 802.11e amendment [56]. EDCA
maintains the distributed approach of the CSMA/CA protocol as in legacy DCF, but
introduces four Access Categories (ACs), each one defining a priority level for chan-
nel access and having a corresponding transmission queue at the MAC layer. Each
AC in the queue behaves like a virtual STA, and it follows its own DCF algorithm,
independently contending with the others to obtain the channel access. Each i-th AC
has a set of distinct channel access parameters, including Arbitration Inter-Frame
Space (AIFS) duration and contention window size (CWmin[i] and CWmax[i]). The
AIFS has the same meaning of DIFS parameter in the DCF algorithm but the different
duration, and it is defined as:

TAIFS[i] = TSIFS + AIFSN[i] · TSLOT,

where AIFSN[i] is an adimensional parameter different for every AC. Clearly, when
AIFSN[i] = 2, TAIFS[i] becomes identical to TDIFS. The amendment [56] has also
introduced the possibility of sending a train of consecutive frame by the concept
of Transmission Opportunity (TXOP), but this feature is not exploited by the IEEE
802.11p amendment.

In the IEEE 802.11p standard the access mechanism is properly modified to work
in the multi-channel WAVE environment, by implementing two separate EDCA
functions, one for CCH and one for SCH, which handle different sets of queues
for packets destined to be transmitted on different channel intervals, as shown by
Fig. 2.13. Table 2.2 summarizes the most interesting parameters of the physical and
MAC layers of IEEE 802.11, with the exception of the EDCA parameters, which
are listed in Table 2.3. From Table 2.3 we observe that IEEE 802.11p uses the
same CWmin and CWmax values of the original IEEE 802.11e specification [56], but
slightly modified AIFSN values. While in standard WLAN the AC_VI and AC_VO
correspond, respectively, to Video and Voice, in the case of IEEE 802.11p, AC_VI
and AC_VO must be interpreted as ACs reserved for prioritized messages (e.g.,
critical safety warnings).
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Fig. 2.13 Enhanced Distributed Channel Access mechanism defined by the IEEE 802.11p standard

Table 2.2 Main parameters
of the IEEE 802.11p standard

Parameter IEEE 802.11p

Carrier Frequency (GHz) 5.9

Bandwidth (MHz) 10

OFDM Guard Time (µs) 1.6

CWmin See Table 2.3

CWmax 1023

TSLOT (µs) 13

TSIFS (µs) 32

Data rates (Mbit/s) 3, 4.5, 6, 9, 12, 18, 24, 27

Table 2.3 EDCA parameters
of the IEEE 802.11p standard

AC CWmin CWmax AIFSN

AC_BK 15 1,023 9

AC_BE 15 1,023 6

AC_VI 7 15 3

AC_VO 3 7 2

2.5.4 ETSI ITS Protocol Stack

The main candidate protocol stack for ITS applications designed by ETSI is illustrated
in Fig. 2.14. The physical and MAC layers have been standardized in 2009 by ETSI
in the ITS-G5 protocol [55], which is largely based on IEEE 802.11p. The design
goals and principles of ITS are the following:
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Fig. 2.14 ETSI protocol stack

• quick media access (low latency broadcast/unicast communication);
• ad-hoc communication (no infrastructure requirements);
• allocated spectrum for ITS (communication reliability);
• 200-800m communication range;

The ITS-G5 protocol supports the Basic Transport Protocol (BTP) [57] and
the GeoNetworking protocol for V2X communication [58], based on results from
project GeoNet. GeoNetworking, in turn, uses both the BTP protocol and a own
location-based addressing for all communications, including single-hop communi-
cation between ITSs. Finally, within the facilities, lay the two types of safety messages
standardized by ETSI, referred as Cooperative Awareness messages (CAMs) [19]
and Decentralized Environmental Notification Messages (DENMs) [20]. CAMs are
heartbeat periodic messages, delivered to vehicles laying in the awareness range of
the sender. DENMs are event-triggered messages delivered to vehicles laying in the
relevant geographical area of the triggering event. Such a region of interest can span
several hundred meters.
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Chapter 3
Wireless Communications for Vehicular
Ad-Hoc Networks

3.1 Information Dissemination in Loosely-Coupled VANETs

The goal of this book is to explore the possibility to enable ITSs services by
exclusively leveraging on existing technologies such as WiFi networks and cellu-
lar networks. In this chapter, we evaluate the feasibility of using WiFi networks to
disseminate or collect information on a small geographical area with a pure V2V
approach. As it does not make sense to build a novel WiFi infrastructure for vehicular
communications, we will investigate the possibility to realize V2V-based services
by leveraging on commodity hardware and software, which can be currently found
on smartphones, tablets and OISs. The main advantage of this approach is the dra-
matic economic cost reduction, while the main drawback is the heritage of all the
characteristics of the WiFi technology, without any chance of adapting it for the
vehicular communications scenario. In fact, relying on already deployed devices
prevents from performing any technical optimization in some crucial areas such as
low layer protocol stacks (physical and MAC layer) and antenna design.

As a consequence, our scenario is affected by a series of issues. First of all,
the transmission range of a device maxes out at 100 m but it is often far smaller.
The physical layer of WiFi technology has not been conceived for communication
in the harsh conditions that characterizes a vehicular wireless channel, which reduces
the reliability of the communications. Furthermore, the infrastructure mode of the
WiFi protocol has a high setup time and does not scale very well, making difficult
to adapt it to highly dynamic vehicular network topologies. For these scenarios, the
WiFi ad-hoc mode can be a better choice, at least in terms of scalability.

Because of these important issues, the IEEE 802.11 technology cannot be used to
build and maintain stable VANETs. Instead, it can only used to build loosely-coupled
VANETs, whose members have weak bonds and the concept itself of network topol-
ogy is feeble. In such VANETs, it is infeasible to use unicast V2V protocols to dis-
seminate information, as the network topology is not sufficiently stable. Therefore,
in loosely-coupled VANETs, information can be disseminated exclusively by means
of broadcast or geocast protocols, either single- or multi-hop. Single-hop broadcast
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protocols have an intrinsic higher transmission efficiency, but they have a limited
transmission range and they can therefore send information only in a small region
centered in the source. Conversely, multi-hop broadcast have lower transmission
efficiency due to the half-duplex nature of the employed radios, but allow to reach
vehicles that are out of the transmission range of the original source. Furthermore,
with multi-hop broadcast protocols, it is possible to provide some geocast function-
alities also in loosely-coupled networks.

In this chapter, we focus on both information dissemination applications and data
collection applications. In particular, we present a novel theoretical framework for
the analytical performance evaluation of a family of multihop broadcast dissemina-
tion protocols that can be really installed on already deployed WiFi-ready devices,
and therefore do not require to modify the lower layers of the protocol stack. Such a
low complexity theoretical framework is useful to characterize the main performance
metrics of a family of probabilistic multihop broadcast protocols with applications
to VANET scenarios. First, we show that the average positions of a given number
of points of a PPP falling in a segment with finite length are equally spaced. Then,
assuming a silencing mechanism at each hop, we derive a recursive (hop-wise) the-
oretical performance evaluation framework which exploits the assumption of fixed
and equally spaced vehicles positions in each retransmission hop. In particular, such
a performance analysis is likely to be representative of the average (with respect to
the nodes’ spatial distribution) performance of the broadcast protocols at hand, as
it is confirmed by simulations carried out with the Network Simulator 2 (ns-2) [1].
Moreover, the proposed analytical model applies also to other vehicle spatial dis-
tributions, provided that the average inter-vehicle distance is fixed. The impact of
node mobility will also be evaluated. Although we consider two novel illustrative
broadcast protocols, we underline that our approach is general.

As aforementioned, we also analyze a data collection scenario, where the VANET
acts as a vehicular sensor network. The presented approach consists in the creation,
during a downlink phase, of a clustered VANET topology during fast broadcast
data dissemination, from the Access Point (AP), through a novel clustering pro-
tocol, denoted as Cluster-Head Election IF (CHE-IF). This clustered topology is
then exploited, during an uplink phase, to collect information from the vehicles and
perform distributed detection. Our results highlight the existing trade-off between
decision delay and energy efficiency. Unlike classical sensor networks for distrib-
uted detection, the proposed vehicular distributed detection schemes exploit the
natural vehicle clustering and have to cope with their “ephemeral” nature. More
precisely, vehicle mobility has a direct impact on the maximum amount of data
which can be collected, thus leading to the concept of decentralized detection on the
move. In particular, we analyze the performance of vehicular decentralized detec-
tion schemes, based on the observation, by all vehicles of a VANET, of a spatially
constant phenomenon of interest.

The chapter is structured as follows. In Sect. 3.2, multihop broadcast protocols
for linear networks are introduced. Section 3.3 is devoted to the derivation of the
average distribution of a given number of points of a PPP in a segment with finite
length. In Sect. 3.4, a succinct overview of the IEEE 802.11b standard is provided. In
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Sect. 3.5, the family of probabilistic broadcast protocol with silencing is accurately
described. In Sect. 3.6, the analytical framework for performance evaluation of the
probabilistic broadcast protocols of interest is presented. In Sect. 3.7, after the valida-
tion of the analytical framework by means of numerical simulation, the performance
of the novel probabilistic broadcast protocols is investigated and compared with
that of other (known) protocols. Finally, in Sect. 3.8 we analyze the data collection
scenario, where the VANET acts as a vehicular sensor network.

3.2 Multihop Broadcast Protocols

Reducing the number of redundant packets, while still ensuring good coverage and
low latency, is one of the main objectives in multi-hop broadcasting. In fact, a too large
number of transmissions acts unavoidably leads to unsustainable levels of latency,
retransmissions, and collisions: the overall phenomenon is typically referred to as
broadcast storm problem [2] and it mainly affects dense networks. The problem of
minimizing the number of transmissions has been deeply investigated by the Mobile
Ad-hoc NETworks (MANETs) research community: the theoretically optimal solu-
tion consists in designating, as relays, the nodes belonging to the Minimum Con-
nected Dominant Set (MCDS) of the network [3]. The nodes within the MCDS have
the following properties: (i) they form a connected graph; (ii) every other node of
the network is one-hop connected with a node in the MCDS; (iii) the MCDS has the
lowest cardinality over all the possible collections of nodes that satisfy the previous
two requirements.

The general goal of a multihop broadcast protocol is to attain the widest network
coverage in the shortest possible time. This can be obtained by pursuing three inter-
mediate goals: (i) minimizing the number of communication hops; (ii) minimizing
the number of effective retransmissions in every hop; (iii) minimizing the latency
associated with a single hop. The number of transmission hops can be minimized
by designating, as relays, the nodes forming the MCDS. However, the number of
retransmissions and the latency are directly affected by the protocol characteristics,
and there is no general rule for minimizing them.

Following the “idealized” MCDS-based design approach, a plethora of multihop
broadcast protocols have been recently proposed in the VANET literature. Some of
them, such as the Emergency Message for Vehicular environments (EMDV) proto-
col [4], achieve remarkable performance by exploiting partial or complete knowl-
edge of the network topology [5]. However, since collecting this type of information
may be very expensive in terms of overhead, other techniques (requiring a reduced
information exchange) have been proposed. An efficient IEEE 802.11-based proto-
col, denoted as Urban Multihop Broadcast (UMB), was proposed by Korkmaz et
al. [6, 7]. UMB suppresses the broadcast redundancy by means of a black-burst con-
tention approach [8], followed by a Ready-To-Send/Clear-To-Send (RTS/CTS)-like
mechanism. According to this protocol, a node can broadcast a packet only after
having secured channel control. A different approach is adopted by another IEEE
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802.11-based protocol, denoted as Smart Broadcast (SB) [9]. Similarly to UMB,
SB partitions the transmission range of the source, associating non-overlapping
contention windows to different regions. The Binary Partition Assisted Protocol
(BPAB) [10] uses concepts from both UMB and SB, thus presenting similar per-
formance, with an improvement, with respect to the SB protocol, in VANETs with
low vehicle spatial density and irregular topologies. Finally, a different approach is
considered when analyzing the class of probabilistic broadcast protocols, designed
around the idea that each node forwards a received packet according to a characteris-
tic Probability Assignment Function (PAF), computed by each node in a distributed
manner [11, 12]. An entire class of probabilistic broadcast protocols is proposed and
analyzed by Wisitpongphan et al. [13].

3.2.1 Reference Scenario

Figure 3.1 shows the linear network topology of reference for a generic multihop
broadcast protocol: a static one-dimensional wireless network with a source and N
(receiving) nodes. The assumption of static nodes is not restricting. In fact, from the
perspective of a single transmitted packet, because of the very short transmission time
(with typical IEEE 802.11 transmission rates), the network appears as static [14].
At the same time, a one-dimensional network is suitable for analyzing highway-like
VANETs, where the width of the road (lying in the interval [10−40]m) is significantly
smaller than the transmission range of an IEEE 802.11 network interface. These
motivations are supported by simulation results, illustrated in Sect. 3.7.

We consider a deterministic free-space propagation model (i.e., without fading)
and a fixed transmit power: therefore, each vehicle has a fixed transmission range,
denoted as z (dimension: [m]). The network size (the line length) is set to L (dimen-
sion: [m]). For generality, we denote as normalized network size the positive real
number �norm � L/z. Generally, �norm > 1 and this motivates the need for multihop
communication protocols.

On the basis of empirical traffic data [15], the nodes’ positions are generated
according to a Poisson Point Process (PPP) of parameter ρs, where ρs is the vehicle

Fig. 3.1 A typical linear network topology of a VANET



3.2 Multihop Broadcast Protocols 55

(linear) spatial density (dimension: [veh/m])—the symbol “veh” it is not a realistic
unit of measure, but it will be used for the sake of clarity. Consequently, N is a random
variable characterized by a one-dimensional Poisson distribution with parameter
ρsL . Similarly, the random variable Nz , denoting the number of nodes lying in the
transmission range of the source (e.g., within the interval (0, z)), has a Poisson
distribution with parameter ρsz. Thanks to the properties of the Poisson distribution,
the inter-vehicle distance is exponentially distributed with parameter ρs and the
(constant) average distance between two consecutive vehicles is 1/ρs.

As shown in Fig. 3.1, the source node, denoted as node 0, is placed at the west
end of the network, and we assume a single propagation direction (eastbound). Each
of the remaining N nodes is uniquely identified by an index i ∈ {1, 2, . . . , N }.
The distance between the i-th and j-th nodes (i, j ∈ {1, 2, . . . , N }, i �= j) is
denoted as di, j . Each vehicle can exactly estimate the value of di, j , thanks to the
following assumptions: (i) the position of the source is a-priori known by every
node; (ii) each vehicle knows its own position under the assumption of the presence
(on board) of a Global Positioning System (GPS) receiver; (iii) each rebroadcaster
inserts its own geographical coordinates within the packet. In the one-dimensional
and with a single propagation direction scenario described in Fig. 3.1, the operational
principle of a multihop broadcast protocol is quite simple. The initial transmission
of a new packet from the source is denoted as the 0-th hop transmission, while
the source itself identifies the so-called 0-th Transmission Domain (TD). After the
source transmission, the packet is then received by the Nz source’s neighbors, that
are the potential rebroadcasters at the 1-st hop. Hence, their ensemble constitutes
the 1-st TD. Each vehicle in the 1-st TD decides to forward the packet according to
a PAF specified by the broadcast protocol. The use of silencing corresponds to the
fact that the “fastest” retransmitter—among the set of those which have decided to
retransmit—silences the others. Note that a collision may happen if at least two nodes
of a TD retransmit simultaneously. The propagation process is therefore constituted
by multiple packet retransmissions, that continue at most until the east end of the
network—as will be clear in the following, with a probabilistic broadcasting protocol
the retransmission process might terminate before reaching the end of the network.

3.2.2 Performance Metrics of Interest

In this chapter, the performance of probabilistic multihop broadcast protocols are
investigated using the following average metrics: (i) the REachability (RE), (ii) the
Transmission Efficiency (TE), and (iii) the end-to-end delay (D). The RE (adimen-
sional), originally introduced by Ni et al. [2], is the fraction of nodes that receive the
source packet among the set of all reachable nodes. The cardinality of the set of the
reachable nodes is denoted as nreach, and can be expressed as nreach = min(N , n∗),
where n∗ is the minimum index such as the condition dn∗,n∗+1 > z is verified. This
definition is necessary since in PPP scenarios, as those considered in this Section,
there can exist a pair of disconnected consecutive nodes (n∗, n∗ + 1). The TE (adi-
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mensional) is defined as the ratio between the RE of a packet and the overall number
of rebroadcast acts experienced during its transmission to the last reachable node.
Finally, D (dim: [ms]) is defined as the duration of the packet trip between the source
and the last reachable node. We remark that only the packets received correctly at
the nreach-th node of the network are considered for the evaluation of D. Therefore,
this definition of D corresponds to a worst case scenario.

Owing to the symmetry of the forwarding process, the entire network can be
modeled on the basis of the (local) analysis of a single TD. Therefore, in Sect. 3.3
we focus on a single TD—the reasons behind this assumption will be better clarified
in Sect. 3.5.

3.3 Average Distribution of Poisson Points in a Segment
with Finite Length

In one-dimensional networks, like those considered in this chapter, inter-node dis-
tance knowledge is necessary to implement the MCDS solution. For this reason,
most of the proposed multihop broadcast protocols assume, at least to some extent,
such a knowledge. Therefore, the first step to derive an analytical model consists in
statistically characterizing the spatial distribution of the vehicles. In the literature,
node positions are frequently modeled with a PPP. Despite its apparent simplic-
ity, the derivation of an analytical performance evaluation framework based on the
assumption of Poisson spatial distribution of the vehicles is not straightforward.

We now present a constructive definition of a PPP with parameter ρs ∈ R
+,

directly inspired from the one presented in Papoulis’ book [16]. Given a finite interval
(−T/2, T/2) ⊂ R, place n ∈ N points in (−T/2, T/2), under the constraint that
n/T = ρs. A PPP is obtained by letting n →∞ and T →∞, under the constraint
that n/T remains equal to ρs. A PPP has the following properties: (i) the distance
between two consecutive points is a random variable with an exponential distribution
with parameter ρs; (ii) given z ∈ R

+, the number of points falling in the finite interval
I � (0, z) ⊂ R is a random variable with a Poisson distribution with parameter
ρsz. In Fig. 3.2, an illustrative realization of a PPP with parameter ρs is shown. With
reference to Fig. 3.2, denoting by n the number of Poisson points falling in I it is
possible to define the n-dimensional positions vector

Fig. 3.2 Illustrative realization of a PPP
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(r)}ni=1 for different values of n: a n = 1, b n = 2, and c n = 4

R(n) = [R1 R2 . . . Rn] (3.1)

where Ri (i ∈ {1, 2, . . . , n}) is the distance of the i-th point from the source (placed
in zero)—in the illustrative case in Fig. 3.2, n = 2.

In Appendix B.1, it is shown that the marginal Probability Density Function (PDF)
of R j is:

f (n)
R j

(r) =
{

n!
zn

(z−r)n− j r j−1

(n− j)! ( j−1)! r ∈ (0, z) j = 1, . . . , n

0 otherwise.
(3.2)

In Fig. 3.3, the PDFs of the positions of consecutive nodes are shown for various
values of n: (a) 1, (b) 2, and (c) 4. In Appendix B.1, it is also shown that the average
position of the j-th node can be expressed as follows:

R
(n)

j =
z∫

0

r
n!
zn

(z − r)n− j r j−1

(n − j)! ( j − 1)! dr j = j
z

n + 1
j = 1, . . . , n. (3.3)

From Eq. (3.3), it clearly emerges that, for a given number of nodes falling in a finite
segment I , their average positions are equally spaced. The average node positions,
for various values of the number n of nodes in I , are also shown in Fig. 3.3.
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Thanks to these results, the average performance analysis of a broadcast protocol
in a network with Poisson node distribution can be carried out by simply studying
a deterministic scenario, where the nodes are placed in correspondence to the aver-
age positions of the corresponding Poisson-based scenario. Moreover, this average
analysis applies to other vehicle spatial distributions (e.g., taking into account the
constraint on the vehicle lengths) with equally spaced average positions.

3.4 A Quick Overview of the IEEE 802.11b Standard

3.4.1 The IEEE 802.11 Standard

In this chapter, we assume that the physical and the Medium Access Control (MAC)
layers of every node adhere to the IEEE 802.11b standard [17]. The IEEE 802.11
standard has been introduced in Sect. 2.5.2, hence we limit our discussion to the
aspects that are of interest for this section. In particular, the PHY layer aspects are
discussed in Sect. 3.4.2, while the relevant MAC layer characteristics are analyzed
in Sect. 3.4.3.

3.4.2 Physical Layer

The IEEE 802.11 standard defines several PHY layers differing in terms of modulation
format and carrier frequencies [17]. Because of their obsolescence we ignore some
of them, namely, the legacy Frequency Hopping Spread Spectrum (FHSS), Direct
Sequence Spread Spectrum (DSSS), and InfraRed (IR) modulations, respectively,
defined in Chaps. 14, 15, and 16 of the standard [17]. We also ignore the IEEE
802.11n amendment [18], which defines an high rate Multiple Input Multiple Output
(MIMO) modulation format, because it has not reached yet a sufficient diffusion
(especially in handheld devices), and because its MIMO capabilities are not yet
supported by the IEEE 802.11p amendment. We therefore focus on the remaining
physical layers, introduced in the amendments a, b, and g.

The IEEE 802.11b amendment (now in Chap. 18 of the IEEE 802.11 standard
[17]) has introduced the so-called High Rate Direct Sequence Spread Spectrum
(HR/DSSS) modulation, which combines the original DSSS modulation of the legacy
standard with a 8-chip Complementary Code Keying (CCK) modulation, providing a
maximum data rate of 11 Mbit/s. The IEEE 802.11b standard defines 14 overlapped
channels of 22 MHz width centered in the nearby of 2.4 GHz frequency. Because
of overlapping, there is a strong co-channel interference, and therefore the channels
cannot be used all together. Thanks to its adaptive rate selection capabilities, an IEEE
802.11b network interface can select the desired data rate in the {1, 2, 5.5, 11}Mbit/s
set. Obviously, a lower data rate leads to a higher receiver sensitivity, thus allowing

http://dx.doi.org/10.1007/978-3-319-10668-7_2
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to operate in harder channel conditions, with a lower Signal to Noise Ratio (SNR).
As a rule of thumb, downscaling the data rate from 11Mbit/s and 1Mbit/s allows to
improve the sensitivity of approximately 8 dB.

On the other hand, the IEEE 802.11a amendment (now in Chap. 17 of the IEEE
802.11 standard [17]) is based on a more robust Orthogonal Frequency Division
Multiplexing (OFDM) modulation, which offers a greater maximum data rate of
54 Mbit/s. Also in this case, the radio interface can adaptively select lower data rates,
scaling down up to 6 Mbit/s. Differently from IEEE 802.11b, the IEEE 802.11a
works in the [5.2, 5.8] GHz frequency band. The number of channels is not fixed,
as it is possible to use channels of three different size, namely, 5, 10, and 20 MHz.
Each channel is separated into 52 orthogonal sub-carriers. Depending on the modu-
lation scheme each sub-carrier encodes a specific number of bits in each symbol; for
example, using the relatively simple Binary Phase Shift Keying (BPSK) modulation
scheme, each sub-carrier encodes 1 bit. The signals of all sub-carriers are transformed
into the time domain as symbols of fixed length. Subsequent symbols are separated
by a guard interval in order to avoid interferences between distinct symbols. The
duration of the guard interval is function of the channel bandwidth. In particular,
with a channel size equal to, respectively, 5, 10, and 20 MHz, the corresponding
guard interval length is equal to 3.2, 1.6, and 0.8 µs.

Finally, the IEEE 802.11g release (now in Chapter 19 of the IEEE 802.11 stan-
dard [17]) defines the Extended Rate PHY (ERP), a collection of different PHYs that
are partially retro-compatible with the pre-existent modulation formats (especially
the HR/DSSS). However, only the ERP-OFDM mode is implemented by almost
all the chipsets, while the other modulation are not very spread in the market [19].
The ERP-OFDM modulation format is basically a simple transposition of the IEEE
802.11a OFDM modulation in the 2.4 GHz band, with a few minor changes to pro-
vide backwards compatibility. It supports the channel bandwidth, data rates and guard
intervals of the IEEE 802.11a modulation.

3.4.3 MAC Layer

The basic building block of an IEEE 802.11 network is the Basic Service Set (BSS),
a group of STAtions (STAs) that can communicate with each other. IEEE 802.11
offers different opportunities to build a BSS. For instance, nodes can form an Inde-
pendent BSS (IBSS) with no central coordination authority, or, as in environments
with infrastructure—i.e., Access Point (AP)—be part of an infrastructure BSS which
is identified by an individual identification number.

The IEEE 802.11 standard defines three types of frames, management, control, and
data, that share a set of common characteristics. In particular, all the frames include
a bit field for frame control, a duration field, several addresses, the frame body and
a Frame Control Sequence (FCS) for error detection. Each subtype is derived and
adapted from the generic format (i.e., specific fields and data elements are added or
left out). IEEE 802.11 provides several approaches for medium access control: (i)



60 3 Wireless Communications for Vehicular Ad-Hoc Networks

Point Coordination Function (PCF), which is only applicable if an AP is available; (ii)
Distributed Coordination Function (DCF), which can be used also in fully distributed
networks; (iii) Hybrid Coordination Function (HCF), defined in the IEEE 802.11e
amendment [20]. Within the HCF, there are two channel access methods, similar to
those defined in the legacy 802.11 MAC: HCF Controlled Channel Access (HCCA),
and EDCA—already introduced in Sect. 2.13. In both EDCA and HCCA, every
packet has to be assigned to a particular Access Class (AC). In turn, every AC
establishes different channel access settings, allowing to assign different priority
levels to the packets [21]. Since the PCF and the HCCA mechanism are not of
interest in VANETs, in the rest of the section we focus on the DCF mechanism.
The DCF defines two different channel access mechanisms, both based on a Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA) strategy, which differ
for the number of employed control packets: the Basic Access (BA) and the Ready
To Send / Clear To Send Access. Due to the broadcast nature of the communications,
the contention channel is managed through the BA mechanism, whose operational
principles are described in the following paragraph.

3.4.3.1 Basic Access

The functioning of the Basic Access is represented in Fig. 3.4. When a node has a
frame ready to be transmitted, it checks if the channel remains idle for a period of
time at least longer than a Distributed InterFrame Space (DIFS): if this is the case,
the node is free to immediately transmit. On the opposite, if the wireless medium
is busy, the node defers its transmission until the medium remains idle for a whole
DIFS without interruption. In the latter case, once the DIFS has elapsed, the node
generates a random backoff period, which corresponds to an additional waiting time
before transmitting (pre-backoff). The node transmits when the backoff time has
elapsed. At each transmission act, the backoff time is uniformly chosen in the range
[0, cw−1], where cw is the current backoff window size, that is constant and equal to
the minimum value defined by the standard, denoted as CWmin, and corresponding

Idle

Idle

Packet

Packet

Contention Window

Slot Time

Fig. 3.4 Distributed Coordination Function mechanism defined by the IEEE 802.11 standard

http://dx.doi.org/10.1007/978-3-319-10668-7_2
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to 32. The backoff period is slotted and the duration of the backoff, expressed in
terms of number of backoff slots, is denoted as Backoff Counter (BC). This number is
decremented as long as the medium is sensed idle, and it is frozen when a transmission
is detected on the channel (this is an instance of a collision avoidance mechanism).
Decrementing restarts when the medium is sensed idle again for more than a DIFS.
At the end of every packet transmission, the node is forced to enter a post-backoff
phase, which coincides with the subsequent pre-backoff, if the node has another
packet in the transmission queue. It is important to observe that when a relay finds
the channel idle, it can immediately transmit, but this is not mandatory. In order to
reduce the number of collisions within a TD, we have interpreted the standard in a
non-persistent manner, imposing that every relay enters into the pre-backoff phase,
regardless of the channel status. We also remark that the extension of our approach
to scenarios with IEEE 802.11p [22] communications, as envisioned in VANETs, is
straightforward. Our approach (based on the IEEE 802.11b standard) is meaningful
under the assumption of smartphone-based vehicular communications [23, 24].

In case of unicast transmissions, after a period of time equal to a Short InterFrame
Space (SIFS), the destination STA has to send an acknowledgment (ACK) in order to
confirm the (hopefully), successful reception of the packet. The SIFS is shorter than
the DIFS, thus giving a higher priority to the ACK transmission. After the reception
of the ACK, the sender STA is forced to begin a backoff period, denoted as post-
backoff. Otherwise, the sender would “capture” the channel precluding access to the
other STAs. So, if another frame is ready for transmission before this post backoff
period ends, the STA has to execute it until the end before transmitting the frame. If
the original sender does not correctly receive the ACK, and if it has not yet exceed
the maximum number of retry, it can re-attempt the packet transmission from the
beginning, after having doubled its CW value. We note that the CW is initialized to
CWmin, and it cannot exceed the value CWmax.

In case of a broadcast transmission the use of the ACK is forbidden, determining a
slightly different Basic Access behavior.1 Without ACKs, the sender cannot known
the status of the packet reception at the destination and therefore there are never
retransmissions (at least at MAC layer). This leads to several consequences:

• CW is never increased and it is always equal to CWmin;
• the transmissions are intrinsically less reliable;
• the transmission overhead is smaller.

Because of the less reliable transmissions it is necessary to adopt suitable counter-
measures at the upper layers (network and transport).

We finally observe that, when the last received packet by a certain node was
corrupted,2 the DIFS period shall be replaced by a longer Extended IFS (EIFS)
period. If we define the duration of a SIFS, DIFS and EIFS, as respectively, TSIFS,
TDIFS, and TEIFS (dimension: [µs]), the following relations hold:

1 The use of the ACK is forbidden since the ACKs sent by distinct destination nodes will inevitably
collide at the original sender.
2 A received packet is considered corrupted if the corresponding FCS field is wrong.
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Table 3.1 Main parameters of IEEE 802.11a and IEEE 802.11b standards

Parameter IEEE 802.11b IEEE 802.11a (20 MHz)

Carrier frequency (GHz) 2.4 5.8

Bandwidth (MHz) 22 20

OFDM guard time (µs) – 0.8

CWmin 31 15

CWmax 1,023 1,023

TSLOT (µs) 20 9

TSIFS (µs) 10 16

Data rates (Mbit/s) 1, 2, 5.5, 11 6, 9, 12, 18, 24, 36, 48, 54

TDIFS = TSIFS + 2TSLOT

TEIFS = TSIFS + TDIFS + TACK,

where TACK (dimension: [µs]) is the time required to transmit an ACK frame.

3.4.4 Main IEEE 802.11 Parameters

Table 3.1 summarizes the main default parameters defined for the IEEE 802.11a and
IEEE 802.11b standards [17].

3.5 Probabilistic Broadcast Protocols with Silencing

3.5.1 Preliminaries Considerations

The general goal of a multihop broadcast protocol is to attain the widest network
coverage in the shortest possible time. This can be obtained by pursuing three inter-
mediate goals: (i) minimizing the number of communication hops; (ii) minimizing
the number of effective retransmissions in every hop; (iii) minimizing the latency
associated with a single hop. The number of transmission hops can be minimized
by designating, as relays, the nodes forming the MCDS. However, the number of
retransmissions and the latency are directly affected by the protocol characteristics,
and there is no general rule for minimizing them—this motivates the presence, in the
literature, of a large number of heuristic broadcast protocols.

A probabilistic broadcast protocol tries to achieve the goals outlined in the previ-
ous paragraph in a probabilistic and completely distributed manner: (i) probabilistic,
in the sense that every intermediate node decides to retransmit a packet according
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to a certain PAF, computed on a per-packet manner—even if, in general, one could
introduce a per-flow PAF, in this Section we focus on single packet transmissions;
(ii) distributed, in the sense that every node autonomously makes a retransmission
decision without any coordination with its neighbors.

In “classical” probabilistic broadcast protocols (without silencing), if no suitable
counter-measures are adopted, it is possible that more than one node in a TD decides to
rebroadcast the packet (even without collisions). This leads to inefficiencies—besides
complicating the mathematical analysis. A more efficient probabilistic broadcast
protocol, regardless of the expression of the PAF, is obtained in the presence of a
single retransmitting node in every TD. This can be obtained by imposing that the
reception of a packet sent by a node of a TD silences the preceding nodes of the same
TD. As a consequence, the next TD starts from the node which follows the “silencer.”
Note that the last TD partially overlaps with the previous one if the “silencer” is not
a member of the MCDS.

In this chapter, we consider two novel probabilistic broadcast protocols with
silencing, whose operations can be described as follows, with respect to the first TD.

1. The source sends a new packet (directly mapped on an IEEE 802.11 frame).
2. The nodes within a distance z from the source receive the packet and form the

1-st TD. Their number is denoted as Nz .
3. Every node in the 1-st TD probabilistically decides, according to the given PAF

and taking into account its distance from the source, to retransmit (or not) the
packet.

4. The potential forwarders (i.e., the nodes of the 1-st TD which have decided
to retransmit) compete for channel access, by using the BA mechanism of the
IEEE 802.11b standard (described in Sect. 3.4), first entering in the pre-backoff
phase and, then, generating a random waiting time (denoted as BC, in Sect. 3.4).
For the purpose of analytical simplicity, we assume that the BCs of the losing
contenders are set to∞.

5. The BCs are continuously decreased by all nodes, until (in the case of a successful
forwarding) only one of them reaches 0, say the k-th BC. During a transmission
of a node the other BCs freeze. Should there be the BCs of at least two nodes
which reach simultaneously zero, both nodes would transmit and, thus, collide.
We assume that the packets involved in a collision are considered undetectable
and ignored by the other nodes. The corresponding k-th node retransmits the
packet.

6. The remaining Nz − 1 nodes decode the packets, reset their timers, and discard
the potentially queued packet. The nodes (spatially) preceding the k-th node will
refrain from retransmitting from then on.

7. The whole process (from step 1) is restarted at the 2-nd TD, for which the k-th
node acts as the source. The 2-nd TD is composed by all nodes lying in the interval
(d0,k, d0,k + z) ⊂ R, and it can also include some former nodes of the 1-st TD
(those following the k-th node).

The two novel probabilistic broadcast protocols, polynomial and SIF, are described
in the following two subsections.
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3.5.2 Polynomial Broadcast Protocol

This protocol is characterized by a polynomial PAF, with the following form:

p(d, z, g) �
(

d

z

)g

(3.4)

where d denotes the distance (dimension: [m]) between the node of interest and the
previous relay (or source, in the case of the first TD); z is the already introduced
transmission range; g ∈ N is the polynomial order. According to the assumptions
in Sect. 3.2, both z and d are known, without the need of exchanging additional
messages. In fact, z can be estimated by knowing the transmit power and the channel
propagation model, while d can be estimated by simply inserting the position of
the source vehicle in every transmitted packet (under the assumption of having an
accurate GPS receiver).

The shape of p, as a function of d, is shown in Fig. 3.5, for different values of
g. It can be observed that the function p is monotonic and concave for all values of
g. For high values of g, it becomes quite “selective,” since it is approximately zero
everywhere, but in the proximity of z. Note that the case with g = 0 (p = 1, ∀d)
corresponds to the flooding protocol, i.e., each node retransmits. In this case, the BC
value is randomly selected in {0, 1, . . . , cw − 1} as mandated by the IEEE 802.11
standard (Sect. 3.4).

Fig. 3.5 Probability of retransmission (denoted as p) of the polynomial probabilistic protocol as a
function of the distance d for several values of g



3.5 Probabilistic Broadcast Protocols with Silencing 65

3.5.3 Silencing Irresponsible Forwarding

This broadcast protocol directly derives from the Irresponsible Forwarding (IF)
protocol, originally presented in [25], with the introduction of the silencing mecha-
nism outlined in Sect. 3.5.2. Besides this difference, IF and SIF share the same PAF,
namely:

p(d, z, g) � exp

{
−ρs

(d − z)

c

}
(3.5)

where c is an adimensional shaping coefficient and ρs is the vehicle spatial density.
The latter can be estimated in a straightforward manner. In fact, under the assumption
of knowing with a sufficient accuracy its transmission range, a node can estimate its
local vehicular spatial density by simply counting the number of nodes lying within
its transmission range and dividing them by the transmission range. The design of an
efficient method for accurate estimation of the vehicular spatial density goes beyond
the scope of this manuscript. However, intuitively it is sufficient to periodically
send (and receive) Hello messages to the surrounding nodes. Alternatively, it is
possible to rely on already existing beaconing mechanisms, such as the exchange
of Cooperative Awareness Messages (CAMs) foreseen by the European Car-to-car
consortium (broadcasted by default every 500 ms) [26].

Similarly to the PAF of the polynomial broadcast protocol, also the PAF of the
SIP protocol “rewards” the farthest nodes (with respect to the transmitter). However,
unlike the polynomial PAF, the SIF’s PAF protocol also takes into accounts the
(linear) vehicular spatial density, thus allowing to better adapt to different traffic
conditions—this is the very idea of IF. The shape of p, as a function of d, is shown
in Fig. 3.6, for different values of c and ρs. It can be observed that the SIF’s PAF

Fig. 3.6 Probability of retransmission (denoted as p) of the SIF protocol as a function of the
distance d for several values of c and ρsz
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is monotonically increasing and concave for all values of c. Moreover, it becomes
selective far small values of c (e.g., 1), while it tends to flatten for high values of
c and for low values of ρs. Also in this case, the BC value is randomly selected in
{0, 1, . . . , cw − 1} as mandated by the IEEE 802.11 standard (Sect. 3.4).

3.6 A Recursive Analytical Performance Evaluation Framework

In Sect. 3.2, it has been stated that, since all TDs are statistically identical, the global
behavior of the network can be modeled by analyzing a single TD. By exploit-
ing the properties of probabilistic broadcast protocols with silencing (described in
Sect. 3.5), the following assumptions hold: (i) the inter-node distance is character-
ized by a (memoryless) exponential distribution, so that the topology of every TD
is (statistically) identical; (ii) the PAF only depends on the distance and is, there-
fore, memoryless; (iii) the IEEE 802.11b contention mechanism is memoryless, in
the sense that it is restarted at every retransmission. Under these assumptions, every
retransmission act can be interpreted as a renewal that resets the statistics of the
forwarding process. Moreover, since all TDs are statistically identical, without loss
of generality we can focus on the first TD.

Therefore, a complete analytical performance evaluation framework can be
derived in the following manner: (i) characterizing the first TD with local perfor-
mance metrics (e.g., the successful transmission probability and the delay); (ii) deriv-
ing global performance metrics (e.g., D, RE, TE), by means of a recursive approach.

In Sect. 3.6.1, the local performance (i.e., single TD) is investigated under the
assumption of a given number of equally spaced nodes, by considering, without loss
of generality, the first TD. In Sect. 3.6.2, we derive the global metrics for an overall
deterministic network scenario, where the nodes are equally spaced in the interval
(0, L). Then, in Sect. 3.6.3 the results obtained in the deterministic scenario are
extended to the original PPP-based scenario.

3.6.1 Local (Single Transmission Domain) Performance Analysis
with a Given Number of Nodes

Without loss of generality, we focus on the first TD, corresponding to the interval
I introduced in Sect. 3.3. We consider a deterministic scenario with a fixed number
n of nodes equally spaced in the interval I = (0, z) ⊂ R. Every node in a TD is
identified by an index i ∈ {1, 2, . . . , n}. The nodes are thus positioned as in Fig. 3.3
and the positions vector R(n) is defined as in (3.1).

According to the operational principles of the considered protocol, after the recep-
tion of a packet in a given TD, each node decides to (or not to) retransmit according
to the protocol’s PAF. The nodes that lose the contention set their BCs to∞, while



3.6 A Recursive Analytical Performance Evaluation Framework 67

the winners set their BCs according to the policy of the specific broadcast protocol.
The protocol execution could lead to three different outcomes: (i) nobody decides to
retransmit; (ii) some nodes decide to retransmit, but all their transmitted packets col-
lide; (iii) some nodes decide to retransmit, and a single node transmits successfully
(when its BC because zero, no other BC is zero). It is useful to define the following
events, associated to the forwarding process in a TD:

F1 � {nobody decides to retransmit}
= {BCi = ∞,∀i ∈ {0, 1, . . . , n}}

F2 � {all the transmitted packets collide}
= {∀i ∈ {0, 1, . . . , n} : BCi <∞, ∃ j ∈ {0, 1, . . . , n}, j �= i, BC j <∞

such as BCi = BC j }
F � {nobody wins the contention} = F1 ∪F2

Si � {the node i successfully retransmits} i ∈ {1, . . . , n}
= {BCi <∞, BCi = min({BCm}nm=1)

∪{if ∃ j ∈ {1, . . . , n}, i �= j : BC j < BCi , then ∃m ∈ {1, . . . , n},
m �= j, m �= i : BC j = BCm} i ∈ {1, . . . , n}

S � {a node successfully retransmits} =
n⋃

i=1

Si .

The probabilities of the above defined events are the following:

p(n)
rtx (i) � P{Si } i = 1, 2, . . . , n

p(n)
succ � P{S } =

n∑
i=1

p(n)
rtx (i)

p(n)
fail � 1− P{S } = 1−

n∑
i=1

p(n)
rtx (i).

Let us now introduce the random variable Y ∈ {0, 1, 2, . . . , n} with the follow-
ing PMF:

PY (y) = P {Y = y} =
{

p(n)
fail y = 0

p(n)
rtx (y) y ∈ {1, 2, . . . , n}.

Since the event {Y = 0} identifies the failure event, the random variable Y indicates
either which node has effectively retransmitted or a failure. Moreover, it can be
observed that:

n⋃
y=1

{Y = y} = F ∪S .



68 3 Wireless Communications for Vehicular Ad-Hoc Networks

Obviously,

PY (y|S ) = PY (Y = y|S ) =
⎧⎨
⎩

0 y = 0
p(n)

rtx (x)∑n
i=1 p(n)

rtx (i)
y ∈ {1, 2, . . . , n}.

In other words, if there is a retransmission (S ), then PY (y|S ) (y ∈ {0, 1, 2, . . . , n})
is the probability that the y-th node has retransmitted.

As shown in Appendix B.2, the transmission probabilities {p(n)
rtx (i)} can be

expressed as follows:

p(n)
rtx (i) = pi

n∑
m=1

q(m) p
V (n)

i
(m − 1) (3.6)

where pi denotes the value of the PAF (3.4) for the i-th node and depends on the con-
sidered protocol; q(m) is the probability that the i-th node wins the contention among
a set of m competing nodes (the same for a given value of n); V (n)

i ∈ {0, . . . , n − 1}
is the following discrete random variable:

V (n)
i � {number of nodes, among the n nodes, competing with the i-th node} .

The derivation of q(m) and of the PMF of V (n)
i can also be found in Appendix B.2.

After deriving p(n)
rtx (i), it is possible to compute the per-hop delay, denoted as Di ,

of a retransmission from the i-th node. Since the per-hop delay is meaningful only if
the i-th node decides to retransmit, it is of interest to study the statistical distribution
of Di conditioned on Si . For this reason, we introduce the random variable Di |i ,
which can be defined as follows:

Di |i � Tslot(DIFS+ N bo
i |i )+ T tx i = 1, . . . , n

where T tx (dimension: [s]) is the transmission time; Tslot (dimension: [s/slot]) is the
deterministic duration of the backoff slot; DIFS (dimension: [slot]) is the duration
of the DIFS; and N bo

i |i (dimension: [slots]) is the number of slots spent by the i-th
node during the backoff (conditionally on the event Si ). We assume that both the
packet size, denoted as P (dimension: [bits]), and the transmission rate, denoted as
R (dimension: [bits/s]), are constant, thus leading to a deterministic packet transmis-
sion time T tx = P/R. Taking into account that DIFS, Tslot, and T tx are deterministic,
the average value of Di |i becomes:

Di |i = Tslot(DIFS+ N
bo
i |i )+ T tx i = 1, . . . , n (3.7)
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where, according to the derivation in Appendix B.3,

N
bo
i |i =

pi

cw p(N )
rtx (i)

N−1∑
v=0

p(N )
Vi

(v)
cw−1∑
k=1

⎡
⎣k

Jk,v∑
j=0

P ′v(k, j)+ T tx
Jk,v∑
j=1

j P ′v(k, j)

⎤
⎦ (3.8)

where Jk,v � min(k, �(v/2)) denotes the maximum number of collisions that can
happen in slots 0, 1, . . . , k − 1, while the matrix P′v = {Pv(k, j)} is defined in
Appendix B.3.

Proceeding in a similar manner, it is also possible to obtain the average number

of retransmissions per-hop of the node i , denoted as N
hop
rtx (i):

N
hop
rtx (i) = pi

cw p(N )
rtx (i)

⎛
⎝1+

N−1∑
v=0

p
V (N )

i
(v)

cw−1∑
k=1

v∑
h=2

hNk,v(0, h)

Jk,v∑
j=0

Mk,v( j, h)

⎞
⎠

(3.9)

where the matrices Mk,v = Mk,v( j, h) and Nk,v = Nk,v( j, h) are defined in
Appendix B.3.

3.6.2 Global Performance Analysis with Fixed Number of Nodes

Once the per-TD performance has been analyzed (as described in Sect. 3.6.1), the
global performance metrics introduced in Sect. 3.2.2 (namely, RE, TE, and D) can be
computed by following a recursive approach, based on the inductive principle. This
recursive approach is extensively described, for the evaluation of D, in Appendix
B.4, but can be directly re-adapted for the evaluation of RE and TE. In the remainder
of this subsection, we outline the final results, trying to provide the reader with the
intuition behind them.

Recall that we consider a deterministic scenario with a fixed number N of nodes
equally spaced in the interval (0, L) ⊂ R, where L = z�norm. For simplicity, we
assume that a generic TD contains n = N/�norm nodes. This corresponds to a best-
case scenario, where the farthest node of each TD is the domain forwarder (the
“silencer,” as denoted in Sect. 3.5).

3.6.2.1 Delay

The computation of the average D is carried out by taking into account only the
packets that successfully arrive at the end of the network (i.e., at the last reachable
node) and ignoring the (remaining) packets that stop earlier. On the basis of the
approach described in detail in Appendix B.4, the average end-to-end delay can be
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given the following recursive formulation:

D � D
(N ) = T

tx
src +

n∑
i=1

(
D

(N−i) + Di |i
)

pY (i |S ) (3.10)

where D
(N−i)

is the average delay in a network with N − i nodes and T
tx
src is the

average transmission time of the source, which differs from those of the following
nodes, since the source does not contend with any other node and its transmission is
not affected by collisions. Since the average time spent in the backoff is (cw− 1)/2,
T

tx
src can be expressed as

T
tx
src � T tx + Tslot

(
DIFS+ cw − 1

2

)
. (3.11)

3.6.2.2 RE

The average RE can be defined as follows:

RE � N reach

N
(3.12)

where Nreach is a random variable denoting the number of nodes reached by a packet.
As a consequence of our assumptions, Nreach is lower bounded by n, since the trans-
mission from the source reaches n nodes (those of the first TD) with probability 1.
The average value N reach can be obtained by following the approach described in
Appendix B.4, but for the replacement of pY (i |S ) with pY (i) and of Di |i with the
number of additional nodes covered by a new transmission. For example: a transmis-
sion from the 1-st node of the first TD will reach only one additional node (namely,
the (n + 1)-th); a transmission from the 3-rd node will reach three additional nodes
(namely, the (n + 1)-th, (n + 2)-th, and (n + 3)-th); and so on. The reader should
note that, unlike the delay, in the computation of the RE we are not conditioning on
the fact of reaching the N -th node of the network, i.e., the last reachable node of the
network. Therefore, also the packets which stop being retransmitted are taken into
account.

After the execution of the recursive approach outlined in Appendix B.4, it is
sufficient to add a constant equal to n, corresponding to the number of nodes directly
reached by the source at the first hop. The final expression of N reach becomes (using
the notation of Appendix B.4):
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N reach = N
(N )

reach = n +
n∑

i=1

(
N

(N−i)
reach + i

)
pY (i)

= n +
n∑

i=1

(
N

(N−i)
reach + i

)
p(n)

rtx (i) (3.13)

where N
(N−i)
reach corresponds to the average number of nodes reached in a network

with N − i nodes and can be recursively computed in the same way.

3.6.2.3 TE

In order to reduce the computational burden, we adopt the following approximated
formulation of TE:

TE � RE

Nrtx
(3.14)

where N rtx denotes the average overall number of retransmissions over all hops. From

a computation viewpoint N rtx is approximated by N
m(∗)
rtx , where m∗ corresponds to

the average number of reached nodes—it is a sort of approximated indicator of the
“depth” of the propagation process. Since the RE can be interpreted as the ratio
between the average number of reached nodes and the total number (N ) of nodes,
m∗ can be approximated as follows:

m∗ � N · RE.

At this point, N
(m∗)
rtx can be computed by applying the recursive approach presented

in Appendix B.4, by replacing (i) pY (i |S ) with pY (i) and (ii) Di |i with the average

number of transmissions per hop, denoted by N
hop
rtx and given in (3.9).

3.6.3 Generalization to a PPP-Based Scenario

According to the original PPP-based model, described in Sect. 3.2, the number of
nodes within I , denoted as Nz , has the following Poisson distribution:

pNz (n, ρsz) = e−ρsz(ρsz)n

n! n ∈ {0, 1, 2, . . . }.

However, since a real vehicle has a finite length, it is not possible to have an infinite
number of vehicles within I . Therefore, it makes sense to impose an arbitrary limit
to the maximum number of nodes within I , denoted as Nc. The new truncated
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Poisson random variable, denoted as N ′z , has the following distribution:

pN ′z (n, ρsz) =
e−ρsz(ρsz)n

n!∑Nc
i=1

e−ρsz(ρsz)i

i !
n ∈ {1, 2, . . . , Nc}

where we have also removed the event n = 0—this would correspond to an empty TD.
In order to exploit the results of Sect. 3.6.1, the stochastic network topology of the

PPP needs to be mapped into a deterministic one with equally spaced nodes. In order
to do this, the interval I is partitioned in N int sub-intervals of length z/N int, where
N int ∈ {Nc, Nc + 1, Nc + 2, . . . } is a design parameter. The computational burden
and the accuracy are directly related to the value of N int. After some numerical tests,
we observed that the value N int = 100 is a good tradeoff between precision and
computational time. Thus, the i-th sub-interval is:

Ii =
[
(i − i)z

N int ,
i z

N int

]
i = 1, 2, . . . , N int.

Every sub-interval can contain at most one node: in general, we assume that in
each sub-interval there is a “virtual” node. Consequently, it is possible to associate
a transmission probability peq

rtx(i) to the generic sub-interval Ii , defined as peq
rtx(i),

and a corresponding per-node delay, denoted as D(i)eq (i = 1, . . . , N int).
We define as p(n)

rtx ( j) the probability of retransmission of the j-th node, given
that there are exactly n nodes in the interval I . Using the total probability theorem,
peq

rtx(i) can be expressed as follows:

peq
rtx(i) =

Nc∑
n=1

(
peq

rtx(i)|N ′z = n
)

P(N ′z = n)

=
Nc∑

n=1

n∑
j=1

p(n)
rtx ( j) f (i, j, n) pN ′z(n, ρsz) i ∈ {1, . . . , N int} (3.15)

where f (i, j, n) is an indicator function defined as follows:

f (i, j, n) �
{

1 R
(n)

j ∈ Ii

0 R
(n)

j /∈ Ii .
(3.16)

The probability peq
rtx(i) is now a function of p(n)

rtx (i) (n ∈ {1, 2, . . . , Nc}, i ∈
{1, 2, . . . , n}), which can be computed with combinatorics, since it is associated
with a deterministic scenario with n static nodes equally spaced in [0, z].

At this point, by using (3.6) in Eq. (3.15), it is possible to obtain a closed-
form expression for peq

rtx(i). Leveraging on the knowledge of peq
rtx(i), by using

Eq. (3.15) into Eqs. (3.7) and (3.9), it is possible to obtain, respectively, D(i)eq
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(i = 1, . . . , N int) and nhop
rtx

eq
. Then, it is possible to use the framework presented in

Sect. 3.6.2 to derive RE, TE, and D for a deterministic network composed by Nc�norm
nodes, since Nc is the (imposed) number of nodes in the interval I (and, thus, in
each TD).

As anticipated at the end of Sect. 3.1, we remark that the presented analytical
framework can be employed to study other types of broadcast protocols, not neces-
sarily probabilistic, by simply re-adapting the definition of p(n)

rtx (i) and Di |i . This is
the subject of our current research activities.

3.7 Performance Analysis in Realistic Scenarios

3.7.1 Polynomial Protocol

In this section, we compare the results obtained with the analytical framework
presented in Sect. 3.6 with those obtained through numerical simulations carried out
with the ns-2 simulator [1]. In particular, the polynomial protocol has been “inserted”
on top of the IEEE 802.11b model, after fixing the bugs reported by Chen et al. [27].
We observe that, conditionally on the fact of suitably scaling the packet size and the
packet generation rate, from the perspective of our framework the IEEE 802.11a/p
standards will offer the same performance of the IEEE 802.11b standard. All the
results presented are accurate within ±5 % of the values shown with 95 % confi-
dence. The relevant parameters of the simulation are listed in Table 3.2. The results
are obtained for a fixed node spatial density ρs = 0.1 veh/m, while the possible
values of the transmission range z are listed in Table 3.2. In particular, the values of
z are selected so that the corresponding values of ρsz are between 10 veh and 40 veh.
In the numerical simulations, we do not consider any case with ρsz < 10 veh, since
this corresponds to topologies that are disconnected with a high probability, as shown
in [11].

In Fig. 3.7, (a) D, (b) RE, and (c) TE are shown as functions of ρs z, for different
values of g, by taking into account both the results of the analytical framework and
numerical simulations, thus allowing to assess the validity of the analytical model.

Table 3.2 Main
IEEE 802.11b network
simulation parameters

ρs 0.1 veh/m

z {100, 150, 200, 300, 400} m

�norm 8

Packet size 1,000 bytes

Carrier freq. 2.4 GHz

Data rate 1 Mbps

CWMIN 31
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Fig. 3.7 D (a), RE (b), and TE (c), as a function of ρs z obtained using the polynomial protocol
and different values of g, by considering cw = 31, lnorm = 8, P = 1,000 bytes, and R = 1 Mbps.
Both simulation (Sim) and analytical results (Ana) are shown
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As shown by Busanelli et al. [11], using the considered values of ρs z (between 10
and 40 veh), the network is fully connected (i.e., nreach = N ) with a high probability.
From Fig. 3.7b it emerges that, in terms of RE, there is an excellent match between the
results of the theoretical framework and those of the simulator. As shown by Fig. 3.7c,
the agreement between analysis and simulations is still good also in terms of TE.
On the other hand, the delay predicted by the analytical framework overestimates
the true delay for small values of g (e.g., g = 0), whereas it becomes very accurate
for large values of g (e.g., g = 7). The comparative investigation of analytical and
simulation results indicates the validity of the proposed framework (especially for
large values of g).

According to the results in Figs. 3.7a, c, it emerges that a higher polynomial degree
leads to a better performance, regardless of the value of ρsz, in terms of both D and
TE. Conversely, since the PAF is highly selective for large values of g (as shown in
Fig. 3.5), this leads to poor performance in terms of RE, as shown in Fig. 3.7b. By
considering small values of g (e.g., g = 0 corresponds to flooding), one observes
the opposite phenomenon: a drastic improvement in terms of RE, at the price of a
slightly higher D and a smaller TE.

In order to better understand the impact of g and ρsz on the protocol performance:
in Fig. 3.8a, D is shown, parametrized with respect to g, as a function of RE for
different values of ρsz; while in Fig. 3.8b D is shown, parametrized with respect to
ρsz, as a function of RE for different values of g. From the results in Fig. 3.8a, it
emerges that even little variations of g lead to radically different protocol behaviors.
On the contrary, ρsz has an impact on the performance only for small values of ρsz,
while for increasing values of ρsz (e.g., larger than 20 veh) its impact vanishes.

From the results in Figs. 3.7 and 3.8, it clearly emerges that there is no optimal
value of g. However, the proposed framework allows to optimize a single performance
metric, after having imposed some constraints on the other metrics, on the basis of
proper quality of service criteria. A possible choice consists in ignoring TE and
minimizing D under the constraint of attaining a target value of RE. Since D is a
decreasing function of g, it is possible to define the following quasi-optimal g∗:

g∗(ρsz) = {max(g)|RE(ρsz) > 0.95} .

Selecting g = g∗ allows to achieve the minimum delay under a constraint on the
RE. The obtained g∗ is shown, as a function of ρsz, in Fig. 3.9a, and the following
considerations can be drawn: (i) g∗ is an increasing monotonic function of ρsz; (ii)
with the exception of the region in proximity to ρsz = 0, where g∗ tends to 0, g∗
has a quasi-linear dependence with respect to ρsz. It can be shown that if g = g∗,
RE � 1 for each value of ρsz. Note that the selection of g∗ allows to maximize
RE. However, as shown in Fig. 3.9, D is always higher than 0.08 s, a delay which is
instead guaranteed by the use of g = 7, as shown in the same figure.
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Fig. 3.8 D as a function of RE, parametrized with respect to ρsz (for various values of g) (a) and
g (for various values of ρsz) (b). The results are obtained by using the polynomial protocol and
considering cw = 31, lnorm = 8, P = 1,000 bytes, and R = 1 Mbps

3.7.2 Silencing Irresponsible Forwarding

As pointed out in Sect. 3.6, the proposed framework can be applied to a large family
of broadcast protocols. In this section, the framework is applied to SIF. In particu-
lar, the validity of the proposed analytical framework is clearly shown in Fig. 3.10,
where (a) D, (b) RE, and (c) TE are shown, as functions of ρs z, for different values
of c, by directly comparing both analytical and simulation results. As with the poly-
nomial broadcast protocol, in this case as well there is a good agreement between
the results obtained with the analytical model and the simulations. In particular, it
can be observed that the accuracy of the model depends on the value of the shape
parameter c (the highest average accuracy, over all metrics, is observed with c = 7).
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(a) (b)

Fig. 3.9 a g∗ and b D, as a function of ρsz

By comparing Figs. 3.8 and 3.10, one can observe that polynomial and SIF protocols
have a different dependence on ρs z. In particular, in the case of SIF, as the product
ρs z increases RE remains roughly the same, while D decreases and TE increases. In
other words, SIF performs better in dense networks. On the other hand, in the case
of the polynomial protocol (Fig. 3.8), D and TE have an opposite behavior (namely,
D slightly increases and TE slightly decreases for increasing values of ρs z), and RE
strongly depends on ρs z, especially in sparse networks. In general, SIF outperforms
the polynomial broadcast protocol.

Furthermore, from Fig. 3.10 it is clear that also for SIF there is no optimal value
of the parameter c which simultaneously optimizes the performance according to all
considered metrics. This fact can be better understood from Fig. 3.11, where D is
shown as a function of RE, parametrized, respectively, with respect to (a) ρsz and (b)
c. In particular, from Fig. 3.11b it emerges that if one wants to guarantee a minimum
value of RE (say 0.95), it is necessary to use a sufficiently high value of c. This, in
turns, does not minimize D, which, as shown in Fig. 3.10a, is directly proportional to
c. Moreover, the results in Fig. 3.11a strengthen the observations carried out regarding
the results in Fig. 3.10. In fact, they clearly evidence two important characteristics
of SIF: (i) RE is not affected by the value of ρs z, as SIF automatically adapts; (ii)
counterintuitively, D is a decreasing function of ρs z (i.e., SIF performs better in dense
networks).

3.7.3 Comparison with Benchmark Protocols

As aforementioned, the theoretical framework presented in this manuscript can be
used for evaluating a large number of broadcast protocols. In this subsection, it is
applied to two benchmark broadcast protocols: (i) the flooding protocol (denoted with
“FLOOD”), where each node forwards a received message; (ii) the optimal MCDS-
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Fig. 3.10 D (a), RE (b), and TE (c), as a function of ρs z obtained using the SIF protocol and
different values of c, by considering cw = 31, lnorm = 8, P = 1,000 bytes, and R = 1 Mbps. Both
simulation (Sim) and analytical results (Ana) are shown
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Fig. 3.11 D as a function of
RE, parametrized with
respect to ρsz (for various
values of c) (a) and c (for
various values of ρsz) (b).
The results are obtained by
using the SIF protocol and
considering cw = 31,
lnorm = 8, P = 1,000 bytes,
and R = 1 Mbps
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based protocol (denoted with “MCDS”), where a hypothetical network genius selects
as relays only the nodes belonging to the MCDS set (as described in Sect. 3.1). In
both cases, the silencing mechanism is employed.

These benchmark protocols are compared with the SIF and polynomial protocols,
considering a vehicle spatial distribution characterized by a Poisson distribution with
parameter ρsz = 16 veh. In order to have a significant comparison, the optimal values
of c and g (c∗ = 4.8 and g∗ = 2.7) are considered. These values, obtained through
the analytical framework, allow to minimize D under the constraint of having a RE
higher than 0.95, in a scenario with ρsz = 16 veh. The results, attained through
both simulations and theoretical analysis, are shown in Fig. 3.12. From the results in
Fig. 3.12, a few considerations can be drawn. First, for all considered metrics, there
is a performance loss between the MCDS-based and the optimized SIF/polynomial
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Fig. 3.12 a D, b RE, and c TE, obtained using the SIF, polynomial, flooding, and MCDS protocols,
with ρs z = 16 veh, c∗ = 4.8, and g∗ = 2.7. The results are obtained through simulations by
considering different topology, namely, a single-lane static network, a multi-lane static network,
and a multi-lane mobile network (highway-style)

protocols. At the same time, the SIF/polynomial protocols exhibit a similar perfor-
mance gain with respect to flooding (with the exception of the RE metric). It is also
possible to observe that, counterintuitively, the SIF and the polynomial protocols
offer a similar performance level. This result can be motivated by considering that
their PAFs tend to converge to a common shape, when using, respectively, the opti-
mal values g∗ and c∗ as their key parameters. Finally, an excellent match between
simulation and theoretical results can be observed.

3.7.4 Highway-Style Scenarios

The goal of this subsection is to assess (a-posteriori) the validity of the assumption,
made in Sect. 3.2, of considering a uni-dimensional static network. The validation is
performed through simulations, by taking into account the protocols considered in
Sect. 3.7.3 (namely, flooding, MCDS-based, SIF, and polynomial protocols). Accord-
ing to our assumption, we expect that the performances offered by these protocols will
not be significantly affected by the network topology. To this end, we consider three
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different scenarios: (i) the uni-dimensional (single-lane) static network presented
in Sect. 3.2; (ii) a multi-lane static network; (iii) a multi-lane mobile network. The
multi-lane static scenario is composed by Nlane = 6 adjacent lanes, each with width
equal to wlane = 4 m. Such a network is obtained by simply replicating the single-
lane topology. In particular, in each lane the positions of the vehicles are generated
according to a PPP of parameter ρs/Nlane. Similarly, the multi-lane mobile scenario
is composed by Nlane = 6 adjacent lanes (3 per direction of movement), each with
width equal to wlane = 4 m. In this case, the vehicles are moving according to the
Intelligent Driver Motion with Lane Changes (IDM-LC) mobility model [28] and,
therefore, their positions do not have Poisson distribution. The mobility traces have
been obtained using VanetMobiSim [29] and plugged in the ns-2 network simula-
tor. The vehicles’ speeds are independent and uniformly distributed in the interval
(20 − 40) m/s. Greater insights about the mobility models and the trace generation
process are provided in [30]. It should be noticed that the value of the per-lane vehicu-
lar density (ρs) is time-averaged, since it is computed directly from the mobility trace
and thus is time-varying. In Fig. 3.13, we show the results obtained by considering
ρs = 16 veh and the optimal values of c and g (c∗ = 4.8 and g∗ = 2.7). It can be
easily noticed that the performances obtained in the considered scenarios are quite
similar. Hence, this proves (a-posteriori) that the assumptions made in Sect. 3.2 are
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Fig. 3.13 a D, b RE, and c TE, obtained using the SIF, polynomial, flooding, and MCDS protocols,
with ρs z = 16 veh, c∗ = 4.8, and g∗ = 2.7. Both simulation and analytical results are shown
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substantially correct. More specifically, it can be observed that increasing the width
of the network leads to very similar values of RE and D, and to slightly higher
TE (this can be justified by considering that there is a higher number of nodes in
the neighborhood of a vehicle). Instead, if we consider the same scenario but with
mobile vehicles, one can observe that the RE becomes slightly lower, while D and
TE become higher. This behavior is motivated by the tendency of mobile VANETs
to form ephemeral clusters of vehicles [31], leading to a reduced RE and increased
D but to a higher TE.

Finally, the limited impact of the vehicle mobility on the protocols’ performance
could have been expected by considering the values of the worst case transmission
time (about 0.2 s) and of the the maximum allowed speed (roughly equal to 40 m/s,
corresponding to 144 Km/h). In these conditions, two vehicles proceeding in opposite
directions on a highway have a differential speed of 80 m/s, and this leads, in turn,
to a distance variation of 16 m during a packet transmission time. A distance of
16 m (the worst-case variation) corresponds to a small fraction of the transmission
range of a typical IEEE 802.11 network interface (in Fig. 3.13, we have considered
z = 160 m).

3.8 VANETs as Distributed Wireless Sensor Networks

In this section, we consider a data collection application in a V2I scenario, where
the vehicles act as a distributed wireless sensor network. In particular, we present a
vehicular decentralized detection scheme, based on the observation, by all vehicles
of a VANET, of a spatially constant phenomenon of interest (e.g., the average smog
level or traffic situation on a given road). Our approach consists in the creation, dur-
ing a downlink phase, of a clustered VANET topology during fast broadcast data
dissemination, from the Access Point (AP), through a clustering protocol, denoted
as Cluster-Head Election IF (CHE-IF). Such a clustered topology is then exploited,
during an uplink phase, to collect information from the vehicles and perform distrib-
uted detection. Our results highlight the existing trade-off between decision delay
and energy efficiency. Unlike classical sensor networks for distributed detection, the
proposed vehicular distributed detection scheme exploit the natural vehicle clustering
and have to cope with their “ephemeral” nature. More precisely, vehicle mobility has
a direct impact on the maximum amount of data that can be collected, thus leading
to the concept of decentralized detection on the move.

3.8.1 System Model

We consider a static one-dimensional wireless network with N (receiving) nodes,
like the one presented in Sect. 3.2.1. The system model is the same used during the
rest of the book and presented in Sect. 3.2.1. In particular, the reference scenario is
represented by Fig. 3.1. All vehicles observe a spatially constant phenomenon, i.e.,
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a phenomenon whose status does not change from vehicle to vehicle along the road.
For example, vehicles could monitor if the average smog (or fog) level overcomes
a critical threshold: the VANET would declare that it does if it happens for most of
the road. The observed phenomenon can be generically defined as

H =
{

H0 with probabilityp0
H1 with probability1− p0

where p0 � P{H = H0}, being P{A } the probability that the event A happens.
The value H0 can be interpreted as the fact that the underlying physical phenomenon
is, on average (along the road), below a given threshold, whereas the value H1 can
be interpreted as the fact that the underlying physical phenomenon is, on average
(along the road), above a given threshold.

3.8.2 Clustered VANET Creation and IVCs

In this section, we derive the communication model for the vehicular distributed
detection scenario. First, a downlink phase is envisioned, where the AP broadcasts a
query to all vehicles in the network, in order to obtain information about the phenom-
enon of interest. During this phase, the CHE-IF protocol, besides guaranteeing fast
information dissemination, automatically creates a clustered architecture, by oppor-
tunistically exploiting the ephemeral vehicular clusters. After a clustered network
topology has been generated, during the uplink phase the decentralized detection
task is performed by transferring the sensed data from the vehicles to the AP, through
multi-hop communications and considering local fusion in each vehicular cluster.

3.8.2.1 Downlink

The philosophy of CIF protocol [31] is to establish a weak artificial packet flow,
with the purpose to discover the presence of naturally formed clusters. Then, this
information is exploited in order to optimize the forwarding procedure, increasing
the reliability and the transmission efficiency, but without building up a true clustered
infrastructure.

We propose a derivation of CIF, denoted as CHE-IF, that introduces some
expedient mechanisms to make CIF a protocol capable to efficiently construct a
stable clustered infrastructure. The new CHE-IF protocol is a totally decentralized
protocol, since each node designates its own CH without pursuing a common global
consensus. The purpose is to obtain an operative clustered topology in the shortest
time, in order to start the data collection process as soon as possible. This behavior
fits well with the intrinsic dynamic nature of a VANET, characterized by continuous
topology changes that vanish the hypothetical advantages of a centralized clustering
protocol. Moreover, a refinement of the cluster structure can be performed once the
collection process is started, making small adjustment of the network topology.
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The CHE-IF protocol is designated in order to choose a single CH among the
retransmitting nodes of a transmission domain. This ideally yields to the creation
of an unique set of connected CHs, able to cover the entire area of interest. After
choosing the CHs, the cluster will naturally form. In fact, the nodes not designated
as CHs become children of the nearest CH, leading to the formation of clusters of
similar dimension.

The CHE-IF protocol defines 3 types of packets: (i) Cluster Initialization Packet
(CIP); (ii) Probe Packet (PP); (iii) Cluster Confirmation Packet (CCP). The CHE-IF
protocol is characterized by three phases. In the first one, through the exchange of
some dedicated packets (CIPs and PPs), every node fills a temporary routing table
containing the list of the potential CHs in its transmission range. During the second
phase, that starts after a time T CIP

w (set proportionally to the length of the network),
each node elects its CH based on the information contained in its routing table.3

Due to the lack of global consensus, it is not guaranteed that node decisions match
together. For instance, some nodes could designate a CH that does not believe to be
a CH. For this reason, there is also a third phase, called confirmation phase, during
which the AP sends a special packet (the CCP) that is retransmitted only by the CHs
(with probability 1). Listening to the CCP, the network nodes can become aware of
the identity of the true CHs.

While the second and the third phases are relatively simple, the first phase is more
complicated, as it requires, at every hop, 4 steps that are graphically represented in
Fig. 3.14 and described in the following.

The first phase consists of the transmission of the CIP by a node of the (i − 1)-
th transmission domain, which leads to the identification of the i-th transmission
domain (the AP in the case of 1-st transmission domain). The CIP is sent with a
transmit power PCIP

t and contains a unique identification (ID) and the source address
of the AP.

The second step derives directly from the IF protocol and is a sort of “virtual
contention.” In particular, every node in the i-th transmission domain decides to
become or not a potential forwarder by performing the same probabilistic election
mechanism of the IF protocol. The winners of this contention will begin the third
step, while the others will simply discard the packet.

The third step derives from the concept of “ephemeral cluster.” Once a node wins
the first virtual contention, it schedules the retransmission of a very short packet,
denoted as Probe Packet (PP). A PP bears just two information items: (1) the unique
identification (ID) of the CIP; (2) the distance from the node in the previous trans-
mission domain from which it has received the packet. The PPs are intrinsically
single hop, i.e., they are not forwarded. A PP is transmitted with a power defined as
PPP

t = 0.25PCIP
t , in order to reduce network congestion, since a node is interested

only in signaling its presence to its neighbors, and with a high priority, in order to
reduce the overall latency. Moreover, a low transmission power allows to reduce
channel interference. The specific power and priority setting of a PP have to be tuned

3 A given node elects itself as a CH for the i-th transmission domain if it is the farthest retransmitter
of its transmission domain.
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Fig. 3.14 CH election of the CHE-IF protocol

according to the used MAC protocol, as shown in [31]. After winning the virtual
contention, every potential forwarder sends a PP. It then waits for a short interval,
denoted as T PP

w
d
z , where T PP

w is a proper constant. If, within this interval, it receives
at least a PP containing a value of distance larger than its own, it stops and discards
the packet (in fact, there is an other better placed forwarder); conversely, it retrans-
mits the CIP. In the worst case, when a collision between two or more PPs happens,
this selection mechanism fails and no node of the cluster is elected. In this case, the
retransmitter in the previous transmission domain will retransmit the CIP for restart-
ing the CH designation procedure at the i-hop. This can happen until a maximum of
3 times, otherwise the whole designation procedure is considered failed.

The fourth step corresponds to the transmission of the CIP from the designated
forwarding nodes at the i-th transmission domain.

3.8.2.2 Uplink

The uplink phase exploits the clustered structure created during the downlink phase.
More precisely, during the uplink phase, the data acquired by the N vehicles of the
VANET are transmitted to the final AP. Note that, unlike a regular sensor network,
the created VANET can be used as long as its structure does not break, due to
vehicle mobility. In other words, there is a maximum amount of data which can be
collected [32].
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The observed signal at the i-th vehicle can be expressed as

ri =
{

0+ wi if H = H0
s + wi if H = H1

i = 1, . . . , N (3.17)

where {wi } are additive noise samples. Note that s is considered as a determin-
istic parameter. Assuming that the noise samples {wi } are independent random
variables with the same Gaussian distribution N (0, σ 2), the common observation
signal-to-noise ratio (SNR) at the vehicles, denoted as SNRvehicle, can be defined as
SNRvehicle � s2/σ 2 [33]. Each vehicle makes a decision comparing its observation
ri with a threshold value τ = s/2 and computes a local decision ui = U (ri − τ),
where U (·) is the unit step function. Note that a vehicle could transmit one single
decision per packet or, by collecting consecutive phenomenon observations, it could
transmit packets with more decisions. The strategy selection depends on the desired
trade-off between data and overhead per transmitted packet. However, investigating
this aspect goes beyond the scope of this Section.

Suppose that during the downlink phase the CHE-IF protocol has led to the cre-
ation of nc < N cluster. Each vehicle can communicate only with its local CH.
Possible clustered topologies are represented in Figs. 3.15 and 3.16, according to the
particular strategy for communications towards the AP.

Fig. 3.15 Network topologies (upper part) and their logical representations (lower part): direct
communications between CHs
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Fig. 3.16 Network topologies (upper part) and their logical representations (lower part): multi-hop
communications between CHs and AP

In particular, when a sufficiently high transmit power is available, all CHs can
communicate directly with the AP, as shown in Fig. 3.15. On the other hand, when
the transmit power is not sufficiently high, multi-hop communications are required
to transfer the information from the CHs towards the AP, as shown in Fig. 3.16.

The performance of the decentralized detection techniques presented here, has
been analyzed and discussed in [32], considering realistic VANET clustered
topologies.
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Chapter 4
Hierarchical Architecture for Cross Layer
ITS Communications

4.1 The Big Picture

ITS are colonizing vehicles’ cockpits in the form of in-car infotainment devices able
to operate as stand-alone devices but also with the capabilities of interacting with
smart devices, such as smartphones and tablets. With the exception of highly verticals
solutions (e.g., tolling systems), all today vehicular communications are exclusively
based on general purpose cellular networks, both through embedded dedicated cel-
lular transceivers or through connections tethered from the smart-devices of the
passengers. As a result of this situation, direct inter-vehicles communications are
not currently possible, and all applications rely on communications mediated by a
centralized entity, either a base station or a service center. The monopoly of cellular
technologies is motivated by the difficulties that dedicated short-range communi-
cations (DSRCs) are facing in reaching the market, since they lack of a satisfac-
tory business model. Moreover, the interest on DSRCs is decreasing because of the
increasing diffusion of devices that passively interact with other vehicles (laser, laser
scanner, cameras), in order to actively increase the safety of the passengers.

As a result of this analysis, this book has been conceived around the idea of reusing
off-the-shelf technologies in order to reduce the time to market of ITS applications.
Coherently with this vision, in the previous chapter we have focused on VANETs
based on legacy IEEE 802.11 network interfaces, analyzing the performance of a class
of multihop broadcast protocols. In this chapter, we move our attention on smart-
phones and related technologies, proposing them as key elements of an heterogeneous
architecture. As of today, smartphones are gaining more and more popularity, and
in the near future each vehicle will likely contain at least one of these devices. This
new class of personal device assistants is typically equipped with a dual interface,
for cellular networks (typically 3G-UMTS or LTE networks) and WiFi networks,
and, therefore, should ideally be able to provide both continuous Internet connec-
tivity and sporadic local connectivity. In this chapter, we present two ITS systems
for information dissemination and collection in heterogeneous vehicular environ-
ment. The first system addresses the problem of effective information dissemination
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in vehicular environments and it has been proposed in the 2011–2012 Italy–Israel
“Cross-Network Effective Traffic Alerts Dissemination” (X-NETAD) project [1]. As
pointed out in [2], the goal of the X-NETAD project was the design and implemen-
tation of low cost, efficient and ubiquitous traffic alerts dissemination to drivers. In
particular, it envisions the formation of ephemeral local VANETs, formed by one
“primary” vehicle surrounded by “secondary” vehicles. The former vehicle acts as
a gateway for traffic alerts coming from a 3G/4G network, which are broadcasted to
the latter vehicles by means of WiFi broadcast communications. As aforementioned,
the peculiar feature of X-NETAD consists in being entirely based on smartphones,
without the need of dedicated OBUs. In particular, in this chapter we describe our
implementation of the X-NETAD protocol on Android-based smartphones and the
experimental results obtained in our test fields.

The X-NETAD application focus on real time traffic alerting, a core service of
any ITS, due to its strong impact on a multitude of stakeholders. In fact: from the
perspective of road operators, efficient traffic alerting allows congestion reduction
and smoother traffic flow; from the perspective of drivers, the availability of reliable
and updated information on traffic incidents means time and gas saving, increased
safety and less stress; from the economic perspective, real time traffic alerting will
save time and gas and decrease CO2 emissions.

This chapter is structured as follows. In Sect. 4.2, related works on multihop
broadcast protocols and VANET applications based on smartphones are discussed.
In Sect. 4.3, the principle design behind X-NETAD is presented. The details of the
dissemination protocol and its implementation on the Android platform are provided
in Sect. 4.4. The experimental results are illustrated in Sect. 4.5.

4.2 Related Works

Historically, the systems for monitoring the traffic and detecting congestion and
incidents have been based on police reports and dedicated road sensors (e.g., buried
inductive loops, active infrared sensors, cameras, and radars). Over the last few
years, the increasing pervasive diffusion of cellular communications has enabled the
design of traffic estimation techniques based on the data provided from smartphones.
In fact, nowadays it can be assumed that, with extremely high probability, there is
(at least) a cellular phone inside each vehicle. Usually, cellular networks are used
as source of anonymous geo-referenced raw data, which are stored and processed
in a remote data center, in order to extract information on the traffic intensity. Rele-
vant examples of this approach are: (i) the TrafficSense system developed by Cellint
Traffic Solutions Ltd [3]; (ii) the Localizing and Handling Network Event Systems
(LocHNESs) platform developed by Telecom Italia, which allows a real-time eval-
uation of urban dynamics based on the anonymous monitoring of mobile cellular
networks [4]. Nevertheless, due to cellular networks’ performance improvement and
to the ever increasing diffusion of mobile devices, several ICT researchers designed
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and analyzed distributed algorithms and overlays mainly for the implementation of
decentralized location-based services. Distributed localization is a clear example of
geo-collaboration service, where active users can efficiently discover and disseminate
information about existing services (such as a video stream from a webcam, storage
volunteers, and other), geo-referenced objects and information (e.g., positions of
gasoline stations, accidents, bad surface conditions, traffic jams). These approaches,
combined with mobile phone-based nodes, allow to build distributed applications
to efficiently harvest measuring reports, traffic information, and travel time in the
regions of interest.

Rybicki et al., with Peers on Wheels [5] and, more recently, with PeerTIS [6], have
proposed P2P architectures where participating cars are peers organized in a Dis-
tributed Hash Table (DHT), to receive and distribute useful information to improve
the vehicle travel time using dynamic route guidance. Another P2P approach, that
we describe in Chap. 5 in depth, is called Distributed Geographic Table (DGT). The
DGT is a structured overlay scheme where each participant can efficiently retrieve
node or resource information (data or services) located near any chosen geographic
position. In such a system, the responsibility for maintaining information about the
positions of active peers is distributed among nodes, for which a change in the set
of participants causes a minimal amount of disruption. The overlay is different from
other P2P-based localization systems (DHT and tree-based overlays), where geo-
graphic information is routed, stored and retrieved among nodes, that are organized
according to a structured overlay scheme. The DGT idea is to build up the over-
lay directly taking into account the geographic positions of the nodes and any other
information required to build a network where overlay neighbors are also geographic
neighbors and no additional messages are needed to obtain the closest neighborhood
of a peer.

Hybrid vehicular networks, relying also on cellular connectivity, provide a good
solution to overcome the coverage limitations of pure-VANET solutions when the
vehicle spatial density is low, thus allowing to reach an increased number of poten-
tially isolated vehicles. Open issues are (i) the data exchange cost over the cel-
lular infrastructure and (ii) the latency of data delivery, which is higher than the
pure-VANET approach. Therefore, cellular network-based distributed architectures
are not suitable for short range safety-driving applications, but could be efficiently
applied in scenarios where (i) latency is not an issue and (ii) the distance from the
event or a generic geo-localized information is sufficient to guarantee proper data
dissemination.

Regardless of the origin of the information, the issue of real-time disseminating
this information to the interested vehicles is still an open problem, that we have tried
to address with the IF protocol introduced in Sect. 3.5, which is used by X-NETAD
as the main dissemination protocol.

http://dx.doi.org/10.1007/978-3-319-10668-7_5
http://dx.doi.org/10.1007/978-3-319-10668-7_3
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4.3 Cross-network Information Flow

4.3.1 Information Dissemination Through Multihop
Communications

The goal of the X-NETAD project was to design and implement an innovative traffic
alerts dissemination system based on a cross-network (cellular and WiFi) software
application, installable on dual-interface (UMTS and WiFi) smartphones [1]. An
illustrative representation of the envisioned cross-network traffic alert dissemination
system is shown in Fig. 4.1.

The key idea of the X-NETAD approach is that of leveraging on the spontaneous
formation of WiFi local VANETs, with direct connections between neighboring
vehicles, in order to disseminate traffic alerts and GPS location in the VANETs
very quickly and inexpensively. It is important to remark that X-NETAD has been
conceived of for unidirectional information exchange from a centralized data center
to mobile vehicles, but it does not allow to collect information from the nodes.

The X-NETAD system has been designed in such a way that, at any given time,
only a small percentage (e.g., 10 %) of the vehicles (i.e., the smartphones inside the
vehicles) are assumed to be directly connected to the traffic alerts dissemination sys-
tem through an Internet connection provided by a cellular network. More precisely,
the X-NETAD architecture is based on three types of entities: (i) Primary Users
(PUs); (ii) Secondary Users (SUs); and (iii) an Application Server (AS). The AS is
in charge of maintaining, filtering and distributing traffic information, collected it
from a series of third-party providers—in the specific case of the X-NETAD project,
the Israeli company, Cellint, had this role. The AS supports the following minimum
set of requirements and operations:

• to provide suitable access interfaces on the Internet;
• to provide a secure communication channel with the PUs;
• to possess authentication, authorization and accounting capabilities;

Fig. 4.1 Illustrative cross-network effective traffic alert dissemination (X-NETAD) traffic alerts
dissemination scheme
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• to support a basic set of operations to allow the PUs to register to the service
and obtain localized traffic information (of a given geographical area or route),
according to a pull-based distribution model.

PUs are privileged users that periodically retrieve the information of interest from
the AS, through a 3G (in general, cellular) Internet connection. The SUs obtain infor-
mation from the PUs via Vehicle-to-Vehicle (V2V) communications according to a
push content distribution model (e.g., the PUs periodically disseminate it without
any explicit query from the SUs), but they cannot receive the information directly
from the AS. To this end, a very efficient broadcast technique for information dis-
semination in VANETs, denoted as Irresponsible Forwarding (IF), has recently been
proposed [7, 8]. IF assigns to each vehicle an optimized rebroadcast probability,
which takes into account the surrounding vehicle spatial density and can be easily
tuned; this guarantees fast information dissemination, even in the presence of high
vehicular traffic. According to theoretical and numerical analysis presented in [8],
the IF protocol and the related Silencing IF protocol perform better than flooding
in terms of latency and efficiency and slightly worse in terms of reliability. Further-
more, the advantages of IF with respect to flooding become more evident as the
network congestion increases, as in the case of high average vehicular densities or
high network loads. The IF protocol does not require nodes to exchange any addi-
tional message and, therefore, could easily replace the legacy flooding protocol that
is still used by many Car-2-Car Communications Consortium (C2C-CC) [9] related
projects. For instance, the geo-broadcasting protocols defined within the GeoNet
project (e.g., GeoBroadcast and TopoBroadcast) rely on the flooding protocol for
multihop broadcast communications [10]. Greater details concerning the IF protocol
are provided in Sect. 3.5.2.

4.3.2 A Push/Pull Dissemination Approach

Generally speaking, the choice between pull-based and push-based approaches
should be taken according to four main metrics and parameters: (i) the delay affecting
the information distribution; (ii) the energy consumption of the device; (iii) the com-
plexity of the client and server applications; and (iv) the unicast or broadcast nature
of the communications. In fact, a push-based approach is suitable for broadcast com-
munications, since it allows one to increase the network efficiency. As mentioned in
Sect. 4.3.1, in X-NETAD, a hybrid push/pull paradigm is used. In fact, the communi-
cations between PUs and SUs use a push-based approach, while the communications
between AS and PUs employ a pull-based approach.

A pull-based approach for the AS/PUs communications has been adopted for the
following motivations.

• The communications between AS and PUs are unicast, since (i) 3G networks do
not allow broadcast communications and (ii) each PU should receive different
information according to its position.

http://dx.doi.org/10.1007/978-3-319-10668-7_3
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• The information distributed in X-NETAD is not time-critical, and thus, there is no
need to use a push-based approach in order to minimize the delay.
• The energy consumption is one of the main concerns with mobile applications, and

it is well known that a 3G connection has a high energy consumption. By adopting
a pull-based approach, the mobile application can schedule the request for traffic
updates without the need of keeping a 3G connection active all the time. Moreover,
the application can adapt the intervals between consecutive queries according to
the behavior of the vehicles. For example, if the vehicle is not moving, there is
no need to look for traffic updates. Similarly, if the battery of the smartphone is
depleting, the application can decide to reduce the update frequency.
• A pull-based approach significantly increases the complexity of the server, since

it has to cope with a potentially large number of concurrent requests—current
techniques, however, should not make this aspect a limitation.

In the case of PUs/SUs communications, the scenario is totally different. In fact,
in this case, the PU transmits the same information to all the SUs and, therefore,
it is far more efficient to employ broadcast communications instead of a series of
unicast communications. Moreover, in VANETs, the nodes cannot turn off their radio
interfaces in order to save energy, because of the following critical issues that affect
VANETs: (i) short-lived connections; (ii) highly dynamic topology; and (iii) harsh
channel conditions. This prevents a pull-based approach from leading to significant
energy savings.

The above reasons motivate the decision for adopting a push-based paradigm,
which is also considered in recent works [11].

4.3.3 Securing X-NETAD

For X-NETAD, we have proposed a general architecture that is largely based on the
one introduced by Papadimitratos et al. [12]. In particular, the node architecture is
shown in Fig. 4.2. Coherently with the main goal of this book, we will not detail the
characteristics of the security infrastructure, but we will only sketch it.

First of all, a PKI, constituted by several CAs, is established. The vehicles commu-
nicate with the CAs through either cellular-based or RSU-based communications.
Each vehicle has a unique IDentification (ID), a pair of long-term private-public
keys, and a long-term certificate issued by a CA upon node registration. Actually,
long-term credentials are not directly used, but they are needed to issue second-level
short-term credentials, denoted as “pseudonyms”, which are actually used for secur-
ing V2V communications. The goal of using pseudonyms is twofold: (i) to reduce
the risk of compromising the long-term credentials; (ii) to increase the privacy of
the vehicle. However, it is important to remark that since short-term certificates need
to be issued from CAs, then pseudonyms can be used only if Internet accesses are
frequently available to the vehicles. In the case of the considered application, the PUs
continuously have an Internet connection. To summarize, with respect to a legacy
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Fig. 4.2 Security architecture of the considered application

IEEE 1609.2 system, the proposed architecture provides (i) a higher level of privacy
and (ii) key and identity management systems.

It should be now addressed the problem of deriving and distributing a common
group key across all the authorized users. From a logical point of view, the problem
of generating a common group key is the same addressed in detail in Appendix C.
In fact, the service provider is the unique entity with the right to authorize network
users. Therefore, it can act as a full-fledged KDC, reusing the technique described in
Appendix C for managing user subscriptions and generating new group keys. Instead,
the distribution of the new group keys is hindered by the lack of direct links between
the SUs and the KDC. In order to solve this problem, we have adopted a two phases
strategy. In the first phase, the KDC distributes the new group keys to the PUs by
using the unicast links existent between them, which can be easily secured by using
standard cryptographic tools. In the second phase, the PUs distribute the new group
keys to the SUs belonging to their local clusters. The distribution is carried out by
establishing temporary unicast links between PUs and SUs. The group keys can be
encrypted, either with symmetric or asymmetric cryptographic methods, by using
the encryption primitives provided by the IEEE 1609.2 stack and the cryptographic
materials associated to the pseudonyms.
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Fig. 4.3 Structure of the packet with emphasis on its encrypted payload

It is now possible to define the operations performed by a PU to broadcast an
encrypted packet to the SUs of its local cluster. We remark that the symbol k denotes
the common group key.

1. Generate two sub-keys ki and ke from the common secret key k.
2. Encrypt the message (denoted as m) with ke: c = Enc(ke, m).
3. Compute the Message Authentication Code (MAC) of c with the key ki : MAC

(ki , m).
4. Compute the signature of c with the private key Ski : Sig(Ski , c).
5. Compose the packet as follows: c||MAC(ki, c)||Sig(Ski , c).
6. If required, attach the certificate Cert(P Ki ) and, finally, send the message.

The structure of the packet built according to these operations is shown in Fig. 4.3.
Once the encrypted message has been correctly received, a SU should perform

the following operations.

1. Obtain the public key P Ki from Cert(P Ki ) (if it is attached).
2. Generate two sub-keys ki and ke from the common secret key k.
3. Verify the integrity of the message, by computing the MAC of c with the key ki ,

and compare it with the received MAC.
4. Verify the signature of c with the public key P Ki (if known). If the public key is

not known, it may be decided not to verify the signature at all.
5. Finally, decrypt the message c with ke, after having verified the authenticity and

the integrity of the packet: m = Dec(ke, c).

4.4 Application Design and Implementation on Android
Smartphones

This section proposes an overview on the design and implementation of the
X-NETAD system. At first, we explain how the system operates, discussing also some
challenges faced during the implementation process. Next, we describe the message
exchange in the system, together with a description of the architecture blocks of
X-NETAD nodes, focusing on the structural and logical differences between PUs
and SUs.
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4.4.1 System Overview and Challenges

The X-NETAD system is a network architecture conceived for the distribution of
valuable traffic alerts to mobile vehicles, taking advantage of both cellular and ad
hoc communications. A subset of nodes that form the system (namely, the PUs)
should have the ability to simultaneously manage the cellular and the IEEE 802.11
interfaces (the latter being set in ad hoc mode), while the remaining nodes (i.e., the
SUs) will only use the IEEE 802.11 interface. The X-NETAD application has been
designed to be general enough for various mobile OSs and has been implemented on
Android mobile devices.

Like other mobile OSs, Android is natively capable of connecting to IEEE 802.11
networks operating in the infrastructure mode, but it lacks any support for the ad
hoc operating mode. However, it is possible to overcome this limitation, since most
wireless network adapters inside Android devices are compliant with the full IEEE
802.11 standard and, thus, support the ad hoc mode. Such a functionality can be
exploited running the OS as administrator with super-user rights, using a procedure
called rooting and properly configuring the wireless adapter to connect to ad hoc
networks using the classic ifconfig Linux command. Furthermore, the access to net-
work interfaces is natively exclusive, i.e., only one between the cellular and the IEEE
802.11 interfaces is active at a time. In X-NETAD, we have introduced suitable soft-
ware routines that overcome this limitation by properly altering the routing table of
the devices, making it a true multi-homed device.

We designed X-NETAD in order to process and transfer large information
amounts. In this way, the information exchanged—at first, between the AS and the
PUs and, subsequently, between any PUs and the surrounding SUs—could include
multimedia data, such as audio, video and map files. For instance, in our proof-of-
concept application, the information issued by the AS is a compressed archive that
includes a real-time traffic map in jpg format, an audio file in mp3 format and an
XML-formatted document. In the following, we will refer to the terms traffic update,
archive and information, as the overall traffic information file created by the AS. The
XML document contains information about the traffic update: its date and time of
creation, the map’s longitude and latitude coordinates expressed in degrees and,
eventually, the information about errors that may have occurred in the network. An
example of XML-formatted text file is shown in Fig. 4.4. We intentionally decided
to focus on “complex” information, rather than on simple text messages, in order to
be able to present a rich content to X-NETAD users. In this way, it is possible to
inform the driver without distracting his/her eyes from the road, by simply playing
the received audio alert on his/her mobile device.

The transmission of such a relatively large amount of data (the size of the archive
could reach some MB) in the ad hoc domain becomes challenging, due to the limited
range of the wireless interfaces and the vehicles’ mobility. In addition, classical
phenomena, such as fading, shadowing and the contention-based channel access
mechanism employed by the IEEE 802.11 standard, actively contribute to limit the
theoretical maximum throughput of the system. In order to reduce the impact of the
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Fig. 4.4 An example of
XML-formatted document
created by the application
server (AS)

<report_info>
 <error/>
 <report_date>
  <date>2011-06-06</date>
  <time>18:25:00</time>
 </report_date>
 <map_top_left_point>
  <longitude>34.749871</longitude>
  <latitude>32.006862</latitude>
 </map_top_left_point>
 <map_bottom_right_point>
  <longitude>35.247987</longitude>
  <latitude>31.719802</latitude>
 </map_bottom_right_point>
</report_info>

problems mentioned above, the compressed archive received by a PU through the
cellular interface is not directly transmitted to SUs, but, instead, it is split in many
small pieces that are disseminated independently.

On the basis of an analysis of a VANET’s peculiar characteristics, such as high
node mobility and limited transmission range, we adopted a broadcast (starting from a
primary node) approach for our system. In X-NETAD, all vehicles act as independent
routers and cooperate together, fostering the complete reception of the traffic update.
All transmissions in the system are broadcast, in order to reach the largest number of
nodes at a time and to avoid any overhead related to routing tables’ update issues. The
IF protocol controls message rebroadcasting, guaranteeing an efficient network-wide
data dissemination.

4.4.2 Message Structure and Dissemination Protocol

In Fig. 4.5, an illustrative representation of the X-NETAD session of message
exchange between the AS, one PU and a multitude of SUs is shown.

In particular, the pink right pane identifies the communication plane in UMTS
network that will discussed in Sect. 4.4.2.1, while the gray left pane includes the
communication plane on WiFi network and it is discussed in Sect. 4.4.2.2.

4.4.2.1 Cellular Domain

The UMTS plane only encompasses the messages exchanged between the PU and
the AS according to a request/answer paradigm, requests are periodic but they can
be also triggered by the PU. In particular, the PU periodically query the AS with
an interval T q (dimension: [s]) determined by the application according to many
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Fig. 4.5 Temporal diagram of a generic X-NETAD message flow

parameters, including traffic conditions and average speeds. Updated traffic infor-
mation is retrieved by PUs via an HTTP GET request sent to the AS through the
cellular network. Important parameters, such as the username, the password and the
geographical coordinates (latitude and longitude), of the requesting node are included
in the GET request by the X-NETAD client. The AS needs the usernames and pass-
words of the nodes for authentication purposes. The traffic information provided by
the AS is geographically relevant, taking advantage of the PUs’ coordinates. If the
authentication information provided is correct, the AS replies to PUs by sending the
archive containing the local traffic update.

4.4.2.2 Ad Hoc Domain

As previously mentioned, we designed the X-NETAD system in order to be able to
disseminate a (relatively) large content, adapting to the constraints imposed by the
VANET scenario. The strategy we adopted to enforce this feature splits the archive
that comes from the cellular network into smaller pieces, called chunks, which are
disseminated independently. Chunks are small data units of fixed size, exchanged
with high probability during a single contact of limited duration. If a chunk is only
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partially received from a node (e.g., due to a connection breakdown), it is discarded.
If, on the one hand, splitting the traffic update into several chunks allows nodes to
receive parts of the same traffic update from different nodes, on the other hand, this
adds complexity to the system, because nodes should be able to recognize which
chunks are missing and, if needed, should request them back. The system behavior
can be described as follows. The original traffic update received from the AS through
the cellular network is divided in several chunks by the PU, and every chunk is packed
into different data-bearing messages denoted as DATA. A DATA message contains the
actual data chunk and the chunk index, which is crucial, because it allows the nodes
to identify which part of the update they are receiving. In fact, each SU maintains
a local bit-vector in its memory, whose length equals the total number of chunks
of the current traffic update, where the i-th bit indicates whether the i-th chunk is
missing (bit set to zero) or present (bit set to one). After each DATA message is
received by an SU, the local bit-vector is correspondingly updated. The payload of
any DATA message, related to the same traffic update, has a fixed size, apart for
the last chunk. This size depends on the dimension of the original traffic update
and on the number of chunks in which it is divided. The chunk size is an important
parameter that significantly affects the system performance. With large chunks, there
is the risk of performance degradation when partially received chunks are discarded
by the network interface. The choice of small chunks reduces the amount of wasted
reception, but it also increases the overhead. It is worth recalling that before being able
to decode a traffic update, a node must receive all the DATA messages associated
with it. DATA messages are propagated and replicated network-wide using the IF
protocol, thus providing redundancy in the system.

Whenever a PU receives a new traffic update from the AS using the cellular
network, it should disseminate this information to SUs located in the ad hoc domain.
To make SUs aware of the existence of a new traffic update, allowing them to create a
local bit-vector for the update, the PU issues an ADVERTISE message. This message
contains information on the update, such as its size and the number of chunks in
which it is divided. Once a SU receives a new ADVERTISE message, it creates a new
bit-vector for the update and becomes ready to receive its flux of DATA messages.
Since, without this message, a SU cannot store the subsequent chunks of data, the
goal is to provide a fast and reliable dissemination of the ADVERTISE message all
over the network using the IF protocol. In order allow SUs, which join the network
later, to get the traffic update, the ADVERTISE message is also periodically broadcast
by PUs, with an interval denoted as T adv.

Because of the probabilistic nature of IF and of the underlying contention mecha-
nism, there still exists the opportunity that messages may be lost due to noise bursts
on wireless channels or to message collisions. A simple solution to recover from
packet losses is to use a feedback loop. To minimize the total number of packets
sent in the network and, thus, to prevent congestion and additional collisions, SUs
ask periodically for missing chunks using a REQUEST message. The payload of the
REQUEST message is a bit-vector representing the reception status for each chunk.
Periodically, each SU examines its local bit-vector, and missing chunks are requested
back (in broadcast) to neighbors, using the REQUEST message. Regardless of the
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nature of a node (PU or SU), upon the reception of a REQUEST message, a node
checks its local bit-vector and tries to satisfy, if possible, the request. As opposed to
other X-NETAD messages, the REQUEST message is intrinsically single hop and is
never re-broadcast in order to maximize the reception probability of missing chunks
and to avoid repeatedly saturating the network with useless packets. A node replies
to a REQUEST message with one or more DATA messages if the requested chunks
are locally available and according to a probabilistic function related to its distance
from the sender. This replying probability is expressed according to the following
“reverse” IF probability assignment function:

p = exp

{
−ρsd

c

}
(4.1)

where ρs is the spatial density of vehicles in the VANET; d is the distance between
transmitter and receiver; and c is a shaping coefficient. Clearly, this function assigns a
higher replying probability to nodes that are located near the original sender, namely
those with a smaller packet loss probability. It is important to observe that the replied
(e.g., transmitted upon reception of a REQUEST message) DATA messages are dis-
seminated using the IF protocol.

4.4.3 System Architecture

In Fig. 4.6, a general illustration of the X-NETAD mobile application is shown.
Traffic updates are transferred from the AS to the PUs via the cellular network.
Content can also be exchanged directly between PUs and SUs when they are within
the communication range of one another. Here we primarily focus on the system
design with respect to content diffusion between nodes in the ad hoc domain.

The architectural differences between the two distinct types of nodes are restricted
to the ability of PUs to connect to a cellular network, in order to communicate with the
AS. For this reason, a PU’s architecture exhibits a Cellular Manager block—
drawn with a dotted line, to remark on its presence only at PUs—that is in charge of
the communications taking place with the AS (see Sect. 4.4.2.1) using the cellular
interface. The Wireless Manager block, on the other hand, is present at any
node, as it drives the IEEE 802.11 interface and is fundamental in the dissemina-
tion process taking place in the ad hoc domain. The X-NETAD Dissemination
Manager is the key component of the whole system, due to the fact that it is in
charge of the logical system management. If a new update is received from the AS,
its content is stored locally, split in smaller chunks and the dissemination process is
started. Upon the reception of an X-NETAD message on the IEEE 802.11 interface,
the Dissemination Manager performs all the actions required to handle the
message (see Sect. 4.4.2.2). For example, when the system receives a DATA message,
the Dissemination Manager checks if the received chunk is missing, updates
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Fig. 4.6 System architecture of an X-NETAD node

(if required) its local bit-vector and, with the help of the IF and the GPS blocks,
decides if the message has to be re-broadcast.

When a new traffic update is available, regardless of whether it was retrieved
from the cellular or the IEEE 802.11 interface, it is presented to the user through the
User Interface (UI) application. If the update contains an audio message, then such
a message is played, and the additional content is presented according to the user’s
preferences.

4.5 Experimental Results

In this section, we analyze the experimental results in different environments,
obtained with a test-bed composed by four LG Optimus One (P-500) smartphones
and a Samsung Galaxy Tab tablet, all equipped with release 2.3.3 of the Android OS.
The experimental campaign is conducted in three different phases. In the first phase,
we preliminarily investigate the relationship between the Packet Error Rate (PER)
and a couple of physical parameters, namely, the IEEE 802.11 transmission data rate
(in Sect. 4.5.2.1) and the inter-node distance (in Sect. 4.5.2.2). In the second phase,
described in Sect. 4.5.3, we evaluate the performance of the X-NETAD application in
a couple of ideal static scenarios, where nodes are fixed. In the third phase, described
in Sect. 4.5.4, we consider a more realistic scenario, where devices are positioned
within distinct vehicles moving along a predefined path. In the second and third
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phases, the behavior of the X-NETAD application is characterized by means of the
performance metrics introduced in Sect. 4.5.1.

4.5.1 Metrics of Interest

Depending on its nature, the metrics of interest has been characterized in terms of
average value, Probability Mass Function (PMF) or Cumulative Distribution Func-
tion (CDF). The performance metrics considered in our experimental campaign can
be summarized as follows.

• The number of DATA messages retransmitted at each SU—the ratio between this
quantity and the total number of transmitted packets is correlated to the Probability
Assignment Function (PAF) of the IF protocol defined in Eq. (3.5).
• The PMF of the hop index at which the DATA messages are received. This indicator

is strictly related to the distance between a PU and an SU.
• The number of missing DATA messages, before the first REQUEST message. This

metric is a coarse indicator of the wireless channel quality. In ideal conditions,
the PMF should concentrate only at zero. However, in realistic conditions, this
statement is not valid, due to radio channel interference and fading.
• The number of DATA messages requested when receiving a REQUEST message.

This metric is representative of the “attitude” of a node to receive requests for
missing chunks from surrounding nodes.
• The PMF of the archive reception time. This metric indicates the amount of time

it takes to a node to receive all the chunks of the archive sent by the PU.
• The CDF of the number of DATA messages received before each REQUEST mes-

sage. This metric is an indicator of the reception status of the traffic update before
each round of REQUEST messages.

4.5.2 Preliminary Results

4.5.2.1 PER as a Function of the Data Rate

Since the transmission power of IEEE 802.11 compliant transceivers is fixed by the
regulatory authorities, the length of an IEEE 802.11 link (i.e., the transmission range
of a node) depends only on the receiver sensitivity, which, in turns, is directly related
to the selected data rate and modulation. The relationship between sensitivity and
the allowed data rates of the IEEE 802.11 standard [13] is summarized in Table 4.1.

Furthermore, the IEEE 802.11 standard does not provide any automatic rate adap-
tation mechanisms for devices operating in the ad hoc mode. Therefore, the trans-
mission rate must be set during the network initialization phase.

http://dx.doi.org/10.1007/978-3-319-10668-7_3
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Table 4.1 Relationship between modulation, data rate and receiver sensitivity defined by the IEEE
802.11 b/g standard [13]

Data rate (Mb/s) Scheme Modulation RX sensitivity (dBm)

1 DSSS BPSK −89

6 OFDM BPSK −82

9 OFDM BPSK −81

12 OFDM QPSK −79

18 OFDM QPSK −77

24 OFDM 16-QAM −74

36 OFDM 16-QAM −70

48 OFDM 64-QAM −66

54 OFDM 64-QAM −65

DSSS Direct Sequence Spread Spectrum; BPSK Binary Phase-Shift Keying; OFDM Orthogonal
Frequency-Division Multiplexing; QPSK Quadrature Phase-Shift Keying; QAM Quadrature Ampli-
tude modulation

For these reasons, it is interesting to preliminarily investigate the relationship
between the transmission rate and the experimental Packet Error Rate (PER) observed
in a direct IEEE 802.11 link. In this test, we consider two fixed smartphones, placed
at a distance of 15 m: the first inside a car and the second inside a nearby building
with large windows. For each value of the data rate, the first smartphone broadcasts
100 streams composed of 1, 000 User Data Protocol (UDP) packets with an appli-
cation payload set at 100 bytes. In this setup, packet losses are mainly caused by: (i)
multipath fading, due to the wireless propagation inside the room and the vehicle; (ii)
shadowing, due to the random movement of persons and vehicle. We consider sev-
eral transmission data rate values lying in the range, [1, 54]Mb/s. From the obtained
experimental results, shown in Fig. 4.7, it emerges that, as expected, lowering the
data rate can help to reduce the PER and extend the transmission range of X-NETAD
nodes. However, we found that the minimum experimental PER is obtained when the
data rate is set at 11 Mb/s, rather than at 1 Mb/s (i.e., at the lowest possible data rate).
Such a behavior can be explained by the fact that when the data rate is set to 11 Mb/s,
the modulation scheme switches to the Direct Sequence Spread Spectrum (DSSS),
which is more robust in terms of PER, than the Orthogonal Frequency-Division Mul-
tiplexing (OFDM) used at lower rates. Further reduction in data rate does not lead to
an additional PER reduction, since the transmission time becomes longer, increasing
the likelihood of transmitting during a noise burst, thus resulting in a slight PER
increase. According to the results obtained in our tests, in the remaining part of this
analysis, we set the transmission rate to 11 Mb/s, in order to have a good trade-off
between the transmission range and the PER.
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Fig. 4.7 Experimental packet error rate (PER) as a function of the data rate, by considering Pt =
32 mW and d = 15 m

4.5.2.2 PER as a Function of the Distance

Besides the data rate, the distance between communicating nodes in the system has
a major impact on the performance of the X-NETAD dissemination protocol. Even
if the IF protocol assigns higher rebroadcasting probabilities to the farthest nodes,
packet loss probability is an increasing function of the distance. Propagation losses
affect all packets, depending on a multitude of factors (e.g., fading, shadowing,
absorption, multipath interference, distance). Unlike other factors that are strictly
related to the surrounding environment, one can estimate the impact of the distance
between sender and receiver nodes, through the Friis transmission formula [14]:

Pr

Pt
∝

(
λ

d

)n

(4.2)

where Pt represents the transmission power [dimension: (mW)]; Pr is the received
power [dimension: (mW)], λ is the wavelength [dimension: (m)]; d is the distance
between receiver and sender [dimension: (m)]; and n is an experimental coefficient
that can vary (typically, it lies in the range [2, 4]—n = 2 for free space transmission).
Equation (4.2) relates the received power with the transmission power and has an
impact on the average number of packets received by a node in our system, because
IEEE 802.11-compliant devices have a maximum transmission power (32 mW).
Therefore, the longer the distance between the nodes, the higher the probability that
a packet is lost. The Friis formula gives a characterization of the average received
power due to propagation losses over an ideal channel, but does not take into account
all the space-time fluctuations, due to phenomena, like fading, shadowing or Doppler
effects. Despite these limitations, Eq. (4.2) remains a useful tool for understanding
the impact that propagation losses have on the application performance.

In order to better understand the impact of the transmission distance on the
PER, we carry out trials in an ideal static scenario, where the wireless propaga-
tion can be considered as in free space. We employ two smartphones, configured to
send a stream of 100 UDP packets—each packet with an application-level payload
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Fig. 4.8 Experimental PER as a function of the inter-node distance, by considering Ptx = 32 mW
and R = 11 Mb/s

equal to 100 bytes—on the WiFi interface. For each run, we repeat 100 times the
transmission of the packet stream, and the experimental PER is computed by averag-
ing over the total number of packets sent. Test devices are fixed at a height of about
1.5 m from the ground, in order to avoid as much as possible ground absorptions
and reflections—moreover, this value represents, also, the approximate height of a
smartphone positioned in a vehicle. We considered different distances between the
smartphones. The transmit power is set to the maximum allowed level (32 mW) and
the data rate to 11 Mb/s, as indicated in Sect. 4.5.2.1.

As expected, according to the experimental results shown in Fig. 4.8, the PER
is an increasing function of the inter-node distance. Furthermore, the shape of the
experimental curve appears to be approximately linear. According to the results in
Fig. 4.8, it emerges that for d = 60 m, the PER is equal to 0.054. We consider
this value of d as the experimental transmission range, z, inside the IF PAF defined
in Eq. (3.5)—this experimental value is lower than the open space transmission
range claimed by the IEEE 802.11 standard [13]. Note that, with respect to the tests
performed in Sect. 4.5.2.1, the PER in Fig. 4.8 is much lower, as in this case the test
are carried out in more favorable conditions (almost free space).

4.5.3 Tests in Ideal Static Scenarios

As mentioned before, in the second phase of our experimental campaign, we perform
a number of field tests in ideal scenarios, where the nodes are static and positioned
in an environment not affected by phenomena like shadowing and fading. In the
considered experimental conditions, the wireless medium access problem cannot be
extensively analyzed, and the IF protocol does not perform at its best. The number
of retransmission choices is, in a probabilistic sense, very small. Although a larger
number of nodes should be considered (e.g., at least 15–20 devices) in order to have

http://dx.doi.org/10.1007/978-3-319-10668-7_3
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Fig. 4.9 Static X-NETAD
application testbed:
(a) Scenario 1, all secondary
users (SUs) are located in the
transmission range of the PU;
(b) Scenario 2, each SU is at
the edge of the transmission
range of previous nodes

(a)

(b)

higher node spatial density, the obtained results shed light on the performance of the
proposed information dissemination system.

4.5.3.1 Experimental Setup and Results

We evaluate the performance of the X-NETAD application in two different static
scenarios, which are illustrated in Fig. 4.9. For each test, the transmit power, Pt , of
each device was set to its maximum value, equal to 32 mW, and the data rate, R,
was fixed at 11 Mb/s—the rate that guarantees the minimum experimental PER, as
shown in Sect. 4.5.2.1. According to the results presented in Sect. 4.5.2.2, we use
the value, 60 m, as the device’s transmit range, z, to be used in the IF protocol. The
linear node spatial density, ρs , is related to the considered scenario, since it depends
on the (physical) spatial distribution of the nodes. The shaping coefficient, c, is set to
5 to balance the small number of nodes present in the system and, thus, to increase
the rebroadcasting probability. In each test, the application disseminates the same
archive of roughly 100 KB, divided in 128 chunks. During tests, we considered, as an
expiration date for each content, T q = 60 s (the choice of this value allows signifi-
cant information propagation). Finally, the waiting time before sending a REQUEST
message is set to 5 s.

Scenario 1

This scenario presents the most intense level of channel access contention, since all
the SUs are within the transmission range of the PU, as shown in Fig. 4.9a. The linear
spatial density, ρs , is equal to 0.05 veh/m, and the total number of SUs is given by
ρs z = 3 veh. In Fig. 4.10, the experimental PMF of the number of rebroadcast DATA
messages at each SU is shown. As one can observe, the rebroadcasting probability of
SUs is strictly correlated to their distances from the PU (see Eq. (3.5)). Fluctuations
around average values of the rebroadcasting probability depend on GPS localization
errors.

http://dx.doi.org/10.1007/978-3-319-10668-7_3
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Fig. 4.10 Probability mass function (PMF) of rebroadcast DATA messages in Scenario 1
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Fig. 4.11 Hop index PMF for received DATA messages in Scenario 1

In Fig. 4.11, the PMF of the hop reception index of DATA messages at each
SU is shown. In principle, all SUs should receive all messages directly from the
PU, because they are within its transmission range. Nevertheless, even though some
messages might be lost because of channel impairments, they can still be received,
as information propagation is guaranteed by the rebroadcasting nature of the IF
protocol. For this reason, we found that some DATA messages are received with a
hop index equal to 2. This proves that probabilistic rebroadcasting adds redundancy,
which, in turn, increases the system reliability.

Despite this, there is a chance that a certain message may be lost. In Fig. 4.12, the
PMF of the number of missing chunks at a given node, before the first REQUEST
round, is shown. It can be pointed out that in this scenario, both SU1 and SU2
experience a small number of lost DATA messages (smaller than the 10 % of DATA
messages sent), while SU3 experiences a higher loss ratio, due to the fact that its
distance from PU is longer. Moreover, from Fig. 4.12, one can see that SU3 always
misses at least one chunk, while SU1 and SU2 sometimes (with a probability higher
than 10 %) do not need to send any feedback message. At this point, it is worth inves-
tigating which nodes receive and satisfy the largest number of REQUEST messages.
For this purpose, in Fig. 4.13, we show the total number of missing DATA chunks



4.5 Experimental Results 111

0 5 10 15 20 25
0

0.05

0.1

0.15

0.2

0.25

Number of missing data chunks before first request

P
M

F

SU1
SU2
SU3

Fig. 4.12 PMF of missing DATA chunks, before the first REQUEST round in Scenario 1

requests, received by a given node, and the total number of DATA messages replied
by the node as a result of previous requests. According to these results, SU1 and SU2
receive the largest number of packet requests. However, the larger number of replies
is given by PU1, since it does not adopt a probabilistic broadcasting protocol (in fact,
it satisfies the 100 % of requests). SUs have a much lower satisfaction ratio, which
reduces as the distance from the PU1 rises: this is due to Eq. (4.1) and because a node
cannot satisfy a REQUEST for a packet that has not yet been received. Finally, in
Fig. 4.14, the PMF of the traffic updates reception time is shown. It can be observed
that, on average, all nodes have a completion time (i.e., all the DATA messages of
a given archive are received) lying in the interval [5 − −7] s. This means that only
one REQUEST message is sent back (we recall that Wreq = 5 s). The exception is
represented by SU3, which completes the reception of all DATA messages in more
than 10 s with a probability around 0.18. In order to have a better comprehension
of this phenomenon, in Fig. 4.15, the CDF of received DATA messages is shown as
a function of the number of REQUEST messages. One can see that before the first
REQUEST, SU1 typically has a completion rate equal to 0.98, while SU2 and SU3
achieve slightly smaller values (equal to 0.97 and 0.93, respectively). Hence, in this
scenario, all the SUs can complete the reception before the second REQUEST with
a high probability.

Scenario 2

In this scenario, shown in Fig. 4.9b, it is assumed that each node is located at the
edge of the transmission range of the preceding node. For this reason, multi-hop
communications are needed to disseminate traffic updates throughout the network,
and this degrades the performance. In particular, the PMF of the retransmitted DATA
messages is presented in Fig. 4.16. We note that, with respect to Scenario 1, the
rebroadcasting probability is (obviously) higher for all SUs (d = z). The number of
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Fig. 4.14 PMF of the archive reception time in Scenario 1

retransmissions is upper bounded by 128, which represents the number of chunks in
which the archive is fragmented.

In Fig. 4.17, the PMF of the received DATA messages is shown. It can be observed
that, for each SU, there exists, also, the possibility to receive messages from other
SUs, due to the feedback mechanism detailed in Sect. 4.4.2.2. For instance, some
DATA messages received by SU3 are one-hop messages, because they come from
SU2 and are sent after the reception of a REQUEST message. Nevertheless, we note
that for all SUs, there is a dominant hop value centered at their distance (in terms of
hops number) with respect to the PU.

As can be seen from Fig. 4.18, the number of missing chunks before the generation
of the first REQUEST message is larger than in the previous case, thus significantly
penalizing Scenario 2 with respect to Scenario 1. In particular, it can be noted that: (i)
each SU needs to use at least one REQUEST message; and (ii) the number of missing
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Fig. 4.15 Cumulative distribution function (CDF) of received DATA messages before REQUEST
messages in Scenario 1
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Fig. 4.16 PMF of the number of rebroadcast DATA messages in Scenario 2

chunks is, for each run, larger than 10. It can also be noted that SU3 is particularly
penalized, because link losses generate cumulative effects.

In Fig. 4.19, the PMF of the archive completion time is shown. As expected, the
reception time is longer than in Scenario 1. The difficulty of receiving all the chunks
is evidenced by the larger number of REQUEST rounds for missing chunks that
contribute to increase the completion time.

Finally, in Fig. 4.20, the PMF of the completion time before the first REQUEST
message is shown, which is around 0.7, 0.65 and 0.55, respectively, for SU1, SU2
and SU3. The use of a single feedback REQUEST message raises the completion
rate to a value of about 0.9 for each node. Hence, on average, at least one or even
more REQUEST messages are required to complete the reception of the archive.
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Fig. 4.17 PMF of the hop index for received DATA messages in Scenario 2
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Fig. 4.18 PMF of missing DATA chunks, before first REQUEST round in Scenario 2
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Fig. 4.19 PMF of the archive reception time in Scenario 2

4.5.4 Tests in a Mobile Scenario

In the third phase of our field tests, we considered a more realistic scenario (denoted
as Scenario 3, in the following), where the smartphones are positioned within vehi-
cles moving along a predetermined path. The experimental setup is described in
Sect. 4.5.4.1, while the obtained results are discussed in Sect. 4.5.4.2.
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Fig. 4.20 CDF of received DATA messages before REQUEST messages in Scenario 2

4.5.4.1 Scenario Description

We consider a single PU and four smartphones acting as SUs. The PU is placed
in a given car, while the remaining smartphones (SU1, SU2, SU3 and SU4) are
positioned in distinct vehicles. The vehicles move assuming a platoon configuration
led by the PU. For the whole duration of the experiment, the vehicle with SU1 remains
behind the car containing the PU, while the other vehicles periodically exchange their
positions. During the test, the smartphones are held by the driver or positioned within
the cockpit (e.g., over the seats or over the dashboard). The five vehicles involved
in the tests complete 20 laps of the circuit shown in Fig. 4.21, designed within the
campus of the University of Parma. The circuit path length is 1.72 km, and the
vehicles completed the test with an average speed of roughly 40 km/h (11.1 m/s)
and maintaining an inter-vehicle distance within the interval, [10–30] m.1 Since the
test has been conducted on a public road, sporadically, other cars have disturbed the
platoon configuration. At every lap, the PU sends two distinct archives: one at the
beginning of the lap and the second at the middle of the lap. Therefore, the results
shown here have been obtained averaging over 40 transmission acts conducted in 20
laps of the circuit.

4.5.4.2 Experimental Results

In Fig. 4.22, the PMF of the hop index, at which messages are received, is shown.
From the results in the figure, it can be observed that the “average” network topology
emerges from the test. In particular, it can be observed that for all the SUs, 95 % of
the fragments are received within the first two communication hops. In other words,
in the majority of the cases, the SUs have been in direct visibility (or at least two
hops away) from the PU. Therefore, we expect a performance comparable to that
observed in Scenario 1.

1 The average speeds and the inter-node distances are obtained by means of GPS.
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Fig. 4.21 Circuit followed by the vehicles during the tests. Image taken from Open Street Map
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Fig. 4.22 PMF of the hop index at which DATA messages are received in Scenario 3

From the point of view of the number of missing packets after the first transmission
of the PU, from Fig. 4.23, it can be observed that the performance is comparable with
that obtained by SU2 and SU3 in Scenario 1. A remarkable exception is represented
by the node, SU1, which exhibits excellent performance in Scenario 3.

Similarly, also from Fig. 4.24, it can be observed that the behavior, in terms
of requested messages and satisfied messages, is comparable to that observed in
Scenario 1. However, there is a significant difference with respect to Scenario 1. In
the latter, the larger fraction of requests is satisfied by the PU, while in Scenario 3,
the SUs play a more important role.

By observing Fig. 4.25, it is possible to get some interesting insights, concerning
the main differences between Scenario 1 and Scenario 3. First of all, it can be observed
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Fig. 4.23 PMF of the number of missing DATA fragments before the transmission of the first
REQUEST message in Scenario 3

PU SU1 SU2 SU3 SU4
0

2

4

6

8

10

Node

N
um

be
r 

of
 M

es
sa

ge
s

Requested Data Messages
Sent Data Messages

Fig. 4.24 Number of requested DATA messages and number of replica DATA messages sent upon
the reception of a request, in Scenario 3

that the archive is received only after a first round of REQUEST messages and
subsequent retransmissions. Moreover, a network bimodal behavior can be observed:

• the archive is received in a very short time (after 1 or 2 REQUEST message
rounds)—this happens when the network conditions are good and stationary;
• the archive is received after a large number of rounds (5 or 6)—this happens

when the network homogeneity disappears because of phenomena that break the
network topology, such as the presence of other vehicles fragmenting the platoon
or an excessive inter-vehicle distance.

Finally, in Fig. 4.26, the CDF of the received DATA messages, before a REQUEST,
is shown. The obtained results justify the conclusions reached in the previous para-
graph (relative to the results in Fig. 4.25). In fact, it can be observed that a small
number of rounds is often sufficient to collect the majority of fragments. However, a
significantly longer time is required for completing the reception of the entire archive.

To summarize, the obtained results show that the performance on a realistic sce-
nario, even if simplified by keeping an almost constant vehicle speed and a limited
inter-vehicle distance, has been shown to be similar to the one obtained in Scenario 1
and even better than the one obtained in Scenario 2.
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Fig. 4.25 PMF of the archive reception time in Scenario 3
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Fig. 4.26 CDF of the received DATA messages before a REQUEST in Scenario 3

4.5.5 Discussion

The results obtained from the experimental campaign have confirmed the good per-
formance exhibited by the data dissemination protocol adopted in X-NETAD. In fact,
it has been shown that a small number of rounds of requests (at most five) is sufficient
to disseminate the whole information archive to all network nodes. This happens also
in the case of unfavorable network conditions (as in the case of Scenario 2), where
SUs are sparse and distant from the PU (up to three hops away). Remarkably, these
results have been obtained while limiting the overall number of transmissions in the
network.

The core retransmission mechanism of X-NETAD is the IF broadcast protocol,
which is designed to reduce the channel congestion and, thus, scales well with the
number of nodes, as shown in [7]. The presented results have been obtained in
scenarios with a small number of nodes, where the impairments of the wireless
channel are the principal cause of the packet losses, while the losses due to channel
congestion are negligible. However, we expect that the overall performance of the
X-NETAD protocol should scale well with the number of nodes, owing to the equiv-
alent property of the IF protocol.
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Finally, we comment on a comparison between the performance of the X-NETAD
protocol with that of other dissemination protocols. Even if we do not have conducted
experimental campaigns using alternative protocols, it is possible to get some insights
from some of our previous works [8]. In particular, according to the observations
in Sect. 4.1, the IF protocol exhibits better performance than the flooding protocol,
especially under heavily loaded networks. Unfortunately, as our testbed is composed
of a small number of smartphones, we were not able to evaluate scenarios with high
spatial densities. Therefore, in our specific experimental scenario, it is reasonable
to expect that a flooding-based dissemination strategy will exhibit a performance
similar to that of IF.
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Chapter 5
Novel Distributed Algorithms for Intelligent
Transportation Systems

5.1 Introduction

While hybrid communication schemes, i.e., combining V2V with V2I capabilities,
would inherently provide the most effective and robust solution, we remark that
purely infrastructure-based communication does not limit the application level of
data dissemination and processing to a specific centralized architecture. In fact,
a V2I infrastructure does not necessarily imply a centralized organization, which
would inevitably lead to scalability issues—for example, to cope with the informa-
tion requirements of thousands or millions of vehicles moving around in a large
metropolitan area. While multiple distributed (e.g., hierarchical) subsystems can
be deployed to achieve better scalability, a completely decentralized peer-to-peer
(P2P) approach is more appealing. Initially exploited within V2V schemes [1], P2P
approaches have been recently followed also for implementing decentralized TIS [2].
In fact, P2P strategies allow responsibility decentralization, as well as computational
and communication load balancing, which can be beneficial for smartphone-based
Vehicular Sensor Networks (VSNs) [3].

In the context of P2P TISs, we have implemented the D4V architecture, based on
opportunistic mechanisms for the dissemination of data generated by vehicle sen-
sors and drivers. D4V requires no dedicated hardware and leverages upon COTS and
worldwide available devices (such as smartphones), rather than dedicated devices. To
the best of our knowledge, D4V is the only TIS providing, at the same time, massive
scalability (because of its P2P nature), deployability (because of the light hardware
requirements), and message configurability. D4V is based on a P2P overlay scheme
denoted as Distributed Geographical Table (DGT) [4, 5]—indeed, D4V stands for
DGT for VSNs. The DGT overlay scheme represents a scalable and robust infrastruc-
ture for application-level services, and relies on the unification of the concepts of
geographical and virtual neighborhoods [4]. In the following chapters, we first illus-
trate the DGT, with a detailed performance evaluation. Then, we present the D4V.

© Springer International Publishing Switzerland 2015
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5.2 Distributed Geographic Table

A structured decentralized P2P overlay is characterized by a controlled overlay,
shaped in a way that resources (or resource advertisements) are placed at appropriate
locations [6]. Moreover, a globally consistent protocol ensures that any node can
efficiently route a search to some peer that has the desired resource, even if the
resource is extremely rare. Beyond basic routing correctness, two important topology
constraints guaranteeing that (i) the maximum number of hops in any route (route
length) is small, so that requests complete quickly, and (ii) the maximum number
of neighbors of any node (maximum node degree) is small, so that maintenance
overhead is not excessive. Of course, having shorter routes requires higher maximum
degree.

The Distributed Geographic Table (DGT) is a structured overlay scheme where
each participant can efficiently retrieve node or resource information (data or ser-
vices) located near any chosen geographic position. In such a system, the respon-
sibility for maintaining information about the position of active peers is distributed
among nodes, for which a change in the set of participants causes a minimal amount
of disruption.

The DGT is different from others P2P-base localization systems, where geo-
graphic information is routed, stored and retrieved among nodes, that are organized
according to a structured overlay scheme. The DGT idea is to build up the overlay
directly taking in account the geographic position of node and information allow-
ing to build a network where overlay neighbors are also geographic neighbors and
no additional messages are needed to obtain the closest neighborhood of a peer
(Fig. 5.1). In the following sections, we present the DGT approach, using the P2P
system notation introduced by Aberer et al. [7].

Fig. 5.1 Comparison between traditional P2P approaches and the distributed geographic table
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5.3 Conceptual Framework

In a generic DGT overlay, the set of peers is called P , each peer being characterized
a unique id ∈ I (where I is the space of identifiers). The association between a
peer and an identifier is established by a function Fp :P → I .

The space of world’s coordinates is called W and w ∈ W , w = 〈lati tude,
longi tude〉 is the generic location. Thus, a peer p ∈P may be identified by the pair
〈idp, wp〉, where idp ∈ I and wp ∈ W .

In a DGT, the distance between two nodes is defined as the actual geographic
distance between their locations in the world (also known as great-circle distance or
orthodromic distance):

d : W ×W → R. (5.1)

The neighborhood of a geographic location is the group of nodes located inside
a given region surrounding that location (as illustrated in Fig. 5.2). More precisely,
given the set of all geographic regions delimited by a closed curve A , the neighbor-
hood is defined as

N : W ×A → 2P (5.2)

where 2P is the set of all possible connections between peers. In order to evaluate the
neighborhood of a target geographic point t ∈ W using a region At ∈ A centered
in t , let us define:

N = {p ∈P|wp ∈ At } t ∈ W , At ∈ A (5.3)

Fig. 5.2 The DGT routing strategy used to build and maintain a local or a remote neighborhood
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where, as earlier, wp is the geographic position of peer p ∈ P . By selecting, for
example, a circular region Ct ∈ A , with a radius cr ∈ R

+, it is quite simple to
evaluate the node’s neighborhood. In fact:

Ct = {w ∈ W |d(w, t) ≤ cr } t ∈ W (5.4)

N = {p ∈P|wp ∈ Ct } t ∈ W , a ∈ A . (5.5)

If p is moving, then N dynamically changes accordingly.

5.3.1 Routing Strategy

The main service provided by the DGT overlay is the routing of requests for finding
available peers in a specific area, i.e., to determine the neighborhood of a generic
global position w ∈ W .

Routing is a distributed process implemented as asynchronous message passing.
By executing the route(p, w, a) operation, a peer forwards to another peer p ∈P
a request for the list of nodes that peer p knows to be located in the region a ∈ A ,
whose center is w ∈ W . Thus, a routing strategy can be described by a possibly
non-deterministic function:

R :P ×W ×A → 2P (5.6)

that returns the neighborhood N (w, a), around the geographic position w and within
region a, known by peer p.

The routing process is based on the evaluation of the region of interest centered
in the target position (local or remote). The idea, depicted in Fig. 5.3, is that each

Fig. 5.3 The DGT routing strategy used to build and maintain a local or a remote neighborhood
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peer involved in the routing process selects, among its known neighbors, those that
presumably know a large number of peers located inside or close to the chosen area
centered in the target point. If a contacted node cannot find a match for the request, it
does return a list of closest nodes, taken from its routing table. This procedure can be
used both to maintain the peer’s local neighborhood N and to find available nodes
close to a generic target.

Regarding the local neighborhood, the general aim of the approach is to have
accurate knowledge of nodes that are close to the peer and of a gradually reduced
number of known nodes that will be used to forward long range geographic queries.
This idea recalls Granovetter’s theory of weak ties [8], stating that human society
is formed by small complete graphs whose nodes are strongly connected (friends,
colleagues, etc.). These clusters are weakly connected between each other, e.g.,
a member of a group superficially knows a member of another group. The most
important fact is that weak ties are those which make human society an egalitarian
small world network, i.e., a giant cluster with small separation degree and no hubs.

Whenever a single active node in the system wants to contact other peers in its
area (e.g., to provide or search for a service), it does not need to route additional
and specific discovery messages to its neighbors (or to a supernode responsible for a
specific zone) in order to find peers that are geographically close. Instead, it simply
reads its neighbor list, that is proactively filled with “geographic neighbors”.

Our peer neighborhood construction protocol has been inspired by Kademlia [9],
used, for example, in recent versions of the eMule client (as an alternative to the
traditional eDonkey protocol) [10]. Many of Kademlia’s benefits result from its use
of the XOR metric for distance between points in the key space. XOR is symmetric,
allowing Kademlia participants to receive lookup queries from precisely the same
distribution of nodes contained in their routing tables, that are organized as sets of
“k-buckets”. Every k-bucket is a list having up to k entries: in other words, each
node in the network has lists containing up to k nodes, each list being associated to
a given distance from the node itself. To locate nodes near a particular ID, Kademlia
uses a single routing algorithm from start to finish. In contrast, other systems use one
algorithm to get near the target ID and another for the final hops.

Peer neighborhood construction in DGT uses the geographic metric, instead of
Kademlia’s XOR metric. Each node knows its global position (GP) retrieved with a
GPS system or with other localization technologies, and knows a set of real neighbors
organized in a specific structure based on the distance that these nodes have with
respect to the node’s position.

The main goal of the DGT protocol is to build and maintain an overlay where each
node knows all the active nodes that are available in a geographic region, in order to
implement and provide specific applications and services. An example of application
based on such a protocol may be a city monitoring system that uses decentralized
nodes to monitor the traffic status of the city. By using this system, there is no need to
deploy powerful servers: light peers can be activated in strategic locations, in order
to cover the whole city area. Each of them can analyze its region of interest, monitor
traffic conditions in real-time, and evaluate the position of peers in order to inform
them about accidents and traffic jams, suggesting alternative paths.
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Fig. 5.4 GeoBucket data
structure

5.3.2 Data Structure

Every peer maintains a set of GeoBuckets (GBs), each one being a (regularly updated)
list of known peers sorted by their distance from the G P of the peer itself (Fig. 5.4).
GBs can be represented as K concentric circles, with increasing (application-specific)
radii {Ri }Ki=1 and thickness {ri }Ki=1, with Ri = ∑i

j=1 r j . If there is a known node
whose distance from the peer is larger than the radius of the outmost circle RK , it is
inserted in another list that contains the nodes outside the circle model.

Each peer in the GB set is characterized by:

• Unique ID—univocally identifies the peer within the DGT;
• Global Position (GP)—latitude and longitude retrieved with a GPS system or with

other systems (e.g., GSM cell-based localization);
• IP Address—allowing to identify the node in Internet—if the peer is behind NAT,

the IP address may be that of a relay;
• UDP Port—on which the peer listens, waiting for connection attempts;
• Number of known nodes—used to compare two nodes that have the same distance.

Moreover, each peer has a set of message types on which it is interested.

5.3.3 Network Join

The bootstrapping procedure is a common and crucial issue both in small and wide-
spread P2P networks and several approaches have been studied and tested during
last decade [11]. Essentially the basic bootstrapping process composed by to two
phases: find a remote peer, and connecting to it in order to receive a first group of
nodes already active in the overlay. In a DGT overlay the idea is to use two different
approaches (depicted in Fig. 5.5) according to the status of the nodes and the number
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Fig. 5.5 Schematic representation of a single step of the DGT Lookup procedure

of known nodes or cached data. When a new node (First case in Fig. 5.5) wants to
access the DGT overlay, it sends a join request, together with its G P , to a bootstrap
node, that returns a list of references to peers that are geographically close to the join-
ing one. It is important to emphasize that this information is not updated: referenced
peers may have moved away from their initial locations. It is up to the joining peer to
check for the availability of listed peers. This operation is performed not only during
the first join of the peer, but also when the peer finds itself to be almost or completely
isolated. In these situations (that typically arise when peers enter low density areas),
the node may send a new join request to the bootstrap node, in order to obtain a list of
recently connected peers that may become neighbors. The second case is associated
to a nodes that wants to re-join the DGT overlay after an offline period (case b in
Fig. 5.5). In this situation it is highly reasonable that the node already has some cached
data about its last GBs. In order to avoid the use of bootstrap node and, according
to the delta between the current time the disconnection instant, the node could try to
recover its distributed knowledge by pinging cached peer references and refresh its
data structure. If after this refreshing procedure the reconnecting node is not able to
use its information it will re-join using the bootstrap support cleaning its history.

5.3.4 Peer Lookup

The main procedure used during peer discovery is FIND_NODES(GP), that returns
the β peers that are nearest to the specified GP. Peer n keeps up-to-date its neigh-
borhood awareness by periodically applying FIND_NODES( ) to its global position
own G Pn . Such a procedure (with any target GP) may also be executed upon request
from another peer.
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Algorithm 1 Periodic Lookup Algorithm
1: i ← 0
2: get α nodes from geo-buckets (nearest to G P): Ci = {n1i , .., nαi }
3: repeat
4: j ← 1
5: while j ≤ α do
6: if n ji not yet queried then
7: n ji .FIND_NODES(GP)
8: end if
9: j ← j + 1
10: end while
11: get α nodes (nearest to G P) from the αβ results: Ci+1
12: i ← i + 1
13: until Ci+1 == Ci
14: f ← i
15: get K nodes (nearest to G P) from geo-buckets, not already in C f
16: j ← 1
17: while j ≤ K do
18: if n ji not yet queried then
19: n ji .FIND_NODES(GP)
20: end if
21: j ← j + 1
22: end while

Node n searches in the GB associated to the requested GP. The final objective of
the lookup (summarized in Algorithm 1 and schematically depicted in Fig. 5.6) is to
find the α ≤ K peers that are nearest to the selected GP, including newly connected
nodes, as well as mobile peers that have entered the visibility zone. The lookup

Fig. 5.6 Schematic representation of a single step of the DGT Lookup procedure
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initiator starts by picking α nodes from its closest non-empty GB—or, if that bucket
has less than α entries, it just takes the α closest nodes, by extending the lookup to all
its GBs. Such a peer set is denoted as Ci = {n1i , . . . , nαi }Ki=1, where i is an integer
index. The initiator sends parallel FIND_NODES requests, using its G P as target,
to the α peers in Ci . Each questioned peer responds with β references. The initiator
sorts the result list according to the distance from the target position, then picks up
α peers that it has not yet queried and re-sends the FIND_NODES request (with the
same target) to them. If a round of FIND_NODES fails to return a peer closer than the
closest already known, the initiator re-sends the FIND_NODES to K closest nodes
not already queried. The lookup terminates when the initiator has obtained responses
from the K closest nodes, or after f cycles, each cycle resulting with an updated set
of nearest neighbors Ci . Thus, the number of sent FIND_NODES(GP) messages is
in the worst case f · α + K , that depends on the spatial density of peers in the area
of interest. A peer is allowed to run a new lookup procedure only if the previous one
is completed, in order to reduce the number of exchanged messages and to avoid the
overlapping of the same type of operations.

The general idea is that soon after the bootstrap or when neighbor peers are highly
dynamic, the period of the discovery process may be very small and may increase
when the knowledge becomes sufficiently stable among active peers. We set a lower
and an upper bound for the discovery period, i.e., respectively, Tmin and Tmax.

5.3.5 Position Update

Any active peer in the network can change its geographic position for many reasons
(the user may be walking, driving, etc.).

To preserve the consistency of the DGT, each peer needs to periodically schedule
a maintenance procedure that compensates network topology changes. The practical
usability of a DGT critically depends on the messaging and computational overhead
introduced by this maintenance procedure, whose features and frequency of execution
are application-dependent.

When an active peer in the network changes its geographic position, it has to send
updates of its GP to neighbors, in order to improve the accuracy of their knowledge.
To avoid excessive bandwidth consumption, every peer communicates its position
update to neighbors only if the displacement is higher than ε (km) (Fig. 5.8). If during
this message exchange a peer receives a node’s update confirming that the new
position is out of its area of interest, the neighbor’s reference is removed from the
appropriate GB and a REMOVE message is sent to the peer (Fig. 5.7).

The DGT allows peers to have accurate knowledge of geographically close neigh-
bors and a limited view of the outer world. However, whenever necessary, and with
limited incremental computational and transmission costs, peers are able to find new
connected nodes that are entering the target area. The described P2P localization
scheme represents maybe the core layer of a vehicular network able to discover and
inform drivers that are potentially interested in specific traffic messages or to data
acquired by vehicle sensors.
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Fig. 5.7 DGT position update

Fig. 5.8 DGT neighbor remove process

5.4 Analytical Model for Performance Evaluation

In this section, we first present an analytical performance evaluation framework of
the DGT-based proactive neighbor localization algorithm. Furthermore, we carry out
an extensive simulative analysis of our DGT implementation in several scenarios in
order to evaluate algorithm performance, parameters influence and robustness.

The performance evaluation of our DGT-based peer neighborhood construction
protocol will be carried using the following metrics:

• PMN : Percentage of Missing Nodes in the geo-buckets of a peer, with respect to
those really present in the area.
• MR (msg/s): Message Rate, i.e., the average number of messages received per

second by each node.
• NPE (km): Node Position Error, i.e., the average distance between a peer’s position

reference in a GeoBucket and its actual position.

Assuming that N peers are distributed within a square surface with side of length
L , the corresponding node spatial density, denoted as ρ, is N/L2. If nodes are static
and uniformly distributed over the square surface, ρ is also the local node spatial
density. In the presence of node mobility, the node distribution is likely to be non-
uniform: the corresponding node spatial density can be heuristically estimated as
δN/L2, where δ ∈ R

+ is a compensation factor which takes into account the fact that
the nodes could be locally denser (δ > 1) or sparser (δ < 1) than the average value ρ.
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At a specific time, a peer wants to identify available geographic neighbors within
a circular region of interest with radius r . This region, centered at the peer, is denoted
as R and its area is A = π R2. In general, within the region of interest of a node there
are two classes of neighbors: detectable (i.e., nodes which can be detected by one or
more nodes) and non-detectable (i.e., nodes which cannot be detected by any node).

Assuming that peers are distributed according to a two-dimensional Poisson distri-

bution1 with parameterρ, the average number of nodes in the region R is N
(R)

tot = ρ·A.
Let us denote by x ∈ (0, 1) the percentage of non-detectable nodes in the region R

(i.e., there are, on average, x · N (R)

tot non-detectable peers). Assuming further that the
number of detectable peers in R has a Poisson distribution with parameterρ·A·(1−x),

it follows that their average value is N
(R)

D = ρ · A · (1− x).
As described in Sect. 5.3, during each step of the discovery procedure a peer

picks the closest α known neighbors (if available) and sends them simultaneous
FIND_NODES requests centered in its geographic location. The goal of the interro-
gating peer is to retrieve detectable nodes in its area of interest. If, at the end of an
iteration, no new node is retrieved, the discovery process ends and will be rescheduled
according to a specific strategy.

In order to evaluate the number of discovered peers at each discovery iteration
(without counting the same node more than once), the α FIND_NODES requests,
scheduled at each discovery step, must be taken into account considering not only the
single intersection between two peers but the multiple overlapped regions between
the α contacted nodes. In Fig. 5.9, an illustrative scenario with α = 3 overlapping
circular areas is shown.

Since the intersection of α circular regions can be highly varying (depending on
their relative positions), we simplify the analysis assuming that adjacent contacted
peers are spaced by an angle 2π/α and are positioned in the center of the corre-
sponding radius of the circular region of interest of the reference peer. We denote
as A j the sum of the areas of the intersection region shared only by the requesting
peer and j contacted peers. In Fig. 5.9, the areas {A1, A2, A3} are indicated. These
areas will be computed using the Circles Intersection library for MATLAB 2. Explicit
expressions (not shown here for the sake of conciseness) can be derived by means
of the analytical method proposed by Fewell [12].

Under the above assumptions, the average number of new peers discovered after
s steps can be written as

n(s) =

⎧⎪⎨
⎪⎩

0 s = 0

l0 s = 1

n(s − 1)+∑α
j=1 d j (n(s − 1)) s ≥ 2

(5.7)

1 This is an approximation. In fact, owing to node mobility, the local distribution is likely to be not
Poisson. However, as we will consider only average values, the Poisson approximation will shown
to be accurate.
2 http://www.mathworks.com/matlabcentral/fileexchange/5313.

http://www.mathworks.com/matlabcentral/fileexchange/5313
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Fig. 5.9 Intersection regions (with corresponding areas {A j }) between α = 3 overlapping circular
areas of interest

where l0 is the initial size of the peer list; n(1) is the average number of initial peers
(transferred to the peer of interest); n(s − 1) is the number of new peers discovered
up to the (s − 1)-th step (s ≥ 2); d j represents the average number of new peers
discovered in the region of area A j and can be expressed as follows:

d j (n(s − 1)) = ρ · A j · (1− x) · b j (n(s − 1)) . (5.8)

In (5.9), b j (n(s − 1)) is a heuristic function used to model the number of replicas
obtained in the j-th intersection between the applicant’s region of interest and the
regions of interest of the queried peers. This parameter depends on (i) the number of
nodes that share the same zone (i.e., j) and can answer with the same peer references
and (ii) the the average number of known nodes at step s − 1—in fact, the number
of known nodes at each step needs to be taken into account to evaluate potential
replicas. Taking into account the fact that if a node has knowledge of its neighbors,
the probability of discovering an already known peer is higher, the following heuristic
expression for b j allows to derive accurate performance results:

b j (n(s − 1)) =
[

1− n(s − 1)

N
(R)

D

] j

. (5.9)
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Finally, the average number of newly discovered nodes up to step s can be expressed
as follows:

n(s) = n(s − 1)+
α∑

j=1

ρ · A j · (1− x) ·
[

1− n(s − 1)

N
(R)

D

] j

. (5.10)

Note that the recursive analytical computation of {n(s)} stops when a pre-set peer
discovery limiting number is reached.

In Fig. 5.10, the performance results predicted by the analytical model proposed
above are compared with simulation results (obtained by means of the DEUS simu-
lation platform, described in Appendix A), considering scenarios with (a) 500 peers
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Fig. 5.10 PMN as a function of the discovery step, considering a 500 peers and b 1,000 peers. In
all cases, α = 3
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and (b) 1,000 peers. In both cases (a) and (b), peers are distributed within a square
surface with side of length L = 6.53 km, with an initial peer list size with n(1) = 10
peers, a discovery limiting number of 100, and x = 0.05. It can be observed that
analytical performance results are very close to simulation results, so that we can
conclude that the accuracy of the analytical framework is satisfactory.

In order to investigate the impact of α, in Fig. 5.11 the PMN is shown, as a
function of the discovery step, considering (a) α = 1 and (b) α = 2. In both cases,
the number of active peers is set to 200. It can be observed that the agreement between
simulations and analysis is even stronger than in Fig. 5.10. By observing the results
in Figs. 5.10 and 5.11, it can be concluded that a small number of discovery steps is
sufficient, regardless of the value of α, to significantly reduce the PMN.
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5.5 DGT and Mobility

Mobility models represent the movement of mobile users, and how their location,
velocity and acceleration change over time. Such models are frequently used for
simulation purposes when new communication or navigation techniques are investi-
gated. Mobility management schemes for mobile communication systems make use
of mobility models for predicting future user positions.

The mobility model is one of the fundamental elements in the performance eval-
uation of simulated network with mobile users such as V2V and V2I applications
aiming at realistic mobility patterns.

We focus on the study of vehicular mobility models in order to evaluate the
DGT approach in a dynamic scenario such as a Smart City. In this context multiple
vehicles and user are moving at the same time querying about a location of interest
and generating location based information or data such as traffic related messages or
sensed data along the streets.

Figure 5.12 illustrates five major mobility model categories, which were defined
by Hartenstein [13]:

• Random Models: Vehicular mobility is considered random and mobility parame-
ters, such as speed, heading and destination are sampled from random processes.
A very limited interaction between vehicles is considered in this category.
• Flow Models: Single and multi-line mobility models based on flow theory are con-

sidered from a microscopic or macroscopic point of view. The literature considers
the following threes different classes for flow models:

Fig. 5.12 Classification of vehicular mobility modeling approaches
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– Microscopic: describe the mobility parameters of a specific car with respect
to other cars in detail. Usually takes in account acceleration/deceleration, safe
distance, reaction time or safe speed. Its high level of precision is reflected by
high computational complexity.

– Macroscopic: don’t consider the mobility parameters of a specific car, but instead
quantity of macroscopic meaning such as flow, speed or density are modeled

– Mesoscopic: describes traffic flows at an intermediate level of detail. Individual
parameters can be modeled yet of a macroscopic meaning. The aim is to benefit
from the scalability of the macroscopic approach but still providing a detailed
modeling close to microscopic models.

• Traffic Models: Trip and path models are described in this category, where each
car has an individual trip or a path, or a flow of cars is assigned to trips or paths.
• Behavioral Models: They are not based on predefined rules but instead dynamically

adapt to a particular situation by mimicking human behaviors, such as social
aspects, dynamic learning, or following AI concepts.
• Trace-Based Models: Mobility traces may also be used in order to extract motion

patterns and either create or calibrate models.

According to the concept map in Fig. 5.12, and to the ideas of Harri et al. [14, 15],
mobility models intended to generate realistic vehicular motion patterns should
include the following features (Fig. 5.13).

• Accurate and realistic topological maps: street topologies should manage different
densities of roads, should contain multiple lanes, different categories of streets and
associated speed limitations.
• Obstacles: obstacles should be intended as both constraints to car mobility and

hurdles to wireless communications.

Fig. 5.13 Concept map of for the design of vehicular mobility models
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• Attraction/repulsion points: initial and final destinations of road trips are not ran-
dom. Most of the time, many drivers are driving toward similar final destinations
or attraction points, or from similar initial locations or repulsion points, typically
creating bottlenecks.
• Vehicles characteristics: each category of vehicle has its own characteristics, which

has an impact on a set of traffic parameters. For example, macroscopically speak-
ing, some urban streets and highways are prohibited to trucks depending on the
time of the day. Microscopically speaking, acceleration, deceleration, and speed
capabilities of cars and trucks are different. The accounting of these characteristics
alters the traffic generator engine when modeling realistic vehicular motion.
• Trip motion: a trip is macroscopically seen as a set of source and destination points

in the urban area. Different drivers may have diverse interests which affect their
trip selection.
• Path motion: a path is macroscopically seen as the set of road segments taken by

a car on its travel between an initial and a destination point. As in real life, drivers
do not randomly choose the next heading when reaching an intersection as is the
case in most vehicular networking traffic simulations. Instead, they choose their
paths according to a set of constraints such as speed limitations, time of the day,
road congestion, distance, and even the driver’s own habits.
• Smooth deceleration and acceleration: vehicles do not abruptly break and move

deceleration and acceleration models should be considered.
• Human driving patterns: drivers interact with their environments, not only with

respect to static obstacles but also to dynamic obstacles, such as neighboring cars
and pedestrians. Accordingly, the mobility model should control vehicles mutual
interactions such as overtaking, traffic jams, or preferred paths.
• Intersection management: this corresponds to the process of controlling an inter-

section and may either be modeled as a static obstacle (stop signs), a conditional
obstacle (yield sign), or a time dependent obstacle (traffic lights). It is a key part in
this framework that however only has an influence on the motion constraint block,
as the traffic generator block cannot not see the difference between a stop sign or
high density traffic. Both are interpreted as a motion constraint.
• Time patterns: traffic density is not identical during the day. A heterogeneous

traffic density is always observed at peak times, such as rush hours or during
special events.
• External influence: some motion patterns cannot be proactively configured by

vehicular mobility models as they are externally influenced. This category models
the impact of accidents, temporary road works or real-time knowledge of the traffic
status on the motion constraints and the traffic generator blocks. Communication
systems are the primary source of information about these external influences.

Figure 5.14 and Table 5.1 illustrate the notation usually employed for the formal
description of a vehicular mobility model where vehicle i will be considered as the
reference vehicle. At time t , xi (t) and vi (t) represent respectively the position and
speed of vehicle i . Indexes i +1 and i −1 represent the vehicle immediately in front
and behind vehicle i with position xi+1(t) and xi−1(t), and with speed vi+1(t) and
vi−1(t). We can additionally consider θi (t) as the heading of a vehicle i at time t .
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Fig. 5.14 Vehicular mobility model notation

Table 5.1 Vehicular mobility
model description

Symbol Definition Dimension

Δt Time step s

a Maximum acceleration m/s2

b Maximum deceleration m/s2

L Car length m

vmin Minimum velocity m/s

vmax Maximum velocity m/s

vdes Desired or targeted velocity m/s

θmax Maximum heading rad

θmin Minimum heading rad

T Safe time headway s

Δx safe Safe distance headway m

vsafe Safe velocity m/s

τ Driver reaction time s

μ Stochastic parameter [0;1]

Our model partially follows the approach of Zhou et al. [16] where the key idea
is to use switch stations (SSs) connected via virtual tracks to model the dynamics of
vehicle and group mobility. For example, our simulative analysis considers a square
area around the city of Parma adding 20 SSs inside and outside the city district (see
for example Fig. 5.15). Stations are connected to each other through virtual paths that
have one lane for every direction, speed limitation associated with the street category
and specific road density limit to model vehicle speed in traffic jam conditions. When
a new car joins the network, it first associates with a random SS, then it selects a
new destination station and starts moving on the connection path between them. This
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Fig. 5.15 Example of simulated DGT-based VSN (in the city of Parma)

procedure is repeated every time the car reaches a new SS and has to decide its next
destination.

Each switch station has an attraction/repulsion value that influences the user’s
choice for the next destination station. This value may be the same for each path in
order to allow for random trip selection.

A set of parameters is associated with each car, thus affecting macroscopic and
microscopic aspects of traffic circulation, like street and highway limitations (i.e.,
some types of vehicles are forbidden on particular paths) as well as acceleration,
deceleration, and speed constraints.

We modeled different external events that may happen during the traffic simulation
and alter drivers’ behavior, such as accidents, temporary road works or bad conditions
of road surface like ice, snow or potholes that can be detected by vehicle sensors.

Drivers not only interact with obstacles, but also adapt their behavior according
to their knowledge about car surroundings. For example, they may try to change
their path if they are informed about a traffic jam or an accident slowing or blocking,
and they reduce their speed in proximity of locations characterized by bad surface
conditions.

We consider microscopic flow modeling where mobility parameters of a specific
car are described with respect to other cars. Several approaches take into account
for example the presence of nearby vehicles when modeling the speed of the car
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(e.g., FTM [17], Krauss [18], and IDM [19]). In particular, the FTM model has been
implemented in our simulator because it is the most accurate for our scenario, with
different speed limits for each virtual path, without high computational requirements.
FTM describes speed as a monotonically decreasing function of vehicular density,
forcing lower values when the traffic congestion reaches a critical point. In our case,
the desired speed of a car moving along the points of a path p is computed according
to the following equation:

vdes = max

{
vmin, vp

max

(
1− k

kjam

)}
(5.11)

where vmin is the minimum car speed (depending on vehicle characteristics), vp
max

is the speed limit related to the path, k is the current density of the road, given by
n/ l (n represents the number of cars on the road and l its length), and kjam is the
vehicular density for which a traffic jam is detected. As mentioned before, we also
want to model the behavior of a driver in proximity of a road point with bad surface
condition. The idea it that a conscientious driver, knowing that along his/her road
there is a potential dangerous location, reduces the car speed according to the distance
from that point. The safe speed vsafe is defined by the following equation:

vsafe = d2

k1
+ k2

k1 = d2
limit

vdes − vmin
(5.12)

k2 = vmin

where d is the distance between the vehicle and path location with bad surface
condition, dlimit is the limit from which the evaluation of safe speed starts, k1 and k2
are two constants depending on vdes and vmin that are set to have the desired speed
at limit distance and the minimum one near the dangerous location.

5.5.1 Mobility Model with Vertical Handover

Since we want to evaluate the robustness of our DGT-based localization algorithm in
a dynamic urban scenario with mobile devices, considering several (possibly over-
lapping) regions characterized by different types of network coverage (see Fig. 5.16).
To this purpose, we use one model to describe the mobility of vehicles, and another
model for taking into account vertical handover.

Vertical handover or vertical handoff refers to a network node that change the
type of connectivity it uses to access a supporting infrastructure, usually to support
node mobility. For example, a laptop might be able to use both a high speed wire-
less LAN and a cellular technology for Internet access. Wireless LAN connections
generally provide higher speeds, while cellular technologies generally provide more
ubiquitous coverage. Thus the laptop user might want to use a wireless LAN con-
nection whenever one is available, and to ‘fall over’ to a cellular connection when
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Fig. 5.16 Example of area
with different, partially
overlapping network
coverages

Fig. 5.17 Vertical handover scenario considering two overlapping regions (cellular base station
and WiFi access point)

the wireless LAN is unavailable. Vertical handovers refer to the automatic fallover
from one technology to another in order to maintain communication. This is differ-
ent from a horizontal handover between different wireless access points that use the
same technology in that a vertical handover involves changing the data link layer
technology used to access the network.

Figure 5.17 shows a typical vertical handover scenario where a vehicle (or a
generic mobile node) is moving with speed v under the coverage of two different
network schematically represented as two circular overlapping regions respectively
associated to a UMTS Base Station (BS) and to a WiFi Access Point (AP).

Regarding vertical handover, different algorithms for reducing the delay and the
packet loss rate have been proposed. The Always Best Connected (ABC) concept was
introduced by Gustafsson et al. [20, 21] to achieve seamless connectivity between
WLAN and UMTS. The idea of using the vehicle speed as assessment criterion for
vertical handover has been presented in [22, 23].

The vertical handover algorithm we adopt in our analysis is based on the approach
presented by Esposito et al. [24], that bases the handover decision both on vehicle
speed and handover latency. Our version of the model considers a vehicle V moving
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with speed vdes in an environment characterized by several heterogeneous and over-
lapping access network at the same time. Defining SN (with bitrate BSN ) as the
serving network to which the user is connected, C N (with bitrate BC N ) the candi-
date network and L as the handover latency (the time interval during which the peer
does not receive any data due to the socket switching), then the network switch is
performed only if the time that the vehicle will spend in the area covered by the cell
with higher bitrate (ΔT ) is long enough to compensate for the data loss due to the
switch overhead (L < ΔT ). The handover condition is defined as:

BC N >
BSN

1− L
ΔT

+ δ (5.13)

where δ ∈ R
+ is an hysteresis factor used to avoid handover if the two competing

networks have negligible bitrate difference. Since as previously described we are
using a different mobility model and real vehicular city traces, instead of the Man-
hattan mobility model road composed of straight lanes used by the original authors,
we need to redefine ΔT as follows:

ΔT = Δx

|vdes | =
R − d(V, C N )

|vdes | (5.14)

where R is the radius candidate network station and d(V, C N ) is the geographic
distance between the vehicle and the candidate network. The more the user is close
to a cell site, the more he/she will stay within the coverage region of that cell site.

After each handover execution, the algorithm enters in idle mode for an inter-
switch waiting period Tw, in order to avoid a high handover frequency that may
happen when the vehicles travel on a border line between two different cells (ping-
pong effects [25]) .

The types of wireless connection we take into account are 2.5G and 3G mobile
telephone technologies, as well as WiFi and WiMAX. In the first case we consider that
connectivity is provided through horizontal handover where available cells located
in the area allow the communication, and do not involve changing the technology
used to access the network at the data link layer.

5.6 DGT Simulation

Evaluating the performance of our DGT-based protocol in significant, dynamic sce-
narios cannot be done analytically, because of the high complexity (non-linearity)
of the problem. The interactions of the nodes determine their future state and that
of the system [26]. Moreover, they usually exhibit high levels of concurrency and
asynchrony, and their performance may be highly influenced by the changing envi-
ronmental conditions of the environment, if they move.

For the qualitative and quantitative analysis of such systems, discrete event mod-
eling and simulation (in which time jumps from event to event) are usually adopted
[27]. In order to choose the proper simulation environment, the following criteria
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should be taken into account: simulation architecture (the operation and the design
of the simulator), usability (how easy the simulator is to learn and use), extensibility
(the possibility to modify the standard behavior of the simulator in order to support
specific protocols), configurability (how easily the simulator can be configured and
with which level of detail), scalability (the ability to simulate how a P2P protocol
scales with thousands, or more, nodes), statistics (how much the results are expres-
sive and easy to manipulate), reusability (the possibility to use the simulation code
to write the real application).

By looking at the state of the art, it is evident that almost every simulation tool
targets a specific class of problems. Only few of them may be considered general-
purpose. Among these, the most advanced, in our opinion, is CD++ [28], which
is a modeling environment that allows to define and execute DEVS models [27].
OMNeT++ is another well-known general purpose discrete event simulation tool,
which has been publicly available since 1997 [29]. Like CD++, also OMNeT++ is
based on the concept of simple and compound modules. The user defines the structure
of the model (the modules and their interconnection) using a topology description
language called NED. OMNeT++ has been used in numerous domains from queue-
ing network simulations to wireless and ad-hoc network simulations, from business
process simulation to peer-to-peer network, optical switch and storage area network
simulations.

Unfortunately, such tools are not particularly suitable for the simulation of dis-
tributed systems with thousands nodes, characterized by a high level of churn (node
joins and departures), and reconfiguration of connections among nodes. To fill this
gap, in 2009 we started a project for the development of an open source, Java-based,
general-purpose discrete event simulation tool, called DEUS [30]. To simulate a dis-
tributed system at the application level, DEUS is particularly convenient, because
of its extreme ease of use and flexibility. However, it does not provide packages for
simulating networking layers, and we do not foresee to implement them. For this rea-
son, until now the scheduling of application-level events to simulate the exchange of
messages among nodes has been necessarily configured by the user, using reasonable
values—which can be considered as a naive approach.

In order to implement realistic simulations of DGT-based systems, we integrated
DEUS with Google Maps API. With the features provided by Google Maps API
we created a simple HTML/Javascript control page which allows to monitor any
simulated node, following it from starting to final position, and all the neighbors
in its geo-buckets. This solution allows to study the protocol not only with specific
P2P metrics—like message rate, miss ratio, number of peers—but also with a direct
monitoring of peer behaviors during the simulation.

Recently, we introduced a general methodology to further improve our DEUS-
based simulations, leveraging on a highly reliable and complete open source tool
for the discrete event simulation of Internet systems, namely ns-3.3 The latter relies
on high-quality contributions of the community to develop new models, debug or
maintain existing ones, and share results. In Appendix A, we provide more details

3 http://www.nsnam.org.

http://www.nsnam.org
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about DEUS, and we describe our positive experience in integrating ns-3’s LTE-EPC
package [31] to support the network-aware simulation of the DGT. In next section
we illustrate the packet delay model, after which we present the DEUS-based simu-
lations of the DGT.

5.6.1 Packet Delay Model

To better characterize the communication among DGT peers in the urban environ-
ment, we defined the sub-model illustrated in Fig. 5.18, using ns-3 with the Lena
LTE-EPC package4 [31]. The latter provides (1) the E-UTRA part of the Long Term
Evolution (LTE) technology, dealing with physical and MAC layers, as well as Sched-
uler functionalities, and (2) support for the LTE RLC and PDCP protocol, together
with EPC data plane features, such as the S1-U interface and the SGW and PGW
entities. Shortly, such a ns-3 package supports the detailed simulation of end-to-end
IP connectivity over LTE-EPC.

Fig. 5.18 Bird’s-eye view of the simulated scenario, with n = 200 DGT nodes and v = 96 other
UEs randomly placed within the buildings. The geo-buckets of the DGT node in the bottom right cor-
ner of the map are also drawn, to show that the side length of the considered area equals the GB radius

We considered DGT peers having GBs with radius of 2 km. Thus, we defined a
square area having side length l = 2 km, with a grid of r = 10 roads (5 in N–S
direction, and 5 in W–E direction) and vehicles running over them (with linear density

4 We used the version released the 23rd of January 2013.
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Table 5.2 Spatial
characterization of the
buildings

Building # Parameters Values

1. . .16 xmin [m] 100

xmax [m] 300

ymin [m] 100

ymax [m] 300

zmin [m] 0

zmax [m] 21

# floors 7

# walls type ConcreteWithWindows

δ = 10 vehicles/km). Drivers are provided with User Equipments (UEs), which
execute a DGT-based application. The total amount of DGT UEs is n = rδl = 200.

Parallel roads are spaced by l/4 = 0.5 km. Between each pair of parallel roads,
there are four large buildings with squared area, each one having seven floors.
Table 5.2 describes such buildings in detail. Randomly located within each building,
there are v/16 other UEs, where v is their total amount. The pathloss model is
ns3::BuildingsPropagationLossModel.

On top of each building, exactly in the middle, there is an E-UTRAN Node B,
also known as Evolved Node B, (abbreviated as eNodeB or eNB), i.e., a base station
which serves a subset of the n+v UEs. Table 5.3 reports the configuration parameters
for the eNBs and the UEs. Regarding the eNBs, they have FDD paired spectrum,
with 50 Resource Blocks (RBs) for the uplink, which means a nominal transmission
rate of 50 Mbps, and 50 RBs for the downlink (50 Mbps)—like currently deployed
LTE systems.

DGT UEs use UDP to send four types of DGT packets to each other. The first type,
called Descriptor, is for neighborhood consistency maintenance purposes. Such a
packet has the following structure:

• key: int (4 bytes)
• timestamp: float (4 bytes)
• lat: double (8 bytes)
• lng: double (8 bytes)

Table 5.3 LTE model: eNB
and UE settings

Device type # Parameters Values

eNB UlBandwidth [RB] 100

DlBandwidth [RB] 50

DlEarfcn 50

UlEarfcn 18,100

z [m] 23

Tx Power 49

Noise Figure 5

UE Tx Power 23

Noise Figure 9
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where key is the identifier of the peer in the DGT overlay network, timestamp is
the current time, and lat/lng indicate the location of the node. Considering also the
12 bytes header, the size of the DGT packet is 36 bytes.

The second type of packet is the Lookup Request, which is used to search for
remote nodes placed around a specified location. Its structure is the following:

• senderKey: int (4 bytes)
• lat: double (8 bytes)
• lng: double (8 bytes)

where senderKey is the identifier of the peer in the DGT overlay network that sends
the request, and lat/lng indicate the location of interest. With the 12 bytes header,
the size of such a DGT packet is 32 bytes.

The third packet type is the Lookup Response, which is sent by a DGT node as
a reply to a lookup request, if the node owns the searched resource/information. The
structure of the packet is the following:

• senderKey: int (4 bytes)
• lat: double (8 bytes)
• lng: double (8 bytes)
• descriptors: Descriptor[20] (≤480 bytes)

where senderKey is the identifier of the peer in the DGT overlay network that sends
the response, lat/lng indicate its location, and descriptors is a list of maximum 20
node descriptors. Considering the 12 bytes header, the maximum size of such a DGT
packet is 512 bytes.

Finally, traffic information packets have the following structure:

• trafficMessage: String (30 bytes)
• senderDescr: Descriptor (24 bytes)
• ttl: float (4 bytes)
• range: double (8 bytes)

where trafficMessage is the message to be transmitted (e.g., “traffic jam”),
senderDescr is the descriptor of the sender DGT node, ttl is the time to live of
the message, i.e., the number of re-propagations it can be subject to, and range
indicates the radius of the dissemination circle, which spatially limits the forwarding
process.

We set an inter-packet interval of 50 ms for all types of DGT messages. Thus, the
maximum rate is 512×20 	 10 kB/s, while the minimum is 32×20 = 0.64 kB/s. In
a dynamic DGT (the one we simulate with DEUS), packets are not sent periodically.
For example, descriptors are sent only every ε meters. Lookup requests are sent
only when necessary, as well as lookup responses. Traffic information messages are
sent only when something interesting can be communicated to the other nodes (for
example, a traffic jam or an incident).

The other UEs transmit and receive VoIP packets (using UDP) with a remote host
located in the Internet. Such packets have a 12 bytes header and a 13 bytes payload,
and inter-packet interval of 20 ms (we considered the AMR 4.75 kbps codec).
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Fig. 5.19 PDFs of the uplink (a) and downlink (b) delays for DGT packets (for the case with δ = 5
vehicles/km), obtained with ns-3

Each eNB has a scheduler which allocates RBs (which are the smallest elements
of resource allocation) to users for predetermined amount of time. In these simu-
lations, the Proportional Fair scheduler is used (ns3::PfFfMacScheduler), which
tries to maintain a balance between two competing interests: trying to maximize
total wireless network throughput while at the same time allowing all users at least
a minimal level of service.

As previously stated, every DGT UE sends a DGT packet (with randomly cho-
sen type), with inter-packet interval of 50 ms. The ns-3 simulations were executed
on a Ubuntu Linux 11.10 x86_64 machine with 16 GB of RAM and double quad
core processor Intel(R) Xeon(R) Intel Xeon E5504 2.00 GHz. Each simulation was
repeated with 20 different seeds for the random number generator.

For the DGT packet flow, we analyzed also the uplink and downlink delays—to
this purpose, we modified the logger of the LTE LENA package in ns-3, to obtain a
discretized probability density function (PDF) of the RLC packet delay. The PDF of
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Fig. 5.20 PDFs of the uplink (a) and downlink (b) delays for DGT packets (for the case with
δ = 10 vehicles/km), obtained with ns-3

the uplink delay is basically a delta function, always centered in 4 ms, independently
on the linear density of the vehicles (Figs. 5.19a, 5.20a, 5.21a). Instead, the PDF of
the downlink delay is more complex, and is highly affected by the linear density of the
vehicles (Figs. 5.19b, 5.20b, 5.21b). The PDF is then used to generate realistic packet
delays in the DEUS-based simulations, using the well-known inversion method [32],
which is based on the inverse probability theorem:

• choose the cumulative distribution function F(x) of the random variable to be
sampled;
• generate a set of uniform random numbers such that R ∼ U (0, 1);
• compute the random variate Xi = F−1(Ri ).
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Fig. 5.21 PDFs of the uplink (a) and downlink (b) delays for DGT packets (for the case with
δ = 20 vehicles/km), obtained with ns-3

For practical implementation purposes, the discretized PDF of the downlink RLC
packet delay is approximated by a piecewise constant function, whose numerical
inversion is straightforward due to the reduced number of pieces (3).

5.6.2 DEUS Model

With the packet delay model described above, we obtained an improved DEUS
simulation model of the DGT, with respect to the previous ones which used, for
every transmission, an exponential delay with mean value obtained by considering
the nominal uplink and downlink.

We simulated a DGT overlay with 1,000 mobile vehicles, over a period of 10 h.
In the first half of such a period, the network grows from 0 to 1,000 nodes. In the
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Fig. 5.22 Average packet delay, measured with DEUS, for the simulated DGT overlay network
with 1,000 vehicles
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Fig. 5.23 Average amount of sent data per node, measured with DEUS, for the simulated DGT
overlay network with 1,000 vehicles

second half, the size of the network remains stable. We logged the average packet
delay and amount of sent data per node, computed on the whole overlay network.
Figs. 5.22 and 5.23 compare the results obtained with the old simulation model, and
those obtained with the refined one.

As we expected, in the refined model the average delay is higher than the one
obtained with the naive model, which is based on nominal uplink and downlink
values. Also the average amount of sent data is higher, because in the refined model
we take into account also the header of the packets (12 bytes are 1/3 of Descriptor
packets, which are the most frequently sent).
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In order to evaluate the performance and behavior of our DGT-based protocol, we
considered two different mobility models, namely a very generic one and another
specific to street vehicles. Two different metropolitan areas have been chosen for the
simulation, the first one around Frankfurt (square area with side of 20 km) and the
other surrounding Parma (square area with side of 7 km). In both cases a list of real
road paths have been generated offline (using the GoogleMaps API and a refining
algorithm) from an initial set of potential points of interest.

The first mobility model is a random model where an active peer in the system
selects one of the available paths and starts moving over it segment after segment.
Each peer is a mobile node with a random base speed (νb) between 5 and 100 km/h
that can be associated to pedestrians, bikers and vehicles. For each segment, peer
speed is randomly selected according to an exponentially distributed random variable
with mean value νb.

The second mobility model we considered is more complex also from a compu-
tational point of view, since it takes into account characteristics and parameters of
inter-vehicular networks and is the FTM model presented in the previous section.

5.6.2.1 Evaluation of Geo-bucket Configuration

The first part of our simulation analysis aims at outlining how the choice of the
geo-bucket configuration, in terms of number of GBs and their thickness, influences
DGT performance as expressed by the PMN and the MR. The following results refer
to the generic mobility model, unless otherwise specified.

Two different peer systems are simulated over a significant time span. The first
one includes 1,000 peers for a virtual time of 10 h (corresponding to 10,000 virtual
time units) while the second one has doubled size (2,000 peers) and time span (20 h,
that is 20,000 virtual time units). In both cases the node set grows to full size during
the first half of the simulation, after which only an insignificant number of peers
enters and leaves the network.

Table 5.4 presents all the considered cases.
Figure 5.24 shows the PMN for cases 1, 2 and 3, which refer to the first peer

system (1,000 nodes over 10 h). We remark that the PMN remains moderate over all
the simulated period, for all geo-bucket configurations. In particular for the first half
of simulation, where many new nodes enter the system, the PMN value only grows
up to around 5 %, while it decreases significantly when the peer network reaches a
more stable state.

Table 5.4 Considered GB
configurations

Case #geo-buckets GB thickness (km) #Peer Final VT

1 10 1.5 1,000 10,000

2 5 3 1,000 10,000

3 10 0.5 1,000 10,000

4 10 1.5 2,000 20,000

5 5 1.5 2,000 20,000
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Fig. 5.24 PMN—GB configuration evaluation (cases 1, 2 and 3) with 1,000 nodes
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Fig. 5.25 Global MR—GB configuration evaluation with 1000 nodes

Another important metric that we must take in account to evaluate these different
configurations is the MR. Figure 5.25 shows results for cases 1, 2 and 3. Given
that a larger covered area (π · r2

G B) is potentially associated to a higher number of
active peers, an increased number of known nodes must be contacted to obtain GP
updates. For this reason, simulation results show that cases 1 and 2 have an increased
MR value compared with case 3 where the covered area is smaller. In any case, the
number of exchanged messages is very low, notwithstanding the fact this is a fully
decentralized system where knowledge is maintained cooperatively by all available
peers.

The same analysis was carried out on the larger (2,000 active peers) network using
two configuration of geo-buckets (cases 4 and 5) in order to assess the protocol’s
behavior with a different distribution of nodes.
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Fig. 5.26 PMN—GB configuration evaluation (cases 4 and 5) with 10 GBs and 2,000 nodes

Results in Fig. 5.26 show that also with a higher number of available peers and
using two GB configurations the PMN is very small (under 10 and around 5 %). In the
4th case, 10 geo-buckets with 1.5 km thickness are used, which means a covered area
of 706 km2, whereas in case 5 we have only 5 geo-buckets with the same thickness
for a covered area of 176 km2. There an evident difference in the covered area but the
performance is very good in both cases. The little amount of missing nodes depends
on the dynamics created by new incoming peers and by the high rate of movements
generated by nodes traveling on their paths.

In order to provide this level of performance with different configurations and
covered areas, the protocol needs to route messages to users in the target zone. The
denser scenario, as described for the smaller network, implies a different amount of
exchanged messages (Fig. 5.25) that depends on peer density in the analyzed area.

We observe that the accuracy of the protocol shows little dependance on the
configuration of geo-buckets (number and thickness). Results show that different
parameter setups still obtain very low PMN, given the highly dynamic context where
all peers are mobile users that change their position very often. The other important
aspect that comes from this analysis is the relationship between the covered area and
the MR value, that we must take into account when designing an application based
on this protocol, in order to find the right compromise between the size of analyzed
zone and the number of exchanged messages.

Another important issue related to the PMN is to understand the distribution of
missing nodes across available GBs in order to verify the knowledge evolution of
active peers (Fig. 5.27).

Figure 5.28 is related to case 1, with 10 geo-buckets having a 1.5 km thickness.
We already showed the associated PMN in Fig. 5.24 which stays very low for all
the simulation at about 5 % or less. We analyze now how this value is split across
different GBs. For the inner geo-bucket the percentage of missing node is around 0 %
for the whole simulation’s time. Predictably, the largest amount of missing peers is
located in the external GBs that cover areas even very far from the peer. The outmost
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Fig. 5.27 Visual representation of the global PMN (for all GBs) and the same metric for a single
GeoBucket (e.g., GB0)
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Fig. 5.28 PMN distribution in each geo-bucket—GB configuration evaluation (case 1)

GB, i.e., GB9 has the highest percentage of missing nodes and other geo-buckets
limit the PMN under the 20 %. This is a very important result that shows how the
protocol is very accurate and reliable and how it fulfills the DGT goal of having a
high percentage of known peers that are very close to a node’s position. This result
was obtained with a 1.5 km GB thickness and may be very useful for example in
vehicular networks, where it is very important to have the best knowledge of active
users in a specific area of interest around the car.
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Fig. 5.29 PMN—larger network with ≈5,400 peers

5.6.2.2 Larger Network

The performance of our protocol was also evaluated in the context of an increased
number of peers and with high dynamics due to the numerous joins. The simulation
considered≈5,400 peers over a virtual time of 50 h using 10 geo-buckets with 1.5 km
thickness.

Figure 5.29 shows the achieved percentage of missing peers that appears slightly
increased if compared with the results of the first scenario, although in any case it is
reasonably under the 10 %.

The cost in terms of exchanged messages (Fig. 5.30) is still very low, if we consider
that the geo-bucket covered area is large and the high density of active peers. We can
see that in the first half of simulation there is an increase of the analyzed parameter
because there are a lot of new joins over a short time and in the same area. This
behavior causes new activities related to joins and position updates that require
additional message exchange among peers. In the second half, when the number of
new incoming users is decreased, the resulting MR is reduced.

Considering this larger network scenario, we show the results related to the average
node position error (NPE) (Fig. 5.31). The ε parameter is crucial in this regard: a
very low value of 0.5 km—if compared with the target area of each peer (10 GB
× 1.5 km)—was set. Results confirm that on average the error is around ε for the
duration of the simulation. The optimal choice for this parameter can be related to the
requirements of the particular application. For example, there may be a need for high
accuracy across a very large covered area, e.g., road/highway monitoring system.
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Fig. 5.30 MR—larger network with ≈5,400 peers
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Fig. 5.31 NPE—larger network with ≈5,400 peers

5.6.2.3 Evaluation of the Position Update Mechanism

This scenario was created to assess the effects of ε variations on protocol perfor-
mance. Using a network of 2,000 nodes (10 GBs and a thickness of 1.5 km), we ran
multiple simulations by varying ε between 0.1 and 1.35 km in 0.25 km steps. As
previously stated, ε represents a displacement threshold, used in the Position Update
procedure. A low value means that updates of peer positions are performed very often
when users change their locations, whereas a high value causes infrequent updates.



5.6 DGT Simulation 157

 0

 2

 4

 6

 8

 10

 1000  2000  3000  4000  5000  6000  7000  8000  9000  10000

P
M

N

VT

ε = 0.1Km
ε = 0.35Km

ε = 0.6Km
ε = 0.45Km

ε = 1.1Km
ε = 1.35Km

Fig. 5.32 PMN—position update evaluation for several values of ε
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Fig. 5.33 NPE—position update evaluation for several values of ε

The accuracy of information stored in GBs is clearly related to the value of ε.
Fig. 5.32 shows the percentage of missing nodes with multiple ε values and we can
see that there is a noticeable spread in the PMN results. This behavior is justified by
the fact that a large ε value may lead to the erroneous exclusion or removal of a peer
from the GBs, resulting into accuracy loss and inconsistency.

The analysis of the NPE (Fig. 5.33) shows that the average error is slightly larger
than the threshold as there is an additional little variation introduced by peers’ mobil-
ity and information’s distribution among available nodes.
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Fig. 5.34 MR—position update evaluation for several values of ε

Another important aspect related to these analysis is the number of exchanged
messages. A small value of ε that results in a reduced error of position is strongly
correlated with an increased value of MR. Figure 5.34 shows the results of different
configurations and suggests that a value between 0.35 and 0.6 km can be a good
compromise in terms of messages and accuracy for the chosen set of parameters.

This scenario is useful to understand the importance of the ε parameter and how
we can make a better use of it. Clearly, this parameter is strongly related to appli-
cation requirements, for which a careful analysis during the design phase gives the
opportunity to reduce the number of exchanged messages without a great impact on
global accuracy.

5.6.2.4 Robustness Evaluation

A common element of all peer-to-peer systems that affects their performance is the
high node dynamics due to churn. This section reports DGT results related to a
very pessimistic scenario where the initial growth of the network is followed by a
stabilization interval without new joins, and finally by a high churn phase. In the
latter, a predefined portion of active peers (evenly distributed over the simulated
area) disconnects at once to let us evaluate the overall robustness of the DGT system.
Simulation are based on a vehicular mobility model, with paths located in the city of
Parma. The network is characterized by 1,000 active peers with the same growing
behavior of previous described scenarios and using dynamic discovery period with
a range of [1.5; 6]min depending on the number of new found nodes at the previous
discovery iteration. The number of geo-bucket is 5 with a thickness of 0.5 km and
ε = 0.1. A varying degree of node disconnection and the related PMN distribution
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Fig. 5.35 P M N for different percentages of disconnecting nodes

have been analyzed. Figure 5.35 shows that the percentage of missing nodes for
different fractions of disconnected peers maintains the same value (between 8 and
10 %) without any significant variation. To understand the reason of such a good
result, consider a peer that is aware of N neighbors. If M of the N neighbors leave the
network unexpectedly, the peer may incur in false positives. Fortunately, the period
during which the peer is not aware of the changes in its neighborhood is usually very
short, because the peer sends maintenance messages, whose frequency increases
with mobility. It is an interesting and important result that validates and confirms the
robustness of the implemented DGT overlay which can efficiently manage abruptly
and massive disconnections and consequently will handle at ease normal behaviors of
active users in P2P networks. This results is also supported by the graph in Fig. 5.36
that illustrates how the PMN is distributed in G B0 revealing that is always very low
and not significantly affected by peer disconnections.

5.6.2.5 Urban Environment Analysis

After the encouraging results shown in previous scenarios, the system behavior has
been evaluated using the same mobility model of the previous section.

The analysis is divided in two different parts, with the first one focused to confirm
previous results in a better modelled mobility scenario. The second part aims at
evaluating how the size of the peer’s local region of interest (as expressed by the
number of geo-buckets—K ) affects DGT performance, that is the PMN, as also in
this scenario we are interested in finding all active nodes in the region of interest of
a generic peer. Both simulation types refer to a square region surrounding the city
of Parma, having a GB thickness of 0.5 km, ε = 0.1 as well as a dynamic discovery
period with a range of [1.5; 6] min as in previous analysis.
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The first analysis considers a constant number of geo-buckets equal to 5 (covering
a a region of interest of∼= 19 km2) and monitors the variation of the overall percentage
of missing nodes to different peer distribution in the network.
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Fig. 5.37 PMN value for different network sizes

Simulation life is initially characterized by a growing number of active users that
step by step join the network, start moving, exchanging messages and discovering
their neighbors. This phase is followed by a stable period without new joins or dis-
connections where the activities of the system proceed normally according to nodes
movement and behaviors. Figure 5.37 reports the PMN value along all the simulation
and confirms that the number of missing nodes is really low and around 5 % for dif-
ferent sizes of the peer network. The second evaluation takes into account the effects
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of the variation of the number of GBs (K ) and the related covered area for a DGT
node. Considering, as previously described, a reasonable high dynamic discovery
period, it is possible to see in Fig. 5.38 how the PMN value evolves according to
the growth of K . The selected time interval allows to maintain a low percentage of
missing nodes until the number of GBs is equal to 6 (area ∼= 28 km2) otherwise the
value grow very fast. This is of course related to the discovery time because a larger
area implies, on average, an increased number of nodes that change their position,
and consequently requires the search procedure to be scheduled more frequently.
To have a complete picture of the situation, it is very important to investigate how
this PMN value is distributed among available GBs and in particular in the first one
that contains the knowledge about the closest neighborhood for a peer. Figure 5.39
confirms also in this case the good performance of the DGT approach that allows to
keep the P M NG B0 near to zero for all tested GBs configurations.

5.6.2.6 Vertical Handover Analysis

The analysis of the robustness of DGT-based localization, considering the vertical
handover model defined in previous section has been performed considering the same
region of 10 km2-squared area centered on the city of Parma and the mobility model
previously explained.

We have considered a DGT overlay where available nodes have K = 3 different
GeoBuckets, with a thickness of 1Km and a dynamic discovery period ranging from
1.5 to 6 min, depending on the number of discovered nodes (if the latter decreases,
then the period increases). Simulations cover ten hours of system life (10, 000 vir-
tual time units) and have been averaged over several execution runs with different
seeds. Additional parameter values are Tw = 20 (s) to reduce pingpong effects and
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δ = 1 (Mbps) as hysteresis value to avoid handover if the two competing networks
have negligible data rate difference. Road accident events are scheduled during the
simulation according to a Poisson process with mean inter-arrival value of 1,000
VTs. These and other events are sensed by vehicles and disseminated over the DGT
through different message types.

In the evaluation, we have considered the following additional performance met-
rics:

• RT(x) [dimension: (s)]: Reconnection Time, i.e., the average time required by a
temporary disconnected peer to recover the knowledge of its neighborhood and
minimize the PMN value under x %.
• Packet Loss/min: average number of packets that fail to reach the destination per

minute per peer. It takes in account both DGT and content dissemination packets.
• % Coverage: Estimated coverage percentage of traffic information messages at a

certain time of the simulation. It is evaluated as the number of peers that actually
received a specific message over those that should have it.

With the aim of improving the accuracy and the realism of simulated models, we
performed multiple field measurements using Android smartphones (HTC Desire
and Samsung Galaxy) on a vehicle moving along several Parma streets. In this way,
we obtained experimental data about:

• Uplink and Downlink Rates: Real-world communication rates for uplink and down-
link channels.
• Cell Tower Information: Information about cell towers located in the area of inter-

est, such as geographic location, provider, connection type, measured distance to
cell tower and RSSI value.

All measurements have been carried out with different smartphones and SIM
modules of three italian providers (TIM, 3 ITA, Vodafone). Tower locations were
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Fig. 5.40 Simulated network regions in Parma urban area

Table 5.5 Types and
performance of the available
network regions in the
simulated urban area

# Type Uplink min–max
(kbit/s)

Downlink min–max
(kbit/s)

1 2.5G 30–90 60–170

2 3G 35–1,150 91–2,650

3 WiFi 100–2,000 2,000–10,000

used to build a map of available cell towers (the overall coverage is schematically
shown in Fig. 5.40), each one characterized by a specific connectivity type and a
coverage area with a 1.5 km radius. A WiFi region with a radius of 2.0 km is also
located in the city center (which likewise approximates the coverage that is actually
available in Parma center) to provide higher data rates where the density of peers is
very high and consequently larger messages are exchanged among nodes to share
the information about neighborhood. For each type of connectivity Table 5.5 reports
the ranges of data rates experimentally obtained on the field and thus the limits for
the values considered by the simulation.

A first simulative analysis has been carried out to evaluate the robustness of the
DGT overlay with respect to vertical handover in five scenarios with different network
coverage, considering the vertical handover latencies reported in Table 5.6. Simulated
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Table 5.6 Vertical handover
latency timetable

Disc. (s) 2.5G (s) 3G (s) WiFi (s)

Disc. 0 1 1 5

2.5G 1 0 0 5

3G 1 1 0 5

WiFi 5 5 5 0

Table 5.7 Simulated
scenarios with different
connectivity coverage of the
urban area

Scenario 2.5G regions
(%)

3G regions
(%)

WiFi regions
(%)

1 100 100 100

2 100 75 0

3 100 50 0

4 100 25 0

5 100 0 0

coverage distributions are summarized in Table 5.7, starting from a fully operational
Scenario 1 and proceeding with a progressive decrease of available connection types
for WiFi and 3G networks.

Graph (c) in Fig. 5.41 reveals how significantly the presence of a WiFi region
in the first scenario and the related expensive vertical handover effect influences
the reconnection time needed by a peer to recover the PNM under the 10 % of
missing nodes. In scenarios where there is no WiFi area the required period is quite
smaller. This behavior affects only marginally the number of packet lost per minute
(b) and the global PMN distribution (a)—the latter results slightly higher in the first
scenario compared to the others. Furthermore, the percentage of missing node in the
inner GeoBucket (b) remains really low in all simulated scenarios, allowing for a
high coverage of traffic information disseminated among nodes. Those results are
a consequence of the efficiency and robustness of the DGT approach that allows to
quickly identify new available nodes close to peer’s geographic location, by means
of periodic discovery and maintenance procedures, and at the same time to detect
disconnected nodes.

A second simulative analysis aimed at measuring the robustness of the DGT
overlay with respect to increasing values of vertical handover WiFi latency. We
considered a rather pessimistic range (L ∈ [1s; 8.5s]) of latency values (if compared
to the ones used in other papers [24]), in order to heavily test our approach, also
taking into account that the latency is constant for all the duration of the simulation
and for all peers. In terms of network coverage the simulated scenario is again
Scenario 1, where all types of connectivity are available at the same time in the
area of interest. As expected, an increased value for the WiFi vertical handover
latency heavily affects RT values (as shown in Fig. 5.42c), and consequently the
global percentage of missing nodes (Fig. 5.42a), that proportionally grows with the
latency. The same behavior can be observed for the number of lost packets per minute
(Fig. 5.42d) that however remains globally small. As presented in the analysis related
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Fig. 5.41 Results related to different simulated scenarios. a PMN. b PMN in GB0. c RT(10 %).
d PacketLoss/min. e % coverage of traffic information messages

to the variation of the connectivity coverage, one of the main important metrics for
evaluating the robustness of the DGT approach is the PMN evaluated in the first
GeoBucket(s). In fact, a high knowledge in the inner container and a gradually
reduced value in the others mean that in any case the peer can perform successfully
the discovery procedure, keeping the neighborhood updated. Most importantly, the
peer can properly disseminate traffic information messages to its neighbors. Results
presented in Fig. 5.42b, c confirm how the design of this peer-to-peer inter-vehicular
DGT network is robust also in presence of a high values of latency, being able to
correctly deliver messages with a percentage always higher than 99 %.
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Fig. 5.42 Results related to different latency values. a PMN. b PMN in GB0. c RT(10 %).
d PacketLoss/min. e % coverage of traffic information messages

5.6.2.7 Discussion

Previously illustrated scenarios have shown that the effectiveness and efficiency of
the protocol depend on the following system parameters:

• Target Area A (as covered by the geo-buckets),
• Discovery Period (Td ),
• Position Update Threshold (ε).
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How to configure optimally these parameters ultimately depends on the appli-
cation. In this first analysis we focused on a very “extreme” situation, where the
objective of each peer was to discover all of its surrounding peers within a quite
large area. As a matter of fact, some types of applications may require such a tight
constraint, while others may have less stringent requirements.

An example application based on the DGT overlay may be a totally decentralized
traffic information system that allows to efficiently disseminate information about
urban traffic status—such as accidents, jams, potholes or bad surface conditions.
This application would not need that each peer knows all its neighbors. Potentially, a
limited but well distributed knowledge would be sufficient to properly send messages
and notifications to interested users (in terms of events and locations). Key parameters
of such an application would be Td and ε, and their values should be chosen to keep
the neighborhood updated in highly dynamic scenarios—e.g., a vehicular network
where location changes are very frequent and often fast. At the same time, parameter
A could be selected according to the distance that published localized information
needs to cover.

A radically different application may be a Social Advertisement System, where
shops and city offices would propose products and services to new or already regis-
tered users, according to their profile or to suggestions and feedbacks taken from their
friend relationships. This system may be designed using two different instances of
DGT protocols, one for nodes representing providers and another (completely differ-
ent) for users. The former would catch all available peers in a target area Ap, which
would become the key parameter of the architecture. The latter, instead, would build
limited user lists, associated to a small area Au used to route incoming messages
and build awareness about the location of friends and services. In such a system,
the frequency of the discovery procedure and the ε parameter may be set to obtain
looser position updates, since—for the sake of advertising—misplacing users a few
hundred meters does not make any practical difference.

We also presented an investigation on the robustness of our DGT-based localiza-
tion protocol to vertical handover in highly serviced urban areas. We have illustrated
some significant simulative scenarios whose results evidence the independence of
the percentage of missing nodes in the inner GeoBucket from peer disconnections
due to vertical handovers as well as the short time required subsequently to recover
knowledge about most neighbors consequently allowing to correctly deliver

Presented results are relevant also to show how a traffic information system and/or
a vehicular network based on mobile devices and a peer-to-peer approach is feasible,
and how in the near future those kinds of systems could be really and massively
utilized by end users.

5.7 DGT for Vehicular Networks: The D4V Architecture

In this section we present the application of the DGT approach in the context of a
completely distribute intelligent transportation system. We used the designed overlay
to build a distributed traffic information system (TIS) for the dissemination of traffic
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Fig. 5.43 DGT and D4V layers used to realize a distributed TIS

alert messages. In such a system (depicted in Fig. 5.43) users can participate using
their smartphone to send and receive real-time information about traffic conditions
or potentially dangerous situations. Furthermore, we present the implementation
of the first DGT prototype to evaluate the performance of the protocol in a actual
smartphone-based vehicular network.

5.7.1 Traffic Information System and Vehicular Sensor Networks

Driving safely, efficiently and comfortably does not depends only on the vehicle,
but also on a large number of external factors that are difficult to predict without
the support of IT. Among others, Vehicular Inter-networking [13] has a prominent
role, paving the way to several valuable applications, namely geocasting, mobile
data sensing and storage, street-level traffic flow estimation, etc. [33]. Vehicular
networks builds upon Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I)
connection, as well as on hybrid variants [13].

Vehicular Sensor Networks (VSNs) are emerging as an appealing technology for
monitoring the physical world, especially in urban areas where a high concentration
of vehicles equipped with onboard sensors is expected in the near future. One rea-
son of the interest for VSNs is that vehicles can be easily equipped with powerful
processing units, wireless transmitters, and sensing devices. The latter may even be
somehow complex, costly, and heavy like GPS, cameras, vibration sensors, acoustic
detectors, etc.

Recently, the VSN research community has started investigating the possibility of
using smartphones as V2V and V2I communication nodes, but also as portable sens-
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ing platforms [34]. Smartphones are characterized by ever increasing technology—in
terms of computational, networking and storage capabilities—and good connectiv-
ity. Users often carry such powerful handheld devices in their cars to take advantage
of multimedia playback, navigation assistance as well as Internet connectivity. In
the near future, many vehicles may be exploited as mobile sensors to gather, process
and transmit data harvested along the roads in urban and extra-urban environments,
potentially encompassing multiple types of information ranging from traffic/road
conditions to pollution data and others.

As a matter of fact, until support for ad-hoc WiFi connectivity or for the new
Wi-Fi-Direct standard5 will be widespread, smartphone-based VSNs will require the
presence of a communication infrastructure (e.g., 3G/LTE cellular networks, WiMax,
etc.). Thus, they will share the advantages of V2I schemes over V2V technologies,
namely a better support in Commercial Off-the-Shelf (COTS) equipment, native
long-range communication capabilities as well as support for broadcast or multicast
communication (at least at the application level). At the same time, cellular-network
VSNs exhibit some disadvantages w.r.t. V2V schemes, such as higher latency at short
distances, local communication obtained only indirectly and by adding overhead, and
the need for service coverage along with the associated data traffic costs.

While hybrid communication schemes, i.e., combining V2V with V2I capabilities,
would inherently provide the best overall solution (robust, efficient Internet-capable
networking), we remark that the choice of an infrastructure-based communication
does not constrain the upper level of data dissemination and processing, as well
as the application level of the service organization of traffic information systems.
In fact, a V2I infrastructure does not necessarily imply a centralized organization,
which would inevitably lead to scalability issues, for example to cope with the infor-
mation requirements of thousands or millions of vehicles moving around in a large
metropolitan area. While multiple distributed organizations (e.g., hierarchical) can
be deployed to achieve better scalability, a completely decentralized P2P approach is
highly appealing. Initially exploited within V2V schemes [1], P2P approaches have
been recently followed also for realizing decentralized traffic information system [2].
In fact, the P2P application layer supports the decentralization of the responsibility as
well as of the computational and communication loads, which can also be beneficial
for smartphone-based VSNs [3].

In this context, we introduce the D4V (DGT 4 VANET) architecture, whose objec-
tive is to define a scalable architecture for opportunistic dissemination of data pro-
vided by vehicle sensors and drivers, relying on commercial smartphones, rather
than dedicated devices. D4V is based on the concept of Distributed Geographical
Table (DGT), to properly manage and update information about the neighborhood
of a vehicle involved in the system.

An almost complete overview of existing and emerging technologies and solutions
for distributing and aggregating sensor data in vehicular networks has been proposed
by Uichin and Gerla [33]. An example is MobEyes [35] that proposes a strategy for
harvesting, aggregating, and distributing sensed data by means of proactive urban

5 http://www.wi-fi.org/Wi-Fi_Direct.php.

http://www.wi-fi.org/Wi-Fi_Direct.php
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monitoring services provided by vehicles that continuously discover, maintain, and
process information about events of the urban scenario. Messages and summaries
are routed to vehicles in the proximity, to achieve common goals, such as providing
police cars with the trajectories of specific “target” cars.

A fundamental issue for VSNs is connectivity: different wireless access and com-
munication methods have been evaluated, including Dedicated Short-Range Com-
munication (DSRC) [36], WiMax/802.16e [37], WLAN [38], as well as cellular
systems [39]. The use of a cellular communication network reduces the problem
of implementing a working traffic information system (TIS), but introduces, on the
other side, the issue of collecting data and distributing them to interested users.

A common approach is based on the client/server paradigm, where all data gen-
erated by vehicles are stored in a central server or a server farm on the Internet.
Hull et al. [40] pointed out the major technical challenges of this solution, that are
mostly related with the huge amount of simultaneous updates and queries generated
by movements and requests of users (each car is a source of queries and sends it own
measurements regularly).

For these reasons, in recent years researcher started investigating architectures
based on the P2P paradigm, to build a distributed TIS where cars are not only con-
sumers but also producers of information. Rybicki et al., with Peers on Wheels [3]
and, more recently, with PeerTIS [41], have shown P2P architectures where par-
ticipating cars are peers organized in a Distributed Hash Table (DHT). Roads are
divided into road segments, each with a unique ID that is used as key in the DHT.
The main idea is that each node is responsible for a certain part of the ID space and,
consequently, for a certain number of road segments. Up to now one of the troubling
issues is the fact that obtaining full information about planned and alternative routes
is expensive in terms of bandwidth consumption. The work of Santa et al. [2] shows
another P2P approach based on cellular networks (CNs) and on the JXTA middle-
ware [42], to enable the transmission of information among vehicles and between
vehicles and infrastructure, bounding the propagation of messages. CNs are also
used not only in P2P solutions but also in participatory platforms, for participatory
vehicular sensing [43–45], allowing applications such as ride quality monitoring,
street-level traffic flow estimation, and proactive urban surveillance.

5.7.2 D4V

Most vehicular network safety applications need information from a very limited
geographic area around the vehicle’s current position. This may not be the case
for driving comfort applications such as traffic intensity or traffic jam monitoring,
as well as parking discovery [46] or guidance systems that distribute information
about the traffic or road state for the entire city or for those regions where the car is
located or is moving towards. Our goal is to design and build a reliable and scalable
system capable of disseminating in an opportunistic way information coming from
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driver’s inputs or directly from one of the vehicle sensors, e.g., active shock absorber,
cameras, engine, temperature sensors, etc.

Generally speaking, distributing information over long ranges in vehicular appli-
cations is a very challenging task in terms of how to gather, transport and aggregate
such information. In this Section, we consider the case of network and user interfaced
uniquely by a mobile device. The information that enriches the knowledge base of the
car will be collected from internal and external data sources, namely vehicle or road-
side infrastructure sensors. The on-board intelligence of the car extends, maintains,
and disseminates this information by creating a local view of the car surroundings.

In the literature different techniques for content dissemination in VSN are
described, like flooding and geocasting [47, 48], request/reply [49, 50], broadcast-
ing, sharing [51] and beaconing [52, 53]. In the D4V (DGT for Vehicular Networks)
architecture, we adopt the DGT scheme and the opportunistic and spatio-temporal
dissemination approach proposed by Leontiadis and Mascolo [54], which is based
on the publish/subscribe paradigm and allows message distribution to all interested
receivers in an area by keeping messages alive in that zone for a specified period of
time. On account of its properties, we believe that such an integrated solution copes
well with a very dynamic scenario where users can easily and frequently change their
subscription interests according to their planned path, current season, city neighbor-
hood, etc.

D4V’s basic message has been defined with: a type, for the notification cate-
gory (for example, the class of traffic events or sensor data); a location, associated
with the information; a range, that represents the area around message’s location
that the notification should reach; a time to live of the event; and a message pay-
load containing—whenever necessary—additional and detailed information about
the event.

Different types of messages can thus be distributed by the same dissemination
protocol. It is possible to create, for example, a message to warn approaching users
about a traffic queue or a dangerous situation, to distribute data extracted from the
different sensors of the vehicle or to notify other users about a free space in a parking
area. Each user selects the list of message types for which she/he is interested and
adds this information to her/his peer descriptor, allowing other peers to send only
appropriate messages according to the receiver’s preferences.

When a new message is generated, the publisher picks up from its GBs the closest
known nodes within the notification’s range that are interested in the particular infor-
mation type (by reading the peer descriptor), and sends them the new message, trying
to avoid duplications. When a notification is received, the system checks if it still
matches the user interests or if it does not (in the presence of dynamic subscription),
or if it is already known. In the case of a new information, the node adds it to its
knowledge and distributes it again to known interested peers.

When a peer receives the references about a new node in its area of interest, it
checks if in its knowledge base there are notifications not yet expired that may be
useful for that peer. If the target peer has not yet been contacted for the same reason,
the node sends the message. During this dissemination processes, it is necessary to
check if some messages have expired, and, consequently, to remove them and their
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references from the vehicle knowledge base, thus avoiding the distribution of an
obsolete notification.

5.8 D4V Simulation

In this section, we present the simulative analysis of a D4V-based application that
allows vehicles to adapt their routes according to traffic information gathered from
other vehicles in the area. The following set of performance metrics are considered:

• Bandwidth [(dimension: (kbyte/peer · s)]: Average message rate sent per peer per
second.
• CP: Estimated coverage percentage of D4V messages (TrafficInformation and

SensorData) at a certain time of the simulation. It is evaluated as the ratio between
the number of peers that actually received a specific message and the number of
those which should have it.
• TJCP: Average percentage of cars involved in a traffic jam.
• DFE [dimension (km)]: the Distance From Event is the average distance between

the geographic location of a vehicle that did not receive a traffic jam message
and the position of that event. This metric improves the information provided by
CP. Indeed, a high DFE value (compared with the message range) means that
drivers who do not receive the message are far from the dangerous situation and
probably will receive the information shortly from the other neighbors that have
been already informed.

By means of DEUS [30], with the packet delay model presented in Sect. 5.6.1,
we have simulated a VSN deployed across the city of Parma, considering a number
of vehicles that move over 100 km of realistic paths generated using the Google
Maps API. Each simulated vehicle selects a different path and starts moving over it.
Using the features provided by the Google API we have created a simple HTML and
Javascript control page that allows the monitoring of the temporal progression of the
simulated system, in which any node can be selected to view its neighborhood (videos
are available at http://dsg.ce.unipr.it/d4v). The simulated D4V covers ten hours of
system life (10,000 virtual time units) with 20 switch stations, 5 virtual tracks with bad
road surface (either ice, water, snow, or pothole), accident events scheduled during
the simulation according to a Poisson stochastic process and with different message
types to disseminate information about sensed data and traffic situation. Simulations
have been repeated with 5 different seeds for the random number generator, that are
sufficient to obtain a narrow I95 confidence interval (±10 % of the steady state value,
in the worst case).

This simulation takes into account the configuration of GBs that was shown to
obtain the best DGT performance in [4]. Each node has 4 GBs with a thickness of
0.5 km and a peer limit of 10 nodes, covering a region of interest of 12.5 km2 and
a dynamic discovery period ranging from 1.5 to 6 min depending on the number of
discovered nodes.

http://dsg.ce.unipr.it/d4v
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The first step of the DEUS-based evaluation aims at analyzing the effect of vary-
ing the ε threshold (ε ∈ [0.1; 1.0] km with a step equal to 0.3 km) considering
two different vehicle densities δ = 10 vehicles/km and δ = 20 vehicles/km and a
range of interest, for the disseminated messages, equal to 4 km. As defined earlier,
ε represents the minimum displacement threshold considered by a peer to notify
its geographic position update to nodes in its neighborhood. The analysis aimed at
evaluating the effects of the variation of the update frequency on system performance
and on information dissemination. Graphs in Fig. 5.44 show simulation results for
the considered main metrics, in particular Fig. 5.44a illustrates the global CP as a
function of ε values showing that traffic information messages are highly distributed
to active peers in the configured range of interest. A higher peer density contributes to
increase knowledge sharing, supporting the dissemination process given that more
nodes receive and forward messages to interested drivers. In Fig. 5.44b the per-
centage of vehicles involved in a traffic jam is shown as a function of ε. The results
confirms the robustness of the system which, even in the presence of a reduced update
frequency, is able to properly distribute traffic information, leaving unchanged the
percentage of drivers involved in the jam. The effectiveness of the approach with dif-
ferent position update thresholds can be observed also by analyzing the DFE value
(Fig. 5.44c) that remains constant and very close to the dissemination range value of
4 km, confirming that peers that do not receive a traffic message are those located
very far from the traffic event, thus having a good margin to receive the alert on time.
This analysis suggests that vehicles involved in the queue are those that were really
close to the traffic jam and had not enough time to react and change direction. Data
traffic as a function of ε values is illustrated in Fig. 5.44d which confirms that finer
position updates to neighbors yield to an increased network usage.

The second step of the evaluation has been driven by the goal of studying the D4V
performance with respect to the variation of the dissemination range which is repre-
sentative of the circular area around the message origin the notification should reach.
Thus, in this scenario we vary it from 1 to 10 km to understand how it influences the
dissemination process and its cost. Figure 5.45a, b illustrate the coverage percentage
and the total number of vehicles involved in traffic jams, respectively. Both graphs
show how a range of interest as small as 1 km affects the message distribution process
due to a lower margin between the traffic jam and the drivers. In this situation, peers
may receive alert messages when they are too close to dangerous situations, thus
becoming involved in the queue. In particular, we remark how a lower vehicle den-
sity worsens such phenomenon because of the smaller number of nodes which can
redistribute their knowledge about the traffic conditions. At the same time, it can be
observed how there is no significant gap using range values larger than 4 km for both
peer density curves. In Fig. 5.45c, the DFE value for the considered configurations
is shown as a function of the range. For comparison, the optimal distance from the
event is also shown. The latter coincides with the value of the dissemination range,
because, ideally, the minimum distance of peers which did not receive the traffic
information message yet is clearly the range of interest.

Results show that within a 4 km range the DFE remains close to the optimal bound,
while higher values of the dissemination range decrease the DFE albeit still quite
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Fig. 5.44 Simulation results
for different ε values:
Coverage % (a). Number of
vehicles in traffic jam (b).
Distance from event (km) (c).
Bandwidth (kbyte/peer/s) (d)
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Fig. 5.45 Results for
different values of the
dissemination range:
Coverage % (a). Number of
vehicles in traffic jam (b).
Distance from event (km) (c).
Bandwidth (kbyte/peer/s) (d)
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close to the bound. Hence, drivers who do not receive the alert for a specific event
are in any case sufficiently far from it and will receive the alert with enough time to
react. Finally, an extended event range corresponds to an increased notification area
and, consequently, to a larger number of interested drivers that may be contacted.
However—as shown in Fig. 5.45d—this slightly affects the amount of exchanged
messages.

The third stage of the simulative analysis aims at evaluating the system perfor-
mance with respect to the variation of the peer density in the vehicular network.
The dissemination range of each node is set to 4 km (chosen according to previous
results) and the same dynamic discovery period presented earlier. The scenario is
characterized by an initially growing number of active vehicles, followed by a stable
phase without new joins or disconnections. The results in Fig. 5.46a confirm that the
proposed solution is able to cope with different node densities with no performance
degradation, keeping the Coverage Percentage value significantly high (between 98
and 100 %)—even in the case of very low density (5 peers/km) which could be quite
critical for VANET-based applications. We recall that, if a mobile peer finds itself in
a desert area, it will still be able to fill its external geobucket with remote peers, by
requesting their contacts to the bootstrap node. This distributed knowledge provides
appropriate support to efficiently disseminate messages about traffic jams or sensed
data. As in the second experiment, the results in Fig. 5.46c show that an increas-
ing number of active peers maintains the DFE high and close to the dissemination
range. This results into an accurate dissemination of traffic information messages
that allows drivers to receive alert information on time, still sufficiently far from the
dangerous location.

In Fig. 5.46b, the percentages of vehicles blocked in a traffic jam, with and with-
out D4V content dissemination, are directly compared. This confirms that the D4V
approach drastically reduces the number of involved vehicles that would otherwise
grow significantly for increasing density.

Figure 5.46d shows the average data traffic per peer (in KB/sec/peer) which is
necessary to maintain the DGT overlay and disseminate traffic information messages
to other active neighbors, as a function of the density. Since we assume to use UDP
as transmission protocol, there are no retransmissions in case of lost packets. Here
we show the average bandwidth—estimated from simulative results, corrected con-
sidering the cost of the headers—consumed in the best case (when the transmitted
message is much higher than the IP header) and in the worst case (when the trans-
mitted message has a size that is comparable to the IP header, e.g., a location update,
that contains only a peer descriptor and a location). Even if there is a moderate and
natural increase associated with the growth of nodes, the amount of data exchanged
by each peer remains very limited. This behavior is associated with the fact that, as
described in the previous section, D4V is based on an opportunistic content dissem-
ination strategy. D4V tries to minimize the amount of sent packets, by forwarding
them only to interested users, trying, at the same time, to reduce the number of dupli-
cated messages. The density values we considered are 5/10/20 vehicles per km.
Higher values would be neither realistic nor interesting, as they would mean that all
vehicles on the roads are running the DGT.
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Fig. 5.46 Simulation results
for different peer densities:
Coverage % (a). Number of
vehicles in traffic jam (b).
Distance from event (km) (c).
Bandwidth (kbyte/peer/s) (d)
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Fig. 5.47 Results for
different Packet Loss
Percentage: Coverage % (a).
Number of vehicles in traffic
jam (b). Distance from event
(km) (c). Bandwidth
(kB/peer/s) (d)
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Figure 5.47 is dedicated to the analysis of the system robustness, in terms of
packet loss percentage P, in a scenario with δ = 10 peer/km and δ = 20 peer/km,
4 GBs with thickness of 0.5 km, and a message dissemination range of 4 km. In the
current form of the simulation code, there is no recovery procedure to verify whether
a transmitted message is correctly delivered and, if it is necessary, to retransmit
it. This is really important to properly interpret presented results, in particular for
the dissemination of traffic information messages and the global robustness of the
DGT approach. In Fig. 5.47a the global CP is shown as a function of the packet
loss percentage, confirming that on average peers maintain a detailed knowledge of
traffic events (>90 %) in the first GB.

In Fig. 5.47b, the percentage of vehicles involved in a traffic jam is investigated;
it is a slightly increasing function of P, given that some peers may not receive
alerts on the dangerous event and could be involved in the queue. The design and
the distributed knowledge provided and maintained by the DGT allows to inform
a large number of drivers keeping the number of queued vehicle really low. D4V
robustness is also confirmed by the results in Fig. 5.47c, showing that the nodes that
do not receive traffic information messages are considerably distant from the event
location. Moreover, the DFE is almost independent of P . Figure 5.47d reports the
data consumption, which is unavoidably lower than in the other scenarios due to the
lack of a recovery procedure for lost packets.

Finally, considering the behavioral model of a driver in proximity of a road stretch
with a bad surface condition, that we have introduced in Sect. 5.5, in Fig. 5.48 we
show the monitored speed for five virtual tracks with bad surface conditions for all
drivers (including both the informed ones and those not informed) that drive across
the street during the simulation. The observed results clearly show that a decreased
speed is measured near the critical location (at distance zero), along with an increasing
velocity while moving away from it. Because of that, we can say that the deployment
of D4V would probably reduce the risk of accidents and nuisances along troubled
roads on account of the achieved information sharing among drivers, including those
still approaching the dangerous point.

5.9 D4V Prototype

The simulative analysis of sample scenarios based on experimental measurements
of coverage and connection throughput, carried out across/around Parma urban area,
gave us valuable insights to start the development of the first release of a DGT Library
and the first prototype of the D4V system. The library implements the base functional-
ities and policies of a DGT overlay such as the discovery procedure, the management
of the neighborhood and the GBs maintenance. The D4V application layer uses such
features to implement the content dissemination algorithm and the user interface to
get the input from the drivers related to a specific traffic event, and to show approach-
ing dangerous situations. The development of the DGT library started from our novel
peer-to-peer middleware called Sip2Peer [55], which is an open-source SIP-based
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middleware for the implementation of any peer-to-peer application or overlay without
constrains on peer nature (traditional PC or mobile nodes) and specific architecture.
At this moment sip2peer is available for Java SE and Android platforms, but we are
working on the iOS release. The Java and Android implementations of the library
are based on the Java SIP stack called MjSip [56] that allows to manage the exchange
of SIP messages to control multimedia streams. Sip2Peer supports two message for-
mats. It is possible to manage simple text message containing any kind of information
like raw data or XML, and it is also possible to natively use the JSON format. Fol-
lowing this scalable approach, the main class of the Sip2Peer API, i.e., Peer, provides
all necessary methods for sending and receiving messages, allowing the developer to
select the best solution according to his/her protocol and overlay and solve problems
related to NAT traversal.

Figure 5.49 groups together DGT and D4V modules, to present all involved ele-
ments whose integration defines the behavior of a peer. Such modules are presented
and described in the following.

• Sip2Peer Layer (SL): Represents the communication module providing methods
to receive and send messages from and to other active peers in the network. This
layer interacts with the DMH (illustrated below) to route and forward outgoing
and incoming messages, providing proper notifications when a packet has been
correctly delivered or not.
• DGT Message Handler/Dispacher (DMH): Conveys and manages all DGT mes-

sages. It does notify neighbors position updates and redirect subscriptions and
event messages from and to the Subscription Manager (detailed below).
• Geo-Bucket Manager (GM): Manages the data structures of the peer according to

its geographic location. This module interacts with the Location Manager to be
notified for a position update, and thanks to DMH notifications it is able to add
new discovered peers or remove nodes out of the region of interest. Since it is a
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base module of the DGT Library, it is configurable allowing to define the number
of buckets and their thickness (target area) and the maximum number of nodes
that a single GB can maintain during node life.
• Location Manager (LM): Subscribes to information and updates about device

location through GPS, WiFi or cellular network, trying to minimize the energy
consumption according to the context application characteristics. In detail in a
urban scenario where the mobile is used inside a car where the energy consumption
is not a constrain the location could be detected used external localization devices
such as a navigator providing that potentially could provide additional and useful
information about the planned route and the target location.
• DGT Kernel (DK): Is the core of a DGT node, implementing the routing strategy

and the discovery procedure for neighborhood maintenance, as well as short/long
range queries triggered by the user (through the User Interface) or periodically effi-
ciently scheduled by the DK thread according to the application purpose and users
settings. It also allows the interaction with DMH and GM to properly disseminate
messages and alerts coming from UI or other external inputs.
• Subscription Manager (SM): It is related to the D4V prototype and has been

designed to manage the subscription system of the node, allowing to add or remove
subscriptions and handling an filtering incoming events or user queries. It does
interact with the UI to notify relevant incoming alerts or messages, and sets pref-
erences about the subscriptions.

The User Interface (UI) allows to present to the user all required information and
interface elements, to control DGT functionalities, like dissemination an alert mes-
sages about traffic jams or to schedule a query concerning a region of interest. It
allows to visualize on a map (or in a dedicated list view) peer/vehicle and neighbor
locations, as well as scheduled query results. Our first prototype and the associated
UI has been designed and developed on the Android platform.

When the he/she runs the application, the user watch a map displaying the updated
vehicle location, and configure through a specific menu the ip of the bootstrapping
node used to join the DGT network (Fig. 5.50a). When the first DGT discovery has
been completed and the neighborhood is formed the user can see neighbor vehi-
cles on the map view and alert messages near its geographic position (Fig. 5.50b).
For this first prototype we gave the possibility to the user to generate information
related to four different type of event through a dedicated and simple user interface
(Fig. 5.50c). By clicking on the associated button the user can generate and distribute
an alert message related to Traffic Jam, Car Accident, Man at Work and Bad Sur-
face Condition. The generated message contains information about the geographic
location, the event generation time, the source user and the expiration time (set by
default to one hour), after which the DGT peer stop disseminating it, unless a new
user refreshes the information. While the user is driving, changing its location, the
application checks if one or more received traffic messages are close to the car in
a range of 200 m, and notify with a dialog message the alert type and its location
(Fig. 5.50d, e). Furthermore, the user can review in any moment the list of received
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Fig. 5.49 D4V prototype modules

messages (Fig. 5.50f) sorted by distance, visualize them on the map, renew expired
content or report an abuse or false information generated by a user.

Our plan was to evaluate the designed application during the development phase
in a scenario with a relevant number of users before releasing the prototype to a group
of alpha tester. To this purpose, an additional module has been created to emulate
the behavior of vehicle moving along city streets. This module implements an FTM
mobility model to evaluate the car speed, based on the switch station model presented
in the previous chapter, and provides a web-based tool (Fig. 5.51) to monitor peer
movements during experiments. Using this module has possible to create a complete
and autonomous D4V node (called D4V-Bot) able to join the DGT network and
generate a traffic message if required by the experiment setup.

5.9.1 Performance Evaluation of the D4V Prototype

A first evaluation phase has been conducted with a hybrid group of 50 nodes com-
posed by real Android devices and D4V-Bots. The experiments have been conducted
initially in a controlled environment of our laboratory (Fig. 5.52a, b). Peers were able
to join the network, build their neighborhood and maintain it during the experiment,
according to the changes of their geographic location. When a node (Android or Bot)
generates a new message related to a traffic event, the latter was correctly distributed
and shown on smartphones of user inside the region of interest of the event. Starting
from the results of this first preliminary evaluation it was important to properly mea-
sure the network performance in order to understand if the results of the simulation
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Fig. 5.50 Android DGT Prototype. a Settings menu. b Map view. c Traffic message creation view.
d, e Bad surface condition and traffic jam messages popup view. f Incoming message list

analysis are confirmed by the results of the prototype test, also with an heterogeneity
in terms of access network. For this purpose we deployed our D4V-Bot experiment
on PlanetLab.

PlanetLab is a global research network that supports the development of new
network services. Since the beginning of 2003, more than 1,000 researchers at top
academic institutions and industrial research labs have used PlanetLab to develop new
technologies for distributed storage, network mapping, peer-to-peer systems, DHTs,
and query processing. PlanetLab currently consists of 1,089 nodes at 532 sites and
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the University Of Parma contributes with 2 nodes in the world and european network.
We deployed 50 D4V-Bots on 13 different PL servers in 13 different countries. Each
node every 30 s logs on file a JSON string containing all the needed information
to analyze the behavior the peer such as geographic location, exchanged kbytes,
received and sent messages. At the end of the experiment a dedicated tool parses
all available log files to build a time line of the experiment made by steps of 30 s
containing all the required statistic for the performance evaluation.

Experiments results are based on five different runs of 26 min. The performance
metrics that have been taken in account are:

• Bandwidth [dimension: (kbyte/peer · s)]: Average message rate sent per peer per
second.
• CP: Estimated coverage percentage of D4V messages (TrafficInformation and

SensorData) at a certain time of the simulation. It is evaluated as the ratio between
the number of peers that actually received a specific message, and the number of
those which should have it.
• DFE [dimension (km)]: the Distance From Event is the average distance between

the geographic location of a vehicle that did not receive a traffic jam message, and

Fig. 5.51 D4V prototype web monitoring tool
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Fig. 5.52 Car setup. a Incoming warning. b Traffic message creation

the position of that event. This metric improves the information provided by CP.
Indeed, a high DFE value (compared with the message range) means that drivers
who do not receive the message are far from the dangerous situation, and probably
will receive the information shortly from the neighbors that have been already
informed.
• Delay: Represents the round-trip delay time (RTD). It is the length of time it takes

for a signal to be sent, plus the length of time it takes for an acknowledgment of
that signal to be received. This time delay therefore consists of the transmission
time of a signal between the two points of a signal.
• %Packet Loss: Average % of Packet Loss for a peer during the experiment.

The graph in Fig. 5.53 shows the trend of the Coverage Percentage with the
average value for the PlanetLab experiment and the same results obtained in the
simulation analysis of our previous evaluation. The generation of traffic messages
starts 400 seconds the D4V-Bots have started running, in order to give them enough
time to build the DGT network. Results show that the average value of CP is really
high close to 97 % and in particular significantly near the average value of our
simulations (∼=98 %). The CP curve shows that when new messages are generated
the coverage percentage goes slightly down to lower value (∼=88 %) but after one
or two time line steps (30/60 s) recovers to an high coverage percentage confirming
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that the dissemination process and the neighborhood knowledge allow to efficiently
distribute messages.

An additional performance metrics that allows to better understand the behavior
of the protocol is the DFE values. For such an experiment we have considered a range
of interest for disseminated message of 4 km. Figure 5.54 illustrates the DFE trend
comparing PlanetLab and simulation average, that also in this case are really close and
around (∼=3.5 km). The graph confirms that vehicles that did not receive the message
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Fig. 5.56 PlanetLab—average delay

are on average really far from the dangerous event, and have a sufficient margin to
receive the message before approaching the potentially dangerous location changing
their direction to reach their destination using a different route or just adapting their
vehicle speed for example near a portion of damaged road surface.

The graph in Fig. 5.55 reports the bandwidth in terms of kb/s/Peer during the
experiments conducted on PlanetLab. In this case the average value (∼=0.3 kb/s/Peer)
is different from the same value obtained during the simulation (∼=0.9 kb/s/Peer).
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Fig. 5.57 PlanetLab—average packet loss

This difference is can be related to the fact that in the real implementation there is
an additional overhead due to packet header and additional exchanged information,
that initially was not considered during the modeling of the communication in our
simulator.

The graphs in Figs. 5.56 and 5.57 finally illustrate the trend and the average
of delay and the percentage of packet loss measured during the experiments. The
delay is reasonable for the designed application, considering that the small pack-
age size and that the experiments have been done on 13 servers located in different
research institutions, with different network capabilities and load during the exper-
iment (PlanetLab nodes are used at the same time by several application and the
condition could change in the course of the experiment). After the evaluation on
the PlanetLab network the next phase has been dedicated to implement and optimize
the basic implemented library trying to reduce the amount of messages exchanged
among connected nodes. The first optimization is related to the number of exchanged
messages during the publication and discovery phases. Each DGTEvent message is
attached with a list of size L containing the descriptors of peers which have already
received that message. In this way, the message is forwarded only to nodes inter-
ested to it and not already receiving it. Moreover, the messages are forwarded by a
peer to its neighborhood with a given probability p. It is straightforward to observe
that the forwarding probability has to be properly set. In fact, if this parameter is
too low, a given message may be stopped somewhere in the network, and no more
propagated. Another implemented modification is a method to inform when a node
is disconnected from the network. In the original solution, a node is recognized as
disconnected if it does not reply to a presence message. In the modified solution,
instead, if a node wants to disconnect from the network, it informs its neighborhood.
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Fig. 5.58 Comparison of bandwidth consumptions for analyzed configurations

Finally, the DGT messages have been provided with a time to live (TTL), as well
as the possibility to reduce the list size from the bootstrap node. Also these opti-
mizations have been made to reduce the bandwidth usage. A final important feature,
inherited from Sip2Peer, is the SBC-based NAT traversal mechanism, which allows
the peers to communicate in presence of NATs—a very relevant problem especially
in mobile scenarios. The SBC (Session Border Controller) is a node provided with a
public IP address. It allows a generic peer to check if it is in a private network with
a NAT, also requesting (if needed) a IP address/port pair to communicate with other
peers.

The updated library has been tested both on traditional PCs and on real Android
devices to validate the designed behaviors with different mobility patterns and net-
work coverages. Consecutively, an additional evaluation of the DGT Java Library has
been carried out by deploying 200 peers on a cluster at our Department. Each peer is
randomly placed in the area of the city of Parma. All peers are connected to the DGT
overlay network and can move according to the FTM mobility model described by
(5.11). Performance evaluation is performed by letting each peer logging every 30 s
its speed, geographical position, and amount and type of exchanged data. During
network operations, another peer is generated and selected as the bootstrap node
which generates random events, e.g., accidents or road works. Three scenarios have
been analyzed, changing L and p. In the first case, L = 0 and p = 1; in the second
scenario, L = 15 and p = 1; in the third scenario, L = 0 and p = 0.5. Finally, 5
independent runs have been performed to average over statistical fluctuations.

In Fig. 5.58, the bandwidth [dimension: (kB/s)] is shown, as a function of time,
for the three considered scenarios. Both time-instantaneous and average values are
shown.

One can observe that the bandwidth increases with time, since more and more
packets and messages are generated during the experiments. For a fixed value of p,
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Fig. 5.60 The average delay measured during the experiment

increasing the value of L leads to better performance. In fact, each forwarding node
is aware of more nodes which have already received a given message. Moreover, for
a fixed value of L , decreasing the forwarding probability p reduces the bandwidth
usage, due to the fact that less packets are transmitted across the network.

Since from Fig. 5.58 the lowest bandwidth usage can be obtained with L = 0 and
p = 0.5, we now analyze the delay and neighboring performance in this scenario. In
Figs. 5.59 and 5.60, the delay (D) and the number of neighbors (N N ) are reported,
as functions of time, for L = 0 and p = 0.5. Both time-instantaneous and average
values are shown.

Note that both D and NN are stable around their mean value, thus showing that
the effectiveness of the proposed DGT approach is confirmed in the experimental
setting as well.
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Fig. 5.61 Coverage percentage trends of evaluated scenarios

Graph in Fig. 5.61 shows the trend analysis of the Coverage Percentage during the
experiment for the three considered scenarios in terms of p and L . At the beginning
of the evaluation the measured metric is always at 100 % since there are not events
in the system and the peers of the DGT network are just maintaining the geographic
routing tables while while they are moving according the implemented behavior and
model. After 15 min a new node called Event Generator (EG), responsible for the
generation of traffic events (selected among previously introduced types), joins the
P2P network and when has built its initial neighborhood starts a periodic (with an
average time Td = 4 min) internal process to disseminate random event along the
streets. Lower peaks in the graph trends are related to the instant of the generation
of the event when the percentage of nodes that have received the alert in the area of
interest is naturally low. At the beginning of the EG life the peaks are higher since
the peer is still building and improving its geographic knowledge. Nevertheless the
recovery time needed to bring the coverage percentage over the 90 % is significantly
low and in the vicinity of a few number of time slots of 30 s (on average around
1.5 min to recover over the 90 %).

As previously illustrated, the coverage percentage is only the first aspect of the
D4V analysis. In order to understand which is the distance from the event (DF E) of
those peers that did not received yet the alerts generated by EG. The trends of the
DF E metric in the evaluated scenarios illustrated in Fig. 5.62 confirms the excellent
performance of the DGT overlay and its capability to properly disseminate geo-
referenced messages according to D4V specifications. Reported values show how
the average distance from the event during the overall experiment is significantly high
(around 3.7 km) with only a lower peak of 1 km a the beginning of EG file (when
its geographic knowledge is lower). Both presented graphs illustrate how the use of
different values of L and p affect as expected only the bandwidth consumption and
not the D4V behavior. CP and DFE have the same trend with negligible differences



192 5 Novel Distributed Algorithms for Intelligent Transportation Systems

 0

 1

 2

 3

 4

 5

 0  500  1000  1500  2000  2500  3000  3500

D
F

E
 [K

m
]

Time [sec]

L0-P100
AVG L0-P100

L15-P100
AVG L15-P100

L0-P50
AVG L0-P50
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Fig. 5.63 Bandwidth consumption for an experiment of three hours with L= 15, p= 100 and 200
active nodes

attributable to the randomness of the mobility patterns and of the events generation
that in a real evaluation are not easy to control.

At a later stage and in order to evaluate the developed library during a longer
experiment, we have performed a new evaluation using the better configuration in
terms of bandwidth consumption (with L = 15 and p = 100) and a duration of
three hours with 200 nodes and a single event generator EG that joins and generates
traffic related events after the first 15 min.

The first graph showed in Fig. 5.63 reports the average bandwidth during the
experiment showing how it grows at the beginning while the DGT/D4V network
is the initial phase and active nodes are improving and building their distributed
geographic knowledge. Step by step the network reaches a stable state converging to
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Fig. 5.65 The average delay
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a lower average bandwidth value. In any case showed bandwidth consumption are
absolutely feasible for existing GPRS, UTMS and 3G cellular networks consuming
only a small amount of the available capacity.

Graphs in Figs. 5.64 and 5.65, as in previous analysis, show respectively how the
average delay and the number of neighbors are stable around their mean value also
during a longer simulation confirming the effectiveness of the proposed DGT/D4V
solution.

Figure 5.66 reports the trend of the average global coverage percentage during
the performed evaluation and allows to confirm the behaviour identified with the
previous analysis also during a significantly longer experiment. The graph shows
how the C P has some lower peaks only at the beginning while the EG knowledge
is still in an initial phase and step by step when the global distributed knowledge
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Fig. 5.67 Distance from event trends during an experiment of 3 h with L = 15, p = 100 and 200
active nodes

is higher the required time to recover the percentage over the 90 % is dramatically
reduced and on average under 30 s.

This suitable and expected behavior is replicated in Fig. 5.67 showing the average
distance from event of active peers in the network. It confirms the excellent perfor-
mance to properly disseminate alert messages among interested and close neighbors
and shows how the network is able to increase its effectiveness while the distrib-
uted knowledge is growing up. After an initial phase where the DF E metric has
some lower peaks the convergence reaches remarkable values really close to the



5.9 D4V Prototype 195

limit of 4 km of the region of interest. Presented results completely depicts the per-
formance and the behaviour of the designed and implemented overlay where active
nodes can efficiently disseminate and receive traffic alert messages (through their
smartphones) with reduced dissemination periods and with an high average distance
from the potentially dangerous location giving them the time to change driving direc-
tion, reduce the vehicle speed and generally react and be focused on their driving.

5.10 Concluding Remarks

In this Chapter, we introduced and presented the design, implementation and eval-
uation of a novel structured P2P overlay scheme, called Distributed Geographic
Table (DGT), which allows its (mobile) participants to efficiently retrieve node and
resource information (data or services) located near any chosen geographic position.
In a DGT network the responsibility for maintaining information about position of
active users is properly distributed among nodes, for which a change in the set of par-
ticipants causes only a minimal amount of disruption, without reducing the quality
of provided services.

The following objectives guided the design of DGT:

• avoiding that a central node, or a particular peer, could become a bottleneck, or
even a single point of failure, for the whole system because of its responsibility
on a large subset of the network or of a specific geographic region.
• reducing the risk of disseminating obsolete information in the network;
• managing, by means of a distributed strategy, a high amount of simultaneous

updates and queries, while limiting the platform cost—thus, making easier the
access to the market;
• to build an overlay where neighbors in the P2P overlay are at the same time

real geographic neighbors, thus allowing to avoid the need to forward additional
messages to discover closest nodes;
• to properly evaluate and take into account the heterogeneity and mobility of user

devices.

We evaluated the discovery procedure of DGT by means of analytical meth-
ods, and state-of-art simulation techniques, which enabled a high level of realism
for the modeled scenarios. The DGT algorithms achieve convincing performance
for extended ranges of system parameters, and properly maintain the neighborhood
knowledge of each peer, discover new nodes and updated information with reduced
overhead in terms of exchanged messages. All parameters in a DGT overlay can be
tuned in order to achieve the most suitable trade-offs and performance, for the target
application.

In the second part of the chapter, we illustrated a DGT-based TIS called D4V. In
such a system, user nodes can be installed on smartphones, or in car equipment, to
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send and receive real-time information about traffic conditions or potentially danger-
ous situations. The D4V architecture was evaluated by means of extensive simulations
based on established vehicular mobility models, and through the deployment of a
mixed network including both virtual and real users with Android devices.

A D4V prototype, based on the Sip2Peer open source middleware developed
in our laboratory, has been deployed on the PlanetLab testbed, to verify network
performance in a heterogeneous environment. Simulative and real measurements are
very close, thus confirming the reliability of the simulation model, as well as the
good performance of the DGT overlay. The scheme guarantees a high coverage,
in terms of vehicular notification, over a wide range of system parameter values,
whilst generating limited data traffic and well coping with significant packet losses.
Hence, we are confident that D4V could be effectively used on the road to reduce the
number of drivers involved in traffic jams, as well as to disseminate alert messages
about potentially dangerous road stretches, thus allowing drivers to reduce risks and
nuisances along their paths.
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Appendix A
DEUS: A Simple Tool for Complex
Simulations

Multi-scale modeling and simulation (M&S) are necessary for the design and analysis
of smart cities, that are particularly complex systems. The discrete event approach is
particularly suited, allowing to focus on state changes in correspondence of meaning-
ful events, thus reducing the execution time of simulations. To support this claim, we
show how we can model a fundamental component of smart cities, namely the traffic
information system, with our discrete event simulation environment, called DEUS
[1]. A holistic simulation platform for emergent phenomena which include dependent
systems does not exist yet. However, DEUS is flexible and general-purpose enough, to
enable the effective simulation of several types of actors, devices, infrastructures, etc.

In the Sect. A.1 we recall the main features of DEUS, in particular those never
presented before. In Sect. A.3 we present the package we have implemented to model
mobile entities, such as cars, and the integration of DEUS core engine with Google
Maps API.

A.1 DEUS in a Nutshell

DEUS is multi-platform, being developed in Java. Its API (illustrated in Sect. A.2)
allows developers to implement (by sub-classing) (i) nodes, i.e., the entities which
interact in a complex system, leading to emergent behaviors such as humans, pets,
cells, robots or intelligent agents; (ii) events, e.g., node births and deaths, interactions
among nodes, interactions with the environment, logs and so on; and (iii) processes,
either stochastic or deterministic ones, constraining the timeliness of events.

Once specific Java classes have been implemented, it is possible to configure a
simulation with the DEUS graphical user interface, which includes:

• the Visual Editor, for the generation of XML documents describing the simulations;
• the Automator, for the execution of parametric simulations and the automatic

generation of statistics (in a Gnuplot-compliant format).
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Fig. A.1 Discrete event simulation with DEUS

Figure A.1 illustrates how DEUS simulation models, in terms of XML configu-
ration files and Java code, are created (using also a Visual Editor), and then executed
by means of the Automator and the Engine. The former allows to perform sensitivity
analysis, by setting ranges for node and process parameters. The Engine is the core
of DEUS, managing the event queue and the simulation loop.

A node may represent a dynamic system characterized by a set of possible states,
whose transition functions may be implemented either in the source code of the events
associated to the node, or in the source code of the node itself. Multi-scale modeling
of complex system can be achieved by defining nodes of different complexity and
connecting them. DEUS comes with a library of predefined, common processes, and
many others can be implemented by the user.

Sample code is available on the web site of project DEUS.1 Recently we have
published an “USN resilience example”, which simulates an Unstructured Supernode
Network (USN) [2], i.e., a peer-to-peer overlay network characterized by a group of
peers, denoted as “supernodes”, which have the responsibility of routing messages.
Conversely, other peers (“leaf” nodes) are only resource providers and consumers,
and need to connect to the supernode layer in order to publish and discover resources.
In the considered scenario, if the lifetime L of a leaf node is longer than d, then at

1 http://code.google.com/p/deus/.

http://code.google.com/p/deus/
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time d the leaf node becomes a supernode and connects to m other randomly selected
supernodes. The simulation allows to evaluate the node degree distribution and the
probability of isolations of the supernodes, as functions of m. On a MacBook Pro with
2.4 GHz Intel Core 2 Duo and 4 GB 1067 MHz DDR3, simulating a network with
1000 nodes takes a couple of minutes. With 10000 nodes it takes, on average, half an
hour. Such an appreciable performance is due to the fact that only the application-level
logic is being simulated, considering stochastic variables such as the inter-arrival time
and the lifetime of the nodes, and neglecting communication delays. To simulate data
exchange among peers, it would be necessary to define message delivery events with
realistic timing processes. Of course it would be possible to implement, using the API
of DEUS, the detailed simulation of the networking layers. In the following section,
we describe a NoC example in which the simulation of communication delays plays
a major role.

A.2 DEUS API Structure and Features

Being DEUS a general purpose simulator, we kept basic interfaces and classes sep-
arated from more specific ones. By means of subclassing, it is possible to create
specific modules for the simulation of any kind of complex system. Moreover, we
developed a first extension package related to peer-to-peer resource sharing networks.

The experience we acquired during the development of other simulation code
(mainly using ns-2 [3] and PeerSim [4]) showed us how difficult is to manage memory
when it comes to the simulation of systems with a large number of interacting parts
(nodes, if systems are described as a graph). Java is an extremely powerful language
and the flexibility of its object orientation plus the reflection mechanism make it
a prolific field upon which build this kind of project; however the difficulties in
managing the garbage collection mechanism requires a good design in the memory
management. For these reasons, as we describe in more details later on, DEUS relies
on an efficient cloning mechanism: the initial process load configuration objects into
memories and new instances of those objects are obtained through deep cloning.
This features allows the deletion of objects by invoking their class destructor.

A.2.1 Simulation Objects and Behavior

The development of DEUS started from the definition of the basic simulation objects
and the design of the configuration procedure, having in mind all the dynamics of
complex systems that one may need to simulate. The goal was to achieve high flexi-
bility and usability, allowing developers to specify a section with simulation objects
and another one with simulation behavior, maximizing the possibility to reuse com-
ponents and providing self-validation constraints so that the engine could process the
configuration file through reflection and without any further validation. Simulation
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objects are events, nodes, resources, while simulation behavior is managed through
processes and engine objects.

An event represents the base simulation unit, i.e., the piece of code that is going to
be scheduled by the system. Moreover, as complex systems are made by interacting
components, we introduced the concept of node, which also corresponds to a data
structure collector the event could relies on. Each node can have a set of resources,
a structured way to represent objects the node can share or use through the event
code. The association between events and nodes is given by process objects that are
responsible for event schedule timing calculation. The engine object puts everything
together by linking events that are scheduled at the beginning of the simulation.

The simulation behavior follows the standard model of discrete event simulations:
initialization of system state variables and clock, scheduling of initial events and, until
the ending condition is true, calculation of next clock time and processing of the next
event in the scheduling queue. However, few additions have been made to make the
model more flexible. For each event is possible to specify whether its execution is
one-shot, so that the event will be removed from the schedule after its completion,
or not, so that the event will be rescheduled according to the timing given by its
associated process. Moreover, each event is provided with a listening mechanism
over the scheduling process so that the latter will be able to schedule other events,
namely referenced events, right after the event’s execution. The ending condition of
the simulator happens once the maximum simulation time has been reached or the
scheduling queue is empty.

Unlike other simulation frameworks that allow the time of an event to be specified
as an interval, giving the start time and the end time of each event, DEUS allows only
the specification of the start time. The engine is currently single-threaded, so it has
only one current event, but the parallelism in simulation is given by the maintenance
of system state according to the virtual time. In the near future we will provide
support for multi-threaded and network-distributed simulation engine.

A.2.2 DEUS Core

DEUS has been divided into packages, each one addressing a specific aspect of the
simulation. The root package is

it.unipr.ce.dsg.deus

and contains the following sub-packages:

• core base system components including simulation object interfaces, configura-
tion parser and engine;
• schema object model representing the configuration file;
• util support classes for simulation engine;
• impl.event reference implementations of the event object;
• impl.node reference implementations of the node object;
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Fig. A.2 Class diagram of DEUS core package

• impl.resource reference implementations of the resource object;
• impl.process reference implementations of the process object.

In the next sections we will provide a detailed description of the main classes con-
tained in each package, besides the scheme and util packages that are just used
for supporting features. A class diagram including the core and impl packages is
provided in Fig. A.2.

A.2.2.1 Core Package

The Event class represents the simulation object being scheduled by the Engine.
Each event is identified by a configuration id, a set of properties, a flag indicating if
the event should be executed only once, a set of referenced events, a parent process,
the triggering time and a listener to handle the execution of referenced events. In
order to keep the simulation memory area as small as possible, each event is created
by cloning the original event obtained from the simulation configuration parser,
therefore each implementing class should provide the code for cloning the event
ensuring that its internal state is consistent, by re-initializing the event members that
do not have to be cloned.

The Node class represents a generic data structure collector inside the simulation,
so the main use is to store, read and delete information useful for simulation state.
Each node is identified by a configuration id, a set of properties and a set of resources.
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Similarly to the Event class there is the same cloning mechanism to keep the
memory requirements small for the simulation execution.

The Resource class represents a generic resource associated to a node. The
class itself does not provide any method, is just used to force implementors to use
this node/resource model representation.

The Process class represents the simulation object responsible to determine the
timing of events scheduling. Each process is identified by a configuration id, a set of
properties, a set of referenced nodes and a set of referenced events.

The Engine class represents the simulation engine of DEUS. After the config-
uration file is parsed, the obtained configured simulation objects (nodes, events and
processes) are passed to the Engine that will properly initialize the queue of events to
be run. The simulation is a standard discrete event simulation where each event has
an associated triggering time, used as a sorting criteria. The events inserted into the
simulation queue are processed individually one after each other, each time updating
the current simulation virtual time. The run method of the engine will process each
event in the event queue until a maximum virtual time is reached or the queue is
empty. In each cycle the first event of the queue is removed (the one with the lowest
triggering time), the virtual time of the simulation is updated and the event is exe-
cuted. If the event has some referenced events, those will be scheduled right after
the event execution, in the same order used to define them in the configuration file.
If the event is not one-shot and it has a parent process, then it will be scheduled for
a next execution with a triggering time calculated according to the parent process’
strategy.

The AutomatorParser class is responsible for handling the simulation con-
figuration file according to the DEUS XML schema. The configuration can be seen
as a set of nodes, resources, events, processes and engine parameters. This class
handles the configuration of each simulation object and stores them in a set of array
data structures. Each simulation object has a set of base features, plus references to
other simulation objects: nodes can have a set of resources, events can have a set of
referenced events, processes can have references to both nodes and events. At the
end of the configuration file parsing process, this class initializes the Engine object
enabling the simulation execution.

A.2.2.2 impl.event Package

The BirthEvent class represents the birth of a simulated node. During its execu-
tion an instance of the node associated to the event will be created.

The DeathEvent class represents the death of a simulated node. During the
execution of the event the associated node will be killed or, in case nothing is specified,
a random node will be chosen instead.

TheLogPopulationSizeEvent class is used to simulate a logging event that
stores the number of nodes in the simulation, each time it is scheduled. It demon-
strates that an event can be really anything, in the context of the complex system to
be simulated.
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A.2.2.3 impl.node Package

The BasicNode class is the default implementation of the node abstract class,
without any specific properties. A specific implementation is provided in the p2p
package, which is described later in the Appendix.

A.2.2.4 impl.resource package

The AllocableResource class represents a generic allocable resource. This
kind of resource has a type/amount pair parameter which must be specified through
the configuration file.

The ResourceAdv class represents a resource advertisement, i.e., a document
that describes a ConsumableResource (with a name and an amount), and the
interested node. Once the resource described by a ResourceAdv has been discov-
ered, the owner of the resource should be registered into the ResourceAdv, and
the found flag set to true.

A.2.2.5 impl.process package

The PeriodicProcess represents a generic periodic process. It has a parameter
called period that is used to generate the triggering time. Each time the process
receives a request for generating a new triggering time, it computes it by adding
the period value to the current simulation virtual time. An extension of this class
is provided through the TwoSpeedsPeriodicProcess class that allows the
specification of two different periods; the switch between first period and second
period is made using a virtual time threshold.

The PoissonProcess represents a generic Poisson process. It has one para-
meter called meanArrivalthat is used to generate the triggering time. Each time
the process receives a request for generating a new triggering time, it computes
it by adding the current simulation virtual the value of an Homogeneous Pois-
son Process with the rate parameter calculated as 1/meanArrival time. Similarly to
the TwoSpeedPeriodicProcess, there is the TwoSpeedPoissonProcess
class to provide a Poisson Process that changes its speed after a virtual time threshold
has been reached.

A.2.3 Extension Package for the Simulation of Peer-to-Peer
Systems

To simulate a particular kind of complex system, namely peer-to-peer resource shar-
ing networks, we implemented the

it.unipr.ce.dsg.deus.p2p
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Fig. A.3 Class diagram of the p2p package

package, which contains the following sub-packages:

• node the model of peer.
• event the events characterizing a P2P network;

In the following we provide a detailed description of the main classes contained
in each package. The related class diagram is illustrated in Fig. A.3.

A.2.3.1 Node Package

The Peer class is an extension of the Node class that represents the concept of peer
in a network. Each peer is identified by a unique key generated by the engine (in
the given key space) and is characterized by a list of neighbors, peers with whom it
has an active link connection, and a status regarding peer connection to the network
(whether is connected or not). Some methods have been implemented to manage
neighborhood and notification messages.

A.2.3.2 Event Package

The SingleConnectionEvent class simulates the connection event of a peer
in the network. The peer can choose a randomly node to which connect or starts from
a well-known one. An extension of this class is provided through the class called
MultipleRandomConnectionsEvent, which enables the connection to more
than one node, randomly chosen in the network.

The DisconnectionEvent class is used to disconnect a specific node from
the network. Alternatively it can be used to disconnect a random node from the
network.

The LogNodeDegreeEvent class represents a logger that works out on Peer
nodes. It calculates the node degree distribution for each peer of the network. The
results is a list of degree starting from 1 up to the maximum degree inside the network;
for each degree the number of nodes having it is computed.
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A.3 Simulation of Mobile Nodes

Mobility models are massively used by mobile communication systems for predict-
ing future user positions. They are crucial to test and evaluate for example vehicle-
to-vehicle (V2V), vehicle-to-infrastructure (V2I) or smart cities networking appli-
cations in real testbed environments. Those aspects are becoming highly relevant,
considering the growing market of smartphones and mobile devices that are changing
and reshaping the application design.

Starting from these motivations we decided to natively support mobility in our
general purpose simulator extending the base node class and introducing the concept
of Mobile Peer with a dedicated API that provides all necessary classes and methods
to support mobility. This approach allows the developer to design and implement
protocols and applications based on user mobility, starting from the classes offered
by DEUS mobility package or extending them to be customized on specific require-
ments.

A.3.1 Mobility Model

Mobility Models (MM) describe the movement of mobile users, and how their loca-
tion, velocity and acceleration change over time. Such Models are frequently used
for several simulation purposes when new communication or navigation techniques
are evaluated.

Designed mobility model follows the approach of Zhou et al. [5] where the key
idea is to use switch stations (SSs) connected via virtual tracks to model the dynamics
of vehicle and group mobility. Stations are connected to each other through virtual
paths that have one lane for every direction, speed limitation associated with the
street category and specific road density limit to model user/vehicle speed in jam
conditions. When a new node joins the network, it first associates with a random SS,
then it selects a new destination station and starts moving on the connection path
between them. This procedure is repeated every time the user reaches a new SS and
has to decide its next destination. Each switch station has an attraction/repulsion
value that influences the user’s choice for the next destination station. This value
may be the same for each path in order to allow for random trip selection or could
be configured by the developer according to the application field. Figure A.4 shows
a schema of the SS Model and an example of simulative analysis that considers a
square area around the city of Parma, with 20 switch stations inside and outside the
city district.

When SSs and virtual paths between them have been configured for the simulation
each node extending MobileNode class starts moving on its selected path. Each
movement is associated to a specific DEUS event (MovePeerEvent) that simulates
the movement of a peer to the next location.
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Fig. A.4 A schema of the SS Model (on the left), and an example of simulative analysis that
considers a square area around the city of Parma, with 20 switch stations (on the right)

Fig. A.5 By knowing the node velocity at a certain instant, it is possible to insert an event in the
simulator queue that describes the node position changes along the path

By defining Xi (t) and Xi (t + �t) as node i’s locations at time t and t + �t ,
respectively, we can say that �t is the time needed by i to move from the first to the
second location and it is evaluated according to the distance between those points
and to node speed. Given that, by knowing the node velocity at a certain instant, it
is possible to put an event in the simulator queue that describes the node position
changes along the path (Fig. A.5). When the event is picked up from the queue by the
DEUS Engine, the location of the associated node is finally updated and a dedicated
method is called to allow the developer to implement specific behaviors related to
the position change of the node.

Within the presented approach, a general definition is needed for the speed of
a Mobile Node, which may represent for example a pedestrian or a vehicle mov-
ing along a path. In order to do that, we rely on the concept of Speed Model, that
computes the speed according to a set of parameters (the latter could be variable
according to the model) describing the node characteristics and the state of the envi-
ronment, such as the position of vehicles in the neighborhood, the actual speed, the
maximum/minimum velocity, the maximum/minimum acceleration, the path length,
and the node density on the track. DEUS provides an interface called ISpeedModel,
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that allows to define the Speed Model that the user wants to use in its simulation. By
default we provide the implementation of Fluid Traffic Model (FTM) [6]. It can be
seen as an hybrid model, adopting a traffic system approach on a microscopic level.
FTM describes the speed as a monotonically decreasing function of the vehicular
density, forcing a lower bound on speed when the traffic congestion reaches a critical
states.

A.3.2 MobDEUS Architecture

In Sect. A.3.1 we introduced the concept of mobility in DEUS. In order to offer a
complete tool set, we have developed some external applications that are useful to
configure and monitor the simulations.

Figure A.6 schematically illustrates the design of MobDEUS. Involved elements
can be divided in two categories: the first one contains two external tools used to
generate mobility scenario files needed by the DEUS Engine, and the second one is
related to real-time monitoring of simulations.

The Switch Station Web Editor (SSWE) is a web-based tool written using
Javascript and the Google Maps API, that allows to create and manage Switch Sta-
tion configurations. The user can place on the map each SS according to its latitude
and longitude, and generate, load and edit new or existing configuration files in order

Fig. A.6 Simulation design of traffic information system for smart cities with MobDEUS
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to be used with the simulator. DEUS provides a dedicated class called SwitchSta-
tionController to read, parse and load in a accessible list the configured SSs for the
simulation.

The Map Loader (ML) is a Java application that communicates with Google
Servers to retrieve paths between a list of Switch Stations. It takes as input file the
SS list generated by the SSWE. Since the original received paths contain sparse geo-
graphic coordinates, each track is locally enriched by ML by computing coordinates
between original points. The precision of this procedure can be defined by the user,
by specifying the desired accuracy level (called mobility precision (MP), expressed in
meters) that he/she wants between two available geographic locations in the resulting
file. The generated output contains the list of all virtual tracks and their coordinates
and can be automatically read by DEUS Engine using the SwitchStationController
class. In such a way the user is able to properly configure the simulation scenario and
when the SwitchStationController instance has been created and has imported the
user files, each MobileNode in the simulation uses such information for its mobility.

The Real-Time Simulation Monitoring (RTSM) is a web-based tool written
using Javascript and Google Maps API, that allows to monitor active mobile nodes
during a simulation. The DEUS mobile module provides a dedicated log event
called LogNodeMapEvent, that periodically generates an XML file containing node

Fig. A.7 Real-time simulation monitoring
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positions and additional details about each node, like start/end Switch Station, neigh-
bors information, actual speed, etc. Those data are placed on a map and each marker
can be associated to a different icon, according to node type or status. By clicking
on each marker, the developer obtains additional information about the actual status
of the node, by visualizing the node profile that is written in the map file. Map data
are automatically updated, thus allowing to monitor node behaviors during the sim-
ulation. Since DEUS is a completely open project, the Javascript code of the RTSM
may be extended according to user preferences, for example to enrich visualized
information (as shown in Fig. A.7). The frequency of updates of our GMaps-based
visualization tool may be lower than the frequency of simulated events (in this case
we show only a subset of the events). In order to have full control over visualization,
we plan to develop a standalone tool based on Open Street Map which will work
offline using downloaded map portions.

A.4 Integration with ns-3

To simulate a distributed system with DEUS, it is necessary to write the classes which
represent nodes, events and processes. Node may represent devices, servers, virtual
machines, applications, etc. Events may be associated to specific nodes (e.g., start,
connection, disconnection, internally/externally triggered state change, stop, etc.),
or involving several nodes (it is the case of logging events). To simulate a message
delivery from one node to another, it is necessary to define the sender, the destination
and to schedule a “delivered message” event in the future (in terms of virtual time
of the simulation). The scheduling time of such an event must be set using a suitable
process, selected among those that are provided by the DEUS API, or defined by the
user, possibly.

For example, if the purpose of the simulation is to measure the average delay
of propagating multi-hop messages within a network of nodes (e.g., a peer-to-peer
network), the value of each link’s delay must be realistic, taking into account the
underlying networking infrastructure. In particular, if the communication is wireless,
estimating the delay of point-to-point communication is a challenging task.

The direct integration of DEUS with ns-3, with the former that “calls” the latter to
compute a delay value every time a node must send a message to another node, taking
into account current surrounding conditions, is unpractical and would highly increase
the simulation time. Instead, a more effective and efficient solution (illustrated in
Fig. A.8) includes the following steps:

1. given a complex system to be simulated, identify the main sub-system types, each
one being characterized by specific networking parameters;

2. with ns-3: create detailed simulation models of the sub-systems (i.e., sub-models)
and measure their characteristic transmission delays, taking into account both
message payloads and proper headers;
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Fig. A.8 Discrete event simulation with DEUS and ns-3

3. with DEUS: simulate the whole distributed system, with refined scheduling of
communication events, taking into account the transmission delays computed at
step 2.

For example, if the overlay network relies on a cellular network, the sub-model
to be characterized with ns-3 could be a set of cells. Its size should be significantly
large, with respect to the system to be simulated with DEUS. If such a system is a
peer-to-peer network, the end-to-end communication among couples of peers could
span few or many cells, depending on the overlay scheme. Multi-cell communication
may be very fast, in case base stations are connected by optical fibers [7]. However,
inter-cell interference and horizontal handover could be taken into account, when
simulating mobile nodes. Moreover, the simulation of each cell should take into
account the presence of other mobile nodes, that are not directly involved in the
distributed application of interest, but consume significant resources. Finally, the
same sub-system could be simulated with different geographic conditions, e.g., in a
city (with small cells, buildings, and noisy channel), or in a rural area (with larger
cells and a less disturbed channel).
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Mathematical Frameworks

B.1 Derivation of the Average Nodes Positions

In this appendix, we derive the average value of the positions vector R(n) (n ∈ N) of
n Poisson points falling in the finite interval I = (0, z). The average values can be
computed by first deriving the joint PDF of the vector R(n), denoted as f (n)

R (r), and

defined over a proper n-dimensional domain Dn . From f (n)
R (r), it is then possible

to derive the marginal PDF of R j ( j = 1, 2, . . . , n), denoted as f (n)
R j

(r j ) and, from

this, the average value R
(n)

j .

B.1.1 A Single Point in I

In this case, n = 1 and Dn = I . In this case, R1 has a uniform distribution in I
and its (marginal) PDF is given by:

f (1)
R1

(r1) =
{

1
z r1 ∈ D1

0 otherwise.

The average value is:

R
(1)

1 =
z

2
.

B.1.2 Two Points in I

Without loss of generality, it is possible to order the points by imposing that r2 > r1.
Thanks to this assumption, D2 can be expressed as follows:

© Springer International Publishing Switzerland 2015
M. Picone et al., Advanced Technologies for Intelligent Transportation Systems,
Intelligent Systems Reference Library 139, DOI 10.1007/978-3-319-10668-7

215



216 Appendix B: Mathematical Frameworks

D2 =
{
(r1, r2) ∈ R

2 : r1 ∈ (0, z), r2 ∈ (0, z), r1 < r2

}
.

The joint PDF is uniform over D2 and can be expressed as follows:

fR1 R2(r1, r2) =
{

1
Area(D2)

(r1, r2) ∈ D2

0 otherwise
=
{

2
z2 (r1, r2) ∈ D2

0 otherwise.

From the joint PDF, the marginal PDFs of R1 and R2 can be obtained:

f (2)
R1

(r1) =
∞∫

0

fR1 R2(r1, r2) dr2 =

⎧⎪⎨
⎪⎩

z∫
r1

2
z2 dr2 r1 ∈ (0, z)

0 otherwise
=
{

2(z−r1)

z2 r1 ∈ (0, z)

0 otherwise

(B.1)

f (2)
R2

(r2) =
∞∫

0

fR1 R2(r1, r2) dr1 =

⎧⎪⎨
⎪⎩

r2∫
0

2
z2 dr1 r2 ∈ (0, z)

0 otherwise
=
{

2(z−r2)

z2 r2 ∈ (0, z)

0 otherwise.

(B.2)
Using Eqs. (B.1) and (B.2), the average values of R1 and R2 can be expressed:

R
(2)

1 =
∫ z

0
r1

2(z − r1)

z2 dr1 = z

3

R
(2)

2 =
∫ z

0
r2

2(z − r2)

z2 dr2 = 2

3
z.

B.1.3 A Generic Number of n Points in I

As in the case with n = 2, it is possible to order the points as that r1 < r2 < · · · < rn ,
without losing any generality. Hence, the n-dimensional domain can be expressed as
follows:

Dn =
{
(r1, . . . , rn) ∈ R

n : ri ∈ (0, z)∀i ∈ {1, . . . , n} , r1 < r2 < · · · < rn
}
.

The joint PDF of the n Poisson points has the following expression:

fR1...Rn (r1, . . . , rn) =
{

1
Volume(Dn)

(r1, . . . , rn) ∈ Dn

0 otherwise
=
{

n!
zn (r1, . . . , rn) ∈ Dn

0 otherwise.

where
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Volume(Dn) =
z∫

0

z∫
r1

· · ·
z∫

rn−1

1 drn · · · dr2 dr1

=
z∫

0

z∫
r1

· · ·
z∫

rn−2

(z − rn−1) drn−1

︸ ︷︷ ︸
(z−rn−2)2

2

· · · dr2 dr1

...

= zn

n·(n−1)·(n−2)···3×2

= zn

n! .

The marginal PDF of the position of the i th point is given by:

f (n)
Ri

(ri ) =
∞∫

0

· · ·
∞∫

0︸ ︷︷ ︸
n−1 times

fR1...Rn (r1, . . . , rn) drn · · · dri+1 dri−1 · · · dr1

=
ri∫

0

ri∫
r1

· · ·
ri∫

ri−2

z∫
ri

· · ·
z∫

rn−1

n!
zn

drn · · · dri+1 dri−1 · · · dr1

= n!
zn

ri∫
0

ri∫
r1

· · ·
ri∫

ri−2

z∫
ri

· · ·
z∫

rn−2

(z − rn−1) drn−1

︸ ︷︷ ︸
(z−rn−2)2

2

· · · dri+1 dri−1 · · · dr1

...

= n!
zn

ri∫
0

ri∫
r1

· · ·
ri∫

ri−2

(z − ri )
n−i

(n − i) · (n − i − 1) · · · 3× 2
dri−1 · · · dr1

= n!
zn

(z − ri )
n−i

(n − i)!

ri∫
0

ri∫
r1

· · ·
ri∫

ri−2

dri−1 · · · dr1

= n!
zn

(z − ri )
n−i

(n − i)!

ri∫
0

ri∫
r1

· · ·
ri∫

ri−3

(ri − ri−2) dri−2

︸ ︷︷ ︸
(ri−ri−3)2

2

· · · dr1

...
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= n!
zn

(z − ri )
n−i

(n − i)!

ri∫
0

(ri − r1)
i−2

(i − 2) · · · 3× 2
dr1

︸ ︷︷ ︸
ri−1
i

(i−1)···3×2

= n!
zn

(z − ri )
n−i r i−1

i

(n − i)! (i − 1)! i = 1, . . . , n. (B.3)

On the basis of Eq. (B.3), it is straightforward to derive the marginal PDF of Ri

(i = 1, 2, . . . , n), given the presence of n points in the interval I :

f (n)
Ri

(ri ) =
{

n!
zn

(z−ri )
n−i r i−1

i
(n−i)! (i−1)! ri ∈ (0, z) i = 1, . . . , n

0 otherwise.
(B.4)

Finally, from Eq. (B.4) the average value of Ri can be expressed as follows:

R
(n)

i =
∫ z

0
ri

n!
zn

(z − ri )
n−i r i−1

i

(n − i)! (i − 1)! dri = i
z

n + 1
i = 1, . . . , n.

B.2 Per-node Retransmission Probability in a Network
with Equally Spaced Nodes

We consider the deterministic scenario introduced in Sect. 3.6.1, composed by a
fixed number n of nodes equally spaced in the interval I = (0, z) ⊂ R, with the
positions vector R(n) defined in Eq. (3.1). In this appendix, we derive the following
probabilities:

p(n)
rtx (i) = P{Si } i = 1, 2, . . . , n

where the event Si was defined in Sect. 3.6.1. In order to derive p(n)
rtx (i), it is helpful

to introduce the following auxiliary events:

• Bi � {the node i is designated as a relay};
• Ci � {the node i wins the contention among a set of n nodes};
• D (m)

i � {the node i wins the contention among a set of m contending nodes};
• Wk � {the value BC=k is chosen by a single node} k = 0, . . . , cw − 1;
• W � {at least a value of BC ∈ [0, cw−1] is chosen by a single node}.

The event Si , defined in Sect. 3.6.1, is verified if both the events Bi and Ci

happen. Therefore, p(n)
rtx (i) can be expressed as:

http://dx.doi.org/10.1007/978-3-319-10668-7_3
http://dx.doi.org/10.1007/978-3-319-10668-7_3
http://dx.doi.org/10.1007/978-3-319-10668-7_3
http://dx.doi.org/10.1007/978-3-319-10668-7_3
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p(n)
rtx (i) = P{Si } = P{Bi ∩ Ci } = P{Bi }P{Ci }

where the last equality is motivated by the independence of the events Bi and Ci .
The probability P{Bi } is known, since it should be replaced with one of the PAF
used by the protocols considered in this Appendix [defined in Eqs. (3.4) and (3.5)].
On the opposite, the unknown probability P{Ci } can be derived by applying the total
probability theorem, thus obtaining:

p(n)
rtx (i) = P{Bi }P{Ci }

= pi

n∑
m=1

P{D (m)
i }pV (n)

i
(m − 1)

= pi

n∑
m=1

q(m)(i)p
V (n)

i
(m − 1)

where q(m)(i) � P{D (m)
i } and V (n)

i ∈ {0, . . . , n − 1} is a discrete random variable
defined as:

V (n)
i � {the number of nodes competing with the node i given n nodes} .

It can be shown that the PMF of V (n)
i can be expressed as follows:

p
V (n)

i
(v) =

⎧⎪⎨
⎪⎩
∏

s∈L(1− ps) v = 0∑
j1∈J1,i,v

∑
j2∈J2,i,v

· · ·∑ jv∈Jv,i,v(∏
s∈{ j1, j2,..., jv} ps

∏
t∈L\{ j1, j2,..., jv} p̄t

)
0 < v < N − 1

where L � {1, 2, . . . , N }\{i} and the sets {Jk,i,v} are defined as follows:

Jk,i,v =

⎧⎪⎨
⎪⎩
{k + 1, k + 2, . . . , n − v + k} i ≤ k

{k, k + 1, . . . , i − 1, i + 1, . . . , n − v + k} k < i ≤ n − v + k − 1

{k, k + 1, . . . , n − v+ k − 1} i > n − v + k − 1.

The probability q(m)(i) can be computed by analyzing the BA mechanism of the
IEEE 802.11b standard. In particular, it emerges that q(m)(i) is independent of i and
can be expressed as follows:

q(m)(i) = q(m) = P{W }
n
=

P
{⋃cw−1

k=0 Wk

}
n

. (B.5)

Since the events {Wk} are not disjoint, it is necessary to use the generalized union
probability formula [8, Chap. 4] to compute P{W }:

http://dx.doi.org/10.1007/978-3-319-10668-7_3
http://dx.doi.org/10.1007/978-3-319-10668-7_3
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P{W } = P
{⋃cw−1

k=0 Wk

}
=∑cw−1

k1=0 P
{
Wk1

}
−∑k1<k2

P
{
Wk1 ∩Wk2

}
+∑k1<k2<k3

P
{
Wk1 ∩Wk2 ∩Wk3

}
+ · · ·+
(−1)cw+1P {W0 ∩W1 ∩ · · · ∩Wcw−1} .

(B.6)

Since the addenda of each single sum of the right-hand side of (B.6) are the same,
taking into account the number of possible combinations, the generic right-hand side
of (B.6) can be then expressed as follows:

(−1)r+1
∑

k1<k2<···<kr

P
{
Wk1 ∩Wk2 ∩ · · · ∩Wkr

} = (−1)r+1
(

cw

r

)

(cw − r)n−r ∏r−1
j=0(n − j)

(cw)n
.

Thanks to Eq. (B.6), q(n) can be finally given the following expression:

q(n) =
∑min(n,cw)

r=1 (−1)r+1
(cw

r

)
(cw − r)n−k ∏r−1

j=0(n − j)

n(cw)n

where the term min (n, cw) is introduced to deal with the case n < cw.

B.3 Per-node Delay in a Network with Equally Spaced Nodes

In this appendix, we derive the number of slots spent by the i th node during the backoff
conditioned to the event Si , denoted as N bo

i |i . By analyzing the BA mechanism of
the IEEE 802.11b standard, one obtains:

N
bo
i |i = E

[
N bo

i |i
]
=

N−1∑
v=0

E

[
N bo

i |V (N )
i = v,Si

]
P
{

V (N )
i = v|Si

}
(B.7)

where P{V (N )
i = v|Si } can be derived by means of the Bayes theorem as follows:

P
{

V (N )
i = v|Si

}
=

pi q(v+1)︷ ︸︸ ︷
P
{
Si |V (N )

i = v
} pVi

(N ) (v)︷ ︸︸ ︷
P
{

V (N )
i = v

}
P {Si }︸ ︷︷ ︸
p(N )

rtx (i)

=
pi q(v+1) p

V (N )
i

(v)

p(N )
rtx (i)

.

(B.8)
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Instead, E[N bo
i |V (N )

i = v,Si ] can be derived by observing that the delay associated
with the event {the node i transmits with success given v contending nodes} depends
on two factors: (i) the slot BCi ∈ {0, . . . , cw − 1} selected by the node i for trans-
mitting; (ii) the number of collisions occurred in the slots 0, . . . , k− 1, which, given
that BCi = k, corresponds to the following random variable:

N col
k,v = {number of collisions in slots 0, . . . , k − 1} N col

k,v ∈ {0, Jk,v}

where Jk,v � min(k, �(v/2)	) denotes the maximum number of collisions that can
happen in slots 0, . . . , k − 1. On the basis of these considerations it can be shown
that:

E[N bo
i |V (N )

i = v,Si ] =
cw−1∑
k=0

Jk,v∑
j=0

E[N bo
i |{V (N )

i = v,Si , BCi = k, N col
k,v = j}] ·

P
{

BCi = k ∧ N col
k,v = j |V (N )

i = v,Si

}

=
cw−1∑
k=0

Jk,v∑
j=0

(k + jT tx)Pv(k, j) v = 0, . . . , N − 1

where Pv(k, j) � P
{

BCi = k ∧ N col
k,v = j |V (N )

i = v,Si

}
is the (k, j)th element

of the matrix Pv, of dimension cw × (Jcw−1,v + 1). There exist N matrices Pv, one
for each value of {V (N )

i = v}, v ∈ {0, N − 1}.
In order to derive Pv it is necessary to define thefollowing random variables:

Hk,v = {number of nodes with BC < k} Hk,v ∈ {0, . . . , v}
=
{∑v

m=1 Im,k k > 0 ∧ v > 0

0 otherwise
Im,k =

{
1 BCm < k

0 BCm

N opp
k,v|h = {number of nodes with BC = k|Hk,v = h} N opp

k,v|h ∈ {0, . . . , v − h}
=
{∑v−h

m=1 Lm,k k ≥ 0 ∧ v > 0

0 otherwise
Lm,k =

{
1 BCm = k

0 BCm > k.

N col
k,v|h = {number of collisions in the 0, . . . , k − 1|Hk,v = h}

N col
k,v|h ∈ {0, . . . , Jk,h}

N win
k,v|h = {number of slots 0, . . . , k − 1 chosen by a single node |Hk,v = h}

N win
k,v|h ∈ {0, . . . , k}

It is then possible to compute Pv(k, j) using Bayes theorem and the total proba-
bility theorem:
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Pv(k, j) = P
{

BCi = k ∧ N col
k,v = j |V (N )

i = v,Si

}

=
P
{
Si ∧ BCi = k ∧ N col

k,v = j |V (N )
i = v

}
P
{
Si |V (N )

i = v
}

=
P
{
Si ∧ N col

k,v = j |V (N )
i = v, BCi = k,

}
P
{

BCi = k|V (N )
i = v

}
pi q(v+1)

= 1

cwpi q(v+1)

v∑
h=0

P
{
Si ∧ N col

k,v|h = j |{V (N )
i = v, BCi = k, Hk,v = h}

}
·

P
{

Hk,v = h|{V (N )
i = v, BCi = k}

}
= · · ·
= 1

cwq(v+1)
P ′v(k, j)

= 1

cwq(v+1)

{( cw−1
cw

)v
k = 0∑v

h=0 Mk,v( j, h)Nk,v(0, h) k = 1, . . . , cw − 1

= 1

cwq(v+1)

( cw−1
cw

)v
k = 0∑v

h=0 Mk,v( j, h)Nk,v(0, h) k = 1, . . . , cw − 1

where the ( j, h)th elements of matrix Nk,v (with dimension (v + 1) × (v + 1)) are
defined as:

Nk,v(n, h) = P
{

N opp
k,v|h = n|{V (N )

i = v, BCi = k, Hk,v = h}
}

=
(

v − h

n

)
(cw − k − 1)v−h−n

(cw − k)v−h

v = 0, . . . , N − 1 k = 1, . . . , cw − 1 h, n = 0, . . . , v

while the ( j, h)th elements of matrix Mk,v (with dimension (Jk,v+ 1)× (v+ 1)) are
defined as:

Mk,v( j, h) = P
{

N win
k,v|h = 0 ∧ N col

k,v|h = j |{V (N )
i = v, BCi = k, Hk,v = h}

}
·

P
{

Hk,v = h|{V (N )
i = v, BCi = k}

}
v = 0, . . . , N − 1 k = 1, . . . , cw − 1

j = 0, . . . , Jk,v h = 0, . . . , v

In order to reduce the computational burden, the matrix Mk,v can be derived by
means of a recursive strategy. In particular, it can be observed that the number of
collisions at the kth hop is identical to (if nobody selects the value BC = k − 1) or
greater than 1 (if at least two nodes select that value). Hence, once derived M1,v, it is
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possible to determine Mk,v for all the remaining values of k. In particular, the direct
formulation for k = 1 is the following:

M1,v( j, h) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

( cw−k
cw

)v
j = 0, h = 0

0 j = 0, h > 0
0 j = 1, h ≤ 1(v

h

)
(cw−k)v−h

(cw)v j = 1, 1 < h < v

from which it is possible to derive Mk+1,v for any values of k:

Mk+1,v( j, h) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 h = 1( cw−k+1
cw

)v
j = 0, h = 0

I j,k Mk,v( j, h)Nk,v(0, h)

+∑h−2
t=2 j−2 Mk,v( j − 1, t)Nk,v(h − t, t) j ∈Jk,v, h ∈ {2 j, v}

0 otherwise

where the indicator function I j,k is defined as

I j,k �
{

1 j = k

0 j = k.

Finally, using Eqs. (B.8) and (B.9) in (B.7), one obtains the final expression:

N
bo
i |i =

pi

p(N )
rtx (i)

N−1∑
v=0

q(v+1) p
V (N )

i
(v)

cw−1∑
k=0

Jk,v∑
j=0

(
k + jT tx) Pv(k, j)

= pi

cwp(N )
rtx (i)

N−1∑
v=0

p
V (N )

i
(v)

cw−1∑
k=0

Jk,v∑
j=0

(
k + jT tx) P ′v(k, j)

= pi

cwp(N )
rtx (i)

N−1∑
v=0

p
V (N )

i
(v)

cw−1∑
k=1

⎡
⎣k

Jk,v∑
j=0

P ′v(k, j)+ T tx
Jk,v∑
j=1

j P ′v(k, j)

⎤
⎦

This allows to determine Di |i for every node of a given TD.

B.4 Recursive Approach for the Evaluation of the Performance
Global Metrics

In this appendix, we outline the recursive approach which, coherently with an induc-
tive principle, allows to derive the average global performance metrics (namely, RE,
D, and TE), on the basis of the average local performance metrics of a generic TD.
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We recall that, thanks to the assumptions of the deterministic approach, all the TDs
are identical and composed of n nodes. The recursive approach is detailed by consid-
ering the computation of D, but with the same approach it is also possible to derive
RE and TE. The computation of the average D is carried out taking into account only
the packets successfully arriving at the last reachable node, ignoring the unsuccessful
retransmissions.

For all the values of m such that m ≤ n, all the n nodes within the first TD
are reached by the source. Therefore, the average delay coincides with the average
transmission time of the source, given by Eq. (3.11), i.e.,

D
(m) = T

tx
src, 1 < m ≤ n.

However, for all the values m > n, at least a retransmission is necessary to reach
the mth node. In particular, if we consider the case m = n+1, the (n+1)th node can

Fig. B.1 Tree-based
computation of the average

delay D
(m)

, when m = n + 1

Fig. B.2 Tree-based computation of the average delay D
(m)

, when m = n + 2

http://dx.doi.org/10.1007/978-3-319-10668-7_3
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be reached only and only if a successful transmission is carried out by a node of the
first TD. This event can happen in n different ways, each associated with a different
delay. The tree of the possible decisions is represented in Fig. B.1, where every
branch is labeled with the associated probability and with the corresponding value
of delay. Since we are conditioning to the fact of having a successful transmission,
the probability of the event {the i th node transmits} is given by pY (i |S ). Therefore,

the average delay D
(n+1)

can be obtained as follows:

D
(n+1) = T tx

src +
n∑

i=1

Di |i pY (i |S ).

When m = n + 2 the situation is slightly more complicated, since when the first
node is selected in the first TD, two transmissions are needed to reach the (n + 2)th
node. In this case, a second TD, identical to the first, is formed, thus leading to the
addition of n branches to the tree, as shown in Fig. B.2. However, since the two TDs
are identical, the branches following the event {y = 1|S }, can be replaced by the

Fig. B.3 Tree-based computation of the average delay D
(m)

, when m = n + 3
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average delay computed for m = n + 1. Therefore, one obtains:

D
(n+2) = T tx

src + (D
(n+1) + Di |i )pY (1|S )+

n∑
i=2

Di |i pY (i |S ).

Similar considerations can be drawn in the case with m = n+3: the corresponding
tree is shown in Fig. B.3. In this case, the two circled branches in the left figure, can

be replaced by D
(n+1)

, obtaining the tree in the central figure that can be further

simplifying by using D
(n+2)

, thus leading to the following expression:

D
(n+3) = T tx

src+
(

D
(n+2)+D1|1

)
pY (1|S )+

(
D

(n+1)+D2|2
)

pY (2|S )+
n∑

i=3

Di |i pY (i |S ).

Now, by induction it is possible to derive the formulation of D
(N )

given in (3.10).

http://dx.doi.org/10.1007/978-3-319-10668-7_3


Appendix C
Batch-Based Group Key Management

In this Appendix, a new group key distribution protocol is presented. The proposed
protocol allows a server (KDC) to efficiently distribute a group key to all members of
a multicast group dealing with dynamic joins and leaves of users as group members.
The proposed solution is summarized in Sect. C.2, and detailed in Sects. C.3 and C.4.

C.1 Related Works

According to the group communication paradigm, a single member can originate
and deliver a message to the whole group of nodes, through multicast (or broadcast)
communication services [9], and thus in a more efficient manner than an equivalent
unicast-based solution. The first applications taking benefit of the group commu-
nications model, such as online gaming and audio/video streaming [10], have his-
torically operated on the Internet. In recent years, the ever increasing diffusion of
ad hoc (mostly wireless) networks has offered a new fertile ground for the devel-
opment of new types of group-based applications. In scenarios such as wireless
sensor networks [11], mobile ad hoc networks [12], and Internet of Things (IoT), a
large number of applications (e.g., data dissemination, data gathering, peer-to-peer
communications) need an underlying multicast data delivery service.

Securing group communications consists in providing confidentiality, authentic-
ity, and integrity of messages exchanged within the group, through suitable cryp-
tography services [13], and without interfering with the data path of the multicast
data flow2 [15]. The achievement of this goal in an efficient and scalable manner is a
challenging task, as it requires that a large and dynamically varying number of users
share cryptographic materials, even in the presence of unpredictable group mem-
bership changes, due to new users entering (joining) the network and to old users
leaving the network. In fact, after any membership change, the shared cryptographic

2 Iolus [14], for example, is a scheme that interferes with the normal packet stream, since a group
security intermediary has to decrypt and encrypt all the packets transiting in its own group.
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materials should be refreshed through a suitable rekeying operation, so that a former
group member has no access to current communications (forward secrecy) and a new
member has no access to previous communications (backward secrecy) [16, 17].

While authenticity and integrity protection in group communications can be easily
achieved through asymmetric cryptography, like in traditional point-to-point com-
munications (e.g., through digital signatures), the simplest and most scalable way to
provide data confidentiality within a multicast group is to encrypt the data through
symmetric cryptography, with a secret key shared (only) by all users belonging to
the group. Such a symmetric key is normally referred to as group key.

Under the assumption of using security primitives unbreakable for an attacker
with limited computational power, the main issue in group communications con-
sists in distributing the secret group key to all the legitimated users and updating
it at any group membership change. Such a problem is known as Group Key Dis-
tribution (GKD) and it can be tackled by following two different models [18]: (i)
Broadcast Encryption (BE) [19], which assumes that current data be decipherable
independently of past transmissions (the receivers are stateless); (ii) Multicast Key
Distribution (MKD), which allows the users to maintain state of the past cryptog-
raphy material [20] (stateful). There are two main categories of MKD protocols:
centralized [21] or distributed [22]. According to the former, the keys’ distribution
task is assigned to a single entity, denoted as Key Distribution Center (KDC). In the
case of the distributed approach instead, the group key is established and maintained
by the users themselves, in a distributed fashion. The centralized MKD approach has
several advantages: (i) simplicity; (ii) a small number of exchanged messages com-
pared to other methods; (iii) the possibility of operating on intrinsically broadcast
channels, where the source (which also acts as MKD server) sends data to all the
possible destinations. Distributed methods typically offer greater reliability, since
they do not require any centralized entity to trust, but they have higher communica-
tion and computational costs and are not applicable to asymmetric communication
scenarios, where data cannot be exchanged between any pair of nodes. For these
reasons, in the rest of this Appendix we focus on centralized approaches.

In a centralized MKD protocol, among the different methods to achieve secure
communications in a group of n members, one of the simplest consists in having: (i)
a group key, shared by group members only and changed every time a user joins or
leave the group [23]; (ii) n individual long-term keys shared (pairwise) between the
KDC and every group member. A message sent by a member to the whole group is
encrypted with the group key, so that only the remaining members can decrypt it.
Instead, the individual keys are used for securing unicast communications and for
reeking. The management of the group keys has a cost, in terms of number mes-
sage exchanges, that varies according to the protocol used to update the group key
to all members (rekeying). In the simplest case, the KDC separately sends the new
group key, encrypted with the member’s long-term key, to all group number, thus
determining a number of exchanged messages proportional to n. The overall num-
ber of communications also depends on the average number of rekeyings. In some
protocols, the group key is refreshed suddenly after any join or leave events. In these
cases the number of rekeyings is directly proportional to the number of change of
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membership events. In other cases, the group key is programmatically refreshed,
according to a slotted schedule. These protocols have a constant number of rekey-
ing operations, but they reduce the freedom of the nodes, and make impossible to
perform instant evictions of malicious or dangerous users. Besides this classifica-
tion, it is possible to define hybrid protocols, where join and leaves are performed
programmatically, while evictions are performed immediately.

The technique described in this Appendix is based on a key derivation scheme
that has been properly extended in order to deal with both unpredictable leave events
and collusive attacks. In particular, we present a MKD protocol tailored for very
dynamic ad-hoc networks, either wired or wireless. Time is partitioned in fixed-
length intervals, each of them associated with a different group key. Even if a user
can join anytime (asynchronously), it shall wait until the beginning of the next slot
before becoming a group member. This introduces a delay, on average equal to half
of the slot interval, but allows to reduce the number of rekeying acts. Similarly,
the planned leave of a legitimate member shall also happen at the beginning of a
slot period. In other words, the protocol is slotted and adopts a synchronous batch
rekeying mechanism [23], which improves the efficiency without posing security
threats. The protocol also provides proper mechanisms to deal with unpredictable
leave events and to resist against collusive attacks.

The aim of the protocol is to minimize the computational burden of group mem-
bers and the overhead, expressed in terms of number of exchanged messages, while
achieving a sufficiently high security level. The proposed protocol can operate on
very dynamic scenarios with a large number (thousands) of nodes and offers excellent
performance under the assumption of a low evictions rate.

C.2 Protocol Overview

Let us consider a multicast group communication scenario in which the same data has
to be securely sent to a group of destinations. In order to guarantee data confidentiality,
the message has to be encrypted with a secret (group) key shared by, and only by, all
group members. We consider a dynamic scenario in which, at any time, a new user
may join the system as new group member, and an old user may leave the group.
As described in the previous sections, this requires a suitable group key distribution
protocol, able to distribute a new key to all members upon every change of group
membership. We consider a key distribution scenario based on a trusted KDC that
takes care of: (i) maintaining a secure association with all the users belonging to the
system; (ii) generating a new group key every time the group membership changes;
(iii) efficiently managing the distribution of the new group key to all group members,
guaranteeing both forward and backward secrecy.

In a more general scenario, join and leave operations occur unpredictably, in a
completely asynchronous and dynamic way. However, in order to optimize and sig-
nificantly reduce the complexity and the number of exchanged messages required
to handle group member changes and group key re-distribution (rekeying), a more
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practical method is to allow the KDC to handle simultaneously a number of mem-
bership changes. This can be achieved by splitting time into intervals (sometimes
referred to as “time slots” or, simply, “slots”) and letting the KDC handle all mem-
bership changes that occur in the same time interval. Key distribution mechanisms
that work in this way are often referred to as “batch” methods. Note that our pro-
posed method applies when these time intervals have the same length or different
lengths. However, very common scenarios are those in which membership changes
are handled, for practical reasons, in a daily or monthly manner: this is the case, for
example, of applications that consider service subscriptions with specific durations
(expressed exactly in days or months). Other common possible time slot units can
be minutes, seconds, or years.

Although the time slot in which a new user wants to join the system is in general
difficult (or impossible) to predict (as it can apply at any time), there are many
application scenarios in which the duration of the membership of a user is specified
at the moment when the user joins the system, possibly further extended on the basis
of a renewal strategy. Service subscriptions are often handled by applications in this
way, with the possibility (in a limited subset of cases) of considering some form of
revocation mechanisms in order to handle situations (often seen as exceptions) in
which a membership has to be revoked in advance before its natural expiration time
(for example, if a user unexpectedly leaves the system or if he/she is removed due to
a misuse or for administrative reasons).

In spite of the above considerations, the majority of the proposed key management
mechanisms do not take advantage of this operation and simply consider any leave
event as not pre-determined, as it always occurs randomly.

On the opposite, we explicitly consider two different kinds of leave events: (i)
“pre-determined” leave events, where the leave time is selected in advance when the
user joins the network, or when it refreshes his/her membership, as in the case of a
natural membership expiration; (ii) “unpredictable” leave events, when the time of
leave does not coincide with the one selected at the time of joining or refreshing, for
example in the case of explicit membership revocation. In our method, like in [24],
both kinds of leave events are explicitly considered, taking the advantage of the
balance of the former leaving strategy with respect to the latter.

We consider a different group key Ki for each time slot i with i = 0, 1, 2, . . . , N .
In order to efficiently handle both types of leave events, the group key is obtained
through a one-way function of two sub-keys K 1i and K 2:

Ki
.= f (K 1i , K 2) i = 0, 1, 2, . . .

with K 1i and K 2 properly managed in order to handle both types of leave events.
In particular, the values K 1i are associated to every time slots �ti (with i =
0, 1, 2, . . . , N ); they are pre-determined and provided to group members accord-
ing to their assigned membership duration. The values of K 1i are generated in an
intelligent and secure manner in order to simplify the assignment to joining users, by
providing only some root secret materials that can be used by the member to further
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derive all K 1i values associated with all time slots he/she subscribed for. K 1i are
then used to handle all new join and “pre-determined” leave events.

On the other hand, K 2 is used to handle all “unpredictable” leave events. It is
changed and re-distributed by the KDC to all (and only) group members, in a scalable
way, similarly to other mechanisms already proposed in the literature.

Since the amount of operations and exchanged messages differ for managing of
the subkeys K 1i and K 2, the total amount of operations and exchanged messages is a
function of the rate of the “unpredictable” leave events over join and “pre-determined”
leave events.

Details of how K 1i and K 2 are derived and managed are described hereafter.

C.3 Protocol Details

The objective of the proposed key management protocol is to provide a group key
that can be securely shared by (and only by) all group members, taking into account
and properly handling:

1. regular membership changes, that are due to new users that join the group and
active members that leave the group for “clean” membership expiration (“pre-
determined” leaves);

2. exceptional active member leaves, e.g., in the case of explicit membership revo-
cation (“unpredictable” leaves).

In order to take into account membership changes of the first type, the overall time
span is considered divided into a sequence of N time slots �ti with i = 0, 1, 2, . . . , N
and in general, �ti = �t j for i = j . In practice, however, it will be common to have
�ti = �t j = �t ∀i, j , with �t equal to standard time units, such as a minute, a
second, a month, etc. For each time interval �ti , in the following referred as “slot” i , a
different group key Ki is determined. Consider now a user member x that will belong
to the group from time ta to time tb + 1, i.e., from time slot �ta to time slot �tb:
he/she will receive the subset of keys SX = {Ki , with i = a, a + 1, a + 2, . . . , b}.

According to the above approach, as far as only membership changes of the first
type are considered, the KDC is requested to generate all keys Ki and give to each
new incoming member only the subset of keys corresponding to the time slots over
which he/she will belong to the group. If the member will stay for a total of m time
slots, this will require the KDC to give to the new member m different keys. In order
to limit the total amount of cryptographic material that the KDC has to send to each
new member, a proper distribution protocol is adopted.

However, regular membership changes (first type) are not the only events that
require the assignment and distribution of a new group key (i.e., a rekeying operation).
In the case of an unpredictable leave event (second type) in time slot �th of member
y that negotiated with KDC a membership from time slot �ta to time slot �tb, at least
all previously assigned keys (from Kh+1 to Kb) must be re-assigned and distributed
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to all valid group members. This is needed in order to prevent y to decrypt messages
that are sent after time slot �th with valid keys that he/she received by the KDC in
joining the group.

To handle both types of membership changes in a secure and flexible way, the
following key derivation and distribution protocol is proposed.

Let us consider N time slots, with N = 2D . Each time slot �ti is associated with
a key Ki defined as:

Ki
.= f (K 1i , K 2) i = 0, 1, 2, . . . , N − 1

where Ki , K 1i , and K 2 are fixed or variable-length bit strings, and f (.) is a crypto-
graphic one-way function that returns a bit string of length equal to or greater than
Ki . If f (.) returns a bit string of length greater than Ki , a truncation can be applied.
A cryptographic hash function H() (for example SHA-1 [25] or MD5 [26]) can be
used in place of f (.):

Ki
.= f (K 1i , K 2) = H(K 1i‖K 2) i = 0, 1, 2, . . . , N − 1

The subkey K 1i is defined as follows. Consider a binary tree with depth equal to
D + 1, including the root node (level 0). At any level h, starting form 0, the binary
tree has 2h nodes. The last level is D, leading to 2D = N leaves. Let’s indicate with
(h, j) the node j of level h, with 0 ≤ h ≤ D and 0 ≤ j ≤ 2h − 1. Each node (h, j)
of the tree, excluding the last level D, has two child nodes that are respectively: left
child (h + 1, 2 j) and right child (h + 1, 2 j + 1). Each node (h, j) is associated to a
value xh, j that is derived by the value of parent node as follows:

xh+1,2i
.= f0(xh, i)

xh+1,2i+1
.= f1(xh, i)

or equivalently:

xh,i
.=
{

f0(xh−1,i/2) i = 0, 2, 4, . . . , 2h − 2
f1(xh−1,(i−1)/2) i = 1, 3, 5, . . . , 2h − 1

where f0() and f1() are two different cryptographic one-way functions. They could
be also defined based on the same function f () as follows:

f0(x)
.= f (x)

f1(x)
.= f (x + 1)

In this case we can write xh,i (recursively) as:

xh,i
.= f (xh−1,�i/2	 + (i mod 2))
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Fig. C.1 Deriving all K 1 subkeys by applying functions f0 and f1

By repeatedly applying the previous equations, starting from the value xh,i of node
(h, i), it is possible to generate all values associated to the nodes of the subgraph
that has (h, i) as root. At the same time the value xh,i of node (h, i) can be obtained
from the value associated to any node along the path from the xh,i to the tree’s root
(0, 0).

Given such a binary tree, we define the subkey K 1i equal to the value of the leaf
i , that is:

K 1i
.= xD,i

Then, K 1i can be obtained from the value associated to any node along the path
from the leaf i to the tree’s root, or equivalently from any values from xD,i to x0,0.
Figure C.1 shows the K 1 subkeys derivation process described above. At the same
time, starting from the value xh,i of node (h, i), it is possible to obtain all subkey
values in the interval from 2D−h · i to 2D−h · (i + 1)− 1 included, that is all subkeys
from K 12D−h ·i to K 12D−h ·(i+1)−1. Note that, as a special case, the value x0,0 can
generate all subkeys from K 10 to K 1N−1. Figure C.2 shows how to obtain backward
and forward secrecy by distributing the minimum set of values xh,i that cover the
time period of a member’s subscription.

This property can be used by the KDC to distribute the K 1i subkeys to new
members in a very efficient way, reducing from O(N ) to O(log(N )) the number of
values that the KDC has to pass to a new member in order to set subkeys for all the
temporal period that the new member will belong to the group.
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Fig. C.2 Achieving backward and forward secrecy

The worst case occurs when the node joins the group from time slot 1 to time
slot N-1, included. In this case, 2 · (log2(N )− 1) keys need to be distributed: xD,1,
xD,N−1, xD−1,1, xD−1, N

2 −1, …x2,1, x2,2.
Let’s now consider the subkey K 2. Its value is maintained constant as far as only

regular membership changes happen. As soon as a unpredictable leave event occurs,
all un-expired keys of the leaving member must be revoked and replaced by new ones.
This objective is reached by replacing the K 2 that in turn will change all successive
group keys Ki that are generated by the values of K 1i and K 2.

When a new K 2 value is generated, this has to be distributed by the KDC to all
remaining valid group members. This operation is very similar to the one faced by
current centralized key distribution protocols: for example LKH [16] can be used.

C.4 Managing Keys for Unlimited Time Intervals

The described protocol assumes that the number of time slots is fixed and equal
to n = 2D . Therefore, it is inevitable that the key distribution protocol is doomed
to come to an end eventually. In this section, we sketch a simple extension of the
protocol to allow the KDC to handle time intervals that might last beyond the one
covered by a single tree (i.e., more than n time slots). The basic idea is to instantiate
as many trees as required in order to manage a time interval of arbitrary length. This
extension makes it possible to manage time intervals of any length with just a slightly
increased computational effort and memory consumption.
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Time is split into intervals Ik of length �T and periods �i of length n ·�T . Each
period �i is associated with a given seed si , which is equal to the value of the root
xi

0,0 of a tree. Within a given period, the protocol works exactly as described above.
If a subscription lasts beyond the end of a period, it is necessary to distribute keys
from more then one tree. Each tree can be computed “on the fly” in the following
way:

xi
0,0

.= g(si )
.= g(h(si−1))

where s is a seed, h(.) is a “one-way” function (i.e., hashing function), and g(.) is a
“blinding” function (i.e., XOR function). For instance, possible choices for h(.) and
g(.) are

h(si ) = H(si−1) = Hi+1(s)

g(si ) = s ⊕ h(si ) = s ⊕ Hi+1(iv)

where H is a hashing function and iv is an initial vector. Therefore:

s0 = s ⊕ H(iv)

s1 = s ⊕ H(H(iv)) = s ⊕ H2(iv)

. . .

si = s ⊕ Hi+1(iv)

The key xh,i can be calculated as

xh,i = x P
h,I = f ( f (. . . f (︸ ︷︷ ︸

htimes

g(sP−1)+ a0)+ a1) . . .)+ ah−1︸ ︷︷ ︸
h bits

)

where P = �i/2h	 is the index of the period, I = i mod 2h is the index of the
period’s interval, and a0, a1, . . . ah−1 are the h bits of the binary representation of I .

This mechanism makes it possible to extend the functioning of the protocol to
cover an unlimited time interval without extra memory requirements as keys can be
computed on the fly with no particular computational effort since operations like
hashing and XORing are very lightweight.

References

1. Amoretti, M., Agosti, M., Zanichelli, F.: Deus: a discrete event universal simulator. In: 2nd
ICST/ACM International Conference on Simulation Tools and Techniques (SIMUTools 2009).
Rome, Italy (2009)

2. Amoretti, M.: A modeling framework for unstructured supernode networks. IEEE Commun.
Lett. 16(10), 1707–1710 (2012)



236 Appendex C: Batch-Based Group Key Management

3. Network Simulator 2 (ns-2). http://isi.edu/nsnam/ns/
4. Montresor, A., Jelasity, M.: PeerSim: a scalable P2P simulator. In: 9th International Conference

on Peer-to-Peer (P2P’09), pp. 99–100. Seattle, WA (2009)
5. Zhou, B., Xu, K., Gerla, M.: Group and swarm mobility models for ad hoc network scenarios

using virtual tracks. In: IEEE Military Communications Conference (MILCOM). Monterey,
California, USA (2004)

6. Seskar, I., Marie, S., Holtzman, J., Wasserman, J.: Rate of location area updates in cellular
systems. In: IEEE Vehicular Technology Conference (VTC’92). Denver, Colorado, USA (1992)

7. Nagate, A., Hoshino, K., Mikami, M., Fujii, T.: A field trial of multi-cell cooperative trans-
mission over lte system. In: IEEE International Conference on Communications (ICC 2011).
Kyoto, Japan (2011)

8. Feller, W.: An Introduction to Probability Theory and Its Applications, vol. 1. Wiley, New York
(1968)

9. Deering, S.: Host extensions for IP multicasting. The Internet Engineering Task Force (IETF)
(1989)

10. Turletti, T., Huitema, C.: Videoconferencing on the internet. IEEE/ACM Trans. Networking
4(3), 340–351 (1996)

11. Akyildiz, I., Su, W., Sankarasubramaniam, Y., Cayirci, E.: Wireless sensor networks: a survey.
Comput. Netw. 38(4), 393–422 (2002)

12. Schoch, E., Kargl, F., Weber, M., Leinmuller, T.: Communication patterns in VANETs. IEEE
Commun. Mag. 46(11), 119–125 (2008)

13. Verma, M., Huang, D.: SeGCom: secure group communication in VANETs. In: Proceedings
of IEEE International Conference on Consumer Communication and Networking (CCNC), pp.
1–5. Las Vegas, NV, USA (2009)

14. Mittra, S.: Iolus: a framework for scalable secure multicasting. ACM SIGCOMM Comput.
Commun. Rev. 27(4), 277–288 (1997)

15. Rafaeli, S., Hutchison, D.: A survey of key management for secure group communication.
ACM Comput. Surv. 35, 309–329 (2003)

16. Wong, C.K., Gouda, M., Lam, S.: Secure group communications using key graphs. IEEE/ACM
Trans. Networking 8(1), 16–30 (2000)

17. Micciancio, D., Panjwani, S.: Optimal communication complexity of generic multicast key
distribution. IEEE/ACM Trans. Networking 16, 803–813 (2008)

18. Gerla, M., Kleinrock, L.: Vehicular networks and the future of the mobile internet. Comput.
Netw. 55(2), 457–469 (2011)

19. Berkovits, S.: How to broadcast a secret. In: Proceedings of the International Conference on
Theory and Application of Cryptographic Techniques (EUROCRYPT), pp. 535–541. Springer,
Brighton (1991)

20. Ballardie, A.: Scalable multicast key distribution. The Internet Engineering Task Force (IETF)
(1996)

21. Lin, J., Huang, K., Lai, F., Lee, H.: Secure and efficient group key management with shared
key derivation. Comput. Stand. Interfaces 31(1), 192–208 (2009)

22. Lee, P., Lui, J., Yau, D.: Distributed collaborative key agreement and authentication protocols
for dynamic peer groups. IEEE/ACM Trans. Networking 14(2), 263–276 (2006)

23. Li, X., Yang, Y., Gouda, M., Lam, S.: Batch rekeying for secure group communications. In:
ACM Proceedings of International Conference on World Wide Web (WWW), pp. 525–534.
ACM, Hong Kong (2001)

24. Briscoe, B.: MARKS: zero side effect multicast key management using arbitrarily revealed key
sequences. In: Rizzo, L., Fdida, S. (eds.) Networked Group Communication. Lecture Notes in
Computer Science, vol. 1736, pp. 301–320. Springer, Berlin (1999)

25. Federal Information Processing Standards Publication: FIPS 180–3. Secure Hash Standard
(SHS). http://csrc.nist.gov/groups/ST/toolkit/secure_hashing.html (2008)

26. Rivest, R.: RFC 1321, The MD5 message-digest algorithm. The Internet Engineering Task
Force (IETF) (1992)

http://isi.edu/nsnam/ns/
http://csrc.nist.gov/groups/ST/toolkit/secure_hashing.html


Index

A
Android prototype, 181
Android smartphones, 92, 98, 162, 180–182,

189, 196

B
Backoff counter (BC), 61
Broadcast protocols, 62

global performance analysis, 69
local single transmission domain, 66
performance, 66, 73
polynomial broadcast protocol, 63
probabilistic broadcast protocols with

silencing, 62
silencing irresponsible forwarding, 65,

76

C
Cellular networks, 3, 15, 22, 29, 40, 41, 51,

92, 94, 101, 102, 169, 170, 181,
193

Client/Server, 29, 170
Cross layer architecture

cellular networks, 92
distributed localization, 93
information flow, 94
vehicular networks, 93

D
D4V, 121, 167, 169
DEUS, 133, 143, 172, 201
DGT for Vehicular Networks (D4V), 170,

179
driver behaviour, 179

information dissemination, 173
metrics, 172
prototype, 179–182, 188
simulation, 172

Distributed Geographic Table (DGT), 121–
123

analytical model, 130
data structure, 126
evaluation metrics, 130, 161
packet delay model, 144
procedures, 126, 127, 129
routing, 124
simulation analysis, 142, 164
traffic information system, 168
urban environment analysis, 159
vertical handover, 164

Distributed InterFrame Space (DIFS), 61

G
GeoBuckets, 126
Global positioning system, 55
Group key management, 97, 227, 229

H
Hybrid vehicular networks, 93

I
Information dissemination, 28, 51, 83, 94,

109, 173
Intelligent Transportation Systems

applications, 13
architecture, 9
cellular networks, 91
multihop broadcast protocols, 91

© Springer International Publishing Switzerland 2015
M. Picone et al., Advanced Technologies for Intelligent Transportation Systems,
Intelligent Systems Reference Library 139, DOI 10.1007/978-3-319-10668-7

237



238 Index

principles, 1
standardization, 3

Irresponsible forwarding, 65, 76, 95

M
MAC layer, 42, 44–46, 51, 58, 59

Carrier Sense Multiple Access with Col-
lision Avoidance (CSMA/CA), 60

Distributed Coordination Function
(DCF), 59

Frame Control Sequence (FCS), 59
Hybrid Coordination Function (HCF), 59
Point Coordinate Function (PCF), 59

MobDEUS, 211
Mobility model, 81, 135, 140, 150, 158, 182,

196
behavioral, 135
flow, 135
macroscopic, 135
mesoscopic, 135
microscopic, 135
random, 135
trace-based, 135
traffic, 135

Multihop communications, 43, 51, 54, 94
multihop broadcast protocols, 53
probabilistic, 51
silencing, 51, 52
Urban Multihop Broadcast (UMB), 54

N
Ns-3, 143, 213

P
Peer-to-Peer (P2P), 32, 34, 93, 121, 126, 143,

158, 159, 165, 167, 170, 179, 183,
195

Distributed Geographic Table (DGT),
93, 121–124

Distributed Hash Table (DHT), 39, 93,
170, 183

GeoP2P, 37
GraphTIS, 39
kademlia, 125
peers on wheels, 39
PeerTIS, 39

Physical layer, 42, 44–46, 51, 58

PlanetLab performance evaluation, 188
Polynomial broadcast protocol, 63
Probabilistic broadcast protocols with

silencing, 62

S
Silencing irresponsible forwarding, 65, 76
Sip2Peer, 179, 189, 196

T
Traffic Information Services, 15, 30
Traffic Information System (TIS), 1, 34,

167–169, 201

V
V2X, 26, 40, 47
Vehicle-to-X Communications, 7, 26
Vehicular networks, 21, 51, 93, 129, 154,

167, 168
Geocast protocols, 52
VANET, 21, 34, 51, 53, 60, 82, 92–94,

100, 169
Vehicular Sensor Network (VSN), 52, 121,

168
Vertical handover, 140, 161

W
WAVE, 12, 44
WiFi, 4, 16, 23, 42, 51, 94, 141, 163, 181

IEEE 802.11, 4, 24, 40, 42, 58, 105
IEEE 802.11b, 58
WiFi direct, 42

Wireless sensor networks, 22, 82

X
X-NETAD, 91, 94, 96, 98, 102, 104, 118

android application, 92, 98, 114
cellular networks, 101
dissemination protocols, 95, 100
experimental analysis, 104, 109, 114,

115
metrics, 105
Real-time traffic map, 99
security, 96, 97
system architecture, 99, 100, 103


	Foreword
	Preface
	Contents
	Acronyms
	1 Introduction
	1.1 Principles and Challenges
	1.2 Standardization History and Open Issues
	1.2.1 Worldwide Standardization Process
	1.2.2 European Vision
	1.2.3 American Vision

	1.3 ITS Architecture
	1.3.1 A Global Standardization Effort
	1.3.2 ISO/ETSI ITS Station Architecture
	1.3.3 WAVE Station Architecture

	1.4 ITS Applications
	1.4.1 Traffic Information Services

	1.5 Chapter Outlines
	References

	2 Communication Paradigms  and Literature Analysis
	2.1 Vehicular Networks
	2.1.1 Terminology and Definition
	2.1.2 Key Challenges in Vehicular Networks
	2.1.3 Network Topology

	2.2 Vehicle-to-X Communications
	2.2.1 Key Features of a V2X Communication Protocol
	2.2.2 Vehicle-to-X Communication Paradigms

	2.3 Centralized Client/Server Technologies
	2.4 Decentralized and Peer-to-Peer Systems
	2.5 Enabling Technologies
	2.5.1 Cellular Networks
	2.5.2 WiFi and WiFi Direct
	2.5.3 IEEE 802.11p and WAVE
	2.5.4 ETSI ITS Protocol Stack

	References

	3 Wireless Communications for Vehicular  Ad-Hoc Networks
	3.1 Information Dissemination in Loosely-Coupled VANETs
	3.2 Multihop Broadcast Protocols
	3.2.1 Reference Scenario
	3.2.2 Performance Metrics of Interest

	3.3 Average Distribution of Poisson Points in a Segment  with Finite Length
	3.4 A Quick Overview of the IEEE 802.11b Standard 
	3.4.1 The IEEE 802.11 Standard
	3.4.2 Physical Layer
	3.4.3 MAC Layer
	3.4.4 Main IEEE 802.11 Parameters

	3.5 Probabilistic Broadcast Protocols with Silencing
	3.5.1 Preliminaries Considerations
	3.5.2 Polynomial Broadcast Protocol
	3.5.3 Silencing Irresponsible Forwarding

	3.6 A Recursive Analytical Performance Evaluation Framework
	3.6.1 Local (Single Transmission Domain) Performance Analysis with a Given Number of Nodes
	3.6.2 Global Performance Analysis with Fixed Number of Nodes
	3.6.3 Generalization to a PPP-Based Scenario

	3.7 Performance Analysis in Realistic Scenarios
	3.7.1 Polynomial Protocol
	3.7.2 Silencing Irresponsible Forwarding
	3.7.3 Comparison with Benchmark Protocols
	3.7.4 Highway-Style Scenarios

	3.8 VANETs as Distributed Wireless Sensor Networks
	3.8.1 System Model
	3.8.2 Clustered VANET Creation and IVCs

	References

	4 Hierarchical Architecture for Cross Layer  ITS Communications
	4.1 The Big Picture
	4.2 Related Works
	4.3 Cross-network Information Flow
	4.3.1 Information Dissemination Through Multihop Communications
	4.3.2 A Push/Pull Dissemination Approach
	4.3.3 Securing X-NETAD

	4.4 Application Design and Implementation on Android Smartphones
	4.4.1 System Overview and Challenges
	4.4.2 Message Structure and Dissemination Protocol
	4.4.3 System Architecture

	4.5 Experimental Results
	4.5.1 Metrics of Interest
	4.5.2 Preliminary Results
	4.5.3 Tests in Ideal Static Scenarios
	4.5.4 Tests in a Mobile Scenario
	4.5.5 Discussion

	References

	5 Novel Distributed Algorithms for Intelligent Transportation Systems
	5.1 Introduction
	5.2 Distributed Geographic Table
	5.3 Conceptual Framework
	5.3.1 Routing Strategy
	5.3.2 Data Structure
	5.3.3 Network Join
	5.3.4 Peer Lookup
	5.3.5 Position Update

	5.4 Analytical Model for Performance Evaluation
	5.5 DGT and Mobility
	5.5.1 Mobility Model with Vertical Handover

	5.6 DGT Simulation
	5.6.1 Packet Delay Model
	5.6.2 DEUS Model

	5.7 DGT for Vehicular Networks: The D4V Architecture
	5.7.1 Traffic Information System and Vehicular Sensor Networks
	5.7.2 D4V

	5.8 D4V Simulation
	5.9 D4V Prototype
	5.9.1 Performance Evaluation of the D4V Prototype

	5.10 Concluding Remarks
	References

	Appendix ADEUS: A Simple Tool for ComplexSimulations
	Appendix BMathematical Frameworks
	Appendix CBatch-Based Group Key Management
	Index



