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Abstract. Image processing and tracking of noise line is considered in
this paper. Such line could be obtained for selected application where the
line is not direct, but obtained from the image content. The estimation
of line allows control of line following robot. Local 2D filter based on
standard deviation estimator is applied for the preprocessing of the im-
age. The Viterbi algorithm is applied for the line tracking using assumed
Markov model of line. Monte Carlo approach is used for the estimation
of the tracking system performance.

1 Introduction

Tracking system are applied in numerous applications and most of them assume
Detection and Tracking scheme [3]. The input image is thresholded using fixed
or adaptive threshold level and the binary image is obtained. The tracking al-
gorithm adds robustness to estimated trajectory (line) under noisy conditions.
There are numerous of tracking algorithms and the Kalman filter is typically
applied.

Low quality images are difficult to process due to high noise, because opti-
mal threshold level cannot be determined. Alternative tracking scheme should
be applied – TBD (Track–Before–Detect). There are a few groups of TBD al-
gorithms [3,18] and the Viterbi algorithm is assumed [20] in this paper. The
tracking is applied for the estimation of cumulative value for trajectory with-
out prior thresholding. TBD algorithms allow raw signal processing, that gives
superior performance in comparison with Detection and Tracking scheme based
tracking systems.

Specific input image case is related to the images with noise only. It means
that the background object trajectory is noise only. Additional preprocessing
is necessary, because TBD algorithms assume positive signal of the object, and
zero mean of the background noise.

1.1 Related Works

Line following robots are well known and applied in manufactures [5], especially.
Typical line following robot application assumes high contrast between the line
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and the background. Such assumption allows the application of simple optical
systems and simple algorithms [7]. The line could be deteriorated and lighting
conditions could be variable. Locally variable lighting conditions, and noises re-
lated to the deteriorated background and real line, as well as false lines, are the
sources of low quality of acquired image. Positive signal of line is assumed and
dark background in most cases, but there are applications in which the line is
not observed directly. The line could be an edge between two areas or very low
quality line related to the real environment. Such cases are typical for the appli-
cations [16] like harvesting, trash compacting, snow or sand plowing on airport
runways and many more. Road lane estimation is the similar task for automatic
control of vehicle or as Lane Departure Warning system. Image processing and
pattern recognition techniques are necessary for such local navigation, because
GPS systems have low precision for spatial location (about a few meters) for
moving platforms

Hough Transform approach for highly deteriorated line is considered in [19] for
the road lane estimation as well as in agricultural application [1]. The application
of LIDAR for the acquisition of 3D structures for line estimation is considered
in [21]. Monte Carlo approach for line estimation is proposed in [15].

The application of the preprocessing using local standard deviation is pro-
posed in [10] and the application of maximal autocovariance is described in [14]
for different kind of TBD algorithm – Spatio–Temporal TBD [9].

1.2 Content and Contribution of the Paper

In this paper the Viterbi algorithm is applied for the noise line tracking and the
performance of such system is analyzed using Monte Carlo approach, that allows
testing many uncorrelated scenarios. The Viterbi algorithm is introduced briefly
in Section 2. Noise line preprocessing is considered in Section 3. Monte Carlo
approach is applied and the results for different configurations and are shown
in Section 4. Discussion related to the obtained results is provided in Section 5.
The final conclusions are in Section 6.

2 The Viterbi Algorithm

The Viterbi algorithm is one of the dynamic programming algorithms [2]. It uses
trellis with a set of nodes, and in this paper nodes are assigned to the pixels’
grid. The computation of the trajectory (path) is based on the calculation of
maximal value for paths allowed by Markov transition model [12]. Markov model
is related to the trajectory shape, allowed by the trellis geometry and include
probabilities of transition between nodes. In this paper it is assumed that the
line is one direction starting from the bottom row of the image toward top row.
Many applications requires estimation the most valuable bottom part of image –
nearest to robot. Robots control is based on the this area, and top part of image
could be significantly deteriorated due perspective camera view.
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Image analysis starts from first row n = 1 and zero values V are assigned to
the nodes:

Vn=1, . = 0, (1)

where Vn, x is the largest value assigned to the node n, x and the coordinates
correspond to image coordinates. The assumed trellis is shown in Fig. 1.

Fig. 1. Local paths in example trellis

In this paper local cost d.n,x+g is related to the pixel value. The next row of
values n = 2 is computed using the following formula, that uses local cost d:

Vn+1,x = max
(
Vn,x+g + dn+1,x

n,x+g

)
. (2)

for set of transitions:
g ∈ {−2,−1, 0,+1,+2} (3)

The selection of the best local path to the particular node is preserved addition-
ally:

Ln+1,x
n = argmax

g

(
Vn,x+g + dn+1,x

n,x+g

)
, (4)

where L is local transition. The projection of values from first row is processed
up to selected arbitrary nmax row. After reaching of this row the first phase
(forward phase) of the Viterbi algorithm is achieved. The solution is the node
with maximal value

Popt = Vn=nmax,., (5)

and the node number is:

xn=n+max = max
x

(Vn=nmax,x) . (6)

The second phase of the Viterbi algorithm (backward phase) is applied for the
calculation of the best and first local transition. The obtained path of nmax

length is rejected and only mentioned transition is valid.
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The following recursive formula is applied for finding optimal solution:

xn−1 = xn + Ln,x
n−1 (7)

for successively decremented row numbers:

n = nmax, · · · , 2. (8)

The transition between first and second row for x1 point is the result of the
Viterbi algorithm. The sliding window approach is applied in next step so overall
process starts from next row with nmax depth analysis. The obtained set of
points could be processed additionally using another algorithm for the trajectory
filtering if it is desired.

3 Noise Line Preprocessing

The line is typically observed as a positive signal in the input image. Noise signal
requires additional preprocessing and it could be obtained by the application of
local filter that estimates noise parameter. As a local filter 2D local standard
deviation S(y, x) is applied:

S(y, x) =

√
√
√
√ 1

(2xN + 1)(2yN + 1)

yN∑

Δy=−yN

xN∑

Δx=−xN

(Xy,x −Xy+Δy,x+Δx)2, (9)

where X denote input image and X denote mean value for the corresponding
area. The scaling coefficient (2xN +1)(2yN +1) could be omitted for the efficient
implementation. The window of the local estimation of standard deviation has
(2xN + 1)× (2yN + 1) size. Overall system is shown in Fig. 2.

Fig. 2. Schematic of tracking system

4 Results

In Fig. 3 a single example tracking scenario is presented. The line is tracked
from row 1 to 120, because the deep of analysis nmax = 80 is assumed. This line
has standard deviation 1.0 and image is disturbed by a few lines with standard
deviation selected by the random number generator from 0.2 to 1.0 range. All
lines are disturbed by additive Gaussian noise and all lines are at the edge of
visibility by human. The application of the filter that calculates local standard
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Fig. 3. Example tracking case

deviation allows the partial detection of the lines. The Viterbi algorithm gives
the trajectory estimation that is comparable to the original.

The window size of the preprocessing filter is H ×W = 5× 3, where W and
H are the width and height respectively.

Monte Carlo approach is applied for the analysis of the performance of pro-
posed tracking system. This approach allows the testing of system before imple-
mentation for different scenarios.

In Fig. 4 the results for the different nmax values and for different noise values
are shown.

5 Discussion

Four filters are compared (Fig. 4) using Monte Carlo approach and there are 300
cases in each configuration. Smooth line on figures means that test is sufficient.
The window size of the filter influences the result. The filter with larger window
height (11) gives better results. This is the result of the directional (vertical)
type of line. The fitting of filter window to the direction of the line improves the
detection. The width of filter window influences the results also. The width of line
is variable, but it allocates a few pixel typically. Larger width of window reduces
the tracking performance, because narrow windows are better fitted inside line.
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Fig. 4. Cumulative error for horizontal position for different filters and noise conditions

The influence of the deep of analysis is well visible (Fig. 4). Larger nmax values
give better results, but the benefits of performance is reduced for nmax > 30.
The selection of the proper nmax value depends on available computation power
and the cost is linear.

6 Conclusions

The application of the Viterbi algorithm with preprocessing allows the noise line
tracking. Assumed local filtration based on estimation of the standard deviation
allows the conversion of image to the desired measurement space.

There are many TBD algorithms and similar techniques could be applied, e.g.
Particle Filters algorithm [6].

Filtering may work also as TBD algorithm if is applied in the specific direc-
tion and it is a kind of the hierarchical preprocessing [11]. The application of
additional processing between both algorithms is possible also for the emphasis
of the lines, using techniques shown in [8,4] for example.



Viterbi Algorithm for Noise Line Following Robots 117

The variable line width could be processed by the application of the filter
banks [13] for the selection of best filtering space, instead processing of image
with fixed filtering mask.

The computation cost is low for both parts and image could be processed
using modern processors or microcontroller. Large images could be processed
using GPGPUs (General–Purpose Graphics Processor Units) in real–time [9,17].
There are the Viterbi algorithm accelerators that are available in specific DSPs
(Digital Signal Processors). Parallel processing of both algorithms is possible
also.
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