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Preface

It is with great pleasure that I welcome you all to the proceedings of the 6th
International Image Processing and Communications Conference (IP&C 2014)
held in Bydgoszcz, 10–12 September 2014.

At the same time is growing interest in Image Processing and Communica-
tions and its applications in science, engineering, medical image analysis and
biometrics.

IP&C is a central topic in contemporary computer and IT science and are
interdisciplinary areas, where researchers and practitioners may find interesting
problems which can be successfully solved.

The present book includes a set of papers on actual problems of research and
application of image processing and communications technologies. I sincerely
hope that this book provides a good view into research presented at the IP&C
2014 Conference and will offer opportunities for professional growth.

The book consists of two sections:

1. Image processing
2. Communications.

Finally, I would like to thank all authors, reviewers and participants, who
contributed to the high quality of the IP&C Conference and scientific exchanges.

Bydgoszcz
September 2014 Ryszard S. Choraś
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Part I

Image Processing



Two-Dimensional Hidden Markov Models
in Road Signs Recognition

Janusz Bobulski

Czestochowa University of Technology, Institute of Computer and Information
Science, Dabrowskiego Street 73, 42-200 Czestochowa, Poland

januszb@icis.pcz.pl

Abstract. This paper presents an automatic road sign recognition sys-
tem. The system bases on twodimensional hidden Markov models. First,
a study of the existing road sign recognition research is presented. In
this study, the issues associated with automatic road sign recognition
are described, the existing methods developed to tackle the road sign
recognition problem are reviewed, and a comparison of the features of
these methods is given. Second, the created road sign recognition sys-
tem is described. The system is able to recognize the road signs, which
was detected earlier. The system makes use of two dimensional discrete
wavelet transform for features extraction of road signs. In recognition
process system bases on two dimensional hidden Markov models. The
experimental results demonstrate that the system is able to achieving
an average recognition rate of 83% using the two-dimensional hidden
Markov models and the wavelet transform.

1 Introduction

Lots of research in the field of automatic road sign detection and recognition
systems has been done for last thirty years. The main object of such systems is
to warn them of presence of road signs in different ways, because drivers may
not notice the presence of them. It is important to note to some of the com-
mon problems that are appear in road signs detection. The main problem to be
overcome is caused by the variable lighting conditions of a scene in a natural
environment and the possible rotation of the signs. An automatic system should
be able to detect signs in different condition and position [6,15]. The first paper
in the field of road sign recognition appears in Japan in 1984. Since then, great
amount of methods have been developed to locate and identify road signs. A
road sign is individual in its colour, shape, and appearance. Most of the existing
methods use the combination of these properties to determine the meaning of
road sign content [16]. Detection of road sign are mainly based on colour cri-
teria [6] or shape information [20]. As a result, the colour space plays an lead
role. The popular RGB color space are used in [3]. However, the RGB space
is not optimized for problems of road signs recognition, because it is sensitive
to lighting conditions changes [5]. Colour spaces that are more independent to
such changes is HSV, and it is used in [13]. They applied a threshold over a hue,

c© Springer International Publishing Switzerland 2015 3
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saturation, value representation of the image to find regions with a road sign.
After a road sign has been detected, it should be recognized from a large set of
possible patterns using some of classification method. The symbol of detected
sign must be suitably represented for a specific classification method that is
usually done by extracting some features from the image. Examples of features
extracting techniques are histograms [22] and wavelets [8]. After the choosing
of appropriate features, many classification methods have been proposed, differ-
ent kinds of neural networks [22,8,17], SVM [13] or hidden Markov model [7].
This paper presents an automatic road sign recognition system with following
properties:(i) the system uses two dimensional wavelet transform of second level
decomposition for features extraction, (ii) the classification module bases on two
dimensional hidden Markov models, which work with two dimensional data.

Hidden Markov models (HMM) are widely apply in data classification. They
are used in speech recognition, character recognition, biological sequence analy-
sis, financial data processing, texture analysis, face recognition, etc. This widely
application of HMM is result of its effectiveness. An extension of the HMM to
work on two-dimensional data is 2D HMM. A 2D HMM can be regarded as a
combination of one state matrix and one observation matrix, where transition
between states take place according to a 2D Markovian probability and each
observation is generated independently by the corresponding state at the same
matrix position. It was noted that the complexity of estimating the parameters
of a 2D HMMs or using them to perform maximum a posteriori classification is
exponential in the size of data. Similar to 1D HMM, the most important thing
for 2D HMMs is also to solve the three basic problems, namely, probability
evolution, optimal state matrix and parameters estimation.

When we process one-dimensional data, we have good tools and solution for
this. Unfortunately, this is unpractical in image processing, because the images
are two-dimensional. When you convert an image from 2D to 1D , you lose some
information. So, if we process two-dimensional data, we should apply twodimen-
sional HMM, and this 2D HMM should works with 2D data. One of solutions is
pseudo 2D HMM [2,23,11]. This model is extension of classic 1D HMM. There
are super-states, which mask one-dimensional hidden Markov models (Fig. 1).
Linear model is the topology of superstates, where only self transition and tran-
sition to the following superstate are possible. Inside the superstates there are
linear 1D HMM. The state sequences in the rows are independent of the state
sequences of neighboring rows. Additional, input data are divided to the vector.
So, we have 1D model with 1D data in practise.

Other approach to image processing use twodimensional data present in
works [12] and [9]. The solutions base on Markov Random Fields (MRF) give
good results for classification and segmentation, but not in pattern recognition.
Interesting results showed in paper [24]. This article presents analytic solution
and proof of correctness two-dimensional HMM. But this 2D HMM is similar to
MRF, works with onedimensional data and can be apply only for left-right type
of HMM. This article presents real solution for 2D problem in HMM. There is
show true 2D HMM which processes 2D data.
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Fig. 1. Pseudo 2D HMM [2]

Fig. 2. One-dimensional HMM

2 Classic 1D HMM

HMM is a double stochastic process with underlying stochastic process that is
not observable (hidden), but can be observed through another set of stochastic
processes that produce a sequence of observation [18]. Let O = {O1, . . . , OT } be
the sequence of observation of feature vectors, where T is the total number of
feature vectors in the sequence. The statistical parameters of the model may be
defined as follows [10]:

– The number of states of the model, N
– The number of symbols M
– The transition probabilities of the underlying Markov chain, A = {aij}, 1 ≤
i, j ≤ N , where aij is the probability of transition from state i to state j

– The observation probabilities, B = {bjm}1 ≤ j ≤ N, 1 ≤ m ≤ M which
represents the probability of gnerate the mth symbol in the jth state.

– The initial probability vector, Π = {πi}1 ≤ i ≤ N .

Hence, the HMM requires three probability measures to be defined, A, B, Π
and the notation λ = (A,B,Π) is often used to indicate the set of parameters
of the model. In the proposed method, one model is made for each part of the
face. The parameters of the model are generated at random at the beginning.
Then they are estimated with Baum-Welch algorithm, which is based on the
forward-backward algorithm. The forward algorithm calculates the coefficient
αt(i) (probability of observing the partial sequence (o1, , ot) such that state qt
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is i). The backward algorithm calculates the coefficient βt(i) (probability of
observing the partial sequence (ot+1, , oT ) such that state qt is i). The Baum-
Welch algorithm, which computes the λ, can be described as follows [10]:

1. Let initial model be λ0
2. Compute new λ based on λ0 and observation O
3. If log(P (O|λ)) − log(P (O)|λ0) < DELTA stop
4. Else set λ→ λ0 and go to step 2.

The parameters of new model λ, based on λ0 and observation O, are esti-
mated from equation of Baum-Welch algorithm [18], and then are recorded to
the database.

2.1 Three Basic Problems

There are three fundamental problems of interest that must be solved for HMM
to be useful in some applications. These problems are the following:

1. Given observation O = (o1, o2, , oT ) and model λ = (A,B,Π), efficiently
compute P (O|λ)

2. Given observation O = (o1, o2, , oT ) and model λ find the optimal state
sequence q = (q1, q2, , qT )

3. Given observationO = (o1, o2, , oT ), estimate model parameters λ=(A,B,Π)
that maximize P (O|λ)

To create a system of pattern recognition is necessary to solve the problem 1
and 3.

2.2 Solution to Problem 1

Solution for problem 1 is well know forwardbackward algorithm [10].
Forward algorithm

– Define forward variable αt(i) as:

αt(i) = P (o1, o2, , ot, qt = i|λ) (1)

– αt(i) is the probability of observing the partial sequence (o1, o2, , ot) such
that the state qt is i

Backward algorithm [10]

– Define backward variable βt(i) as:

βt(i) = P (ot+1, ot+2, , oT , qt = i|λ) (2)

– βt(i) is the probability of observing the partial sequence (o1, o2, , ot) such
that the state qt is i
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2.3 Solution to Problem 3

Baum-Welch Algorithm [10]:

– Define ξ(i, j) as the probability of being in state i at time t and in state j
at time t+ 1

ξ(i, j) =
αt(i)aijbj(ot+1)βt+1(j)

P (O|λ) =
αt(i)aijbj(ot+1)βt+1(j)

∑N
i=1

∑N
j=1 αt(i)aijbj(ot+1)βt+1(j)

(3)
– Define γ(i) as the probability of being in state i at time t, given observation

sequence.

γt(i) =

N∑

j=1

ξt(i, j) (4)

–
∑T

t=1 γt(i) is the expected number of times state i is visited
–
∑T−1

t=1 ξt(i) is the expected number of transition from state i to j

Update rules:

– Ů π̄i = expected frequency in state i at time (t = 1) = γ1(i)
– Ů āij = (expected number of transition from state i to state j )/(expected

number of transitions from state i):

âij =

∑
t ξt(i, j)∑
t γt(i)

(5)

– b̄j(k) = (expected number of times in state j and oserving symbol k)/
(expected number of times in state j):

b̄j(k) =

∑
t,ot=k γt(j)∑

t γt(j)
(6)

3 2D HMM

In paper [24], Yujian proposed definitions and proofs of 2D HMM. He has pre-
sented several analytic formulae for solving the three basic problems of 2-D
HMM. Solution to Problem 2 is usefull, and Viterbi algorithm can be easily
adopted to image recognition with two dimensional input data. Unfortunetly, so-
lution to problem 1 and 3 may be use only with one dimensional data -observation
vector. Besides presented solutions are for Markov model type "left-right", and
not ergodic. So, we present solution to problems 1 and 3 for two dimensional
data, which is sufficient to build a image recognition system. The statistical
parameters of the 2D model (Fig. 3):

– The number of states of the model N2.
– The number of data streams k1 × k2 = K.
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Fig. 3. Two-dimensional ergodic HMM

– The number of symbols M .
– The transition probabilities of the underlying Markov chain, A = {aijl}, 1 ≤
i, j ≤ N , 1 ≤ l ≤ N2, where a ij is the probability of transition from state
ij to state l.

– The observation probabilities, B = {bijm}, 1 ≤ i, j ≤ N, 1 ≤ m ≤ M which
represents the probability of gnerate the mth symbol in the ijth state.

– The initial probability, Π = {πijk}, 1 ≤ i, j ≤ N, 1 ≤ k ≤ K.
– Oservation sequance O = {ot}, 1 ≤ t ≤ T, ot is square matrix simply obser-

vation with size k1 × k2 = K.

3.1 Solution to 2D Problem 1

Forward Algorithm

– Define forward variable αt(i, j, k) as:

αt(i, j, k) = P (o1, o2, , 0t, qt = ij|λ) (7)

– αt(i, j, k) is the probability of observing the partial sequence (o1, o2, , ot) such
that the state qt is i, j for each kth strem of data

– Induction
1. Initialization:

α1(i, j, k) = πijkbij(o1) (8)
2. Induction:

αt+1(i, j, k) =

[
N∑

l=1

αt(i, j, k)aijl

]

bij(ot+1) (9)

3. Termination:

P (O|λ) =
T∑

t=1

K∑

k=1

αT (i, j, k) (10)
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3.2 Solution to 2D Problem 3

Parameters reestimation Algorithm:

– Define ξ(i, j, l) as the probability of being in state ij at time t and in state
l at time t+ 1 for each kth strem of data

ξt(i, j, l) =
αt(i, j, k)aijlbij(ot+1)βt+1(i, j, k)

P (O|λ) =

=
αt(i, j, k)aijlbij(ot+1)βt+1(i, j, k)

∑K
k=1

∑N2

l=1 αt(i, j, k)aijlbij(ot+1)βt+1(i, j, k)

(11)

– Define γ(i, j) as the probability of being in state i, j at time t, given obser-
vation sequence

γt(i, j) =

N2
∑

l=1

ξt(i, j, l). (12)

–
∑T

t=1 γt(i, j) is the expected number of times state ij is visited
–
∑T−1

t=1 ξt(i, j, t) is the expected number of transition from state ij to l

Update rules:

– π̄ijk = expected frequency in state i, j at time (t = 1) = γ1(i, j)
– āij = (expected number of transition from state i, j to state l)/(expected

number of transitions from state i, j):

āij =

∑
t ξt(i, j, l)∑
t γt(i, j)

(13)

– b̄ij(k) = (expected number of times in state j and oserving symbol
k)/(expected number of times in state j):

b̄ij(k)

∑
t,ot=k γt(i, j)∑

t γt(i, j)
(14)

4 Experiments

The road signs image database German Traffic Sign Benchmark was used in
experimenting [1]. As authors wrote [21], the set contains images of more than
1700 traffic sign instances. The size of the traffic signs varies between 1515 and
222193 pixels. The images contain 10% margin (at least 5 pixels) around the
traffic sign to allow for the usage of edge detectors. The original size and location
of the traffic sign within the image (region of interest, ROI) is preserved in the
provided annotations. The images are not necessarily square. Fig. 4 shows the
distribution of traffic sign sizes, taking into account the larger of both dimensions
of the traffic sign ROI.
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Fig. 4. Random representatives of the traffic sign in the GTSRB dataset [1]

Table 1. Comparison of recognition rate

Method Recognition rate [%]
ESOM [14] 84
HMM [7] 49
1D HMM[our] 81
2D HMM[our] 83

In order to verify the method has been selected fifty objects. Three images
for learning and three for testing has been chosen for each object. The 2D HMM
has been implemented with parameters N = 4, N2 = 16, K = 16, M = 25. The
parameters of HMM was selcted randomly and estimated by modify Baum-Welch
algorithm (sec. 4.2). Wavelet transform has been chosen as features extraction
technique. Table 1 presents The results of experiments.

5 Conclusion

In this paper, the new conception about road sign recognition with two-
dimensional hidden Markov models was presented. We show solutions of principle
problems for ergodic 2D HMM, which may be applied for 2D data. Recognition
rate of the method is 83%, which is better than 1D HMM. Furthermore, the
advantage of this approach is that there is no need to convert the input two-
dimensional image on a one-dimensional data and we do not lose the informa-
tion. The obtained results are satisfactory in comparison to other method and
proposed method can be the alternative solution to the others.
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Abstract. This paper presents methods of extracting spatial relation-
ships between objects on visual scene using directional morphological op-
erations called conic dilation. With additional features describing each
object it creates scene description matrix, the structure containing all
knowledge of image. Afterward matrix can easily be transformed into
Prolog predicates which leads to the inference about scene and possibil-
ity of making semi-natural queries about image content.

1 Introduction

In this paper, the image processing methods will be used to extract the in-
formation on the position of object within the visual scene. In particular the
information on the relative, mutual position of pairs of object will be computed
in order to be able to process the information on the composition of objects
within scene. The extraction of scene description is divided into two stages. The
first step aims at finding the relative position of each object in relation to other
objects, using the directional morphological dilation of object with particular,
directional structuring element called here, the conic dilation. The goal of the
second step is to measure the distance between objects. In addition simple indi-
vidual features of objects are computed in order to get the description of object
allowing differentiating one from another. The complete description of visual
scene consists thus of relative positions, distances and individual features. All
these data will be stored in the scene description matrix that will be further used
to extract the verbal description of the scene. The information on the mutual
relation of object obtained by the image processing techniques along with the
example data referring to the shape and color of object will be stored in a scene
description matrix. Based on the above martix, the verbal description of visual
scene is generated. In order to use the PROLOG reasoning techniques, the verbal
scene description may be complemented with some extra informations.

The paper consists of 5 sections. Section 2 presents the previous works on nat-
ural language like visual scene description. In section 3, the proposed method
for extracting the scene description is given. In section 4, the extraction of PRO-
LOG predicated and reasoning about the scene is described. Section 5 concludes
the paper.

c© Springer International Publishing Switzerland 2015 13
R.S. Choraś (ed.), Image Processing & Communications Challenges 6,
Advances in Intelligent Systems and Computing 313, DOI: 10.1007/978-3-319-10662-5_2



14 A. Cacko and M. Iwanowski

2 Previous Works

Knowledge discovery and image understanding are important research field with
a great variety of applications. Developing of methods capable for automatically
converting images into natural language text sentences using image processing-
analysis methods is vital [2].

Paper [14] presents a multi-faceted conceptual framework integrating seman-
tics, texture, and spatial features for automatic image retrieval. It features a
high-level representation formalism handling symbolic image descriptions and a
unified full-text query framework. In [11,10,8,7] autors are using Prolog language
to analize the vision scene. The advantages of using Prolog are its flexibility and
simplicity in representation of rules. PrologâĂŹs expressional power arises be-
cause it is a Declarative Language and is therefore able to manipulate abstract
symbols (words) without explaining what they mean. The ability to apply the
reasoning is well suited for the analysis of the scene content. Author notes that
combining Image Processing (IP) and Artificial Intelligence (AI) gives many
benefits in image knowledge discovery.

3 Extracting the Scene Description

Let O = O1 ∪ O2 ∪ . . . On be the binary image consisting of n connected com-
ponent (representing image objects), being the result of image segmentation.
Oi is thus i − th image object (set of pixels of value ’1’). An example of scene
consisting of 5 object is shown in Fig. 1a. Starting from this image, the scene
description will be extracted in two-stage process that is described below.

3.1 Finding the Relative Position

The relative position of a single object can be estimated only in relation to other
objects visible within the vision scene. Assuming that the orientation of the
whole scene is fixed, the mutual position will be described using the descriptors
based on the division of the complete surrounding of the object into 4 principal
sections: top, bottom, left and right. The detection of mutual position is based
on morphological dilations [13,5,4] performed with conical structuring elements
(conic dilations). The classic definition of dilation is the following:

I ⊕B =
⋃

b∈B

I[−b], (1)

where I[b] stands for the image (set of pixels) I shifted1 by vector b. In case of
multiple dilations the following relationships holds:

(I ⊕B)(n) = (. . . ((I ⊕B)⊕B) . . .)⊕B
︸ ︷︷ ︸

n times

= I ⊕B(n) where B(n) = B⊕B . . .⊕B
︸ ︷︷ ︸
(n−1) times

(2)
1 We assume that the origin of the image coordinate system is located in the upper-left

image corner.
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Let, moreover define the ultimate dilation as:

(I ⊕B)(∞) = (I ⊕B)(m) where m = min
i

{
(I ⊕B)(i) = (I ⊕B)(i+1)

}
(3)

Structuring elements applied to dilation in the current study are conical ones.
We define the simplest among them in the following manner:

CB = {(0, 0), (0,−1), (−1,−1), (1,−1)} , CT = {(0, 0), (0, 1), (−1, 1), (1, 1)} ,
CL = {(0, 0), (−1, 0), (−1,−1), (−1, 1)} , CR = {(0, 0), (1, 0), (1,−1), (1, 1)} .

(4)
Consecutive dilations with the above structuring elements extends the object

in one of the principal directions (Bottom, Top, Left and Right, respectively)
creating a 90-degree cone beginning from the object.

Let CD be now the structuring element introduced above oriented in one of
four principal directions D ∈ {B, T, L,R}. Let moreover O be an image under
consideration. In order to find the relative position of i-th object Oi comparing
with j-th object Oj we need to compute the following intersection:

ID(i, j) = Oi ∩
(
Oj ⊕ CD

)(∞)
i �= j (5)

An example of an ultimate dilation is shown in Fig. 1b – ultimately dilated
object O4 (apple) with CB structuring element intersects objects O2,O3 and O5.
By computing ID(i, j) for all directions D ∈ {B, T, L,R} we can test whether
i-th object is located below (B), above (T ), on the right (R) or on the left (L)
comparing to j-th one. Namely, if ID(i, j) �= ∅, we can assume that relative
position as indicated by D is true. The big advantage is that the result is always
correct, even for very complicated arrangement of objects in the scene. Moreover
we can compute the confidence of this relation as:

cDi,j =
|ID(i, j)|
|Oi| , (6)

where |.| stands for the number of pixels of the argument. In the example from
Fig. 1b, the confidence of the relation "is bellow O4" for O3 and O5 equals to 1
(cB3,4 = cB5,4 = 1), while cB5,4 < 1.

3.2 Distance Computation

In the previous works [10] the distance between objects was computed as a
distance between their centers of gravity. This approach is sufficient and give
reasonable results for simple shapes or long distance between objects. In the
opposite case it does not work properly. An example of such situation is shown
in Fig. 2a. The distance between gravity centers of two objects is several times
longer than the real distance between objects. In the current study, to get more
realistic distance estimation, it is based on the distance from one object to the
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(a) (b)

Fig. 1. (a) Examined scene. Objects: 1 - hat, 2 - face, 3 - rooster, 4 - apple, 5 - mouse,
(b) Lower neighbors of apple with various conficence level

closest pixel of another object. In order to evaluate such distances, the distance
functions are computed as:

d(Oi)[p] =

{
minq∈Oi{dist(p, q)} if p /∈ Oi,

0 if p ∈ Oi,
(7)

where dist(p, q) stands for the distance between pixels p and q. The above dis-
tance function can the thresholded at given level k to obtain the surrounding of
Oi of the radius k.

Based on the above distance function two measures2 describing the mutual
relation between objects Oi and Oj can be computed:

di,j = mink {(d(Oi) < k) ∩Oj �= ∅} ,
d′i,j = mink {(d(Oi) < k) ∩Oj = Oj} , (8)

where d(Oi) < k stands for the surrounding of Oi or the radius k. The measure
di,j represents the distance between object Oi and its closest pixel belonging
to Oj , while the measure d′i,j stand for the distance between object Oi and its
farthest pixels belonging to Oj – for an example see Fig. 2b.

3.3 Individual Features

In order to find the properties of individual object, in the current study the
following measures are computed for all objects Oi:

1. perimeter p – lenght of the boundary of the region,
2. euler number e – number of objects in the region minus the number of holes

in those objects,

2 This measures formally are not distances because they are, in general case, not
symmetric.
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(a) (b)

Fig. 2. (a) Gravity and boundig box distance, (b) Distance function d and d’

3. area a – the actual number of pixels in the region,
4. hue h – color of object.

The above features are just exemplary ones. In fact all features used in pattern
recognition may be used, depending on the complexity and properties of object
being considered.

3.4 Scene Description Matrix

All above descriptors are stored is a data structure which will be called scene
description matricx. For n objects, the description matrix R is n × n matrix,
where R(i, j) for i �= j describes relations between i-th and j-th object obtained
from conic dilations and distance functions:

[
cBi,j ; c

T
i,j ; c

L
i,j ; c

R
i,j ; di,j ; d

′
i,j

]
(9)

Elements R(i, j) contain individual features of object as vector [ hue, euler
number, area, primeter] - [hi, ei, ai, pi].

An example matrix of the image shown in Fig. 1a is given in Table 1.

Table 1. Scene description matrix

1 2 3 4 5

1 [yellow,1,
5814,341]

[1;0;0.5;
0.3;12;165]

[0.07;0;
0;1;85;165]

[0;0;0;
1;246;350]

[0;0;0;
1;280;320]

2 [0;1;0.3;
0.2;12;77]

[green,1
10208, 416]

[0;0.05;0;
1;93;170]

[0;0.3;0;
1;292;396]

[0;0;0;
1;324;366]

3 [0;0.04;1;
0;85;204]

[0.02;0;1;
0;93;185]

[violet,1
3334,371]

[0;0;0;
0.7;146;260]

[0;1;0;
0.1;175;221]

4 [0;0;1;
0;246;366]

[0.17;0;
1;0;292;403]

[1;0;1;
0;146;224]

[red,0
5646,423]

[1;1;1;
1;6;30]

5 [0;0;1;
0;280;402]

[0;0;1;
0;324;434]

[0.9;0;0.7;
0;174;253]

[0.4;0.4;0.4;
0.4;6;44]

[grey,0
868,193]
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4 Reasoning-Based Processing

4.1 Obtaining the Predicate-Based Description

Based on the relationship matrix obtained in the previous step the predicates
describing the properties of scene objects are extracted. All information in matrix
can be translated to Prolog predicates using the below algorithm:

Algorithm 1. Predicates extraction algorithm

According to this algorithm, the relative position in particular direction is
defined only if the confidence is greater than given threshold. Thanks to this
assumption only the objects with most of their area included in the result of the
conic dilation of another object are considered.

Data extracted in this way contain the basic knowledge of the scene – contain
the previously described spatial relationships (’pos’,’distD’ and ’distDp’ predi-
cates) between all objects and the individual features (’feat’ predicates) of each
object.

4.2 Reasoning about Image Content

The predicates describing the given visual scene are the base text descriptors of
the scene. Starting from them, more complex descriptors are formulated in or-
der to describe more sophisticated inter-object relations. Using Prolog inference
system - many other relationships can be discovered from the basic relationship
descriptors extracted directly from description matrix. Using previously discov-
ered simple spatial relationships can easily find objects that are e.g. between
other objects, are in their center or lie diagonally. There is a lot more complex
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dependencies, which can be obtained by composition of fundamental ones. Lan-
guage Prolog helps in discovering them through the ability to create rules of
inference e.g. such as:

– middle(X,Z,Y):-pos(X,Z,down,_),pos(Y,Z,up,_).
– contains(X,Y):-pos(X,Y,down,1),pos(X,Y,up,1),pos(X,Y,left,1),pos(X,Y,right,1).
– isClose(X,Y):-distD(X,Y,Z<50).
– diagonally(X,Y):-pos(X,Y,down,_),pos(X,Y,left,_)
– . . .

In this way many complex relationships can be found which may than be used
to enhance description of visual scene.

With such structured data we have ability to make a query about this visual
scene like:

Is there any green object close to another? feat(X,green,_,_),isClose(X,_).

How many object contains another object? findall(N,contains(X,_), Ns),
length(Ns, X).

Which objects are diagonaly to blue object? diagonally(X,Y),feat(X,blue,_,_).
Which big objects are in the middle(1,Y,5),feat(Y,_,K>100,_).middle of 1 and 5 object?

Which object is the biggest on the scene? pos(Max,Y,_,_),\+((pos(X,_,_,_),
X < Max)).

How far from the 1 obj. are other obj.? distD(1,X,Dist).

Using Prolog we could create any question about facts which were extracted
from image. Thanks to it there is possibility to produce answears to semi-natural
language questions about scene.

5 Conclusions

Methods for spatial describe of visual scene have been proposed. Scene descrip-
tion matrix containing basic dependaces between objects is builded using mor-
phological operations. Conic dilation produce always correct directional relations
between pairs of objects even in very complicated scene. This informations sup-
plemented by object features creates scene description matrix.

After matrix creation data can be trensformed into Prolog predicates. It gives
possibility to generate complex verbal scene description based on reasoning. This
also allows creating a semi-natural language questions about content of visual
scene.
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Abstract. Biometric measures have been used to identify people based
on feature vectors derived from their physiological/behavioral character-
istics. This paper proposes a method of human biometric identification
based on human body organs vasculature. The blood vessels of several
part of body have a unique pattern. Feature vectors based on linear pat-
terns such as blood vessel are suitable to identification of an individual.
This paper focused on detecting and analyzing vasculature of finger. The
proposed algorithm using steerable filters and global and local features.

1 Introduction

All biometric systems work in a similar fashion:

– The user submits a sample that is an identifiable, unprocessed image or
recording of the physiological or behavioral biometric via an acquisition de-
vice,

– This image and/or biometric is processed to extract information about dis-
tinctive features.

Biometric systems have four main components [5]: data acquisition (sensor’s),
feature extraction, biometric database, matching-score and decision-making mod-
ules (Fig. 1). The input subsystem consists of a special sensor needed to acquire the
biometric signal. Invariant features are extracted from the signal for representa-
tion purposes in the feature extraction subsystem. During the enrollment process,
a representation (called template) of the biometrics in terms of these features is
stored in the system. The matching subsystem accepts query and reference tem-
plates and returns the degree of match or mismatch as a score, i.e., a similarity
measure. A final decision step compares the score to a decision threshold to deem
the comparison a match or non-match.

In generally, a biometric system is a pattern recognition system that recognizes
a person on the basis of a feature vector derived from a specific physiological
or behavioral characteristic that the person possesses. Physiological Biometrics
- also known as static biometrics - based on data derived from the measurement
of a part of a person’s anatomy. For example, fingerprints and iris patterns,
as well as facial features, hand geometry and retinal blood vessels. Behavioral

c© Springer International Publishing Switzerland 2015 21
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Fig. 1. Biometric system

biometrics based on data derived from measurement of an action performed by
a person and, distinctively, incorporating time as a metric, that is, the measured
action. The behavioral characteristics measure the movement of a user, when
users walk, speak, type on a keyboard or sign their name.

The problem of vein extraction arises mainly in biometric and biomedical
applications. The advantages od vein (vascular) biometry lie in the following
aspects:

1. the vein image acquisition maybe is non contact,
2. vein recognition belongs to the kind of live body identification,
3. vein pattern is an internal feature and difficult to forge.

Biometric vein system is based on the fact that the vein pattern is distinctive
for various individuals. The human veins are located inside the human body.
Therefore, the recognition system will capture images of the vein patterns inside
of humans parts of body (e.g. fingers) by applying light transmission to this
human organs (Fig. 2).

The vessels are piecewise linear and can be represented by many connected line
segments with direction and grey level continuous. Results from scanning these
body parts are specific blood vessel linear patterns with significant points across
images. Feature vector extracted around significant points is uses to distinguish
blood vessel.

Typically vessel recognition starting with detection of junctions points. The
locally vessel structure around these points contain information which is used to
construct the feature vector.

The paper consists of four sections. Section 2 explains the complete proposed
system. Section 3 contains experimental results. Section 4 provides conclusion.

2 Processing - Extraction of Vein Structure

There are few main parts for the vein recognition process:

– Vein image acquisition,
– Vein image processing,
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(a) (b)

Fig. 2. Transmission method: (a) Light reflection, (b) top light transmission

– Feature extraction.
– Matching.

The diagram of the processing stages implemented is shown in Fig. 3 and each
stage is discussed.

Fig. 3. Processing diagram

Vein images obtained cannot be used for identification directly. Firstly, we
perform grey scale normalization, as follows:

fout(x, y) = 255×
(
fin(x, y)−min
max−min

)γ

(1)

fout(x, y) is the color level for the output pixel (x, y) after the contrast stretch-
ing process. fin(x, y) is the color level input for data the pixel (x, y). max - is
the maximum value for color level in the input image. min - is the minimum
value for color level in the input image, γ - constant that defines the shape of
the stretching curve.
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(a) (b)

Fig. 4. Finger vein images: (a) oryginal image, (b) image after gray scale normalization

To obtain the vein binary image several alternatives method can be use from
morphological to multi-resolution analysis methods. We use the typical adaptive
threshold algorithm.

(a) (b)

Fig. 5. Finger vein images: (a) oryginal image after threshold operation, (b) image
after thinning operation

3 Steerable Filters

The steerable filters are used for detection of characteristic vein lines.
Steerable filters are a class oriented filters in which any filter is represented by
a linear combination of set of basis filters.

Let a 2D Gaussian function g(x, y) is defined as

g(x, y) =
1√
2πσ

e−
(x2+y2)

2σ2 (2)

The first derivative with respect to x is defined as the following equation:

g
′
x(x, y) =

∂

∂x

1√
2πσ

e−
(x2+y2)

2σ2 = − 1√
2πσ3

x e−
(x2+y2)

2σ2 (3)
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Above equation rotated by angle θ = 90 , it is the same as the derivation of with
respect to y

g
′
y(x, y) = g

′
x(θ=90)(x, y) =

∂

∂y

1√
2πσ

e−
(x2+y2)

2σ2 = − 1√
2πσ3

y e−
(x2+y2)

2σ2 (4)

The first derivative of g(x, y) rotated by any angle θ = 90 can be obtained by

g
′
θ(x, y) =

∂

∂θ
g(r, θ) = − 1√

2πσ3
(x cos θ + y sin θ)e−

(x2+y2)
2σ2 =

= cos θg
′
x(x, y) + sin θg

′
x(θ=90)(x, y) (5)

Since g
′
x(x, y) and g

′
y(x, y) span the set of g

′
θ(x, y) filters we call them basis

filters for g
′
θ(x, y). cos θ and sin θ terms are the corresponding functions for those

basis filters [1].

(a) (b) (c)

Fig. 6. A first order Gaussian derivatives: (a) ∂g
∂x

, (b) ∂g
∂y

, (c) cos(30◦) ∂g
∂x

+ sin(30◦) ∂g
∂y

Based on second derivatives od 2D Gaussian function we have the following
steerable filters

g
′′
θ (x, y) = cos2 θg

′′
xx(x, y) + sin2 θg

′′
yy(x, y)− 2g

′′
xy(x, y) cos θ sin θ (6)

For a given σ, convolution of an image with three filter kernels appears to
be sufficient to determining vein orientation. Equation (7) in the orientation
θ = nπ

3 ;n = 0, 1, 3 can be expressed as

g
′′
θ (x, y) =

1

3
(1 + 2 cos(2θ))g

′′
0◦(x, y) +

1

3
(1 + 2 cos(2θ) +

√
3 sin(2θ))g

′′
60◦(x, y)

+
1

3
(1 + 2 cos(2θ)−√3 sin(2θ))g′′

120◦(x, y) (7)

The dominant orientation at each pixels is given by

θ(x, y) = arctan

[ √
3(g

′′
60◦(x, y)− g

′′
120◦(x, y))

2g
′′
0◦(x, y)− g′′

60◦(x, y)− g′′
120◦(x, y)

]

(8)



26 R.S. Choraś

(a) (b) (c)

Fig. 7. Three directional second order Gaussian derivatives: (a) θ = 0◦, (b) θ = 60◦,
(c) θ = 120◦

The information captured by the filter depends on the width of the Gaussian
function. For larger σ (wider Gaussian function), filter responds to lower fre-
quency. Based on eq. (7) the orientation with max output can be determined.
The responds g

′′
θ (x, y) at the selected scale is stored for each pixel and large

values are allow to further processing.

Fig. 8. Filter output ( second order Gaussian derivatives) for finger vein image

4 Radon Transform

The Radon transform of a 2-D function g
′′
θ (x, y), denoted as R(r, θ), is defined

as its line integral along a line inclined at an angle θ from the y-axis and at a
distance r from the origin (as shown in Fig. 9). In other words, R(r, θ) is the
1-D projection of g

′′
θ (x, y) at an angle θ.

From Radon transform, only the coefficients greater than the appropriate
threshold:

th = μ+
(max− μ)

α
(9)

where α is the adaptive factor, μ is the mean of Radon coefficients and max is
the maximum of the Radon coefficients along each projection.

Points in (RT) threshold image determine central point of ROI in spatial
space. The size of each ROI block in our application is k × l (k = l = 20).
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Fig. 9. The Radon transform R(r, θ) is the 1-D projection of g
′′
θ (x, y) at an angle θ

Fig. 10. Radon transform (RT) of images g
′′
θ (x, y), threshold version of (RT) and

reconstructed image

Fig. 11. ROI images determine by threshold version of (RT)

For each block (Fig. 11) are computed some texture parameters

energy(x, y) =
1

20× 20

20∑

k=1

20∑

l=1

(g
′′(ROIi)
θ (x, y))2 (10)

entropy(x, y) =
1

20× 20

20∑

k=1

20∑

l=1

g
′′(ROIi)
θ (x, y)(− ln g

′′(ROIi)
θ (x, y)) (11)
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Fig. 12. ROI Energy and Entropy images: (a) ROI1; (b) ROI2

The feature vector is constructed using energy(x, y) and entropy(x, y) as fea-
ture components.

5 Conclusion

A new method for recognition vein images has been presented. This method
based on steerable, Radon and statistical finger vein features. This paper analysis
the details of the proposed method. These features can be used to personal
identification. Experimental results have demonstrated that this approach is
promising to improve person identification.
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Abstract. The fashion domain has been one of the most growing areas
of e-commerce, hence the issue of facilitating cloth searching in fashion-
related websites becomes an important topic of research. The paper deals
with searching for similar outfits in the clothing images database, us-
ing information extracted from unconstrained images containing human
silhouettes. Medoids-based clustering is introduced in order to detect
groups of similar outfits and speed up the retrieval procedure. Exemplary
results of experiments performed on real clothing datasets are presented.

1 Introduction

1.1 Motivation

Recently the fashion domain has been one of the most dynamically growing
areas of e-commerce and social networking. Given the popularity of the topic,
especially among women, number of potential customers is vast. At the same
time, buying clothes on-line poses a bigger problem, than in other areas of e-
commerce. First, lack of physical contact with the merchandise is for many people
a discouraging factor. Second, due to the great variety of clothing styles and
certain difficulties in clearly and unambiguously describing them, it is quite
difficult to search for desirable clothes. Furthermore, in real-life shopping for
clothes it is quite common to ask for advice of a shopping assistant.

Due to the above factors, the analysis and representation of clothes became
an important topic of research within several subareas of computer science, in-
cluding computer vision, knowledge representation, information retrieval and
recommender systems. The approach presented in this paper is intended to be
applied within a fashion recommender system. The ultimate goal of such a sys-
tem would be to learn the individual style of the user and then to recommend
some matching new clothes. An important part of such a system is comparing
clothes in terms of their visual characteristics and retrieving outfits similar to a
given pattern from the database.

c© Springer International Publishing Switzerland 2015 29
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The proposed approach consists in analysing the images of human silhou-
ettes, extracting segments corresponding to particular body parts (and as such,
to particular garments) and calculating a certain colour-based visual descriptors
for them. Then, the clustering of outfits is performed, in order to facilitate sim-
ilar outfits retrieval and — potentially — to discover recurring fashion styles.
The similarity measure utilized for clustering takes into consideration the whole
outfit, not just a single garment at the time.

The rest of the paper is organized as follows. Section 1.2 presents the relevant
previous research. Section 2 presents the details of the proposed approach, de-
scribing subsequently: feature extraction stage, the proposed similarity measure,
clustering and retrieval procedures. Section 3 contains results of experiments
performed on real clothing datasets.

1.2 Previous Work

Analysing various fashion-related data just recently became an active area of
research, especially within the field of computer vision, focusing on analysing
images containing clothes and outfits.

Zhang et al. [14] proposed a human-computer interaction system called a
responsive mirror, intended to be used as an interactive tool supporting shopping
in a real retail store. Cloth type and some attributes are automatically extracted
from the image and similar clothes are looked for in a database. Di et al. [4]
proposed a method to recognize clothes attributes from images, limiting the
area of interest to one category of clothes (coats and jackets). A similarly limited
approach can be found in [2], where only upper body clothes are analysed. None
of the above deals with the whole outfits, only with single items of clothing.

The topic of similarity between items of clothing from computer vision per-
spective has been dealt with in [3]. In [9] authors deal with cloth similarity in
terms of the semantic description, without considering any visual descriptors.
Both above mentioned papers deal only with single elements of clothing, no
means of analysing complete outfits is proposed.

To our best knowledge, no research was reported aimed at clustering clothing
imagery data containing complete outfits.

2 Method Description

2.1 Feature Extraction

The algorithm used to extract outfit’s visual characteristics from the image con-
taining human silhouette has been described in details in [7]. It is based on
detecting faces using Viola-Jones approach [12] and on methods for detecting
human pose proposed in [15,11,10,5,6]. As a result the segments of the image
are indicated containing particular body parts (Fig. 1).

After obtaining the segments corresponding to particular body parts and,
hence, to particular garments, the visual descriptors are calculated for each seg-
ment. A simplified dominant colour descriptor was used, based on the one defined
within MPEG-7 standard [13].
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Fig. 1. Example of human pose detection and body parts segmentation

For each of 10 predefined body segments (face, torso, upper arms, lower arms,
thighs and lower legs) the descriptor is calculated according to the following
procedure [7]:

– after conversion to HSV and colour quantization, a 72-bin histogram is cre-
ated;

– 8 bins with the highest values are preserved, the others are zeroed;
– the histogram is normalized.

The above procedure leads to obtaining a 720 element feature vector, which
is further used for similarity estimation and clustering.

2.2 Similarity Measure

In order to compare visual characteristics of outfits the following similarity mea-
sure was proposed in [7]. Given that not all elements of the outfit are equally
significant when assessing similarity, the weights have been assigned to particular
segments:

w = (0.40.10.10.10.10.050.050.050.050), (1)

where the subsequent weights correspond to torso, upper arms, thighs, lower
arms, lower legs and face. Given the feature vector described in the previous
section and the above weights vector, the similarity measure between two human
silhouettes HA and HB is calculated as:

D(A,B) =
10∑

k=1

72∑

i=1

wk ·min(HA(i, k), HB(i, k)). (2)

where Hx(i, k) denotes the k-th bin of the histogram corresponding to the i-th
body segment. The value of D lies within < 0, 1 > interval, the value 1 being
equivalent to high similarity.

2.3 Clustering

The key element of the approach proposed here is performing cluster analysis
based on the above defined features. The underlying assumption is that in any
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large enough clothing database there should naturally occur certain groups of
outfits, that are similar to each other in terms of colours composition. This
could be used for two major purposes: speeding up similar outfits retrieval and
analysing individual styles within the fashion recommender system.

Given the similarity measure D(A,B), the following distance measure can be
naturally introduced:

d(A,B) = 1−D(A,B). (3)

Given the form of the introduced feature vector and weighted similarity mea-
sure, no centroid-based methods (e.g. k-means algorithm) can be used for clus-
tering. Hence, the k-medoids algorithm [8] was used, as it is able to partition
data based solely on the distance measure. During our experiments the imple-
mentation developed by Brookings et al. [1] was used.

As a result of clustering, each outfit from the database is assigned to one
of k clusters, represented by single outfits from the database (medoids). The
number of clusters was determined experimentally, by analysing two factors: the
silhouettes of obtained clusters and the retrieval accuracy obtained for different
k values.

2.4 Similar Outfits Retrieval

The initial concept of similar outfits retrieval, as presented in [7], assumed cal-
culating similarity of the given reference outfit to all the outfits in the database.
Such an approach guarantees finding the best match (in terms of selected simi-
larity measure), but it is far from being optimal in terms of computation require-
ments. Hence we propose to use the cluster information as means of speeding up
the retrieval.

The procedure of retrieving n most similar outfits was implemented as follows:

– given the reference outfit A, calculate the feature vector HA;
– for each medoid Mi, i = 1...k, calculate the distance measure d(A,Mi);
– find the medoid Mc which is closest to A;
– for each outfit Oj in cluster c (represented by medoid Mc) calculate the

distance d(A,Oj);
– return n closest outfits from the cluster c.

As a result, the average number of comparisons between outfits required dur-
ing retrieval is expected to drop by a factor of k.

3 Experimental Results

For the experiments a dataset of 500 women outfits was used. The images were
gathered from various websites and social networks. Out of these, for 417 im-
ages it was possible to extract human body segments, and this set was used in
clustering experiment.
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Fig. 2. Example of obtained clusters of outfits
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Fig. 3. Analysis of cluster silhouettes: all silhouettes for k = 10 (left) and average
silhouette value depending on k (right)

The initial analysis showed, that certain groups of similar outfits can be found.
An example of similar outfits forming a cluster is shown in Fig. 2). However, the
clusters are not very distinct. As can be seen from exemplary silhouette plot
(Fig. 3), not all the outfits fit unambiguously to one definite cluster.

In order to find the optimal number of clusters for a test dataset, the clustering
was performed repeatedly with varying values of k. Then, the silhouette was
calculated for each data point. The average value of the silhouettes was taken as
a measure of clustering validity. The plot of average silhouette values for different
values of k is presented in Fig. 3.

As can be seen in Fig. 3, the minimum average silhouette value occurs for
k = 25. However, a high variability can be observed.

At this moment it is crucial to consider the motivation for clustering these
data. The ultimate goal is retrieving similar outfits — let us consider two retrieval
scenarios: A) looking for similar items in the whole database, B) searching only
within the closest cluster. Should the perfectly distinct clusters appear in data,
then the retrieval results would be exactly the same in those two scenarios.
However, if clustering is not as clear and distinct, then for some items the result
of retrieval would be different. It can be expected, that the larger value of k, the
larger the difference between both scenarios’ results (since less items fall into
any given cluster).
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Fig. 4. Comparison between cluster-based and full database retrieval results depending
on number of clusters

Fig. 5. Examples of cluster-based similar outfit retrieval: reference outfit (first column)
and retrieval results

Given the above, the following experiment was conducted. For each item
in test dataset the 5 most similar outfits were retrieved — first according to
scenario A (whole database), then to scenario B (within the closest cluster).
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The 5 items sets retrieved in both cases where compared and the coefficient was
calculated indicating, how close those two results match:

δ(i) =
#(RA ∩RB)

n
, (4)

where RA and RB denote resulting sets from scenarios A and B respectively, #
denotes set cardinality and n denotes the number of similar outfits sought (here:
5). Next, the histogram of δ(i) values was created, and the number matches was
analysed. In Fig. 4 a plot is presented illustrating, how many perfect matches
occurred for different values of k (lower line) and how many results with at least
3 matching items (upper line).

As can be seen from Fig. 1, a significant decrease in retrieval accuracy occurs
for number of clusters greater than 10. For k = 10 more than 60

Finally, the value k = 10 was selected as a number of clusters for the examined
dataset. Exemplary results of retrieving similar outfits are presented in Fig. 5.

4 Conclusions

The method presented in the paper allows for retrieval of similar outfits from
the database of clothing images. The visual characteristics of the whole outfit
is taken into consideration, not only of a single garment. The retrieval can be
accelerated by introducing initial clusterization of outfits in the database. Pre-
sented experimental results prove the effectiveness of searching for similar cloths
using cluster-based approach.

Further research is ongoing in order to incorporate more factors into similarity
estimation, including texture information and semantic description. Also, the
effectiveness of cluster-based retrieval can be further enhanced by introducing
some form of fuzzy clustering.
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ików: FireStyle”) is the project co-founded by European Union (project num-
ber: UDA-POIG.01.04.00-30-196/12, value: 14.949.474,00 PLN, EU contribu-
tion: 7.879.581,50 PLN, realization period: 01.2013-10.2014). European
funds — for the development of innovative economy (Fundusze Europejskie —
dla rozwoju innowacyjnej gospodarki).

References

1. Brookings, T., Grashow, R., Marder, E.: Statistics of neuronal identification with
open and closed loop measures of intrinsic excitability. Frontiers in Neural Cir-
cuits 6(19) (2012)



36 P. Czapiewski et al.

2. Chen, H., Gallagher, A., Girod, B.: Describing clothing by semantic attributes. In:
Fitzgibbon, A., Lazebnik, S., Perona, P., Sato, Y., Schmid, C. (eds.) ECCV 2012,
Part III. LNCS, vol. 7574, pp. 609–623. Springer, Heidelberg (2012)

3. Chen, Q., Li, J., Liu, Z., Lu, G., Bi, X., Wang, B.: Measuring clothing image
similarity with bundled features. International Journal of Clothing Science and
Technology 25(2), 119–130 (2013)

4. Di, W., Wah, C., Bhardwaj, A., Piramuthu, R., Sundaresan, N.: Style finder:
Fine-grained clothing style detection and retrieval. In: 2013 IEEE Conference on
Computer Vision and Pattern Recognition Workshops (CVPRW), pp. 8–13. IEEE
(2013)

5. Eichner, M., Ferrari, V.: Better appearance models for pictorial structures (2009)
6. Eichner, M., Marin-Jimenez, M., Zisserman, A., Ferrari, V.: 2d articulated human

pose estimation and retrieval in (almost) unconstrained still images. International
Journal of Computer Vision 99(2), 190–214 (2012)

7. Forczmański, P., Frejlichowski, D., Czapiewski, P., Okarma, K., Hofman, R.: Com-
paring clothing styles by means of computer vision methods. In: Proceedings of
International Conference on Computer Vision and Graphics, ICCVG 2014 (2014)

8. Kaufman, L., Rousseeuw, P.: Clustering by means of medoids. North-Holland
(1987)

9. Liu, Z., Wang, J., Chen, Q., Lu, G.: Clothing similarity computation based on tlac.
International Journal of Clothing Science and Technology 24(4), 273–286 (2012)

10. Ramanan, D.: Part-based models for finding people and estimating their pose. In:
Visual Analysis of Humans, pp. 199–223. Springer (2011)

11. Ramanan, D., Forsyth, D.A., Zisserman, A.: Tracking people by learning their ap-
pearance. IEEE Transactions on Pattern Analysis and Machine Intelligence 29(1),
65–81 (2007)

12. Viola, P., Jones, M.: Rapid object detection using a boosted cascade of simple
features. In: Proceedings of the 2001 IEEE Computer Society Conference on Com-
puter Vision and Pattern Recognition, CVPR 2001, vol. 1, pp. I–511. IEEE (2001)

13. Yamada, A., Pickering, M., Jeannin, S., Jens, L.: Mpeg-7 visual part of exper-
imentation model version 9.0-part 3 dominant color, iso. Technical report, IEC
JTC1/SC29/WG11 (2001)

14. Zhang, W., Begole, B., Chu, M., Liu, J., Yee, N.: Real-time clothes comparison
based on multi-view vision. In: Second ACM/IEEE International Conference on
Distributed Smart Cameras, ICDSC 2008, pp. 1–10. IEEE (2008)

15. Zisserman, A.: Human pose estimation in images and videos (2010)



Improving Shape Retrieval and Classification
Rates through Low-Dimensional Features Fusion

Paweł Forczmański

West Pomeranian University of Technology, Szczecin,
Faculty of Computer Science and Information Technology,

Żołnierska Str. 52, 71–210 Szczecin, Poland
pforczmanski@wi.zut.edu.pl

Abstract. In the paper an approach to shape classification and shape
retrieval is described. Although, most of available shape descriptors give
a very good recognition accuracy or retrieval rate, they suffer from one se-
rious limitation, namely, they do not take into account the dimensionality
of feature space, hence the computational costs of similarity evaluation is
rather high. The problem occurs often in the hardware implementations,
where the complexity of processed data should be minimized. Hence we
propose a method of joining low-dimensional feature vectors derived from
shapes to increase the retrieval rate and classification accuracy.

1 Introduction

Visual information plays an important role in human perception. It may be rep-
resented by various forms, such as still images, video streams, simplified graphics,
3D models, animation etc. One of the basic visual information forms to be pro-
cessed is image, since the need of retrieving a desired image from some collection
is shared by ordinary users as well as many professional groups, e.g. journalists,
commercial designers, art historians. While it is very attractive to provide higher
level query using indexing methods such as keyword (tag) indexing and textual
annotation to make use of facilitation of query language, such as SQL, from
current database techniques, there are several drawbacks with these indexing
methods [1]: (i) they do not conform to a standard description language, (ii)
they are inconsistent, (iii) they are subjective, i.e. they might not capture the
image content and (iv) they are time consuming. In order to overcome these
drawbacks, most directions in research on image retrieval focuses on Content-
Based Image Retrieval (CBIR), which utilizes low-level image features such as
color, texture and shape. A few dozens of commercial and academic prototypes of
CBIR systems have been developed for last 15 years to allow searching through
image databases by image content. However, the problem of CBIR remains still
unsolved.

This article is organized as follows: First, we introduce shape as object de-
scriptor, then we present selected descriptors and discuss a method of joining
them into single feature vector. Further in the paper we present the results
of experiments performed on MPEG-7 benchmark database and in the end we
summarize our work.

c© Springer International Publishing Switzerland 2015 37
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1.1 Shape as a Descriptor

Shape (silhouette, contour) is one of the most important low level image fea-
tures since it is a very valuable attribute to human perception. Humans tend to
perceive complex scenes as being composed of elementary objects, which can be
identified by their shapes. Besides, as far as image query is concerned, shape or
silhouette is simple for user to describe, either by giving example or by sketch-
ing. Moreover, most of the real objects are usually easy to detect and distinguish
by means of their shapes. Shape used for recognition can be considered as a bi-
nary mask stored in a matrix, which can be represented by a specific number
of points, including its interior or as a boundary (outer contour). Compact rep-
resentation of shape is often known as shape descriptor. It is crucial for the
recognition or classification to uniquely characterize shape and stay invariant to
as many transformations as possible (i.e. translation, scaling, rotation, illumina-
tion changes, presence of noise and occlusion). These distortions are considered
as differences between object under recognition and the reference object be-
longing to the same class, stored in a database. In real recognition tasks one
has to take into consideration the following distortions divided into three main
categories. The first one includes spatial transformations of an object, mainly
translation, rotation in the image plane, change of scale and projection from
3D into 2D. The second category includes distortions introduced by imaging
system, e.g.: variable number of points, presence of noise, discontinuity and oc-
clusion. The third category of problems comes from contour representation and
contour evaluation. The elements of the second group are the most challenging
and difficult to solve. Shape descriptors can be classified in various ways. The
first taxonomy is based on mentioned earlier difference between object boundary
and the whole shape. The second very popular manner (as described e.g. in [2])
is based on whether the shape is represented as a whole (global approaches) or
by a set of primitives (structural methods). The third one discriminates spatial
and transform domains [3]. Since shape is one of the most important features in
problems related to CBIR, there are many shape representations and retrieval
methods known, however, most of those methods either do not represent shape
in a sufficiently precise manner or are relatively challenging in matching. Among
them, methods based on moments, polar coordinate system representation and
histogram of distances from the centroid achieve both good representation and
easy normalization [4].

Shape descriptors offer a very attractive tool for image browsing in the
computer-based environment and are easily implementable using any high-level
programming language. However, the main problem in porting such descriptors
to pure hardware-based systems (i.e. Field Programmable Gate Array - FPGA,
System on Chip - SoC, Network on Chip - NoC) is the dimensionality of feature
vectors. In such case the final feature vector have to be as compact as possible,
yet without losing its discriminative power, since above solutions offer a very
limited resources. Several aspects of this problem have been presented in [5,6,7].

While general shape recognition and classification problems have a significant
place in the scientific literature, often with reported accuracies of over 90%, the
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specific topic of shape classification and retrieval by means of low-dimensional
feature sets (easy to implement in hardware) is much less represented. It is
probably because many well-established shape descriptors proposed in the lit-
erature give satisfactory results, yet without considering the overall computing
costs. Moreover, the classification is boosted by different approaches that simply
increase the dimensionality of analyzed data.

1.2 Elementary Shape Descriptors

As it was mentioned earlier, there are two main classes of shape descriptors
which capture different features, namely, region-based shape representation and
contour-based ones. In region based techniques, all pixels within a shape are
taken into consideration to obtain final shape representation. Most of region-
based methods employ different variants of moments calculation. In this arti-
cle we focus on Complex Zernike Moments, as it is a well-established tool for
shape retrieval. Contour-based shape representation exploit shape boundary in-
formation. Such methods can be classified into global shape descriptors , shape
signatures and spectral descriptors. Although global descriptors such as area,
circularity, eccentricity, axis orientation are simple to compute and also robust
in representation, they can only discriminate shapes with large dissimilarities,
therefore usually suitable for filtering purpose. Most shape signatures such as
complex coordinates, curvature and angular representations are essentially local
representations of shape features, they are sensitive to noise and not robust. In
addition, shape representation using shape signatures require intensive compu-
tation during similarity calculation, due to the hard normalization of rotation
invariance. As a result, these representations need often further processing.

Shape Signature. Shape signature (SSIG) is one of the most popular represen-
tations that belong to the contour-based class of descriptors. There are several
variants of SSIG which employ different features. Here, we use so called centroid
distance. It is easy to calculate and after some normalization can be invariant
to scaling and rotation. However it should be noted, that in addition to the high
matching cost, shape signatures are sensitive to noise, and slight changes in the
boundary can cause large errors in matching. Hence, shape signatures should be
stored in a reduced form. In this paper we calculate SSIG according to the fol-
lowing algorithm: (i) detect outer contour of object and store its coordinates in a
polar system of coordinates (ρ, θ); (ii) find the maximal distance ρ and perform
circular shift, so the θ related to this maximum occupies the first position in the
vector; (iii) discard the information about θ, hence remember only distances ρ;
(iv) normalize the vector to the maximal value of ρ; (v) interpolate the vector
containing ρ to the final length of b elements.

Fourier Descriptor. There is a whole family of descriptors called Fourier De-
scriptors (FDs). Different shape signatures have been exploited to derive such
descriptors. It should be noticed, that FDs derived from different signatures can
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have significantly different effect on the result of retrieval. In this paper we calcu-
late FD according to the following algorithm: (i) detect outer contour of object
and store its coordinates (x, y) as complex numbers, where x coordinate is a real
part, and y coordinate as imaginary part; (ii) perform Fast Fourier Transform
(FFT) on these numbers; (iii) normalize FFT spectrum to its maximal magni-
tude; (iv) remember first b elements (related to low frequency components).

Complex Zernike Moments. The Zernike polynomials were first proposed in
1934 by Zernike [8] as tool for optical analysis. Complex Zernike moments [9]
used for pattern recognition are constructed using a set of complex polynomials
which form a complete orthogonal basis set defined on the unit disc. To calculate
the Zernike moments, the image (or region of interest) is first mapped to the
unit disc using polar coordinates, where the center of the image is the origin
of such disc. Those pixels falling outside the unit disc are not considered in
further calculations. The coordinates are then described by the length of the
vector from the origin to the coordinate point, ρ, and the angle θ from the X
axis to the vector ρ. Angular coordinate is, by convention, measured from the
positive X axis in a counter clockwise direction. Translation and scale invariance
can be achieved by normalizing the image using the Cartesian moments prior
to calculation of the Zernike moments. Further, the absolute value of a Zernike
moment is rotation invariant as reflected in the mapping of the image to the
unit disc. The rotation of the shape around the unit disc is expressed as a phase
change.

1.3 Fusion and Scale Normalization

The main motivation behind the presented experiments is the idea of joining
known shape descriptors of low dimensionality in order to form a single compact
representation, which would give much higher recognition accuracy than each
of the descriptors alone. Such an approach leads to the forming of one feature
vector for a single object in the database, thus the similarity evaluation means
only one comparison, instead of multi-tier algorithms involving classifier cascades
[10]. The problem of concatenating elementary features into single vector has also
been studied by many researchers, e.g. in [11] and [12]. In the paper we present
the results of investigations on fusion of above presented descriptors, namely
Complex Zernike Moments, Shape Signature and Fourier Descriptors. Such de-
scriptors were chosen in order to represent different characteristics of shapes, i.e.
internal structure and external contour, respectively. They are simple to com-
pute and give a possibility to be stored on a limited number of values. Hence, the
combinations of descriptors captured both characteristics in one feature vector,
which is a clear advantage over the traditional, single-characteristics approach.
The fusion in our case is performed by simple concatenation of values resulted
from each algorithm. The main problem with such fusion of different descriptors
in a single feature vector is the difference in scales of individual representation,
which strongly influences the distance calculation stage. Each elementary feature
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vector is defined on different domain and the straightforward concatenation of
feature vectors cannot be employed. Values in feature vector for Shape Signature
depend on the size of image, hence they are normalized to the maximal value
(maximal distance from the centroid). Values in Fourier Descriptor-based vec-
tor depend on the FFT spectrum and are also normalized in such way, that all
resulting values are divided by maximal absolute value of the spectrum. Finally,
Zernike Moments approach generates values that are much larger than in the
above algorithms. They are highly correlated to the contents of image. Here, they
are down-scaled by taking a logarithm of resulting absolute values of calculated
moments and then normalized to the maximal value. In such way, all values are
within range [0,1] and can be easily concatenated. The algorithm of fusion and
normalization is presented in Fig. 1

Fig. 1. Scheme of fusing features into joint descriptors

2 Experiments

We performed experiments on standard benchmark MPEG-7 Shape Database,
namely Core Experiment CE-Shape-1 part B, which is used for performance
evaluation of similarity-based retrieval [13]. The database contains 70 shape cat-
egories with 20 images per shape category. Each image is in a form of binary
matrix, where black pixels represent background. Images have varying resolu-
tions (minimum 128 × 128 pixels, maximum 512 × 512 pixels) and different
proportions. The objects in the database belong to different categories, i.e. nat-
ural and artificial objects represented with variable accuracy, different scale, and
orientation. The shapes in the database are sometimes rotated or flipped. Exem-
plary images from the database are presented in Fig. 2. One of crucial problems
is, that objects within single class feature a very strong intra-class variation,
namely although they are visually different, they can be described with a single
word, e.g. ’camel’ presented in last row of Fig. 2.

We performed two sets of experiments which simulate classification or re-
trieval tasks by means of joining above presented descriptors. In the classical
approach to classification, we find the distance to the centers of classes, thus the
experiments showed that the improvement can be achieved through finding the



42 P. Forczmański

Fig. 2. Selected objects from MPEG-7 Shape Database used in the experiments

distances to several closest objects according to the k-nearest-neighbors manner.
Hence, classification was performed on the basis of such rule, namely, the test
image was projected into reduced feature-space and the distance to all objects
in the database was calculated. The nearest neighbor pointed out the class of
the analyzed object. We tested several state-of-the-art classifiers, namely Naive-
Bayes (NB), MultiLayer Perceptron (MLP), Support Vectors Machine (a variant
employing Sequential minimal optimization - SMO), k-Nearest Neighbors (1NN,
where k = 1), Random Tree and Random Forest. We investigated also the influ-
ence of feature vector dimensionality (16, 32, 64, 128, 132 elements). The results
of classification experiments are presented in Tab. 1. It is a mean value of True
Positive Rate calculated for cross-validation with 10-fold rule. As it can be seen,
single-descriptor approach gives much lower accuracy in almost any case. The
best accuracy can be obtained for joint features ZM+FD and 1NN. Moreover,
the dimensionality of such vector is very low (32 elements). The False Positive
rate was not more than 1%, with average equal to 0.5%, which is a very good
result. On the other hand, in the retrieval scenario, we want to find all objects
that are similar to the test one. Here, for each test object we calculated distances
to 38 nearest neighbors and checked if the proper class has its representatives.
We selected 1NN as the distance measure, since it proved its performance in
the earlier experiment. We counted the number of the correct answers up to the
Rank position (see Fig. 3). Different parameters of analyzed algorithms were
investigated, e.g. dimensionality of each descriptor and the size of ensemble of
descriptors. We tested several variants of vector length, ranging from extremely
low-dimensional vectors (9, 16 elements) through medium-low-sized (36, 49, 81)
up to medium-dimensional ones (100, 121, 210 elements). During experiments
with joint features we tried to create vectors with similar dimensions.

The results of retrieval showed as total accuracy are presented in Fig. 3.
The plots present averaged accuracy for all dimensionalities of given feature (or
feature set), together with minimal and maximal value. The first point in each
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plot is related to classification accuracy (Rank = 1), while other points represent
retrieval with proper rank. As it can be seen, the overall retrieval accuracy of
single descriptors is quite high in case of ZM and SSIG and it is similar to
the joint ZM+SSIG with the same vector length. Although, both single-feature
and joint-features approaches give similar average results, closer analysis shows,
that the ZM+FD gives better maximal accuracy for classification than any other
approach, with smaller variation between minimal and maximal results. When it
comes to retrieval rate, again, joint features are much better than single-feature
algorithms. The increase in retrieval rate is much faster, reaching average value
of over 0.99 for Rank = 17.

Table 1. Accuracy of different classifiers and features (single and joint) together with
their dimensionalities

SSIG FD ZM ZM+SSIG ZM+FD
Classiffier 128 64 32 16 128 64 32 16 132 64 30 16 16+32 16+16

NB 71 70 68 60 67 71 74 74 55 55 54 52 74 76
MLP 75 75 73 64 67 70 72 71 44 42 40 40 80 84
SMO 79 73 68 55 51 55 54 48 53 46 37 33 77 72
1NN 83 83 80 76 58 73 79 82 81 79 72 70 82 86

Random Tree 60 60 56 55 44 53 60 64 63 63 63 65 60 70
Random Forest 77 77 72 69 64 71 74 75 76 76 74 72 76 83

Fig. 3. Accuracy of shape retrieval for features calculated from single and joint de-
scriptors and Euclidean distance as similarity measure

3 Summary

In the article a certain way of joining features in the task of shape classification
and retrieval was presented. As it was shown, the performance is significantly
better for low-dimensional features fusions than for single descriptor of the same
dimensionality. With a database of 1400 images (70 classes of 20 elements each)
the combination method has an accuracy of up to almost 10% better than in a
case of single descriptor, in case of image retrieval, and more than 6% in case of
classification.
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Abstract. In this paper the problem of image segmentation using the
random walker algorithm was considered. When applied to the segmen-
tation of 3D images the method requires an extreme amount of memory
and time resources in order to represent the corresponding enormous
image graph and to solve the resulting sparse linear system. Having in
mind these limitations the optimization of the random walker approach
is proposed. In particular, certain techniques for the graph size reduc-
tion and method parallelization are proposed. The results of applying
the introduced improvements to the segmentation of 3D CT datasets are
presented and discussed. The analysis of results shows that the modified
method can be successfully applied to the segmentation of volumetric
images and on a single PC provides results in a reasonable time.

1 Introduction

The main challenge of a recent image processing is the fast and efficient seg-
mentation of large image datasets. This can be observed in particular in medical
applications where a resolution of three dimensional CT and MRI body scans
constantly increases.

Recently, a growing interest is attracted by an interactive graph based im-
age segmentation algorithms such as the random walker [2]. The method has a
lot advantages e.g. the ability to obey weak and discontinuous boundaries and
the noise robustness. However, it is hardly ever used for segmentation of three
dimensional medical data. In such a case, the usage of the method is strongly
limited by the enormous size of the graph representing 3D image and the neces-
sity of solving a huge sparse linear system. These hurdles result in the very long
computation time and the usage of an extreme amount of memory resources.

Taking into account the above-mentioned limitations, this paper focuses on
the problem of optimization of the random walker segmentation approach, both
in terms of memory and time usage. In particular, certain techniques for the
graph size reduction are proposed. Additionally, the partial parallelization of
the algorithm using GPU processing and Compute Unified Device Architecture
(CUDA) are introduced [6]. As a result, the method can be successfully applied
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for the segmentation of volumetric medical images and provides results in a
reasonable time.

2 The Idea of Random Walking for Image Segmentation

The Random Walker segmentation method [2] works on an image seen as a
weighted undirected graph G = (V,E) with vertices v ∈ V corresponding to
image pixels and edges e ∈ E ⊆ V × V spanning the pairs of vertices. Each
edge eij = (vi, vj) is assigned a non-negative weight wij related to the difference
of grey level values in CT images. Six edges from any pixel pi to its nearest
neighbours are considered. The set of graph vertices is then divided into the
pre-labelled nodes VL and the unlabelled nodes VU , where VM ∩ VU = ∅ and
VM ∪ VU = V . In the Random Walker algorithm vertices from set VU are la-
belled according to the probability that the random walker released from each
unlabelled vertex will firstly reach a vertex labelled with a label s. Vertices are
assigned labels for which the greatest probability xsU exists. The problem has an
analytical solution in the form of a sparse, symmetric system of linear equations
given in Eqn. (1)

LU xsU = −Bf s, L =

[LM B
BT LU

]

, ∀i,
∑

s

xsi = 1, (1)

where: L denotes the Laplacian matrix created from image graph weights, LM
and LU are labelled and unlabelled Laplacian blocks respectively and xsU is the
vector of probabilities, that a random walking started in each unlabelled pixel
pU will firstly reach the pixel pre-labelled by a label s.

f s
i =

{
1 if li = s

0 if li �= s
, (2)

where li is the label of pixel pi. Finally the image pixel labelling takes the form:

∀i ∈ U, li = max
s

(xsi ). (3)

The Laplacian LU size is usually huge, approximately equal to the square
of the image graph order, assuming that relatively a few pixels can be labelled
manually as seeds in the image space. Therefore LU is stored in the host memory
as a sparse matrix using the coordinate format defined in [3]. As a result, the
execution of the Random Walker algorithm is very slow for a typical CT dataset.

3 Reduction of the Image Graph Size

The main idea of the introduced approach is to accelerate the classic Random
Walker algorithm by the significant reduction of the number of nodes and edges
in the image graph. This can be achieved by applying the idea of super-pixels
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i.e. atomic, homogeneous and irregularly shaped regions within an image. The
image graph is next built by assigning nodes to super-pixels rather than to
single pixels and then by connecting the neighbouring super-pixels by edges.
For creation of super-pixels the authors proposed an approach which uses the
Minimum Spanning Tree (MST) pyramid algorithm [4].

The idea of super-pixels is explained in Fig. 1a. Super-pixels generated by the
MST pyramid algorithm are shown (for an exemplary brain slice) in Fig. 1b.

(a) (b)

Fig. 1. The idea of super-pixels; (a) the illustration of an image graph with irregular
regions and edges between region neighbours; p - edge pixel of the image graph vertex
vi; NB(p) - the neighbourhood of the pixel p; li, lj - the labels of the example regions
vi, vj ; eij - the edge between vi and vj ; (b) visualisation of super-pixels provided by
MST pyramid algorithm

The introduced method for super-pixel creation in three-dimensional images
is outlined in Algorithm 2.. The method creates a series of image region par-
titions, each of them using the parallel algorithm of MST building formulated
by Boruvka [9]. At the k-th pyramid level the smallest weight edges ME(k)(i)
are collected around the edge connected components CC(k)(i) in step 3. The
edges to be contracted to the components are filtered in step 4 by Felzenschwalb-
Huttenlocher comparison predicate [1]. For the purpose of image graph reduction
the algorithm is additionally stopped at the pyramid level, when the mean count
of super-pixels CV (k) exceeds the assumed limit value CVmin.

4 Image Graph Creation Based on Super-Pixels

To perform the Random Walker image segmentation efficiently, the image graph
should be built at minimum time cost. Therefore, in the introduced approach
the parallel computing is applied in order to determine coordinates of graph
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Algorithm 2. MST pyramid segmentation for image graph reduction

Input: G(0)(CC(0), E) – image graph
Output: G(0), G(1), . . . , G(k) – graphs at each level of the pyramid
1: k=0
� CC(k)(i) – i-th region of G(k)

2: repeat
3: ME(k) ← the smallest edges around each CC(k)(i)
4: CE(k) ←ME(k) filtered by the Felzenszwalb predicate
5: CV (k) ← mean size of the regions CC(k)(i)
6: G(k+1) ← {G(k) ∪ CE(k)}
7: k← k + 1
8: until CV (k) > CVlim ∨G(k) = G(k−1)

edges and the corresponding edge weights. These are computed with regard to
properties of super-pixels.

The procedure of image graph creation with regard to super-pixels is presented
in Algorithm 3.. It requires a kernel counting of the predicted edges with the
condition shown in step 2. To obtain the edge array E the count texture buffer
is exclusively scanned using CUDA thrust template library [7].

Selected edges must be sorted by thrust function to eliminate possible dupli-
cated items (step 4). After intensity normalisation, edge weights are transformed
by exponential weighting function. For millions of super-pixels in CT images the
times of data transfer between host an device memories can be approximately
neglected.

Algorithm 3. The GPU based algorithm of building the reduced image graph
from irregular super-pixels in three dimensions

Input: L – super-pixel label image, I – label grey levels
Output: E – super-pixel edges, W – super-pixel weights

1: copy L, I images to device memory
2: count & thrust scan boundary edges, while L(p) < L(q), q ∈ N6(p)
3: E ← store edge coordinates
4: thrust sort E, remove item duplications
5: normalise image grey-levels I
6: map exponentialy grey-levels to edge weights
7: copy edges and weights to host memory

5 Experimental Results

This section presents the results of applying the considered graph size reduction
method to the Random Walker segmentation of example CT brain datasets.
The tests were performed on a single PC computer equipped with a 6-core,
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3.5 GHZ Intel I7 processor and using Windows 7 64 bit operating system with
32 GB RAM memory. The program codes were included in C++ MEX files
called from MATLAB 2013 environment. GPU computing was performed using
Nvidia GeForce GTX Titan graphic card with 6144 MB of device memory.

The proposed approach was tested on 10 CT brain datasets. They consisted
of 115 − 336 slices, 512 × 512 pixels each. Several example slices from these
datasets are shown in Fig. 2. The corresponding results of image segmentation
are marked with grey colour. Additionally, under each slice 3D visualization of
the segmentation result is given.

a) b) c) d)

Fig. 2. Example slices of brain CT images with different lesions detected by the pro-
posed Random Walker algorithm and the corresponding 3D visualization of the seg-
mentation result. The diseased regions are exposed as grey regions.

The level of graph size reduction and resource usage by the introduced ap-
proach are summarized in Table 1. In particular, the case ID is given in the first
column. The corresponding number of slices is given in the second column. This
is followed by the time of method execution, which includes: time of image divi-
sion into super-pixels (series: Pyramid), time of graph creation (series: Graph)
and the total time of method execution including Random Walker segmentation
(series: Total) given in columns number 3, 4 and 6 respectively. Two last columns
consider memory usage by GPU (series: Device) and host RAM memory (series:
Host).

The results presented in Table 1 show that the proposed approach significantly
reduces the size of image graph. In particular, the size of the graph build upon
super-pixels is on average equal to 1.25% of the original graph (i.e. the one
build based upon single pixels). The graph size reduction is then on average
98, 75%. The total time of algorithm execution vary from 17s to 65s. This time
is acceptable, especially taking into account that the running time of the original
method is extremely long and sometimes it is impossible to run the original
Random Walker on a single PC due to lack of host memory resources.
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Table 1. Execution time and memory workload for the accelerated Random Walker
segmentation algorithm. A common size of CT image slices: 512×512px, Graph Reduct.
- the percentage of graph size reduction

Case Num Graph Time Memory
ID Slices Reduct. Pyramid Graph Total Device Host
[-] [-] [%] [sec.] [sec.] [sec.] [MB] [MB]

1 115 98.51 15.65 0.28 20.28 1320 2172
2 336 98.89 46.64 0.48 64.65 2284 5880
3 172 98.72 22.27 0.33 31.50 1320 3376
4 200 98.80 26.61 0.36 39.77 1469 4053
5 110 98.91 14.23 0.27 17.35 1320 1870
6 207 98.60 27.60 0.36 44.00 1497 4474
7 200 98.80 27.04 0.36 40.13 1471 4133
8 204 98.63 27.12 0.37 41.16 1320 4315
9 156 98.90 20.35 0.32 26.38 1320 2700
10 267 98.78 33.95 0.41 53.35 1735 5362

Division of an image into super-pixels (by creation of MST pyramid) is an
important step which takes on average ≈ 70% of the total execution time. How-
ever, this step ensures a considerable reduction of the number of graph vertices
and the resulting graph size.

In the proposed approach the Eqn. (1) was solved by calling the built-in
MATLAB solver for symmetric and sparse Laplacian matrix.

The comparison of the introduced approach (series: Fast RW ) with the origi-
nal Random Walker approach (series: Raw RW ) is given in Table 2. The compar-
ison considers both the usage of time and memory resources as well as the image
segmentation accuracy. Because it was impossible to run the original Random
Walker approach on the whole input CT datasets, the comparison was performed
using the data subset of 10 consecutive slices from each dataset.

Results presented in Table 2 clearly show, that the execution time of the
accelerated algorithm is on average 30 times shorter than in the case of the
original Random Walker approach. Additionally, the host memory usage by the
new approach exceeds merely 5.4% of the original method.

The F-score accuracy measure [5] listed in the last column of Table 2 fits in the
range 0.87÷0.98 (with an average value equal 0.93) indicating good compatibility
between segmentation results provided by both regarded segmentation methods.

The accelerated method still uses the standard random walking parameter
β applied to proper mapping of graph edge weights. In the described tests β
was equal to 600. The new method also introduces an additional parameter
CV (k) which limits regions size and stops the MST pyramid growth. The latter
parameter was set experimentally to CV (k) = 1000 px. However, it should be
underlined, that the algorithm behaviour is insensitive to small changes of this
parameter.
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Table 2. Resource usage and relative accuracy for the original and the accelerated
Random Walker segmentation algorithm. CT image size: 512 × 512 × 10px, F-score:
accuracy measure,Graph Reduct.: the percentage of graph size reduction

Case Graph Raw RW Fast RW
ID Reduct. Time Memory Time Memory F-score
[-] [%] [sec.] [MB] [sec.] [MB] [-]

1 98.45 62.55 12916 2.04 725 0.98
2 98.37 71.70 13694 2.05 706 0.96
3 98.55 66.35 13471 1.96 719 0.94
4 98.43 65.40 13197 2.03 680 0.96
5 98.68 69.16 13884 2.06 733 0.94
6 98.43 74.32 13439 2.24 731 0.93
7 98.43 69.32 13608 1.98 735 0.97
8 98.32 71.29 13423 2.06 736 0.97
9 98.64 74.83 13940 1.95 742 0.92
10 98.95 67.96 13555 1.99 733 0.87

6 Conclusions

This paper considered the problem of acceleration and optimization of the Ran-
dom Walker segmentation algorithm. The advantages of this method, like ro-
bustness to the weak or vanishing edges, predispose it to the segmentation of
medical images. However, due to the very long execution time and the extreme
memory workload for medical datasets (containing billions of pixels), the method
cannot be directly applied for image processing.

Improvements proposed in this paper eliminate the main hurdles of the Ran-
dom Walker segmentation approach. This goal is obtained by both: applying the
idea of super-pixels for image graph creation and using GPU computing. The
proposed algorithm reduces an image neighbourhood graph about 80 times for
full size images and accelerates the segmentation above 30 times for the blocks
of 10 slices. To make the full size comparison appropriate computer grid will
be required. In the future also other pre-segmentations like parallelised region
growing will be tested to improve the method acceleration.

The proposed improvements enable applying the method to segmentation of
large three dimensional CT images using a single PC. Additionally, it provides
results in a reasonable time. As a result, the number of possible applications of
the Random Walker approach is increased.
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Abstract. A denoising algorithm for computed tomography images is
proposed. The presented method of noise reduction uses Markov Random
Field (MRF) model, Gaussian filter and adaptive Prewitt Mask, what
gives better results than standard approach of using only the MRF. This
implementation on Compute Unified Device Architecture is made, what
makes this computationally complex denoising method faster.

1 Introduction

Computed tomography images are very useful in medicine as a diagnostic tool.
This technique gives ability to view organs and tissues not only in the coronal,
sagittal or axial planes, but also in other, different, not orthogonal planes. With
appropriate algorithms we can also better detect the edges of the tissue and than
easly render 3D presentation of human body organs, which is our main objective.

However, CT also has drawbacks. Besides the very high prices of equipment,
its adverse effect is unquestionably the possibility of damage the DNA that may
lead to cancer. One possible way to decrease the risk of complications after
CT scans is reduction of radiation dose. Although, the data collected from the
sensors becomes then more noisier. Considering it that the images are stored in
digital form, beyond the improvement of equipment, we can also easily approach
to the problem of noise from the mathematical point of view [1].

To get good medical diagnostic material, it is necessary to conduct the process
of denoising. There are plenty of methods to accomplish that, for example linear
smoothing filters, anisotropic diffusion, non-local means or nonlinear filter [2].
In our case, the priority is to choose a denoising mechanism that does not result
in loss of image detail, especially near edges of different tissues. Because of its
enormous diversity and complex structure of the human body, we decided to
create an algorithm based on the MRF model, which takes into consideration
the local characteristics of the image and makes correct classification of large
random values [3,4]. This method gives very good results in segmentation and
denoising but it is computationally prohibitive and also it is not always easy to

c© Springer International Publishing Switzerland 2015 53
R.S. Choraś (ed.), Image Processing & Communications Challenges 6,
Advances in Intelligent Systems and Computing 313, DOI: 10.1007/978-3-319-10662-5_7



54 M. Knas and R. Cierniak

set the corresponding parameters. In the next section we describe how to solve
these problems.

2 Proposed Algorithm

In our algorithm, we can distinguish three essential components: Prewitt mask,
Gaussian filter and MRF. All of them are well known in the image processing,
but they have been appropriately modified or adapted for the needs of our task.

2.1 Prewitt Operator

First of all, in our algorithm, we use the Prewitt operator for edge detection.
We decided to use this method because of its simplicity. For the better results
and the sharper edges, we decided also to adaptive approach [5]. However, the
convolution function created by us, rotates mask by any angle and choose a solu-
tion where the matching of operator and edge is the best. These are the highest
values at a given point, and they are written into the resulting matrix M . This
rotation with Prewitt mask is very simple and shows by Equation (1) and Fig. 1.

z = −x sin(απ/180) + y cos(απ/180) (1)

Fig. 1. Rotation of Prewitt Mask

2.2 Gaussian Filter

The next step is a preliminary denoising, where we use the gaussian filter. How-
ever, to prevent the loss of tissue boundaries, each data point is smoothed using
a two-dimensional Gaussian function (2) parameterized by a previously calcu-
lated matrix M . Only if the average value of the eight nearest neighbors pixels is
not significantly different from the average nearest twenty-four neighbor pixels.

f(x, y) =
1

2πσ2
exp

(

−
(
(x − xo)2

2σ2
x

+
(y − yo)2

2σ2
y

))

, (2)

where:
σ =

k(max(M)−M [i, j])

max(M)
(3)

and k is determined experimentally.
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2.3 Markov Random Field Model

Last part of our algorithm is based on Markov Random Field model. It means
that, first of all, we have to create a set of random values. In our case it is simply
one per pixel. Our matrix consists n×m random values where n and m are width
and height of CT scan. In the next step, we create a graph. We decided to create
it with standard nearest-neighbor dependence. Fig. 2 shows these cliques.

Fig. 2. Cliques of Markov Random Field model in our algorithm

The third step is to create ranges of random values. To reduce the compu-
tational complexity and at the same time taking into account the importance
of the construction of the Hounsfield scale, and adequate accuracy of the calcu-
lations, we automatically created thousands of ranges between the lowest and
highest value in the clique.

The last thing to do, is to create energy functions and optimization. Our
equation, in line with the clique, is the sum of single-site potential and pairwise
potential, which shows following equation:

E(x) =
1

2σ

∑

i∈C

ψi(x) +
∑

i,j∈C

ψi(x− xj). (4)

ψ(·) is the potential function and σ is dependent on the previously calculated
matrix M , what we can see below:

σ = p(max(M) + 1−M [i, j]), (5)

where p expresses the expected variance of Gaussian noise.
To improve the results, we minimized the total energy by finding the smallest

potential in the clique. We used Iterate Conditional Mode. This simple algorithm
is always convergent, so it is easy to define exit criteria.

3 Experimental Results

We carried out some computer simulations to verify whether our modifications
will give better results than standard approaches.
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To create experimental environment we used Microsoft Visual Studio 2008
with CUDAfy library and NVIDIA CUDA Toolkit 5.0 to achieve better perfor-
mance and real time results. Tests were performed on NVIDIA GTX 680 and on
Intel Core2Quad Q8400. The testing platform was Windows 8. It was necessary
to use the GPU. In effect, despite the very high computational complexity, we
received the results in less than one second, even at ten iterations.

We tested our algorithm on three data sets. Two of them were phantoms
with resolution of 1024 times 1024, and one was a real image stored in the 16-
bit DICOM format with resolution 512 times 512. For each of these images,
we added noise with normal distribution, where expected value equals zero and
variance equals 0.02 for phantoms and 0.05 for real scan.

The first phase of testing was focused on the edge detection and showed that
the twelvefold rotation of 3 times 3 Prewiit operator about 30o gives the best
results, what we can see in Table 1.

Table 1. MSE of edge detection on Phantom image with 1024 resolution

15o 20o 30o 45o 60o

3×3 mask 3,22e-03 3,15e-03 2,91e-03 3,20e-03 5,17e-03
5×5 mask 36,46e-03 35,73e-03 33,44e-03 47,42e-03 142,35e-03

Then we checked the MSE of images after denoising by the standard gaus-
sian filter, the MRF and by our preliminary denoising which uses the Prewitt
operator. Table 2 and Fig. 3 shows these results.

Table 2. MSE of image denoising

Noised Gaussian Filter GF and Prewitt MRF
Phantom 39,795e-05 61,301e-05 2,623e-05 3,966e-05
Forbild 39,793e-05 84,793e-05 5,634e-05 6,548e-05
DICOM 247,763e-05 108,556e-05 55,903e-05 69,129e-05

After this tests, we decided to use MRF over denoised image with Prewitt
operator what gave the best results as it shows Fig. 4.
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Fig. 3. Original, noised and denoised images
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Fig. 4. MRF over denoised image with Prewitt operator

4 Conclusion

Tests performed by us have shown that our modifications yield satisfyingly good
results. In all data we significantly reduced the noise without loosing the sharp-
ness and important details.

Our algorithm is computationally complex, but using GPUs allows the fast
and convenient denoising.

The effectiveness of our solution depends on the choosen parameters. To fa-
cilitate that, we were analysed the histograms of examined scans.

The most important for us is the fact that the level of edge detection signifi-
cantly increased when we were using our algorithm.
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Abstract. In this paper, we present and discuss experimental results
of a new concept of algorithm for video compression. It is named Pre-
dictive Vector Quantization (PVQ) and incorporates competitive neu-
ral network quantizer and neural network predictor. It is important for
the image compression based on this approach to correctly detect scene
changes in order to improve performance of the algorithm. We describe
the scene detection algorithm based on the image entropy and discuss
its effectiveness.

1 Introduction

Multimedia data transmission is widely spread nowadays. Most of the applica-
tions require effective data compression in order to decrese the required band-
width or storage space. Various techniques of coding of the data achieve this
goal by reducing data redundancy. In most of the algorithms and codecs a spa-
tial compensation of images as well as movement compensation in time is used.
Video compression codecs can be found in such applications as:

1. various video services over the satellite, cable, and land based transmission
channels (e.g., using H.222.0 / MPEG-2 systems);

2. by wire and wireless real-time video conference services (e.g., using H.32x or
Session Initiation Protocol (SIP) [1]);

3. Internet or local area network (LAN) video streaming [2];
4. storage formats (e.g., digital versatile disk (DVD), digital camcorders, and

personal video recorders) [3].

Currently, many image and video compression standards are used. The most
popular are JPEG and MPEG. They differ in the level of compression as well
as application. JPEG and JPEG2000 standards are used for image compression
with an adjustable compression rate. There is a whole family of international
compression standards of audiovisual data combined in the MPEG standard,
which is described in more details in literature [4]. The best known members are
MPEG-1, MPEG-2, and MPEG-4. We used a PVQ (Predictive Vector Quanti-
zation) algorithm in our work to compress a video sequence. It combines a VQ
(Vector Quantization) [5,6] and DPCM (Differential Pulse Code Modulation).
More information on the techniques can be found in sources [7,8,9]. To detect
a scene change we used method based on the entropy. Then we can change
necessary parameters of the predictor and the codebook.
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2 Video Compression Algorithm

The design of the compression algorithm described here is based on the existing
algorithm described in [7,8,9]. We chose this algorithm because thanks to neural
network it exhibits better adjustment parameters to a frame and gives better
image quality after compression. The extension includes a scene change detection
algorithm, which is based on the entropy of frames. The diagram below Fig. 1.
shows the proposed algorithm.

Fig. 1. Video compression algorithm

2.1 Neuronal Image Compression

Fig. 1 [9] shows the architecture of the PVQ. It combines the Huffman coding
with a vector extension of the scalar differential pulse code modulation scheme
[7,8]. The block diagram of the PVQ algorithm consists of the encoder and
decoder, each containing: an identical neural-predictor, a codebook, a neural
vector quantizer, the Huffman coder.

The successive input vectors V (t) are introduced to the encoder. The differ-
ence E (t) = [e1 (t) , e2 (t) , ..., eq (t)]

T given by the equation

E (t) = V (t)−V (t) (1)

t

t

t

t  t

t

Fig. 2. The architecture of the image compression algorithm
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is formed, where: V (t) = [v1 (t) , v2 (t) , ..., vq (t)]
T is the predictor of V (t).

Statistics shows that fewer quantization bits are required by the difference E (t)
than the original subimage V (t). The next step is vector quantization of E (t)
using the set of reproduction vectors G = [g0,g1, ...,gJ ] (codebook), where
gj = [g1j , g2j , ..., gqj ]

T (codewords). For every q-dimensional difference vector
E (t), the distortion (usually the mean square error) between E (t) and every
codeword gj, j = 0, 1, ..., J − 1 is computed. The codeword gj0 (t) is selected as
the representation vector for E (t) if

dj0 = min
0≤j≤J

dj , (2)

a measure d in expression (2)we can take e.g. the Euclidean distance. Observe
that by adding the prediction vector V (t) to the quantized difference vector
gj0 (t) we get the reconstructed approximation Ṽ (t) of the original input vector
V (t), i.e.

Ṽ (t) = V (t) + gj0 (t) . (3)

The prediction vector V (t) of the input vector V (t) is made from past ob-
servation of reconstructed vector Ṽ (t− 1). In our algorithm, the predictor is
specifically designed for this purpose as a nonlinear neural network. As the last
stage, the set of the j0 (t) is coded by the Huffman coder. The codebook of the
Huffman coder is designed using a set of counters fj which count how frequently
given label j0 (t) occurs after presentation of all vectors V (t). The appropriate
codewords h0 (t) from the Huffman codebook are broadcasted via the trans-
mission channel to the decoder, where they are decoded and the reconstructed
vector Ṽ (t) is formed in the same manner as in the encoder (see formula (3)).

2.2 Scene Detection

Among many other approaches [10,11,12], the methods based on the entropy are
worth to take into account. We were used the phenomenon of the entropy to
determine the complexity of information stored in each film frames. The general
formula for the entropy on the greyscale video materials looks like:

Ej = −
N∑

i=0

pilog(pi), (4)

where Ej is a characteristic value calculated from current frame, pi is the next
pixel from this frame, and N is a number of whole pixels in current image.
Since we have been used HSV color gamut, we must calculate the value of the
entropy for each coefficient in palette. The individual components of the HSV
model aren’t equal. The hue (H) has the biggest importance in the process of
determining the coefficient. Even the slightest change of its value should lead
to detecting scene changes. A bit less importance has the color saturation (S),
which even larger changes are for us fully acceptable. The value of the color (V)
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has for us the lowest importance. Hence the final value of entropy for each frames
in the HSV color space will be calculated from the formula:

Fn(E) = a ·Ej(H) + b · Ej(S) + c · Ej(V ) (5)

Parameters of a, b and c corresponds to the weighting factors for the entropy
component of HSV. For our experiment, the values are successively set to values
0.9, 0.3 and 0.1 [13]. To detect new keyframe we compare current keyframe with
subsequent frames. The following formula describes used compare operation:

Ej,k =
|Ej − Ek|

Ek
, (6)

where j is a number of our current frame and k is a current key frame. The
first key frame is always the first image taken at start of the film. The next key
frames are being calculated based on the comparison result (see formula 6). The
threshold value for determining a keyframe was selected experimentally and is
set to be −0.2. If the entropy value is lower than the assumed threshold, the
algorithm determines a new key frame.

Fig. 3. Scene change detection algorithm

3 Experimental Result

The effectiveness of the algorithm was tested on a set of uncompressed frame
captured by a digital USB camera of a 640 × 480 resolution with 256 levels of
grey. Four tests were conducted. In the first and second test, we used the frames
within a single scene (Fig. 4). In the first test, the frames were compressed
creating separate codebook and the predictor for each frames (Fig. 5). For the
second test we used the same codebook and the predictor for all frames(Fig. 6).

A transit frames between scenes were chosen for the third and fourth tests
based on the scene change detection algorithm (Fig. 7). In this algorithm each
frame is compare with the keyframe. When the new scene is detected the algo-
rithm marks a new keyframe (Fig. 8). Thanks to the training of predictor and
codebook for the keyframe, algorithm adapts better compression parameters to
the set of frames and improves the image quality after decompression (Fig. 9).
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Fig. 4. a)original sequence b)compressed sequence test 1 c)compressed sequence test 2

Fig. 5. Difference between frames in test 1

Fig. 6. Difference between frames in test 2



64 M. Knop and P. Dobosz

Fig. 7. a)original sequence b)compressed sequence test 3 c)compressed sequence test 4

Fig. 8. Scene change detection

Fig. 9. MSE change
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In test 3 the same codebook and predictor were used before and after the
scene transit. As the results show, this approach is insufficient in case of a major
scene change (Fig. 10). For the fourth test, the scene transition was detected
and separate codebooks and predictors were created for frames before and after
the scene transition (Fig. 11).

Fig. 10. Difference between frames in test 3

Fig. 11. Difference between frames in test 4

4 Conclusions

The tests show that the scene change detection algorithm is especially useful
for the presented compression algorithm. It is apparent that without the scene
detection video sequence compressed by our algorithm would exhibit a poor
quality of frames after the scene transition. On the other hand, the amount of
data resulting from including the compression parameters for every frame would
greatly impact the output file’s size.
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Abstract. Modern digital microscopy systems allow imaging of biolog-
ical material with very high accuracy. Paradoxically, this gives rise to
many problems because huge amounts of raw data significantly increase
the time required by specialist to analyze them. As a result, we obtain
a time-consuming diagnostic process and reduction of the number of
patients being diagnosed. The paper presents a method of discovering
regions of the cytological image, which are essential to correct diagnosis.
The purpose of this method is to help pathologists by indicating regions
of the image that should be analyzed first. Moreover, method can be
used to explore new, previously unknown features discriminating benign
from malignant lesions. Multi-level image thresholding is responsible for
image segmentation and is the core of the proposed system. Thresh-
olds are evaluated by predictive accuracy on testing dataset. Honey Bee
Mating Optimization (HBMO) algorithm is applied to find the optimal
threshold set. The developed method was successfully applied to analyze
cytological images of biological material collected from a breast tumor.

1 Introduction

Nowadays whole slide digital imaging is becoming a standard in cytological
examinations. Glass slides are scanned, converted to digital slides and can be
viewed on computer monitor. The scanning accuracy is usually very high, and
the output slide has a large size. Visual analysis of the entire slide can then
be very time-consuming. To overcome this problem, numerous automatic seg-
mentation algorithms was proposed to extract features of cells or nuclei from
cytological images. Unfortunately, it still remains a big challenge due to noise,
cell and nuclei overlapping or high variation of image parameters. Most of the
approaches lack of generality, and give expected results only for specific images.

In this work we limit our researches and discussion to the issue of breast can-
cer diagnosis based on fine needle biopsy (FNB) cytological images. The task at
hand is to classify a case as benign or malignant. Many researchers have already
� This research was partially supported by National Science Centre in Poland.
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studied similar issues [13,15,11]. In our previous works we used a segmentation
method based on the combination of adaptive thresholding, clustering in color
space, fast marching and seeded watershed [10,8,5]. We tested the predictive
accuracy on 450 images recorded by an analog video camera mounted atop of
microscope. These experiments gives satisfactory results reaching 99.3% of cor-
rect classifications. Unfortunately, direct application of these methods for digital
slides acquired with use of virtual microscopy system gave unsatisfactory pre-
dictive accuracy, mainly due to oversegmentation. To cope with this problem we
applied classification driven multi-level thresholding to image segmentation [12].
Although regions extracted by this approach may not correspond to any medi-
cally interpretable objects but numerical experiments proved existence of implicit
relationship between features of segmented regions and classes of breast cancer
[9]. Here we propose a new system for exploring important regions of cytological
images. The system is based on classification driven multi-level thresholding. In
the first step, the HBMO algorithm is employed to find suboptimal thresholds
in the sense of predictive accuracy. Then, classification tree is constructed us-
ing features generated by the suboptimal set of thresholds. Importance of image
regions is determined based on classification tree structure. The system speed
up the analysis of the cytological image by indicating which fragments of the
image should be inspected in the first place. It can be also used to discover new,
previously unknown features discriminating benign from malignant cases.

The remainder of this paper is organized as follows. In Section 2, material and
methods are described. Section 3 gives the description of the experiments and
study of the results obtained for implemented method. Concluding remarks are
given in Section 4.

2 Material and Methods

2.1 Image Database

The database contains 50 slides of the cytological material obtained FNB. The
material was collected from 50 patients of the clinic in Zielona Góra, Poland.
The set contains 25 benign and 25 malignant lesions cases. Smears from the
biological material were fixed in spray fixative and dyed with hematoxylin and
eosin. Cytological preparations were then digitalized into virtual slides using the
Olympus VS120 Virtual Microscopy System. The average size of the slides is
approximately 200 000 × 100 000 pixels. On each slide a pathologist selected
11 areas which illustrated a sufficient amount of biological material. These areas
were archived in RGB (8 bit/channel) TIFF files of size 1583 × 828pixels. The
number of areas per one patient was recommended by the pathologists at the
hospital and allows for a correct diagnosis. The image database contains 550
images (11 images per patient). Both malignant and benign sets contain the
same number of images (275 images describing 25 cases). All cancers were his-
tologically confirmed and all patients with benign disease were either biopsied
or followed for a year.
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Fig. 1. Classification driven image thresholding

2.2 Multi-level Thresholding

Image thresholding boils down to discrete optimization problem with constraints.
The key step of the algorithm is to determine set of thresholds corresponding to
the maximum (or minimum) of the evaluation function:

T ∗ = argmaxT {f(T ) : T ∈ X ⊂ Z
K} (1)

where T = [t1, t1, . . . , tK ] is a vector of thresholds, f : Z
K → R is an evalua-

tion function, X = {T ∈ Z
K : 0 ≤ t1 ≤ t2 ≤ . . . ≤ tK ≤ L} is a set of

feasible solutions and L is a number of gray levels. In literature, a great variety
of evaluation criteria have been already proposed [17,19]. Most of them are based
on homogeneity measures. In cytological analysis, images are segmented to find
the objects of interest and than their features are extracted to discriminate ma-
lignant from benign cases. Unfortunately, homogeneity based criterions can not
guarantee obtaining high predictive accuracy because threshold selection is per-
formed independently from the results of classification. To overcome this problem
we propose to use a predictive accuracy to evaluate the thresholds. This approach
originate from well known wrapper based feature selection strategy where predic-
tive model is employed to score feature subsets [7]. In our approach classification
tree is used to evaluate threshold sets [18,2]. The scheme of the approach is shown
in Fig. 1. In the first step, thresholds are applied to segment images. Next, seg-
mented regions are measured to compute features. Finally, images are classified
and the predictive accuracy is estimated using n-fold cross-validation procedure
[4]. Since the method trains a classification tree for each training subset, it is very
computationally intensive. To deal with such computational effort we decided to
use HBMO searching strategy. The HBMO algorithm belongs to the general class
of swarm intelligence methods that models the behaviors of social insects. It is
inspired by the marriage behavior of honey-bees [1,6]. The pseudo code of main
steps of HBMO is given in Algorithm 4.
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Algorithm 4. HBMO algorithm
Initialize randomly drones D and queen Q
while stop condition not met do

while speed is above the threshold AND spermatheca is not full do
Select randomly drone Drand from set D
Compute the probability of mating for drone Drand

if the drone Drand passes the probabilistic condition then
Add its sperm to the queens spermatheca

end if
Decrease the speed of queen

end while
for i = 1 : number of broods do

Select randomly sperm Prand from spermatheca
Generate brood Bi based on Prand and Q

end for
for j = 1 : number of mutations do

Select randomly brood Brand

Apply mutation to Brand

end for
Find the brood Bbest with the highest value of objective function
if objective function of Bbest > objective function of queen Q then

Replace current queen Q with Bbest

end if
end while

2.3 Discovering Important Regions of Image

There are many different approaches to the problem of discovering important
regions of the image [3,14,16]. In our method, training images are segmented us-
ing suboptimal thresholds T ∗ determined by procedure described in Section 2.2.
Then, features are computed for all images. Discriminative ability of individual
features can be estimated by classification tree [2,18]. The full binary decision
tree based on Gini diversity index as splitting criterion is generated. Then, the
estimates of input feature importance are computed for tree by summing changes
in the risk due to splits on every feature. At each node, the risk is estimated
as node impurity and weighted by the node probability. Variable importance
associated with this split is computed as the difference between the risk for the
parent node and the total risk for the two children. Features with insignificant
importance values are removed from the tree. Pruning is repeated until a signif-
icant deterioration in the predictive accuracy is observed. Structure of pruned
tree is used to evaluate the region importance. Each node in the classification
tree is associated with a single feature, and thus also with a single region in
the image. The higher level the node occupies in the tree, the more important
is region associated with him. The contours of important regions are mapped
to original cytological image and in this way can be presented to pathologists.
Sample results are presented in Fig. 5.
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3 Numerical Experiments

To find optimal threshold set for 550 images described in Section 2.1, we per-
formed the procedure described in Section 2.2. Six types of features are computed
for each segmented region: area (A), perimeter (P), euler number (EN), variance
in R channel (varR), variance in G channel (varG) and variance in B channel
(varB). Thus each image is described by nf = 3(K + 1) features. For classifying
images we use classification tree. Predictive accuracy is estimated using n-fold
cross-validation procedure. There are 50 folds (the number of cases), and each
fold consist of 11 images that belong to a single case. The images belonging to
the same case are never at the same time in the training and testing set. The
predictive accuracy is defined as the percentage ratio of successfully classified im-
ages to the total number of images. Remembering that HBMO belongs to class
of stochastic global optimization algorithms, 10 runs of algorithm was performed
for each number of thresholds. Computational effort was constant for each ex-
periment and set to 500 evaluations. To find the optimal number of thresholds
K∗, the searching procedure was performed for K = 2, . . . , 10 thresholds. The
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BENIGN

MALIGNANT

BENIGN

MALIGNANT

BENIGN

R7-varG>=18.86 R7-varG < 18.86

R6-varB >= 63.1 R6-varB < 63.1

R3-varB >= 266.6 R3-varB < 266.6

R8-varB > = 22.34 R8-varB < 22.34 

Fig. 4. The decision tree after pruning process (Rn-feature denotes the feature value
for the n− th region)

A B

C D

Fig. 5. Important regions: (A) original image, (B) binary mask for R7, (C) binary
mask for R6, (D) binary mask for R3

relationship between the number of thresholds and predictive accuracy is shown
in Fig. 2. The best classification accuracy 77.64% has been achieved by following
thresholds T = [57, 75, 113, 163, 174, 200, 225, 243, 249]. Then, these thresholds
are used to generate training data in order to induce the final classification tree.
Next, tree is pruned to remove insignificant features. This process is described
by Fig. 3. Pruned tree is shown in Fig. 4. The importance of image regions is
determined based on position of nodes in the tree. Sample results are plotted in
the form of binary masks presented in Fig. 5.

4 Conclusions

This study shows that proposed system of breast cancer diagnosis can discrim-
inate benign from malignant cases with predictive accuracy equal to 77.64%.
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Such result was achieved for image classifications accuracy. But single patient is
described by 11 images and by applying majority voting for all of the classifier
outcomes we can compute predictive accuracy for patient. This simple modi-
fication increases the predictive accuracy to 94%. However, it is too early to
conclude that the system is ready to assist medical tasks by suggesting a diag-
nosis to pathologists. Higher predictive accuracy can be achieved if better quality
feature space will be found. It seems that particularly important can be textural
features of segmented objects. Further research will be performed to check this
hypothesis. In its current form, the system can help less experienced patholo-
gists by showing them image regions that are important from the point of view
of breast cancer diagnosis. Our system can help also experienced pathologist to
explore new unknown features discriminating benign from malignant cases. The
main advantage of the proposed system is its generality because it can be rela-
tively easily adapted to the analysis of microscopic images of any type. Although
the training of the system is relatively computationally expensive but it is done
off-line and only once. Image analysis is performed by tuned system very quickly.
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Abstract. In this paper a new approach to reduction of a mixture of
Gaussian and random impulse noises in color images is presented. The
proposed filtering scheme is based on the application of the Bilateral
Filter in order to address the problem of impulse noise reduction by
determining the rate of region homogeneity, for calculating the weights
needed for the Non-Local Means (NLM) averaging operation. Gaussian
Mixture Model approach is applied for determining similarity between
local image regions. The proposed solution is capable to successfully
suppress the mixed noise of various intensities, at a lower computational
cost than NLM method, due to the adaptive choice of size of search
window for similar local neighborhoods. Experimental results prove that
the introduced design yields better results than the Non-Local Means and
Anisotropic Diffusion techniques in the case of color images contaminated
by strong mixed Gaussian and impulsive noise.

1 Introduction

Over the recent years, many spectacular technological achievements have revo-
lutionized the way information is acquired and handled. Nowadays, more than
ever, there is an exponentially growing number of color images being captured,
stored and made available on the Internet and therefore the interest in color im-
age enhancement is rapidly growing. Quite often, color images are corrupted by
various types of noise introduced by malfunctioning sensors in the image forma-
tion pipeline, electronic instability of the image signal, faulty memory locations
in hardware, aging of the storage material, transmission errors and electromag-
netic interferences due to natural or man-made sources. The problem of the noise
reduction is one of the most frequently performed image processing operation,
as the enhancement of images or video streams corrupted by noise, is essential
stage in order to facilitate further image processing steps.

Let us note, that there exist large collection of efficient methods designed to
remove Gaussian noise. The significant leap was made by proposing Non-Local
Means Filter (NLM) [1]. This idea is based on the estimation the original image
using weighted mean along similar local patches. This filter is very efficient when

c© Springer International Publishing Switzerland 2015 75
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applied for restoring images corrupted by Gaussian noise, but fails in the presence
of distortions introduced by impulsive noise. Similarly, the problem of impulse
noise removal was also explored by many approaches e.g. [3,4,7].

Let us consider that although methods proved to be very effective in removing
Gaussian noise generally fail when impulse noise is present. Moreover, methods
successfully dealing with impulse noise usually lose their effectiveness when ap-
plied for other noise type removal.

In recent years a few filters were proposed for removing of a mixture of Gaus-
sian and impulse noises [5,6,8], although such noises can take place quite often.
One of the approaches to this problem is ROAD statistics [2] applied for detect-
ing noisy pixels combined with Bilateral Filter [13] for Gaussian noise removal,
resulting in Trilateral Filter (TriF) and its variations e.g. [7].

This work is focused on restoration of images corrupted by mixed Gaussian
and impulse noise using the concept of the adaptive weighted averaging (i.e.
NLM approach), where assigned weights help to determine the outlying ob-
servations, decreasing their influence on the filtering result based on the region
homogeneity assessment, evaluated using Bilateral Filter approach.

The reminder of this paper is organized as follows. Section 2 introduces the
concept of region homogeneity assessment using Bilateral Filter approach. In
Section 3 the similarity between image patches using Gaussian Mixture Model
is introduced. Non-Local Means filtering scheme is introduced in Section 4. Ex-
perimental setup and results are presented and discussed in Sections 5 and 6
accordingly.

2 Region Homogeneity

The proposed solution, based on NLM approach, averages image pixels on the
basis of the similarity of their surrounding. However, if it would be the only crite-
rion for evaluating new pixel value, only the influence of the Gaussian noise will
be suppressed. Let us note, that even if the pixels, whose local neighborhood is
similar to the local neighborhood of the pixel which is currently being processed
are similar, the calculated average, can be significantly influenced if averaged
pixels are corrupted by impulse noise. Therefore, the proposed approach over-
comes this drawback by identifying those pixels which are outlying from their
local surrounding. Thus, even if their local neighbourhood is similar to that of
the processed pixel, they should be considered less important during the av-
eraging process. This is achieved by the application of the homogeneity maps
[10] based on Bilateral Filter approach. In details, each pixel is represented in
the weight map, as the associated coefficient reflecting its similarity to the color
of neighboring pixels with the relation to the spatial distance between them.
In consequence, this approach assigns significantly larger weights to pixels be-
longings to large color regions, than to small ones, often reflecting unimportant
details, artifacts or impulse noise. Thus, this approach provides information if
analyzed pixel is significantly different than its neighbours, indicating that it can
be corrupted by e.g. impulse noise or it is edge pixel.
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In details, the weights assigned to the pixel at position (x, y) are computed
according to the following scheme:

wx,y =
1

n

∑

(i,j)∈W

exp

(

−‖ cx,y − ci,j ‖
h

)k1

· exp
(

−di,j
δ

)k2

, (1)

where ci,j and cx,y denote the color pixels at positions (i, j) and (x, y) respec-
tively, h is the color difference scaling parameter, di,j is the Euclidean distance
between the pixel at position (i, j) and (x, y), which is the center of the filtering
window W and δ is a spatial normalizing parameter equal to the diameter of
the square filtering window. The number of pixels n in W was set to be equal
to 10% of the total number of pixels in the image and we assumed k1 = k2 = 2.
For the color difference evaluation the CIEDE2000 color similarity measure [11]
was used.

Fig. 1 presents the homogeneity maps, evaluated using the formula 1, for
exemplary original images corrupted with mixture of Gaussian (σ = 10) and
impulse (p = 0.1) noise. The lower values indicate that pixel neighbourhood is
non-homogenous in terms of color.

Fig. 1. The color homogeneity maps (right in each pair) for original images corrupted
with mixture of Gaussian (σ = 10) and impulse noise (p=0.1) (left in each pair)

3 Gaussian Mixture Modeling

Next step of the proposed methodology is to determine the similarity between
pixel region on the basis of their Gaussian Mixture Models (GMM). Each local
neighborhood is represented by GMM parameters. These parameters are com-
pared in order to determine the region similarity.

The very important decision concerning the color image data modeling is the
choice of the color space suitable for the retrieval experiments. In this paper the
results were evaluated using the CIE La∗b∗ color space[12].

The first step in evaluating region similarity is to construct the histogram
H(x, y) in the a−b chromaticity space defined asH(x, y) = N−1�{ai,j = x, bi,j =
y}, where H(x, y) denotes a specified bin of a two-dimensional histogram with
a component equal to x and b component equal to y, the symbol � denotes the
number of samples in a bin and N is the number of color image pixels.

The next stage of the presented technique is the modeling of the color
histogram using the Gaussian Mixture Models (GMM) and utilizing the
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Expectation-Maximization (EM) algorithm for the model parameters estima-
tion, [13].

Let us assume the following probabilistic model: p(x|Θ) =
∑M

m=1 αmpm(x|θm),
which is composed of M components and its parameters are defined as:
Θ = (α1, . . . αM , θ1, . . . , θM ), with

∑M
m=1 αm = 1. Moreover, each pm is a func-

tion of the probability density function which is parameterized by θm. Thus, the
analyzed model consists of M components with M weighting coefficients αm.
Finally after derivations shown in [13] the model parameters are defined as:

αk+1
m = N−1

∑N

i=1
p(m|xi, Θk), μk+1

m =

∑N
i=1 xi · p(m|xi, Θk)
∑N

i=1 p(m|xi, Θk)
, (2)

υk+1
m =

∑N
i=1 p(m|xi, Θk)(xi − μk+1

m )(xi − μk+1
m )T

∑N
i=1 p(m|xi, Θk)

, (3)

where μ and υ denote the mean and variance,m is the index of the model compo-
nent and k is the iteration number. The E (Expectation) and M (Maximization)
steps are performed simultaneously, according to (2) and (3) and in each iter-
ation, as the input data we use parameters obtained in the previous one, until
convergence. The number of components are initially set to 20 and decreased in
each iteration if associated weight αm is less than 0.01.

4 Non-Local Means Algorithm

Let us assume the following image formation model F (x, y) = I(x, y) + n(x, y),
where x, y represents the pixel coordinates, I is the original image, F is the
noise infested image, and n(x, y) is the additive noise component respectively.
The noise component is white, Gaussian noise distributed with zero mean and
variance σ2. The goal of the denoising is to obtain an estimate Î(x, y) from
I(x, y) using the observed image F (x, y). The NLM algorithm computes the
estimate of the original image according to the following equation: Î(x, y) =∑

k,lεI Wx,y(k,l)F (k,l)
∑

k,lεI Wk,l
. Finally, the evaluated filter output Î(x, y) is a weighted

average of the image pixels. Let us underline that the NLM approach does
not restrict the weighted average to only a local neighborhood of the processed
pixel, but pixels of the entire image can be taken into account. The weights
W are computed based on the differences of the two local regions centered at
coordinates x, y and k,l as follows:

Wx,y(k, l) = exp
−‖F (Ωx,y −Ωk,l)‖2a

ϕ2
, (4)

where Ωx,y and Ωk,l are two windows centered at x, y and k, l respectively, ‖ · ‖2a
is the Gaussian weighted Euclidean distance, a is the standard deviation of the
Gaussian kernel and ϕ is a parameter controlling the degree of filtering, chosen
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experimentally, [1]. Let us note that the number of arithmetic operations needed
is quite large. The solution proposed in this paper adaptively chooses the size of
region S of searching of similar local neighborhoods Ωx,y and Ωk,l on the basis
of the pixel nature (e.g. whether it is impulse noise corrupted or it is edge pixel).

5 Experimental Setup

In order to suppress noise using the proposed GMM -NLM technique firstly
the homogeneity map should be calculated using the scheme described in previ-
ous Section 2. Then the obtained values are analyzed. If the homogeneity map
value w(x, y) associated with the image pixel F (x, y) is low it indicates that this
pixel can be either influenced by impulse noise or is edge pixel. In both cases
low value indicates that pixel is distinctively different that its surrounding. For
noise suppression purposes it is important to differentiate between pixels which
are impulse noise infested (need to be corrected) and belongs to edge (need to
be preserved). Thus, the GMM -NLM method examines the surrounding Υx,y
of that pixel in homogeneity map in form of comparison between median value
of the surrounding and the analyzed value. In case of these two values are dis-
tinctively different the search window Sx,y in which the image patches Ωk,l are
compared to Ωx,y, is enlarged in order to find and take into account more sim-
ilar local regions. On the contrary, if analyzed image pixel belongs to the edge,
the enlargement of the search region Sx,y will not improve the denoising results,
because distant pixels, separated by the detected edge, possibly will not have
similar neighborhoods to that of the analyzed pixel. Such approach is motivated
by computation savings, i.e. less local regions to visit and compare.

The search window Sx,y (sx,y × sx,y) size is calculated on the basis of the
formula sx,y = round(ξ · r · w(x, y) + η + 3) where ξ is the smaller of the width
and length dimensions of the analyzed image, r is the scale ratio (here assumed
r = 5%), w(x, y), wε(0, 1) is the homogeneity coefficient evaluated using Eq.1,
η is coefficient related to nature of pixel local non-homegeneity (i.e. η = κ ·
[w(x, y) − Υ̃x,y], for κ = 10). Then, the comparison of the local neighborhoods
Ωk,l for the image pixels in the search region Sx,y to local neighborhood Ωx,y

is evaluated. The size of the image patch Ωx,y (øx,y×øx,y) is also related to
homogeneity maps values wx,y, such that øx,y = round(10 · wx,y + 3). Each
local neighborhood Ω is is modeled using GMM technique described in Section
6 producing vector of model parameters compared by Earth Mover’s Distance
[14]. The measured EMD distance is defined as a minimum amount of work
needed to transform one histogram into the other. As this method operates on
signatures and their weights using GMM, we assigned as signature values the
mean of each component and for the signature weight the weighting coefficient
of each Gaussian in the model. The nature of the EMD measure, accepting
slight shifts in color histogram rather than bin-by-bin comparison, is well suited
in case of distortions introduced by Gaussian noise. Having the local patches
similarities calculated, the new estimate of the pixel value Î(x, y) is evaluated
on the basis of the formula 4 with region similarities calculated using approach
introduced in this Section, where ϕ = s.
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6 Noise Suppression Results

In order to test the proposed methodology the mixture of Gaussian and impulse
noise were applied to the set of original images shown in Fig. 2. The efficiency of
this approach was evaluated in terms of the visual quality of the restored image
and also in terms of objective quality measures. Additionally, the proposed so-
lution effectiveness was compared with the denoising NLM [1] and Anisotropic
Diffusion [15] methods.

Firstly, the proposed filtering scheme was tested on the standard test images:
GIRL, LENA and PEPPERS (Fig. 2) corrupted with mixed Gaussian and im-
pulse noise (salt & pepper in each channel). The test images were contaminated
by: mixed Gaussian and impulsive noise of σ = 10 and p = 0.1, σ = 20 and
p = 0.2, σ = 30 and p = 0.3, where p denotes the contamination probability.
The restoration capabilities of the proposed solution in terms of visual quality
for mixture noise of σ = 0.1 and p = 0.1 can be seen in Fig. 3. Let us note that
significant noise suppression can be observed along with edge preserving. This
Fig. also illustrates the ineffectiveness of the Non-Local Means technique when
impulse noise is present.

(a) GIRL (b) LENA (c) PEPPERS

Fig. 2. Color test images

Fig. 4 illustrates the noise suppression capabilities of the proposed GMM −
NLM technique for mixture of Gaussian noise (σ = 20 and σ = 30) and impulse
noise of various intensity p = {0.1, 0.2, 0.3} in comparison with the original image
PEPPERS.

The noise removal capabilities of the proposed solution was tested using the
Peak Signal to Noise Ratio (PSNR) and the Mean Absolute Error (MAE).
The Peak Signal to Noise Ratio is given as PSNR = 20 · log10

(
MAX I√
MSE

)
, where

MSE (Mean Squared Error) is defined by MSE =
∑N

i=1

∑3
k=1[Ok(xi)−Jk(xi)]

2

3N ,
where k denotes k − th color channel of analyzed pixel, Ok is original image,
J denotes filtered version of original image and N is total number of image
pixels. PSNR measure is the impulse noise suppression of analyzed filtering
method. The Mean Absolute Error (MAE) is used to estimate filter ability
to preserve fine details and is calculated using the following formula: MSE =
∑N

i=1

∑3
k=1[Ok(xi)−Jk(xi)]

3N . The PSNR and MAE values calculated for mixture
of Gaussian (σ = {10, 20, 30}) and impulse noise (p = {0.1, 0.2, 0.3}) for test
images shown in Fig. 2 are summarized in Fig. 5.
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Fig. 3. The comparison between original images corrupted with mixture Gaussian
(σ = 20) and impulse noise (p=0.2) (left) and its denoised versions usin Non-Local
Means technique (middle) and proposed GMM-NLM method (right)

original image σ = 20, p = 0.1 σ = 20, p = 0.2 σ = 20, p = 0.3

original image σ = 30, p = 0.1 σ = 30, p = 0.2 σ = 30, p = 0.3

Fig. 4. The noise suppression results evaluated for mixture of Gaussian noise (σ = 20
in upper row and σ = 30 for bottom row) and impulse noise (p = {0.1, 0.2, 0.3})
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LENA
PSNR MAE

p−σ 10 20 30
0.1 25.07 24.79 23.60
0.2 24.79 24.70 23.30
0.3 24.60 24.26 22.48

10 20 30
9.03 9.44 11.43
9.56 9.95 12.34
10.01 10.82 14.00

PEPPERS
PSNR MAE

p−σ 10 20 30
0.1 24.76 23.67 21.82
0.2 24.22 23.42 21.40
0.3 23.81 22.92 20.77

10 20 30
8.32 9.67 13.06
9.15 10.57 14.45
10.14 11.85 16.37

GIRL
PSNR MAE

p−σ 10 20 30
0.1 25.31 24.33 22.46
0.2 25.89 24.10 22.15
0.3 24.44 23.57 21.36

10 20 30
8.66 9.73 12.61
9.49 10.59 14.05
10.43 11.94 16.30

Fig. 5. The PSNR and MAE values calculated for mixture of Gaussian (σ =
{10, 20, 30}) and impulse noise (p = {0.1, 0.2, 0.3}) for test images shown in Fig. 2

LENA
PSNR MAE

(p, σ) GMM NLM AD
(0.1, 10) 25.074 19.51 25.24
(0.2, 20) 24.70 20.22 24.01
(0.3, 30) 22.48 21.09 22.67

GMM NLM AD
9.03 9.22 9.16
9.95 11.76 11.42
14.08 13.93 14.43

PEPPERS
PSNR MAE

GMM NLM AD
24.76 18.54 24.33
23.42 19.48 22.52
20.717 20.84 20.83

GMM NLM AD
8.32 10.49 10.69
10.57 13.21 14.22
16.37 16.59 18.06

Fig. 6. Comparison of PSNR and MAE values evaluated for proposed solution, Non-
Local Means [1] method and Anisotropic Diffusion [15]

The effectiveness of the proposed solution was also tested in comparison with
Non-Local Means (NLM) method. In this approach the control parameters de-
pend on the noise intensity and therefore they were experimentally chosen to
provide the best possible noise suppression results. Proposed method efficiency
was also compared with Anisotropic Diffusion (AD), [15]. The comparison results
in terms of PSNR and MAE were summarized in Fig. 6.

7 Conclusions

In this paper a new noise reduction method that combines the Non-Local Means
averaging (for Gaussian noise removing) scheme with the region homogeneity
assessment (for impulse noise suppression) is introduced. Our new noise reduc-
tion method, called GMM -NLM , outperforms significantly the NLM scheme
in case of mixture noise, at a lower computational cost due to the adaptive choice
of size of search window for similar local neighborhoods and the size of each im-
age patch. Also, the noise parameters do not need to be estimated during the
image processing. Moreover, this approach can decrease the computation cost
in comparison with classical NLM approach. The proposed method was also
compared with Anisotropic Diffusion technique yielding better results.
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Abstract. In this paper we propose a novel approach to color image
retrieval. Color information is modeled using Gaussian mixtures and in-
corporates the information on the spatial distribution of the color im-
age pixels utilizing the Dijkstra algorithm. The proposed algorithm has
high indexing performance and operates on model of low dimensionality.
Thus, the proposed method needs only the adjustment of Gaussian Mix-
ture Model parameters for efficient color image retrieval. The proposed
method is extensively tested on Corel and Wang dataset. The results
demonstrate that proposed framework is more efficient than other meth-
ods when images are subjected to lossy coding such as JPEG method.

1 Introduction

In the recent years, the amount of digital images available has grown rapidly
due to affordable digital cameras and high-speed Internet connections. Those
factors have created a convenient way to generate and publish everyday enormous
amount of visual content available worldwide by a growing number of users.
Thus, there is a huge demand for image management tools designed for purposes
of storing, browsing and searching in large multimedia databases.

In Content-Based Image Retrieval (CBIR) systems, the proper image descrip-
tion is a very important element assessing the similarities among images. Thus,
image descriptors can be classified depending on the image property such as
color or texture. In CBIR systems, the searching process is based on user given
queries, which is often an image, represented by its properties encoded into fea-
tures vectors, based on concepts of the i.e. color histogram, the color coherence
vectors, the color co-occurrence matrix, vector quantization, and then compared
in order to find similar images. Also the spatial organization of colors has been
explored in form of spatial statistics between color pixels, such correlograms or
some filter responses [1,2,3].

Let us note that due to problems related to the high dimensionality of data
[5], it is preferable to employ fewer features to accurately represent image in-
formation and reduce computational cost, without deteriorating discriminative
capability. This approach attracted great attention in recent years, [6].
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This paper addresses the problem of similar image retrieval, when query im-
age is given, on the basis of the image signature composed of Gaussian Mixture
Model parameters. Although several proposed image retrieval techniques utilize
the Gaussian Mixture Model (GMM) as color distribution descriptor [7,8,9],
the aspect of the distortions caused by the lossy compression was not taken into
account. The spatial arrangement of the color regions present in the analyzed
image is incorporated during the color information modelling in form of color
homogeneity information evaluated using Dijkstra algorithm, [10]. Due to the
smoothing properties of the Gaussian mixtures, this approach is robust to dis-
tortions introduced by lossy codding, i.e. JPEG compression scheme. The paper
is organized as follows. The details of the proposed technique are described in
Section 2, it also focuses on the evaluation of spatial arrangement of the color
pixels within the scene depicted in the image using the Dijkstra algorithm. Next
Section 3 presents the experimental setup of the retrieval scheme based on the
proposed solution. The comparison of the experimental results for various com-
pression ratios is also presented in Section 4. Finally, Section 5 concludes the
concepts and results presented in this paper.

2 Gaussian Mixture Modeling

The first and very important decision concerning the color image data modeling
using any technique is the choice of the color space suitable for the retrieval
experiments [11]. In this paper we are using the CIE La∗b∗ color space. The first
step in applying the proposed methodology is to construct the histogramH(x, y)
in the a − b chromaticity space defined as H(x, y) = N−1#{ai,j = x; bi,j = y,
where H(x, y) denotes a specified bin of a two-dimensional histogram with a the
component equal to x and b component equal to y, the symbol # denotes the
number of samples in a bin and N is the number of color image pixels. The next
stage of the presented technique is the modeling of the color histogram using the
Gaussian Mixture Model (GMM) and utilizing the Expectation-Maximization
(EM) algorithm for the model parameters estimation as described in details in
[12], using following formulae:

αk+1
m = N−1

∑N

i=1
p(m|xi, Θk), μk+1

m =

∑N
i=1 xi · p(m|xi, Θk)
∑N

i=1 p(m|xi, Θk)
, (1)

υk+1
m =

∑N
i=1 p(m|xi, Θk)(xi − μk+1

m )(xi − μk+1
m )T

∑N
i=1 p(m|xi, Θk)

, (2)

where μ and υ denote the mean and variance,m is the index of the model compo-
nent and k is the iteration number. The E (Expectation) and M (Maximization)
steps are performed simultaneously, according to (1) and (2) and in each itera-
tion, and the input data we use parameters obtained in the previous one. The
main idea of the application of the GMM technique lies in the highly desirable
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properties of this approach. The inherent feature of the GMM enables to approx-
imate the distorted color histogram of the color image subjected to lossy com-
pression, which is obtained through limited model complexity (7 components)
and number of iterations (75) of E-M algorithm, as shown in [15,14,13,16]. The
lossy compression causes a loss of color information resulting in discontinuities in
the chromaticity histogram. The proposed methodology counteracts this effect
by smoothing the histogram in order to reconstruct its original shape, which is
a basis for the effective image retrieval, which lack other approaches based on
mixture modeling [17].

Thus, in order to reflect the differences in image content and also to improve
the retrieval efficiency of the proposed retrieval scheme, the concept of using
Dijkstra algorithm [10], was incorporated. Its use provides a possibility to em-
phasize in the a−b color histogram all the pixels belonging to homogenous color
areas. In general, its construction reflects topological distance and color similar-
ity of image pixels, evaluated using CIEDE2000 color similarity measure [18],
represented by optimal paths between central pixel and each of its neighbors in
processing window.

Using the concept of Dijkstra algorithm, each pixel of the original image is
taken into the a− b histogram with the weight evaluated on the basis of the sum
of the costs of the "cheapest" paths to pixels belonging to processing window W ,
where cost of visiting neighboring pixels is calculated as difference of their colors
using CIEDE2000 (Fig. 1). Thus, chromaticity histogram is in fact a histogram
of weights associated to color pixels. Each bin value is the sum of the weights
of the pixels of the particular a − b values. The idea of evaluating color region
homogeneity is based on treating processing window W (assigned as h1 = 10%
and h2 = 10% of image height and width respectively) centered at pixel y(i, j)
and consisted of K pixels, as a directed graph.

The Dijkstra algorithm creates the path of the lowest total cost from the
center pixel y(i, j) of the processing window W to the pixel y(i, j)(k)εW and
assigns the optimal cost p(i, j)(k) The weight associated with pixel y(i, j), is
based on the average of all optimal path cost evaluated for pixels of processing
window W : w(i, j) = exp

(
−

∑K
k=1 p(y(i,j)(k))2

h1·h2

)
. Thus, w(i, j) can be treated as

similarity measure between central pixel y(i, j) and it surrounding y(i, j)(k)εW .
Let us note that, the more homogenous the pixel neighborhood, the lower is the
the sum of costs of the optimal paths to all window pixels, and thus the larger
is the weight value w(i, j). In case of regions presenting significant color changes
the total cost of optimal paths will be larger due to observed color differences
among pixels.

3 Experimental Setup

In order to test the proposed methodology we subjected to lossy coding (JPEG)
the database of Wang [4] consisting of 1000 natural images, of 10 semantic cat-
egories, and Corel dataset of 10 000 color images. For the purposes of the his-
togram comparisons, several distance or similarity measures were used (denoted
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Fig. 1. Exmplary optimum paths with minimum costs for Dijkstra algorithm using
CIEDE2000 as a color similarity measure

as d) and computed between the histogram of the evaluated image (denoted as
H) and the 2D surface generated by the GMM model of its histogram, (de-
noted as C). Among them are geometric measures treating objects as vectors in
a multi-dimensional space and computing the distance between two data points
on the basis of pairwise comparisons in each dimension (Minkowski family dis-
tances such as L1 and L2 and Canberra metric). Information-theoretic measures
(such as Jeffrey divergence) derived from Shannon’s entropy theory and statis-
tical measures (such as χ2) compare objets not in pairwise manner but rather
as a distributions. Following formulas describe applied similarity measures:

– L1 (DL1) : d(H,C) =
∑η

i=1

∑η
j=1 |Hi,j − Ci,j |,

– L2 (DL2): d(H,C) =
(∑η

i=1

∑η
j=1 |Hi,j −Ci,j |2

) 1
2 ,

– Canberra: (DC) d(H,C) =
(∑η

i=1

∑η
j=1

|Hi,j−Ci,j |
|Hi,j |+|Ci,j|

)
,

– Jeffrey Divergence (DJ): d(H,C) =
(∑η

i=1

∑η
j=1 Hi,j · log Hi,j

ηi,j
+ Ci,j · log Ci,j

ηi,j

)
,

– χ2 (Dχ2): d(H,C) =

(
∑η

i=1

∑η
j=1

(Hi,j−ηi,j)
2

ηi,j

)

,

where ηi,j =
Hi,j+Ci,j

2 . For the evaluation of the difference between two his-
tograms we also used the the Earth Mover’s Distance (EMD) similarity measure,
[19]. The EMD is based on the assumption that one of the histograms reflects
"hills" and the second represents "holes" in the ground of a histogram. The mea-
sured distance is defined as a minimum amount of work needed to transform one
histogram into the other using a "soil" of the first histogram. As this method
operates on signatures and their weights using GMM , we assigned as signature
values the mean of each component and for the signature weight the weighting
coefficient of each Gaussian in the model.

4 Evaluation of the Method Efficiency

In order to present retrieval observations, the Precision and Recall measures
are employed. In more details, Precision is the fraction of retrieved images that
are relevant, while Recall is the fraction of relevant instances that are retrieved.
Fig. 2 illustrates the Precision−Recall plots evaluated for the entire analyzed
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Wang database, i.e. each of the database image was used as a query. In these
experiments the criterion of the successful retrieval was the membership to the
same thematic group as the query, not necessarily sharing the same color palette.
Therefore, the main aim of the presented plots and numerical results is to show
that proposed technique can produce meaningful results regardlessly to the rate
of information loss associated with various compression methods. Fig. 2 compares
the retrieval efficiency for several similarity measures. It can be noticed that there
is no significant difference between retrieval accuracy for various compression
ratios. The evaluated Precision values for each of 1000 queries were averaged
(for each corresponding Recall value) producing the results shown in Fig. 3. The
use of EMD similarity measure produced the best results, and moreover it offers
compact color description contrary to other measures operating on histograms.

Fig. 2. The Precision − Recall plots evaluated for Wang database of 1000 natural
color images subjected to lossy coding using compression rates: 75% (JPEG75), 50%
(JPEG50) and 25% (JPEG25) for various similarity measures: DL1 , DL2 , DC metrics,
DJ , Dχ2 and EMD

Dataset EMD DC DL1 DL2 DJ Dχ2

JPEG75 0.4125 0.3099 0.4384 0.3302 0.3324 0.3941
JPEG50 0.4109 0.3194 0.4370 0.3304 0.3353 0.4030
JPEG25 0.4008 0.2948 0.4272 0.3214 0.3062 0.3791

Fig. 3. The average Precision values evaluated for Wang database of 1000 natural color
images subjected to JPEG lossy coding using compression rates: 75% (JPEG75), 50%
(JPEG50) and 25% (JPEG25) for various similarity measures: DL1 , DL2 , DC metrics,
DJ , Dχ2 and (EMD)

Let us note, that Precision and Recall tend to ignore the ranking of retrieved
images, e.g. Precision of 0.5 indicates that half of the retrieved images is relevant
to the given query but without any further information if relevant images are the
first half of the retrieved set or are the second half. In order to counteract this,
it is advised to measure Precision and Recall at the specified points e.g. at the
answer set of 1 (P̂1), 5 (P̂5), 10 (P̂10), and 25 (P̂25) images. These measurements
(Fig. 4) are summarized to give the better view of the behavior of the analyzed
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EMD DC L1 (DL1)
Dataset P̂1 P̂5 P̂10 P̂25

JPEG75 1 0.6569 0.5810 0.4794
JPEG50 1 0.6531 0.5795 0.4780
JPEG25 1 0.6430 0.5628 0.4647

P̂1 P̂5 P̂10 P̂25

1 0.6569 0.5810 0.4794
1 0.6531 0.5795 0.4780
1 0.6430 0.5628 0.4647

P̂1 P̂5 P̂10 P̂25

1 0.6569 0.5810 0.4794
1 0.6531 0.5795 0.4780
1 0.6430 0.5628 0.4647

DL2 DJ Dχ2

Dataset P̂1 P̂5 P̂10 P̂25

JPEG75 1 0.5574 0.4733 0.3814
JPEG50 0.6996 0.5003 0.4496 0.3926
JPEG25 0.9097 0.6552 0.5770 0.4781

P̂1 P̂5 P̂10 P̂25

1 0.5576 0.4716 0.3800
0.7140 0.5161 0.4626 0.4011
0.9116 0.6653 0.5919 0.4872

P̂1 P̂5 P̂10 P̂25

1 0.5482 0.4541 0.3714
0.663 0.4734 0.4246 0.3668
0.8956 0.6480 0.5706 0.4743

Fig. 4. The average Precision values evaluated for Wang database of 1000 natural
color images subjected to lossy coding using compression rates: 75% (JPEG75), 50%
(JPEG50) and 25% (JPEG25) for various similarity measures: DL1 , DL2 , DC metrics,
DJ , Dχ2 and EMD at points corresponding to 1, 5, 10 and 25 retrieved images

Fig. 5. The comparison of the retrieval results performed for Corel 10k database ob-
tained for various similarity measures: EMD (a,g), Canberra (b,h), L1 (c,i), L2 (d,j),
Jeffrey divergence (e,k), χ2 (f,l). The results were evaluated for images transformed
to GIF (a-f) and JPG25 (g-l)

retrieval scheme for applied color spaces. The EMD similarity measure produced
the best results.

Fig. 4 illustrates the comparison between retrieval results evaluated for ex-
emplary image of the Corel database of 10 000 color images for the various
similarity measures for lossy coded versions of original images (25% original file
size) and GIF (using dithering) method. It can be noticed that the evaluated
results preserve the spatio-chromatic structure of the query image. The L2 simi-
larity measure yield the worst results, and should not be used for image indexing
purposes.
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Fig. 6. The comparison of the retrieval results performed for Corel 10k database ob-
tained for various retrieval methods: GMM with Dijkstra weighting applied for the
images represented in the CIE La∗b∗ color space (a,g), CEDD [20] (b,h), FCTH [20]
(c,i), MPEG-7 SCD (d,j), MPEG-7 CLD (e,k), Autocorrelogram (f,l). The results were
evaluated for images transformed to GIF (a-f) and JPG25 (g-l)

The retrieval results evaluated for EMD similarity measure, were compared to
those obtained using the well known, image retrieval application img(Rummager)
[20]. This system contains several methods, from which the following were chosen:
60 bin histogram (CEDD), 192 bin histogram FCTH, MPEG-7 SCD and MPEG-
7 CLD, and Autocorrelogram. Fig. 4 presents the retreval results for exemplary
image of the Corel database transformed using GIF and JPG25 schemes.

When analyzing the performance of image retrieval techniques in comparison
to scheme proposed in this paper, (Fig. 4) it can be noticed that, the color
palette query image is not preserved (especially when GIF method was applied),
the spatial arrangement the retrieved images is not always taken into account.

5 Conclusion

Many retrieval system rely on the color composition of the analyzed images.
Although, this approach seems to be generally correct and effective, one must
be aware of the problem of accurately managing the vast amount of visual in-
formation. The methods operating on chromaticity histograms could be severely
disabled as color palettes of lossy compressed images can differ, providing mis-
leading conclusions. As shown in this paper, such a comparison produces incor-
rect results when the retrieval process is evaluated not on the original images
but on their compressed versions. Thus, there is an urgent need for the evalua-
tion of techniques overcoming that undesirable phenomenon. Such a method is
described in this paper.
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The main contribution of this work is the adaptation of the Gaussian Mixture
Models and the application of the Dijkstra algorithm for the purposes of the
distorted chromaticity histogram approximation. The proposed scheme enables
the retrieval system not only to take into account the overall image color palette
but also to consider the the color dispersion understood as spatial arrangement
of image colors. Let us note, that due to the fact that proposed solution preserves
regions of homogenous color it can be applied also for retrieval of image of similar
background content.

The satisfactory results were achieved independently on the applied compres-
sion scheme. Therefore, the presented results proved the hypothesis that the loss
of color information caused by lossy coding can be efficiently counteracted, pre-
serving spatial arrangement of colors in an image, providing successful retrieval
results.
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Abstract. Tahitian pearls are currently classified manually by pearl
experts. This process is time consuming and furthermore subjective for
some of the quality parameters such as colour, form or lustre. In this pa-
per we present our ongoing work to implement an automatic classification
of Tahitian pearls out of images. For this purpose different image segmen-
tation and machine learning methods are used. In the following sections
we explain our methodology, show first results for several sub-steps and
give new ideas for greylevel edge detection and colour classification.

1 Introduction

Grown in the clear warm water of the Polynesian lagoons, the Tahitian pearl
has fascinated humans since centuries. On the international market the pearl
is known by the name ’Queen of Pearls’, due to its pureness, its colour diver-
sity and its brilliant lustre. As a result of its high reputation, the pearl is an
important source of income for the French Polynesian government. During the
years 2008 to 2010 the pearl contributed averagely with over 60% to the total ex-
ports of French Polynesia with an annual average value of over 90 million Euros.
To keep the high reputation of the Tahitian pearl the local government imple-
mented a quality grading sy stem, not allowing exporting pearls which does not
satisfy the quality standards. To define the quality of a pearl several parameters
are evaluated (form, size, defects, lustre, colour and minimal nacre thickness).
This evaluation is nowadays done manually by pearl experts from the ’Direction
de Ressources Marines et Minieres (DRMM)’ [1]. This manual classification is
problematic in two ways: First of all, the pure amount of over 1 million exported
pearls per year is difficult to handle, as each pearl has to be classified separately.
Second, the classification of several parameters, such as the form, the colour and
the lustre is highly subjective. The goal of our project is to automatically classify
pearls out of images, using image pr ocessing and machine learning techniques.
An automatic classification gives the possibility to accelerate the quality eval-
uation process as well as to minimize the influence of subjectivity during the
human classification. A third reason to implement an automatic classification is
to support the scientific work of the ’Centre IFREMER du Pacifique’ [2]. One
of their research groups is analysing the factors that influence the quality of a
pearl. Therefor correlation calculations between growing parameters (geographic
location of the pearl farm, species of the breeding oyster, etc.) and the pearls
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Fig. 1. Colour images of four Tahitian pearls

Fig. 2. X-Ray image of a Tahitian pearl (left) and a schema of the capturing (right)

quality are done. As a correlation calculation depending on subjectively classi-
fied quality parameters is not very trustworthy, an automatic classification of
the parameters is preferable.

To analyse the quality parameters of a pearl, we use two different kinds of im-
ages. To determine the ‘outer’ parameters colour, size, form, lustre, and defects,
colour images of the surface of a pearl were taken (Fig. 1). For each pearl four
images were shot, to capture as much surface information as possible.

The minimal thickness of the nacre on the other hand cannot be evaluated
from the outside. For this purpose X-Ray images are taken at the DRMM. In
Fig. 2 on the left an X-Ray image of a Tahitian pearl can be seen.

The light round object in the middle of the pearl is the pearls nucleus. It
is an artificially formed sphere which is inserted in a pearl oyster ( Pinctada
margaritifera in French Polynesia). Around this nucleus the oyster deposits a
form of calcium carbonate, the nacre. The minimal thickness of the nacre is
accordingly the minimal distance between the outer surface of the nucleus and
the outer surface of the pearl. Currently this distance is measured manually by
an employee of the DRMM (a video explaining this process in detail can be
found under [3]).

In the following two sections we present our methodology to automatically
determine and measure the named quality parameters. First results and general
ideas regarding greylevel and colour image segmentation are given as well. In
the fourth chapter our approach for colour classification is shown, followed by
the conclusion in the fifth section.
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Fig. 3. Four different regions in the X-Ray image have to be segmented to measure the
minimal nacre thickness (left). On the right, a detail showing the transition between
the pearls nacre and the light background can be seen

2 2 X-Ray Images

To determine the minimal thickness of the nacre, the minimal distance between
the artificial nucleus within the pearl and the outer surface of its surrounding
nacre has to be measured. For this purpose X-Ray images of the pearl are taken.
The resulting images contain 4 major regions: The light background, the dark
background, the nucleus and the nacre (Fig. 3).

To measure the distance between the nucleus and the nacre the 4 regions have
to be segmented. Over the recent years many approaches for greylevel image seg-
mentation have been published. The classical approaches include techniques like
Canny, Prewitt or Sobel edge detection [4,5,6,7,8]. Although these techniques
are a standard in greylevel edge detection, some major drawbacks are known.
These classical operators look pixel-wise for sharp intensity gradients in an im-
age. A transition between different objects in the image, which ranges over many
pixels without any sharp intensity difference between single pixels, is hard to de-
tect (as for example between the nacre over the light background and the light
background itself in Fig. 3 on the right). A threshold to separate edges from
objects has to be defined for the whole image, which doesn’t take into account
a heterogenic cha racter of an image with objects of different homogeneity and
edges of different i ntensity. The obtained edges are not necessarily connected,
meaning a post pr ocessing of the obtained edges is necessary. Our current work
evaluates the possibilities of a new theory for greylevel image edge detection.
Our approach is to aggregate pixel of a monotonous gradient together and af-
terwards analyse these gradients. The advantage over the classical techniques is
that transitions between objects without a sharp pixel-wise gradient might as
well be detected. In Fig. 4 on the left a detail of intensity values of a column
of pixels of the X-Ray image can be seen. The rectangles mark the pixels that
belong to a monotonous ascending or descending gradient.

On the right side of the image is a binary result of thresholding every obtained
gradient of the original X-Ray image column- and row-wise. The threshold was
set to a minimal gradient value of 15. It can be seen that transitions between
regions that do not include a sharp pixel-wise gradient can be detected as well.
Anyhow a global threshold for an image is to the authors’ opinion generally not
a satisfying approach, as it doesn’t respect a heterogenic character of an image.
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Fig. 4. Grouped pixels that form part of a monotonous gradient (left). On the right a
binary image that shows row- and column-wise gradients bigger than 15

Fig. 5. Different segmented regions of a colour image of a Tahitian pearl and the quality
parameters that are described in these regions

Our current research deals with finding solutions to discriminate between objects
and edges independently of the gradients’ size.

3 Colour Images

As mentioned, the colour images of the pearls are used to determine the param-
eters size, form, lustre, defects and colour. For this purpose multiple segmen-
tations have to be done. In the case of the colour images, the crucial regions
can be detected with less effort compared to the X-Ray images. Multiple global
thresholds of the Intensity value obtained by converting the image to the HSI
space lead to the results shown in Fig. 5. On the right side of each segmented
area is the pearls quality parameter this region defines.

For each parameter feature vectors, mathematically describing a quality pa-
rameter, have to be calculated. These vectors will later be classified by machine
lear ning algorithms. The mathematical description of a parameter to classify
is an e ssential part of the classification. If the mathematical description of a
parameter does not correlate with the human lassification, the later numeric
classification will not be satisfying. It is of advantage to generate a broad range
of feature vectors out of which those with the highest descriptive power can be
chosen afterwards. This can be done before the classification with a separate
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Fig. 6. Different possible features for the quality parameters form, size and lustre

correlation analysis (Principal component analysis, Self-Organizing Maps or lin-
ear discriminant analysis for example [9,10,11]) or with an iterative classification
process, evaluating the classification results for different constellations of feature
vectors. Several examples for features can be seen in Fig. 6.

4 Classification

To classify the quality of a pearl each quality parameter will be classified in-
dependently. This is due to the fact that the parameters are of different and
independent character. For the classification of the size and the amount of de-
fects no advanced machine learning algorithm is necessary. These two parameters
are objectively measurable and can be directly graded in classes defined by pearl
experts or governmental guidelines. For the parameters form, lustre and colour
instead more effort has to be done, since classes defined by humans can only be
described by subjective criteria. A key role plays the classification of the pearls
colour. It is a crucial parameter for the pearls quality but colour classification
is still an open problem in the domain of colour image processing. If an image
is in RGB or related formats, colour object classification is a three dimensional
problem. In our previous work [12] we reduced the classification problem to a
two dimensional one. In the cited work we integrated the Hue-Saturation model
in the RGB colour space. A separation of achromatic from chromatic values
directly in the RGB space was done. The separation bases upon a projection
of RGB vectors along a line through origin and the original vectors to a two
dimensional plane with the achromatic line as normal vector (Fig. 7). The pro-
jection contains all chromatic information based on the definition of the HSV
(Hue, Saturation and Value) space, while supressing achromatic information.

The projection furthermore corresponds to the linear character of the RGB
space. It means a line separating the projection in two parts d escribes a certain
proportional relation of RGB values to each other and therefore corresponds
to the additive character of the RGB space. For an auto matic classification
of colour based on this theory, an approach with linear SVM (Support Vector
Machine) seems promising [13,14,15]. The SVM can be used to linearly separate
between two pearls of different colour, by dividing the projection in two parts.
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Fig. 7. A projection of RGB vectors to a plane with the achromatic line as normal to
separate achromatic from chromatic information in the RGB space (left two images).
The projection is afterwards turned into screen (third image). On the right side a
coloured representation of the projection containing additional projection points can
be seen

Fig. 8. On the left side two different segmented pearls are shown. In the second row
the RGB vectors of each image are projected to suppress achromatic information. The
two images on the right show the projection points of both images together

This linear separation correlates with the human biological processing of colour,
as the projection is the barycentric representation of the RGB space. It corre-
sponds as well to the human perception of colour, as the projection integrates
the perceptual HSV model in the RGB space.

In Fig. 8 two different segmented pearls are shown. On the right side of each
pearl the projection of the RGB vectors of the pearls describing the chromatic
i nformation in the linear RGB geometry can be seen. Due to the fact that
several projection points of the two pearls overlap, a soft-margin SVM seems
an adequate choice. Our current analysis deals with the implementation of soft-
margin linear SVM to identify colour vectors that uniquely describe a certain
colour of a pearl. According to these results the goal is to implement an artificial
reproduction of the human classification of the pearls colour.

5 Conclusion

In the present paper we introduced our ongoing work to implement an automatic
classification of Tahitian pearls. A general methodology to classify pearls out of
X-Ray and colour images was given. In the second section a new idea for greylevel
edge detection was sketched and first promising results were shown. In the third
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part possibilities to describe quality parameters gained out of colour images
were discussed. In the fourth section an idea of colour classification based on
our previous work on colour space theory was explained. Our current work deals
with further developing the greylevel edge detection algorithm, to avoid global
thresholding. An analysis of different machine learning algorithms to classify the
calculated feature vectors to obtain a classification of the pearls quality is part
of our current work as well.
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Abstract. In this paper a novel approach to the problem of speckle noise
suppression in ultrasound images is presented. The described method is
a modification of the bilateral denoising scheme and is based on the
concept of local neighborhood exploration. The proposed filtering de-
sign, like the bilateral filter, takes into account the similarity of pixels
intensities together with their spatial distance, and the filter output is
calculated as a weighted average of the pixels belonging to the filtering
window. The weights assigned to the pixels are determined by minimum
connection costs of digital paths joining the central pixel of the filter-
ing window and its neighbors. The comparison with existing denoising
schemes shows that the new technique yields significantly better results
in case of ultrasound images contaminated by multiplicative noise.

1 Introduction

Ultrasound imaging is one of the most widely used method in medical diagnos-
tics, as it is non-invasive, has no known long-term side effects, is less expensive
and simpler to use than other medical imaging techniques. However, the qual-
ity of a medical ultrasonic image is often degraded by the speckle noise, which
is a random granular pattern produced mainly by multiplicative disturbances
[1,2,3]. The speckle noise strongly impedes the visual evaluation of ultrasound
images, affects edges and fine details and decreases the diagnostic value of ultra-
sound images. Speckle noise can also mask small, but diagnostically significant
image features, and it reduces the efficiency of detection and recognition of the
anatomical structures in medical images.

Therefore, in medical ultrasound image processing, the suppression of speckle
noise, while preserving edges and image details, plays a crucial role for the di-
agnosis. Through the years, many techniques have been proposed for effective
reduction of speckles in ultrasound images. The current approaches fall into three
categories, including adaptive local filters, anisotropic diffusion based techniques
and wavelet filters [2,4,3,5].

In this paper a new approach to multiplicative noise reduction in ultrasound
images is presented. The new method is a based on the concept of the standard
bilateral filter [6], whose modification was proposed in [7]. In that work, the
described algorithm was applied to noise removal in color images contaminated
by mixed Gaussian and impulsive noise. In the current manuscript, we propose
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to use the elaborated framework to improve the quality of ultrasound images.
The performed research showed that this method can be used to suppress the
multiplicative noise in gray scale images and can be successfully employed for
the enhancement of ultrasound images.

2 Proposed Noise Reduction Method

The proposed Geodesic Bilateral Filter (GBF), similarly to the bilateral filter
[6], changes the value of each pixel by a weighted average of the intensity I of
the samples in the filtering window W . In both cases, the new value of the pixel
is calculated as:

J̃(x) =
1

Z

∑

y∈Nx

w(x,y)I(y), Z =
∑

y∈Nx

w(x,y), (1)

where Nx is the local neighborhood of x and w(x,y) is the weight assigned to
pixel at location y, which belongs to Nx. In the bilateral filter, the weight is a re-
sult of multiplication of two components wS(x,y) = exp

(
−‖x− y‖2/2σ2

S

)
and

wI(x,y) = exp
(
−‖I(x)− I(y)‖2/2σ2

I

)
, where σS and σI are filter parameters.

In case of the proposed Geodesic Bilateral Filter, for the calculation of the
weights assigned to each pixel from the filtering window W , the image is treated
as a graph and we utilize the Dijkstra’s algorithm for finding the optimal con-
nections between the pixels.

The connection cost of a pixel at position y is defined as a minimum sum of
absolute differences between the pixels constituting a digital path connecting this
pixel with the central pixel at x. The connection cost is used to calculate a weight
which is assigned to each pixel from the filtering window. In our approach, the
weight function is calculated using only those pixels for which the length of the
minimum crossing path is at least n, which can be treated as a filter parameter.

For the calculation of the connection costs in the analyzed neighborhood an
array C, which includes the crossing cost between the central pixel and its neigh-
bors, is created. In our method, it is necessary to introduce an additional array
S, which includes the number of steps needed to join the central pixel with each
sample belonging to W . Initially S(y) = 0 for all pixels and this value is being
changed during the creation of the path of the lowest cost.

Afterwards, the algorithm assigns to each pixel in the window the lowest
connection cost with the central pixel. Finally, the array C includes the shortest
distances for all the pixels in W and the array S includes the number of steps
needed to create a digital path connecting the pixels in the local neighborhood
as depicted in Fig. 1.

The weights are assigned only to those pixels from W , whose minimum digital
path is of length not smaller than n. Thus, the weights of the pixels taken into
the averaging is given by:

w(x,y) = exp
(−C(x,y)2/h2

)
, for (x,y) : S(x,y) ≥ n, (2)
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Fig. 1. Connection costs with some exemplary optimal paths

where n is a number of steps and S(x, y) is step function, C(x,y) is the cost
function of the optimal path connecting x and y and is given by C(x,y) =∑m

i=1 |I(xi)− I(xi−1)|, where x0 = x is the starting point of a path, xm = y
and m is the number of path segments. The weight of pixels, for which the length
of the minimum path is smaller than n are set to 0, which means that they are
omitted.

3 Experiments

In this Section the Geodesic Bilateral Filter (GBF) is compared with the stan-
dard bilateral filter and other speckle noise reduction techniques in terms of
objective quality measures. In the experiments we applied the restriction on the
length of the digital path so that it is at least of length n = 1 (all pixels are
considered) or n = 2, which is denoted as GBF and GBF2 respectively. The
effectiveness of the new filter was tested on the gray test images depicted in
Fig. 2, whose intensities are in the range [0, 1], contaminated by two types of
multiplicative noise with standard deviations ranging from 0.1 to 0.3. In the
first model, denoted as MG, the Gaussian distribution is used. The noisy pixels
I(x) are defined as I(x) = O(x) + O(x) · δ = O(x)(1 + δ), where O(x) is the
undisturbed pixel intensity, δ is the Gaussian distributed random variable. The
structure of the second model, denoted as MU, differs only in the definition of
the variable δ, which is uniformly distributed.

The effectiveness of the new filtering design was compared with 13 differ-
ent speckle reduction algorithm. We used following filters: Bilateral filter (BF),
Median filter (MF), Lee statistic filter (LSF) [8], Kuan filter (KF) [8], Frost
filter (FF) [9], Wiener filter (WF) [10], Butterworth low pass filter (BLPF),
Anisotropic Diffusion (AD) [11], Speckle Reduction Anisotropic Diffusion (SRAD)
[12], (VS) [13], SureShrink (SS) [14], BayesShrink (BS) [15]. To quantitatively
evaluate the denoising methods we used the Peak Signal to Noise Ratio (PSNR)
[16] and Mean Structural Similarity Quality Index (MSSIM) [17].

First, the relationship between the control parameters of the filters and the
noise level was analyzed. As can be derived from (1) the properties of the BF



106 K. Malik, B. Machala, and B. Smołka

(a) TEST 1 (b) TEST 2 (c) TEST 3

Fig. 2. Gray test images used in the experiments

are controlled by the parameters σS and σI . Figure 3 shows the dependence of
the PSNR on the σS and σI values for the noisy images restored by the bilateral
filter.

The values of PSNR depend significantly on the σS and σI parameters. As
can be observed the optimal values of σS and σI are noise level dependent for
both boise models.
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(f) MU30

Fig. 3. Dependence of the PSNR on σS and σI for BF. Image TEST 2 was corrupted
by MG (a, b, c) and MU noise (d, e, f).

Noisy test images were also restored by GBF and GBF2. The filters were
applied for different values of the parameter h in (2), and the dependence of
PSNR on this parameter is depicted in Figs. 4 and 5. Examining the plots, it
can be observed that optimal results depend on the tuning parameter h, which
increases with the noise level. The obtained results show that the optimal h
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Fig. 4. Dependence of PSNR when applying GBF and GBF2 on the h parameter for
images corrupted with MG noise
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Fig. 5. Dependence of PSNR when applying GBF and GBF2 on the h parameter for
images corrupted with MU noise

parameter does not depend significantly on the image structure and the noise
model.

The comparison of the efficiency of the proposed method with the other
speckle reduction techniques are summarized in Tab. 1 and 2. The control pa-
rameters were selected experimentally to obtain optimal results in terms of the
PSNR quality coefficient.
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Table 1. Comparison of PSNR values of images contaminated by multiplicative noise
(MG, MU) restored by the GBF and competing techniques

Method

Im
ag

es
N

oi
se

G
B

F

G
B

F
2

B
F

M
F

L
SF

K
F

F
F

W
F

B
L
P

F

A
D

SR
A

D

V
S

SS B
S

MG10 36.09 36.92 35.41 30.64 23.22 23.11 23.21 33.11 28.02 28.41 24.00 29.48 30.18 28.03
MG20 29.85 30.47 26.77 26.67 22.41 22.31 22.08 26.31 24.61 24.41 23.43 24.23 25.29 23.55
MG30 25.63 25.96 21.66 23.78 21.38 21.33 20.76 22.22 22.45 22.37 22.75 21.22 22.57 20.68
MU10 35.18 35.53 34.88 29.89 23.20 23.09 23.20 33.08 27.94 28.33 23.81 29.42 30.13 27.99
MU20 29.34 29.98 26.38 25.55 22.34 22.26 22.02 26.37 24.52 24.29 23.18 23.97 25.18 23.41

T
es

t1

MU30 24.98 25.24 21.35 22.48 21.22 21.17 20.61 22.21 22.15 22.16 22.50 21.07 22.41 20.58
MG10 38.21 38.58 37.73 34.78 24.94 24.81 23.77 34.58 29.77 30.19 26.28 31.56 23.49 30.02
MG20 31.16 31.38 28.96 28.96 24.01 23.88 23.58 27.74 26.14 25.99 25.71 25.91 26.90 25.31
MG30 26.86 26.91 23.61 25.68 22.87 22.77 22.17 23.45 23.83 23.72 24.69 22.63 23.98 22.26
MU10 37.15 37.25 37.14 33.62 24.90 24.73 24.74 34.44 29.67 30.09 25.88 31.49 23.45 29.94
MU20 30.64 30.73 29.01 27.72 23.93 23.82 23.52 27.90 26.04 25.90 25.19 25.88 26.84 25.42

T
es

t2

MU30 26.31 26.25 23.45 24.40 22.73 22.63 22.07 23.54 23.65 23.54 24.41 22.58 23.91 22.24
MG10 36.81 38.52 36.80 33.33 31.54 30.81 29.73 33.04 31.71 31.81 33.86 32.08 31.83 31.75
MG20 30.35 31.78 27.04 27.39 27.32 27.08 24.94 26.34 27.10 27.10 29.31 28.18 28.07 28.12
MG30 26.83 28.08 20.69 23.87 24.17 24.02 21.67 22.63 23.83 23.81 27.21 25.32 25.28 25.32
MU10 35.95 37.23 36.37 31.36 31.44 30.50 29.67 33.43 31.61 31.70 32.93 31.93 31.61 31.93
MU20 29.41 30.35 26.65 25.39 27.15 26.76 24.86 26.95 26.95 26.94 27.18 27.94 27.83 27.94

T
es

t3

MU30 26.00 26.76 20.09 21.90 24.01 23.88 21.58 23.24 23.69 23.67 23.21 25.14 25.11 25.13

Table 2. Comparison of MSSIM values of images contaminated by multiplicative noise
(MG, MU) restored by the GBF and competing techniques
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MG10 0.965 0.980 0.970 0.936 0.936 0.935 0.932 0.946 0.913 0.911 0.867 0.916 0.935 0.898
MG20 0.914 0.946 0.890 0.863 0.873 0.872 0.865 0.866 0.836 0.835 0.941 0.845 0.878 0.825

T
es

t1

MG30 0.873 0.911 0.830 0.813 0.824 0.824 0.815 0.812 0.798 0.802 0.925 0.796 0.834 0.776
MU10 0.960 0.976 0.968 0.913 0.935 0.934 0.930 0.946 0.911 0.908 0.708 0.915 0.934 0.897
MU20 0.902 0.936 0.880 0.834 0.869 0.868 0.861 0.864 0.833 0.832 0.774 0.840 0.874 0.821
MU30 0.854 0.889 0.820 0.781 0.821 0.820 0.812 0.810 0.789 0.799 0.869 0.794 0.834 0.774
MG10 0.985 0.986 0.991 0.969 0.967 0.966 0.964 0.975 0.952 0.950 0.849 0.956 0.969 0.946
MG20 0.954 0.959 0.950 0.914 0.919 0.918 0.911 0.914 0.885 0.885 0.966 0.893 0.924 0.878

T
es

t2

MG30 0.919 0.926 0.882 0.870 0.876 0.875 0.866 0.859 0.850 0.854 0.958 0.846 0.885 0.834
MU10 0.982 0.984 0.991 0.953 0.966 0.966 0.963 0.974 0.951 0.950 0.641 0.956 0.969 0.945
MU20 0.945 0.951 0.944 0.888 0.918 0.918 0.911 0.917 0.885 0.884 0.748 0.893 0.924 0.881
MU30 0.904 0.910 0.872 0.840 0.873 0.873 0.864 0.857 0.847 0.851 0.892 0.844 0.883 0.832
MG10 0.936 0.971 0.957 0.829 0.862 0.856 0.837 0.850 0.827 0.843 0.967 0.889 0.895 0.888
MG20 0.790 0.889 0.714 0.578 0.637 0.635 0.592 0.585 0.577 0.602 0.977 0.707 0.715 0.707

T
es

t3

MG30 0.644 0.783 0.418 0.407 0.462 0.461 0.420 0.408 0.406 0.428 0.848 0.539 0.549 0.539
MU10 0.928 0.965 0.955 0.751 0.862 0.855 0.837 0.860 0.827 0.843 0.937 0.889 0.895 0.890
MU20 0.761 0.869 0.688 0.472 0.637 0.634 0.593 0.605 0.578 0.603 0.952 0.703 0.712 0.703
MU30 0.623 0.759 0.388 0.319 0.464 0.463 0.420 0.425 0.407 0.430 0.908 0.548 0.558 0.548

As can be observed, the results obtained for images restored using GBF and
GBF2 are significantly better in comparison with other denoising methods, and
results obtained using GBF2 are significantly better than when using the GBF.
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Figures 6 and 7 summarize the restoration results of the new method and BF
using synthetic and a real ultrasound image. As can be observed the filtering
output is visually of better quality. The noise is suppressed, the edges are well
preserved and important details are retained.

(a) Noisy image

PSNR=28.96 dB

(b) BF

PSNR=31.16 dB

(c) GBF

PSNR=31.38 dB

(d) GBF2

Fig. 6. Comparison of the efficiency of BF with the geodesic approaches

Real Image

(a) Noisy image

BF

(b) BF

GBF

(c) GBF

GBF2

(d) GBF2

Fig. 7. Comparison of the efficiency of BF with the new filtering designs

4 Conclusions

The results of the performed experiments confirm the high efficiency of the pro-
posed algorithm. The new filtering method yields significantly better results in
comparison with other denoising techniques both in terms of objective qual-
ity measures and subjective fidelity. The introduction of minimal path length
constraint improved significantly the effectiveness of the proposed filtering fr-
maework. The beneficial feature of the GBF and GBF2 is the removal of noise
with preservation of edges and image details. Additionally, the proposed method
is easier to control as the BF properties are controlled by two parameters, while
our filter needs only one tuning coefficient.
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Abstract. Image processing and tracking of noise line is considered in
this paper. Such line could be obtained for selected application where the
line is not direct, but obtained from the image content. The estimation
of line allows control of line following robot. Local 2D filter based on
standard deviation estimator is applied for the preprocessing of the im-
age. The Viterbi algorithm is applied for the line tracking using assumed
Markov model of line. Monte Carlo approach is used for the estimation
of the tracking system performance.

1 Introduction

Tracking system are applied in numerous applications and most of them assume
Detection and Tracking scheme [3]. The input image is thresholded using fixed
or adaptive threshold level and the binary image is obtained. The tracking al-
gorithm adds robustness to estimated trajectory (line) under noisy conditions.
There are numerous of tracking algorithms and the Kalman filter is typically
applied.

Low quality images are difficult to process due to high noise, because opti-
mal threshold level cannot be determined. Alternative tracking scheme should
be applied – TBD (Track–Before–Detect). There are a few groups of TBD al-
gorithms [3,18] and the Viterbi algorithm is assumed [20] in this paper. The
tracking is applied for the estimation of cumulative value for trajectory with-
out prior thresholding. TBD algorithms allow raw signal processing, that gives
superior performance in comparison with Detection and Tracking scheme based
tracking systems.

Specific input image case is related to the images with noise only. It means
that the background object trajectory is noise only. Additional preprocessing
is necessary, because TBD algorithms assume positive signal of the object, and
zero mean of the background noise.

1.1 Related Works

Line following robots are well known and applied in manufactures [5], especially.
Typical line following robot application assumes high contrast between the line
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and the background. Such assumption allows the application of simple optical
systems and simple algorithms [7]. The line could be deteriorated and lighting
conditions could be variable. Locally variable lighting conditions, and noises re-
lated to the deteriorated background and real line, as well as false lines, are the
sources of low quality of acquired image. Positive signal of line is assumed and
dark background in most cases, but there are applications in which the line is
not observed directly. The line could be an edge between two areas or very low
quality line related to the real environment. Such cases are typical for the appli-
cations [16] like harvesting, trash compacting, snow or sand plowing on airport
runways and many more. Road lane estimation is the similar task for automatic
control of vehicle or as Lane Departure Warning system. Image processing and
pattern recognition techniques are necessary for such local navigation, because
GPS systems have low precision for spatial location (about a few meters) for
moving platforms

Hough Transform approach for highly deteriorated line is considered in [19] for
the road lane estimation as well as in agricultural application [1]. The application
of LIDAR for the acquisition of 3D structures for line estimation is considered
in [21]. Monte Carlo approach for line estimation is proposed in [15].

The application of the preprocessing using local standard deviation is pro-
posed in [10] and the application of maximal autocovariance is described in [14]
for different kind of TBD algorithm – Spatio–Temporal TBD [9].

1.2 Content and Contribution of the Paper

In this paper the Viterbi algorithm is applied for the noise line tracking and the
performance of such system is analyzed using Monte Carlo approach, that allows
testing many uncorrelated scenarios. The Viterbi algorithm is introduced briefly
in Section 2. Noise line preprocessing is considered in Section 3. Monte Carlo
approach is applied and the results for different configurations and are shown
in Section 4. Discussion related to the obtained results is provided in Section 5.
The final conclusions are in Section 6.

2 The Viterbi Algorithm

The Viterbi algorithm is one of the dynamic programming algorithms [2]. It uses
trellis with a set of nodes, and in this paper nodes are assigned to the pixels’
grid. The computation of the trajectory (path) is based on the calculation of
maximal value for paths allowed by Markov transition model [12]. Markov model
is related to the trajectory shape, allowed by the trellis geometry and include
probabilities of transition between nodes. In this paper it is assumed that the
line is one direction starting from the bottom row of the image toward top row.
Many applications requires estimation the most valuable bottom part of image –
nearest to robot. Robots control is based on the this area, and top part of image
could be significantly deteriorated due perspective camera view.
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Image analysis starts from first row n = 1 and zero values V are assigned to
the nodes:

Vn=1, . = 0, (1)

where Vn, x is the largest value assigned to the node n, x and the coordinates
correspond to image coordinates. The assumed trellis is shown in Fig. 1.

Fig. 1. Local paths in example trellis

In this paper local cost d.n,x+g is related to the pixel value. The next row of
values n = 2 is computed using the following formula, that uses local cost d:

Vn+1,x = max
(
Vn,x+g + dn+1,x

n,x+g

)
. (2)

for set of transitions:
g ∈ {−2,−1, 0,+1,+2} (3)

The selection of the best local path to the particular node is preserved addition-
ally:

Ln+1,x
n = argmax

g

(
Vn,x+g + dn+1,x

n,x+g

)
, (4)

where L is local transition. The projection of values from first row is processed
up to selected arbitrary nmax row. After reaching of this row the first phase
(forward phase) of the Viterbi algorithm is achieved. The solution is the node
with maximal value

Popt = Vn=nmax,., (5)

and the node number is:

xn=n+max = max
x

(Vn=nmax,x) . (6)

The second phase of the Viterbi algorithm (backward phase) is applied for the
calculation of the best and first local transition. The obtained path of nmax

length is rejected and only mentioned transition is valid.
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The following recursive formula is applied for finding optimal solution:

xn−1 = xn + Ln,x
n−1 (7)

for successively decremented row numbers:

n = nmax, · · · , 2. (8)

The transition between first and second row for x1 point is the result of the
Viterbi algorithm. The sliding window approach is applied in next step so overall
process starts from next row with nmax depth analysis. The obtained set of
points could be processed additionally using another algorithm for the trajectory
filtering if it is desired.

3 Noise Line Preprocessing

The line is typically observed as a positive signal in the input image. Noise signal
requires additional preprocessing and it could be obtained by the application of
local filter that estimates noise parameter. As a local filter 2D local standard
deviation S(y, x) is applied:

S(y, x) =

√
√
√
√ 1

(2xN + 1)(2yN + 1)

yN∑

Δy=−yN

xN∑

Δx=−xN

(Xy,x −Xy+Δy,x+Δx)2, (9)

where X denote input image and X denote mean value for the corresponding
area. The scaling coefficient (2xN +1)(2yN +1) could be omitted for the efficient
implementation. The window of the local estimation of standard deviation has
(2xN + 1)× (2yN + 1) size. Overall system is shown in Fig. 2.

Fig. 2. Schematic of tracking system

4 Results

In Fig. 3 a single example tracking scenario is presented. The line is tracked
from row 1 to 120, because the deep of analysis nmax = 80 is assumed. This line
has standard deviation 1.0 and image is disturbed by a few lines with standard
deviation selected by the random number generator from 0.2 to 1.0 range. All
lines are disturbed by additive Gaussian noise and all lines are at the edge of
visibility by human. The application of the filter that calculates local standard
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Fig. 3. Example tracking case

deviation allows the partial detection of the lines. The Viterbi algorithm gives
the trajectory estimation that is comparable to the original.

The window size of the preprocessing filter is H ×W = 5× 3, where W and
H are the width and height respectively.

Monte Carlo approach is applied for the analysis of the performance of pro-
posed tracking system. This approach allows the testing of system before imple-
mentation for different scenarios.

In Fig. 4 the results for the different nmax values and for different noise values
are shown.

5 Discussion

Four filters are compared (Fig. 4) using Monte Carlo approach and there are 300
cases in each configuration. Smooth line on figures means that test is sufficient.
The window size of the filter influences the result. The filter with larger window
height (11) gives better results. This is the result of the directional (vertical)
type of line. The fitting of filter window to the direction of the line improves the
detection. The width of filter window influences the results also. The width of line
is variable, but it allocates a few pixel typically. Larger width of window reduces
the tracking performance, because narrow windows are better fitted inside line.
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Fig. 4. Cumulative error for horizontal position for different filters and noise conditions

The influence of the deep of analysis is well visible (Fig. 4). Larger nmax values
give better results, but the benefits of performance is reduced for nmax > 30.
The selection of the proper nmax value depends on available computation power
and the cost is linear.

6 Conclusions

The application of the Viterbi algorithm with preprocessing allows the noise line
tracking. Assumed local filtration based on estimation of the standard deviation
allows the conversion of image to the desired measurement space.

There are many TBD algorithms and similar techniques could be applied, e.g.
Particle Filters algorithm [6].

Filtering may work also as TBD algorithm if is applied in the specific direc-
tion and it is a kind of the hierarchical preprocessing [11]. The application of
additional processing between both algorithms is possible also for the emphasis
of the lines, using techniques shown in [8,4] for example.



Viterbi Algorithm for Noise Line Following Robots 117

The variable line width could be processed by the application of the filter
banks [13] for the selection of best filtering space, instead processing of image
with fixed filtering mask.

The computation cost is low for both parts and image could be processed
using modern processors or microcontroller. Large images could be processed
using GPGPUs (General–Purpose Graphics Processor Units) in real–time [9,17].
There are the Viterbi algorithm accelerators that are available in specific DSPs
(Digital Signal Processors). Parallel processing of both algorithms is possible
also.
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Abstract. Two algorithms that are used for the Track–Before–Detect
(TBD) applications are compared. The impulse noise gives different re-
sults for Spatio–Temporal TBD and the Viterbi TBD algorithms. The
selection of algorithm should be based on expected impulse noise source.
Two cases – impulse noise related to the maneuver and trajectory inde-
pendent are compared in this paper. The noise suppression techniques
could be applied for the reduction of introduced trajectory errors.

1 Introduction

Tracking systems are very important nowadays [2]. The majority of systems are
applied in surveillance applications. Radar and infrared (vision–based) tracking
systems are applied in the air and space surveillance. Many systems are used
for military purposes, but civil systems are very important, also. There are a lot
of algorithms proposed for such systems and two main approaches are applied.
The first approach is based on the detection and tracking. The input signal is
processed by the thresholding algorithm, with fixed or adaptive threshold, for
the detection of the object position and removal of the background noise. Such
case is rare, and in many applications there are much false detections, so another
algorithm (tracking algorithm) is applied. Tracking algorithms use the motion
model and the gate for the selection of observation area for further observa-
tions. The application of tracking algorithm greatly improves performance of
the system and the Kalman, EKF, Bayes filters are applied typically [2,11]. The
system for multi–object tracking is more sophisticated, because advanced track
maintenance is necessary and appropriate assignment algorithm is desired.

The ratio of object’s signal to the background noise (SNR) influences the
tracking performance. The threshold level should be low for the detection of
weak signals, but it increases greatly the number of false detections. Low SNR
cases are very difficult to process using the detection and tracking approach.
Such scenarios could be processed using TBD (Track–Before–Detect) approach
only.

TBD systems uses the tracking of all possible trajectories. Signals are accu-
mulated using trajectories so multidimensional filtering is obtained. Values for
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trajectories are de–noised (calculating the mean) so the detection is not related
to the noised signal samples, but trajectory values.

1.1 Related Works

There are a few classes of the TBD algorithms – ST–TBD algorithm and the
Viterbi algorithm [1,4] that are considered in this paper. The problem of impulse
noise for ST–TBD algorithm in considered in [7]. The solutions based on the
saturation for ST–TBD are considered in [7].

1.2 Content and Contribution of the Paper

The problem of impulse noise for ST–TBD algorithm is briefly introduced in
Section 2, based on the previous work [7]. In this section ST–TBD algorithm is
also presented. The Viterbi algorithm is considered in Section 3 and the noise
related behavior is analyzed in Section 4. Section 5 consists of discussion of
four examples from Section 4 that illustrate different behaviors of impulse noise
depending on the algorithm.

2 Spatio–Temporal TBD Algorithm

ST–TBD algorithm is a kind of the multidimensional recursive filter [6]. The
following pseudocode shows processing details:

Start
// Initial:

P (k = 0, s) = 0 (1)

For k ≥ 1 and s ∈ S
// Motion Update:

P−(k, s) =
∫

S

qk(s|sk−1)P (k − 1, sk−1)dsk−1 (2)

// Information Update:

P (k, s) = αP−(k, s) + (1 − α)X(k) (3)

EndFor
End
where:

S – state space: e.g. 2D position and motion vectors,
s – state (spatial and velocity components),
k – time moment,
α – smoothing coefficient α ∈ (0, 1),

X(k) – measurements,
P (k, s) – estimated value of objects,
P−(k, s) – predicted value of objects,
qk(s|sk−1) – state transitions (Markov matrix).
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Input measurements are processed by the Information Update formula. This
formula is the kind of the exponential filter and input measurements are mixed
with the predictions. The predictions are calculated by the Motion Update for-
mula using Markov matrix that describes motion model. There are two processes
in ST–TBD algorithm. The Information Update formula is responsible for sharp-
ening process and the Motion Update formula is responsible for blurring process.
The blurring process is related to the dispersion of values by the predictor due
to Markov matrix. The balance between blurring and sharpening is defined by
the smoothing coefficient mainly.

The state–space of ST–TBD could be directly related to measurement space
(input image). Two dimensions related to the input image are extended due to
motion model. The third dimension could be a set of motion vectors. The output
of the algorithm is the P or P−.

The impulse noise could be analyzed using 1D input signal, instead of 2D,
sufficiently. Simple Markov transition could be modeled by the following set of
equations:

x(k + 1, n− 1) = a · x(k, n), (4)
x(k + 1, n) = a · x(k, n), (5)

x(k + 1, n+ 1) = a · x(k, n), (6)

where k is the time moment, n if the position, a is weight (transition probability)
that fulfill the following requirement:

a+ a+ a = 1. (7)

Vector related to response after K time could be calculated [3] using the
following formula:

xK = x0Q
K (8)

where starting vector x0 is defined as:

x0 = [ · · · 0 0 c 0 0 · · · ], (9)

and c is amplitude of the impulse and Q is Markov matrix. Markov matrix is
sparse [7,8].

Q =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

. . .
. . a
. a a
a a a
a a a
a a a
a a .
a . .
. . .

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(10)

The response of ST–TBD filter is, after K–steps could be calculated using the
following formula:

PK = (1 − α)α(K−1)x0Q
K . (11)

This formula uses α coefficient that is part of the Information Update formula.
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3 The Viterbi Algorithm

The Viterbi algorithm could be applied in TBD applications, also. This algorithm
uses two processing phases. The simplest case of the Viterbi algorithm uses direct
pixel–to–node assignment. The trajectory estimation is based on the analysis of
the transitions between nodes for assumed trellis. Example part of trellis for 1D
case is shown in Fig. 1. The transition cost could is fixed (a–value).

Fig. 1. Local paths in example trellis

The Viterbi algorithm estimates the transition between first and second row
of nodes using multiple rows and in 1D case rows are 1D signals variable in time,
where time corresponds to the node row number. There are nmax observations
necessary for the computation of the state transition between first and second
time moment (row). The Viterbi algorithm does not use obtained transition for
1, · · · , nmax set during calculation of transition for next 2, · · · , (nmax + 1) set.
Computation starts from the assignment of zero values to the total cost V for
nodes of the first row (n = 1):

Vn=1,. = 0 (12)

The local cost d is related to the pixel value X multiplied by weight a (that
could be omitted, because is fixed for all local paths) and the next row is:

Vn+1,x = max (Vn,x+g +Xn,x+g) (13)

The transition is preserved in L using the following formula:

Ln+1,x
n = argmax

g
(Vn,x+g +Xn,x+g) . (14)

The first phase of the Viterbi algorithm is computed up to nmax. The solution
for the first phase (path) is the node with maximal value:

Popt = max (Vn=nmax,.) , (15)

that is related to the single column:

xn=nmax = argmax
x

(Vn=nmax,x) . (16)
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The selection of best–valued node allows the starting the second phase, that is
applied for the selection of most probable path over trellis using the following
recursive formula:

xn−1 = xm + Ln,x
n−1, (17)

for successively decremented row numbers:

n = nmax, · · · , 2. (18)

The solution is the first transition and the first node row. This process is
repeated using for another set of observations independently on previous results
(e.g. n = 2, · · · , nmax+1). Such assumption has some disadvantages, from com-
putational point–of–view and tracking continuity, but is important in the case
of noised measurements.

4 Examples of Influence by Impulse Noise

Impulse noise is specific in tracking systems. Such noise could be observed in
sensor due to properties of sensor or as physical phenomenon that influences
the sensor. Vision systems are sensitive on high energy particles, that create
false observations and such cases are typical in astronomy. The impulse that
is not related to any existing trajectory could be detected and removed from
measurement using simple threshold techniques. The most important problem
is the impulse noise related to the true trajectory, especially for the low–SNR
objects. An example of impulse noise is the signal peak from plane during the
maneuver or from thumbing satellite. Such impulses could be used for the track-
ing improvement, but the ’SNR Paradox’ [7] shows the real problem. The peak
values incorporated to the TBD tracking preserves state of the object before
maneuver. The signal after impulse is hidden by this peak so switching between
trajectories is difficult.

In Fig. 2 the tracking example for ST–TBD algorithm is shown. The impulse is
located at coordinates: x = 30, y = 55. The peak value is very high – 1000 times

Fig. 2. Tracking example for ST–TBD algorithm – impulse noise related to trajectory
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higher then signal level. No background noise is added for the simplification
of the results. In Fig. 3 the example where the impulse is not related to the
trajectory (x = 10, y = 55) for smoothing coefficient α = 0.98 is shown. Both
examples use the maximal value of the prediction as output.

Fig. 3. Tracking example for ST–TBD algorithm – impulse noise not related to tra-
jectory

The Viterbi algorithm for impulse related to the trajectory is shown example
for in Fig. 4. The deep of analysis is nmax = 25. In Fig. 5 is shown example for
the impulse located outside of trajectory.

Fig. 4. Tracking example for the Viterbi algorithm – impulse noise related to trajectory

5 Discussion

The selection of proper TBD algorithm in the case of impulse noise depends on
the situation. The ST–TBD algorithm preserves previous state if the impulse is
related to the trajectory (Fig. 2) that is the effect of the impulse noise (11). The
Viterbi algorithm has better properties because the considered impulse does not
introduce tracking errors (Fig. 4). Impulse noise not related to the trajectory
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Fig. 5. Tracking example for the Viterbi algorithm – impulse noise not related to
trajectory

is significant problem for the tracking and the position error is huge. ST–TBD
algorithm gives the error that is decreased in time (y–axis). The Viterbi algo-
rithm results depend on the implementation and in this example the position for
y = 35, · · · , 55 is parallel. The error is related to the time moments before peak
occurs. The output of ST–TBD algorithm has introduced error after the peak.

6 Conclusions

Impulse noise is very important for TBD algorithms, because may introduce
different kinds of errors. Such noise may improve or reduce tracking quality
depending on algorithm and type of impulse (related or not to the object). Four
illustrative examples are provided in this paper.

Additional trajectory filtering [5] may improve results independently on noise
suppression in the spatial domain. There are applications where the noise is
observed only, so object’s signal is the noise pattern [9,10]. Such case needs
preprocessing of measurements independently on impulse noise suppression.
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Abstract. In this paper, four region-based shape descriptors well re-
ported in the literature are used to characterize weld defect types of
crack, lack of penetration, porosity and solid inclusion, usually encoun-
tered in radiographic testing of welds. The rectangularity and the round-
ness in the geometric descriptor (GEO) are used in order to propose an
hybridization algorithm so that the hybrid descriptor issued from GEO
and each of the other descriptors becomes more discriminant in such
application where, due to bad radiographic image quality and weld de-
fect typology, the human film interpretation is often inconsistent and
labor intensive. According to the results given in the experiments, the
efficiency of the proposed hybrid descriptors is confirmed on the weld
defects mentioned above where, the retrieval scores are significantly im-
proved compared to the original descriptors used separately.

1 Introduction

Objects are very often distinguishable on the basis of their visible features, such
as shape, color, texture, etc., where, object’s shape is recognized to play an im-
portant role in image retrieval or pattern recognition tasks. So, shape feature
extraction consists in transforming an image in a description which is more eas-
ily usable. In general, the principal quality of a shape feature descriptor is its
high discrimination ability, so that it can group similar shapes in the same class
and separate the dissimilar shapes in different classes [1]. Moreover, ideal de-
scription must be stable, concise, unique, accessible and invariant to geometric
transformations. There are several methods trying to quantify the shape as it is
done by human intuition. Those can be classified broadly in two major families:
statistical and structural methods, where the formers, which are the subject of
this work, are based on the statistical study of measurements which we carry
out on the shape to recognize [2]. With the statistical methods, each image is
represented by an n-dimensional vector called descriptor. A review work, among
many others, on the shape description techniques can be found in [3]. In weld
radiographic testing (RT) [4], we can obtain radiograms in which the weld de-
fects, if they exist, have various sizes and orientations because the same defect
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can be viewed from several angles and this; according to the orientation and the
distance of the irradiated welded component w.r.t. 1 the radiation source site.
These practical considerations do not have to prevent, for example, that a crack
should be identified as such whatever its size and its orientation [5]. This is why,
the developed descriptors, to be effective, must at first be invariant to rotation,
scaling and translation (RST). The purpose of this paper is then to use effective
shape descriptors permitting to characterize the weld defects in the radiographic
image so that they are recognized as elements of defect classes easily identifiable.
Firstly, the region of interest (ROI), i.e. the radiogram region where the inter-
preter suspects the presence of flaws, is selected by user. Afterward, the ROI
segmentation in defect and background regions is performed. The defect indica-
tion consists then in a unique region simply connected which should be described
in terms of visual features. To this end, in one hand, four region-based shape
descriptors are used, namely geometric descriptor (GEO)which will be developed
later, generic Fourier descriptor (GFD)[6], Radon composite features (RCF)[7]
and lastly, Zernike descriptor (ZD)[8]. The choice of these shape descriptors is
motivated by their strength and well reported performances in the recognition
of binary objects. They are mainly based on the geometric attributes, the trans-
forms of Fourier and Radon, the polar transform and the Zernike moments. In
the other hand, hybrid descriptors resulted from the combination of GEO with
the others according to a strategy which will be unveiled later, are originally
achieved to produce better outcomes for the weld defect image retrieval. The
remainder of the paper is organized as follows. Sections 2 and 3 are respectively
devoted to the segmentation and the binary shape description for weld defect
radiographic images. The experiments are conducted in Section 4 where in ad-
dition, the algorithm implementing the hybrid descriptor is provided. Finally,
Section 5 draws the concluding remarks.

2 Image Segmentation

In any computer vision system, the segmentation constitutes one of the most sig-
nificant problems because the result, obtained at the end of this stage, strongly
governs, depending on the application, the object classification rate, the im-
age retrieval performance, the scene interpretation quality, etc. There is a wide
variety of ways to achieve segmentation. Thousands of references related to seg-
mentation can be found in literature describing hundreds of methods. Since there
is no general solution with the problem of image segmentation, these techniques
must often take in consideration the specificities of the image to treat, the type
of visual indices to extract, the nature of the problem to be solved downstream
of the segmentation and the exploiting constraints such algorithmic complexity,
real time processing, material constraints related to acquisition system, storage
capacity, etc. [9]. In our application, namely the weld radiographic image evalua-
tion, the segmentation consists in the extraction of the weld defect, considered as

1 w.r.t. means with respect to
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an object on a background. Since the weld radiographic image is often character-
ized by, among others, bad contrast, non uniform background, blurry contours
and high image noise, a region-based active contour represented by a cubic B-
spline [10] is used in this work. The motivations of such a choice are detailed in
the introduction of the mentioned reference. The binary objects representing the
weld defects, on which a set of shape descriptors will be computed in the next
section, are then easily drawn from the estimated contours.

3 Shape Descriptors for Weld Defect Images

In the shape analysis and recognition domains, it is of a particular interest to
represent a binary object in x− y plan by a function f as

f(x, y) =

{
1 if (x, y) ∈ D
0 otherwise. (1)

where D is the binary object domain.
Other than GFD, RCF and ZM which are well defined in their corresponding

papers cited in the introduction, we provide here the shape measures (some of
them are defined in [11]) that compose GEO and which reveals to be invariant
to RST transforms.

Compactness: It gives a numerical quantity representing the degree to which
a shape is compact. It is measured as the ratio of the object area A to the area
of a circle (the most compact shape) having the same perimeter P

C =
4πA

P 2
(2)

Elongation: The minimum bounding box is the smallest rectangle that con-
tains every point of the object. From it, the elongation E is defined as

E = 1− W

L
(3)

where L and W are length and width of the minimum bounding box.
Rectangularity: It represents how rectangular a shape is, i.e. how much it fills

its minimum bounding box. It is given by

R =
A

L×W (4)

Ellipticity: It is noted ε and amounts to the ratio of the minor axis (b) to the
major axis (a) of the object equivalent ellipse as follows

ε = 1− b

a
(5)

Cumulative signature: It is defined as in [11] by

S =
1

2πmax
θ

(r(θ))

∫ 2π

0

r(θ)dθ (6)
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where r(θ) is the polar signature which is invariant to translation. The normal-
ized integral version guarantees the invariance to rotation and scaling.

Roundness : The roundness ρ measures how closely the shape of an object
approaches that of a circle. It is given by

ρ =
4A

πL2
max

(7)

where Lmax is the longest chord with the chord is the line connecting two pixels
on the object boundary.

4 Experiments

More than 340 weld defect regions are extracted from the radiographic films
provided by the International Institute of Welding. These ROIs represent four
weld defect classes: crack (CR), lack of penetration (LP), porosity (PO) and
solid inclusion (SI). A sample of these defect types is illustrated in Fig. 1.

Fig. 1. A sample of ROIs representing CR, LP, PO and SI defects

After the segmentation step is achieved as shown in Fig. 2, the weld defect
database is indexed by all the proposed descriptors, GEO, GFD, RCF and ZD. To
perform any evaluation in the context of image retrieval, two major issues must
be addressed: the acquisition of ground truth and the definition of performance
criteria. To construct the ground truth, the overall weld defect image database is
divided a priori, by a RT expert, in four image sets representing the weld defect
classes mentioned above.
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Fig. 2. Solid inclusion ROI and its segmentation results using the method in [10]. The
initial and final contours are represented in red and cyan, respectively

For our experiments, to compare between descriptors in term of performance,
each of the images in the database is used as a query to which all the images in
the database are compared with. For any two weld defects I and J , the pattern-
matching score is defined as the �1-norm distance

Dist(I, J) = ‖D(I)−D(J)‖1 (8)

where D ∈ {GEO,GFD,RCF,ZD}.
The criterion used to compare the descriptor performances is the precision-

recall curve [12]. At first, we compute in Fig. 3, for each descriptor, the confusion
matrix to detect possible mislabeled defect classes.

Fig. 3. Confusion matrix for each descriptor where the element sets #1-86, #87-172,
#173-258 and #259-344 are, respectively, CR, LP, PO and SI indications

According to Fig. 3, except GEO descriptor, the problematic classes for the
other descriptors are CR and LP which present a pronounced mismatching.
Indeed, for GFD, RCF and ZD, the confusion matrix presents different class
label squares in terms of size and degree of darkening about the two classes
mentioned above. As shown in the recognition rates given in Fig. 5, the best
discriminating descriptor for the crack class is GEO. In fact, CR and LP present
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linear shape and it is difficult to discriminate between them. Nevertheless, some
components of GEO, such as roundness and rectangularity, illustrated in Fig. 4
reveal to be decisive in the discriminating ability as it will be detailed in the
following.

Fig. 4. Roundness and Rectangularity values for each weld defect class

With the aim to improve the weld defect retrieval results, we propose hy-
brid descriptors H(GEO,GFD), H(GEO,RCF), H(GEO,ZD) issued from the hy-
bridization between GEO and GFD, RCF and ZM, respectively, according to a
certain strategy. This latter consists in substituting each of GFD, RCF and ZD
by nd values of GEO (nd is the cardinality of each class) having the lowest sum
ρ+ R because, as obseved in Fig. 4, the crack, unlike the other defect types, is
characterized by low compactness and low rectangularity and, accordingly, low
sum of the both. Thus, the cracks will have the biggest chance to be represented
by GEO values. We recall that to perform the hybridization operation summa-
rized in Algorithm 5., GEO should be interpolated to reach the components
number of each other descriptor.

The four first graphs in Fig. 5, illustrate the pr− re curves for the descriptors
and their hybrid versions for each weld defect class. The fifth graph draws the
retrieval results averaged on the whole database for each of the simple or the hy-
brid descriptors. It is noticed from Fig. 5 that in general for the simple descriptor
category, GEO outperforms all the others, except GFD for the porosity class. In
fact, although the good behavior of GFD, RCF and ZD for the description of
planar objects, the descriptor GEO is built so that each of its components has
a relationship to the weld defect type. Explanations about these relationships
are found in §2.1.1 of [11]. In the other hand, the hybrid descriptors outperform
all the simple descriptors, except (1) GFD which is the best for the porosity
class and (2) GEO which is comparable to them for the solid inclusion. Except,
H(GEO,ZD) which is comparable to GEO for the whole weld defect database,
the two others, i.e. H(GEO,GFD) and H(GEO,RCF) are the most performing
for the application on which this paper is devoted, namely, weld defect image
retrieval in radiographic testing.



Hybrid Shape Descriptors for an Improved Weld Defect Retrieval 133

0 20 40 60 80 100
50

55

60

65

70

75

80

85

90

95

100

Recall

P
re

ci
si

on

Crack

GEO
GFD
RCF
ZD
H(GEO,GFD)
H(GEO,RCF)
H(GEO,ZD)

0 20 40 60 80 100
50

55

60

65

70

75

80

85

90

95

100

Recall
P

re
ci

si
on

Lack of penetration

GEO
GFD
RCF
ZD
H(GEO,GFD)
H(GEO,RCF)
H(GEO,ZD)

0 20 40 60 80 100
50

55

60

65

70

75

80

85

90

95

100

Recall

P
re

ci
si

on

Porosity

GEO
GFD
RCF
ZD
H(GEO,GFD)
H(GEO,RCF)
H(GEO,ZD)

0 20 40 60 80 100
50

55

60

65

70

75

80

85

90

95

100

Recall

P
re

ci
si

on

Solid inclusion

GEO
GFD
RCF
ZD
H(GEO,GFD)
H(GEO,RCF)
H(GEO,ZD)

0 20 40 60 80 100

70

75

80

85

90

95

100

Recall

P
re

ci
si

on

Whole defect database

GEO
GFD
RCF
ZD
H(GEO,GFD)
H(GEO,RCF)
H(GEO,ZD)

Fig. 5. Retrieval results for GEO, GFD, RCF and ZD and their hybrid versions
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Algorithm 5. Computation of the Hybrid shape descriptor H(GEO,DSC)

5 Conclusion

With the aim to characterize the weld defect indications encountered in non-
destructive tesing by radiography, in terms of shape, we have proposed in this
paper, four descriptors, namely GEO, GFD, RCF and ZD, well known in the
literature about their high discrimination ability for binary objects. It is shown
from the retrieval results and the confusion matrices that GEO outperforms the
rest of descriptors on the whole weld defect database and particularly on cracks.
This interesting performance for GEO is due to the fact that its components
are not chosen fortuitely but are related to the defect type. The rectagular-
ity and the roundness measures are then exploited to build hybrid descriptors
H(GEO,GFD), H(GEO,RCF) and H(GEO,ZD) formed from the comnination of
GEO with each of the other simple descriptors. The outstanding performances of
H(GEO,GFD), H(GEO,RCF) and to a lesser degree H(GEO,ZD), on the whole
defect database, are indisputable as shown in the retrieval scores where, only the
latter is comparable to GEO.
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Abstract. Due to the growing popularity of 3D imaging technology
which can be observed in recent years, one of the most relevant chal-
lenges for image quality assessment methods has become their extension
towards reliable evaluation of stereoscopic images. Since known 2D image
quality metrics are not necessarily well correlated with subjective qua-
lity scores of 3D images and the exact mechanism of the 3D quality
perception is still unknown, there is a need of developing some new met-
rics better correlated with subjective perception of various distortions
in 3D images. Since a promising direction of such research is related
with the application of the combined metrics, the possibilities of their
optimization for the 3D images are discussed in this paper together with
experimental results obtained for the recently developed LIVE 3D Image
Quality Database.

1 Motivation

Analysis of stereoscopic 3D images is currently a very active area of research
which has developed a number of algorithms and working systems. A natural
consequence of the development of stereovision algorithms is extremely impor-
tant need to develop methods to assess the quality of stereoscopic 3D images e.g.
due to some limitations of communication is stereovision based systems. How-
ever, this task is not a straightforward extension of the methods used to assess
the quality of 2D images, because apart from the quality assessment of each
image of the pair, it is necessary to assess the quality in terms of the perception
of 3D scenes. As in the case of a reliable quality assessment of color images [1],
as well as video sequences [2], it is still an open field of research with a growing
number of publications in leading journals and scientific conferences recognized
worldwide by researchers interested in the field of image processing and analysis.

Research activities on the quality of stereoscopic images are conducted in
several centers in the world although they are mostly related to image quality
for cinema and television purposes where cinema production a complex process
of obtaining and processing stereoscopic images is used. In addition, the cap-
tured image is processed in computer post-production in order to highlight the
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3D effects in a certain part of the image. In the case of television production,
even when its real-time implementation, it can be treated as a fully controlled
process without any unpredictable components with limited possibility of distor-
tions. Nevertheless, in many applications e.g. related to telerobotics, some image
distortions may appear and their character may be completely different than it
takes place in the movies or 3DTV.

Until recent years, most of the known image quality metrics was limited to
2D images in grayscale, which was the effect of availability of test databases
necessary to verify the proposed objective metrics in compliance with subjective
scores. In the past few years there has been a rapid development of quality as-
sessment methods for images and video sequences partly due to the development
of new databases of test images and video sequences, containing also the sub-
jective scores. Among these databases one can also find some images containing
several types of distortions occurring at the same time such as LIVE Multiply
Distorted Image Quality Database [3], and video sequence databases developed
by the Laboratory for Image and Video Engineering (LIVE), EPFL/PoliMi, IR-
CCyN/IVC or MMSP.

Nevertheless, the most important from the point of view of the development
of methods for assessing the quality of stereoscopic images are the databases
of 3D images and 3D video sequences. The first of this kind of database, pub-
lished in 2008, is IRCCyN/IVC 3D Image Quality Database [4] containing blurry
images as well as JPEG and JPEG2000 compressed ones. However, in subsequent
years, some other databases have appeared containing a larger number of distor-
tions, such as MMSP 3D Image Quality Assessment Database and MMSP 3D
Video Quality Assessment Database for different interocular distances between
the cameras, IRCCyN/IVC DIBR Image Quality Database for different depth-
image based rendering algorithms. In addition, over the past two years three new
datasets have been made available: IRCCyN/IVC NAMA3DS - COSPAD1 3D
Video Quality Database, IVP Anaglyph Image Database and the most relevant
LIVE 3D Image Quality Database [5,6] used in this paper. In addition, there
are also some other databases available but they do not contain any results of
subjective evaluations, such as e.g. RMIT 3D Video Library, which are useless
for the development of 3D image quality metrics.

2 Recent Attempts to 3D Image Quality Assessment

Many new ideas related to image and video quality assessment, also for 3D
images, are presented each year at the International Workshop on Video Pro-
cessing and Quality Metrics for Consumer Electronics (VPQM) usually held
in Scottsdale, Arizona. Analyzing the published proceedings from recent years,
growing interest of 3D image quality assessment can be easily noticed. An exam-
ple of such metrics, proposed by You et al. [7], is based on the integration of
disparity information and 2D metrics by calculation of two quality maps which
are further combined locally. The mean is taken as an intermediate quality of the
distorted image and finally is combined with the quality of the disparity image.
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Some other state-of-the-art 3D image quality assessment metrics have also
been proposed by various researchers during last five years. An early example
is the metric proposed by Gorley and Holliman [8] based on asymmetric com-
pression of stereoscopic signals and asymmetric distortions. Benoit et al. also
proposed the fusion of 2D quality metrics and the depth information [4] using
the combination of well-known Structural Similarity (SSIM) [9] and C4 metric
exploiting an implementation of an elaborated model of the human visual sys-
tem. One of their (still up-to-date) conclusions is that "the depth information
can improve the quality metric but the relation with image ’naturalness’, ’view-
ing experience’ and ’presence’ has still to be investigated in depth, depending
also in the different 3D display technology used".

Considering the necessity of changing parameters of the video transmission
"on-the-fly", the reduced-reference metric for 3D depth map transmission using
the extracted edge information has been proposed by Hewage et al. [10]. The
authors of this paper noticed that edges and contours of the depth map can
represent different depth levels and hence can be used in quality evaluations.
Nevertheless, since this metric is based on the PSNR, assuming the binary char-
acter of edge information, it may be considered as a good starting point for
further extensions. Similarly, the metric proposed by Yang et al. [11] is also
based on the PSNR which is supplied by the Stereo Sense Assessment (SSA)
but the main advantage of this method is the possibility of fast calculation. An
alternative method proposed by Zhu and Wang [12] uses a multi-channel vision
model based on 3D wavelet decomposition which is more perceptually consistent
than e.g. PSNR or MSE. The main idea is based on the wavelet-based perceptual
decomposition of the video sequences into three domains (temporal, spatial and
view domain) and further contrast conversion, masking and nonlinear summa-
tion. Another idea has been proposed by Shen et al. [13] for estimation of stereo
image quality based on a multiple channel Human Visual System (HVS) for use
in image compression. Proposed metric utilizes the contourlet transform but the
results presented by the authors are quite preliminary.

Considering the demands of objective no-reference ("blind") 3D image quality
assessment metrics which do not require the knowledge of an original undistorted
image, the first attempts in this field have also been made. An example met-
ric based on the assumption that the perceived distortion and disparity of any
stereoscopic display is strongly dependent on local features, such as edge (non-
plane) and non-edge (plane) areas, has been proposed by Akhter et al. [14]. The
metric has been developed for JPEG coded stereoscopic images and is based on
segmented local features of artifacts and disparity.

3 Application of Combined Metrics

Due to the presence of various approaches to the problem of 3D image quality
assessment, currently there is no single universal metric which could be applied
for most 3D images, even containing only some most typical distortions. Since
many of the existing solutions mentioned above use quite complicated models
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utilizing both the image information and the reference depth, they may not be
attractive for many technical systems e.g. assuming real-time video transmission.
For those reasons the goal if this paper is related to the verification of the
usefulness of relatively simple approach based on multi-method fusion leading
to combined metrics, previously successfully applied for the 2D images.

The idea of the combined metrics is based on the nonlinear combination of
three or more image quality assessment methods of different kinds. The main
motivation of such an approach is the necessity of nonlinear mapping of the raw
quality scores which is conducted by many researchers, typically using the logistic
function. Avoiding such mapping is possible by including the nonlinearity inside
the computational procedure by weighted product of various metrics leading to
combined (hybrid) metrics.

The first such approach denoted as Combined Quality Metric (CQM) [15]
has been proposed as the combination of three metrics: Multi-Scale Structural
Similarity [16], Visual Information Fidelity [17] and R-SVD metric [18] with
weights optimized using the largest available image quality assessment database
known as Tampere Image Database (TID2008). Further replacement of the R-
SVD metric by Feature Similarity (FSIM) [19] has led to the Combined Image
Similarity Index [20] achieving high correlation with subjective scores for the
most relevant datasets. Similar approach has also been presented in the pa-
per [21] where a deeper analysis of many combinations has been conducted.
Nevertheless, the proposed multi-metric fusion is based on the machine learning
approach decreasing the universality of this particular solution. Another modi-
fication of the combined metric (Extended Hybrid Image Similarity - EHIS) has
been analyzed in the paper [22] which is based on the modifications of the FSIM
metric together with Riesz-based Feature Similarity [23] proposed earlier by the
the FSIM inventors.

Since the main goal of the paper is related to the verification of usefulness of
combined metrics, the experiments have been focused on the calculation of cor-
relation coefficients with subjective evaluations for the metrics utilizing image
data without the use of depth information which are available only for reference
images. Such assumption makes it possible to compare the consistency of all
metrics with subjective perception of image distortions as the depth information
remains unchanged for the images included in LIVE 3D Image Quality Database
used for the experiments. The dataset has been chosen due to rather poor def-
initions of stereoscopic distortions in all currently available databases and the
significant differences between them.

One of the main advantages of the LIVE 3D database is its division into two in-
dependent sets (Phase I and Phase II) containing symmetrical and asymmetrical
distortions respectively. Due to such construction of the database the combined
metrics can be independently analyzed for those two kinds of distortions since
much better correlation of existing 2D metrics with provided Differential Mean
Opinion Scores (DMOS) should be expected for the ’symmetrical’ set (Phase I).
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4 Details of Experiments and Results

In the conducted experiments some well-known 2D image quality metrics have
been used together with the combined ones such as mentioned CQM [15], CISI [20]
and EHIS [22]. Since the color image quality assessment is a separate problem,
not discussed in this paper, all the metrics (except FSIMc being the color version
of Feature Similarity) have been applied for the images converted to grayscale
according to the widely used ITU BT.601-7 recommendation:

Y = 0.299 ·R+ 0.587 ·G+ 0.114 ·B , (1)

applied e.g. in MATLAB’s rgb2gray function.
In the first part of experiments, conducted independently for both parts of

the database, the Pearson’s Linear Correlation Coefficients (PCC) with DMOS
values have been calculated indicating the quality prediction accuracy (for the
average raw scores obtained for the left and right images without any nonlinear
mapping), as well as Spearman Rank Order Correlation Coefficients (SROCC)
for verification of metrics’ prediction monotonicity. The results obtained for some
well-known metrics and three combined ones assuming the default weights pro-
posed in respective papers (typically obtained as the result of optimization for
the well-known TID2008 database) are presented in Table 1. Conducting the op-
timization of the weighting exponents for all combined metrics further increase
of the PCC and SROCC values can be gained and the obtained results are shown
in Table 2.

Analyzing the values of the correlation coefficients presented in Table 1 it can
be noticed that the direct application of the combined metrics for the ’symmetri-
cal’ subset (Phase I) does not lead to satisfactory results, especially for the EHIS
metric. Nevertheless, for the asymmetrically distorted Phase II images the best
results have been achieved for the CISI metric with default weights [20] both by
means of prediction accuracy and monotonicity.

Considering the different perception of distortions in the 2D and 3D images,
the optimization of weights have been conducted, using MATLAB’s fminsearch
and fminunc functions, for the combined metrics and meaningful increase of the
correlation with subjective scores has been achieved for all of them as shown in
Table 2. Nevertheless, it is worth noticing that the optimization of weights using
the Phase II subset leads to slightly worse results for the ’symmetrical’ images
and reversely. The smallest differences can be noticed for the CQM metric.

For the Phase I images the increase of the PCC values to over 0.93 can be
obtained for each of combined metrics with only 0.915 for the FSIM whereas
the SROCC values remain similar. For the Phase II images, characterized by
different perception of distortions due to their asymmetry, the increase of the
Pearson’s correlation to 0.8953 can be observed for the EHIS metric with 0.8464
for the Gradient SSIM. Spearman correlation increases as well, from 0.833 to
over 0.89 respectively.
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Table 1. Obtained results of the PCC and SROCC values for various single metrics
and the combined metrics with default weights

Subset Phase I Phase II
Metric PCC SROCC PCC SROCC
SSIM 0.86127 0.87724 0.78463 0.79320

MS-SSIM 0.87387 0.89747 0.72748 0.73131

GSSIM 0.89366 0.91174 0.84639 0.83305

QILV 0.64446 0.91385 0.42955 0.67806

IW-SSIM 0.89300 0.93353 0.63632 0.74955

R-SVD 0.54962 0.52507 0.63548 0.61600

IFC 0.46750 0.91981 0.52732 0.76531

VIF 0.86985 0.92054 0.83407 0.81641

VIFp 0.84215 0.91357 0.80501 0.80557

VSNR 0.77026 0.88202 0.66007 0.73344

RFSIM 0.75834 0.82678 0.79863 0.78687

WFSIM 0.89228 0.93033 0.68225 0.74970

FSIM 0.91504 0.92769 0.76984 0.78638

FSIMc 0.91389 0.92698 0.78245 0.79771

CQM 0.74246 0.92079 0.46043 0.74973

CISI 0.86599 0.92718 0.86137 0.84771

EHIS 0.13234 0.43470 0.39562 0.52314

Table 2. Obtained results of the PCC and SROCC values for the optimized combined
metrics

Subset Phase I Phase II
Metric PCC SROCC PCC SROCC

CQMopt1 0.93358 0.92813 0.85183 0.86375

CQMopt2 0.88153 0.91301 0.88968 0.88251

CISIopt1 0.93444 0.93000 0.81918 0.81587

CISIopt2 0.88281 0.90219 0.87239 0.86717

EHISopt1 0.93618 0.93286 0.82138 0.81956

EHISopt2 0.89774 0.91867 0.89528 0.89090

5 Concluding Remarks

Application of the combined metrics for 3D image quality assessment leads to
meaningful increase of quality prediction accuracy and monotonicity, expressed
as the Pearson’s and Spearman’s correlation coefficients respectively. The results
provided in this paper confirm both the usefulness of the hybrid metrics also for
3D images and the different perception of similar distortions present in 2D and
3D images, especially applied in an asymmetric way for the left and right images
from the consecutive stereoscopic pairs.
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It is worth to notice that the direct use of well-known metrics may lead to rela-
tively good performance for symmetrically distorted images whereas the presence
of asymmetric distortions causes a significant decrease of the PCC and SROCC
values for most single metrics. Nevertheless, optimization of the weighting coef-
ficients for the combined metrics allows to obtain much better performance than
for any of single metrics used in the experiments.

Since in the conducted experiments no information related to depth has been
utilized, a natural direction of further research is the combination of the devel-
oped metrics with depth or disparity information provided in most of available
databases, including the LIVE 3D Image Database used in the paper.
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Abstract. In the paper the idea of using the super-resolution algorithms
for the self-localization and vision based navigation of autonomous mo-
bile robots is discussed. Since such task is often limited both by the
limited resolution of the mounted video camera as well as the available
computational resources, a typical approach for video based navigation
of mobile robots, similarly as many small flying robots (drones), is using
low resolution cameras equipped with average class lenses. The images
captured by such video system should be further processed in order to
extract the data useful for real-time control of robot’s motion. In some
simplified systems such navigation, especially in the within an enclosed
environment (interior), is based on the edge and corner detection and
binary image analysis, which could be troublesome for low resolution
images.

Considering the possibilities of obtaining higher resolution images
from low resolution image sequences, the accuracy of such edge and cor-
ner detections may be improved by the application of super-resolution
algorithms. In order to verify the usefulness of such approach some ex-
periments have been conducted based on the processing of the captured
sequences of the HD images further downsampled and reconstructed us-
ing the super-resolution algorithms. Obtained results have been reported
in the last section of the paper.

1 Introduction

Vision based autonomous mobile robot navigation becomes more and more in-
teresting field of research during recent years. Growing interest in using real-time
image and video analysis methods for the control of autonomous guided vehicles
(AGVs) or unmanned aerial vehicles (UAVs) as well as many other robotic ap-
plications is caused mainly by the increase of the available computational power
of processors and availability of relatively cheap cameras. Hence computer vi-
sion methods, together with cameras treated as complex passive sensors, can be
considered as very attractive supplement to active or passive solutions typically
used in robotics, such as infrared, laser or sonar sensors [1].
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The advantages of vision systems in comparison to active sensors which alter
the environment are well known, similarly as some limitations of GPS solutions,
laser range finders or sonars (e.g. poor angular resolution). Therefore some ap-
plications of vision for the navigation of mobile robots have been considered even
in 1980s and 1990s. Due to the development of cameras and video processing
systems in consecutive years, some classical algorithms, often based on binary
image analysis, have become more complex. Nevertheless, many solutions and
algorithms are dedicated to a limited area of applications e.g. indoor navigation
in corridors [2] or underwater navigation [3,4]. Some more advanced concepts
may be based e.g. on saliency and visual attention [5] or Scale Invariant Feature
Transform (SIFT) [6]. A comprehensive survey of many approaches can also be
found in the paper [7].

Considering the types of navigation task (indoor or outdoor environment, map
based, mapless or map building approach, structured or unstructured environ-
ments), the video analysis in low cost mobile robots is often conducted using
simplified representation of images. Hence, the accuracy of edge and corner de-
tection as well as their assignment in consecutive video frames is still a crucial
element both in indoor and outdoor navigation.

For low cost autonomous robots (e.g. aerial ones), equipped with light low re-
solution cameras, high accuracy of self-positioning and navigation may be hard
to achieve due to the physical limitations of the computer vision system. Nev-
ertheless, especially in systems where a slight delay (less than a second) is ac-
ceptable, the accuracy of detection of some landmarks, edges or corners may
be improved by using the super-resolution (SR) methods allowing the recon-
struction of a single high resolution image based on a number of low resolution
video frames assuming the presence of subpixel displacements in consecutive
frames. Such situation is quite typical for a moving robot so the application of
the super-resolution algorithms seems to be an interesting idea which can be
useful for some of the mobile robot navigation systems.

2 Super-Resolution Algorithms

A typical approach to enlarging the digital images is based on the interpola-
tion, using different methods e.g. nearest-neighbor, Lanczos resampling, bilinear
or bicubic interpolation, supersampling or more advanced algorithms, such as
patented S-Spline. Those algorithms are mostly based only on a single image in
contrast to SR algorithms utilizing several consecutive video frames utilizing the
sub-pixel shifts between multiple low resolution images representing the same
scene, leading to the increase of the physical resolution of the output image.

During last several years numerous super-resolution algorithms have been
proposed, including frequency domain algorithms and typically more compu-
tationally complex spatial domain methods which are less sensitive to model
errors. Since a typical SR algorithm consists of two main steps related to image
registration with motion estimation and image reconstruction, usually the latter
is different in many algorithms. Image registration may be based on the analy-
sis of the amplitude and phase frequency characteristics [8,9] or expansion into
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Taylor series [10]. Some of the most popular approaches to image reconstruction
algorithms are: iterated back-projection proposed by Irani and Peleg [11,12],
Projection Onto Convex Sets (POCS), Papoulis-Gerchberg method [13], robust
super-resolution [14] and normalized convolution [15].

Nevertheless, due to the computational demands of most of those methods, the
bicubic interpolation combined with the image registration algorithm proposed
in the paper [8] has been chosen. Considering also the possibilities of effective
implementation of the algorithm in autonomous mobile robots, verification of
the usefulness of the SR algorithms for the preprocessing of images used for
mobile robot navigation purposes has been limited to algorithms with relatively
low computational and memory demands.

3 Experimental Verification

The experiments have been conducted using two Full HD video sequences cap-
tured by the camera mounted on the Mobot-Explorer-A1 mobile robot. The first
one has been captured in the corridor and the second one is an outside one. Such
obtained frames have been considered as the reference and the video sequences
have been downsampled by 3 in order to obtain low resolution frames being the
input for the SR algorithm. For the comparison with the application of typical
bicubic interpolation, the Structural Similarity (SSIM) metric [16] values have
been calculated for the interpolated and the SR reconstructed images using the
original Full HD frames as the reference.

Considering the fact that the most relevant areas of images for robot na-
vigation purposes are located near the edges present in the consecutive video
frames, a modification of the SSIM metric known as Three-Component SSIM
(3-SSIM) [17] has been adapted for the additional verification of the impact of
the SR algorithm on the obtained results. Calculation of the 3-SSIM metric is
conducted separately for the three types of regions representing edges, textures
and flat image areas. Since the most important regions in view of robot naviga-
tion are located near the edges the images have been masked by the result of
morphological dilation of the edge detection result obtained using well known
Canny filter. Then, the local values of the SSIM metric have been calculated
only for those regions and finally averaged in order to obtain the final similarity
score. The exemplary frames from both video sequences together with results
of dilated edge filtering (shown as negatives) are presented in Fig. 1. As can be
observed, the indoor frame is much less complex and contains smaller amount
of edge information so the navigation task should be much simpler.

Since one of the relevant parameters of each super-resolution method is the
number of input frames, all the experiments have been conducted for 3, 5, 7 and
10 frames used for the Full HD image reconstruction. Another important issue
is related to the relative position of the reconstructed frame as better results
are obtained for the middle frames from the sequence. Nevertheless, in order to
reduce the amount of presented data, only the average values of the similarity
scores calculated for each reconstructed frame are presented in Fig. 2. Almost
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Fig. 1. Exemplary video frames for the indoor and outdoor sequences with results of
Canny edge detection after dilation using 5× 5 pixels structuring element

Fig. 2. Illustration of average SSIM and adapted 3-SSIM values calculated for full
images and masked by dilated edges detected using Canny filter

identical results obtained for masking by 7×7 and 9×9 pixels structuring element
for the morphological dilation of edges for the outdoor sequence are caused by the
presence of many details on the image. Therefore almost whole area of the image
has been covered by the obtained mask in both cases. Exemplary images obtained
using the bicubic interpolation and SR algorithm are shown in Fig. 3 (for better
visualization of details only magnified fragments of images are presented).

As the preprocessed images captured by the camera typically used for mobile
robot navigation purposes are further subjected to edge detection in order to
detect some specific lines, corners or landmarks on the obtained binary image,
the additional verification has been conducted by comparison of such processed
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(a) (b)

(c) (d)

Fig. 3. Magnified fragments of an exemplary reference image from the indoor sequence
(a) and exemplary images obtained using the bicubic interpolation (b) and SR algo-
rithm using 3 and 10 frames – (c) and (d) respectively

images, regardless of the results illustrated in Fig. 3d where the advantages of
the SR algorithm are clearly visible. For this purpose the reference frames and
all reconstructed images have been filtered using Canny edge detecting filter and
then the comparison of output images obtained for the reconstructed frames with
the result obtained for the reference image has been done. In fact, the influence of
the usage of the SR algorithms on the obtained binary images may be relevant
not only for the navigation of autonomous robots but also for many machine
vision embedded applications, often using specialized binary image codecs [18].

Since the comparison of the binary images using the correlation coefficients
or image quality (or similarity) metrics such as e.g. Structural Similarity [16]
may be inadequate, some metrics typically used in binary classification have
been applied. Similar metrics are typically used also for the verification of image
binarization algorithms. Comparing the binary images woth the reference one,
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Fig. 4. Illustration of average edge detection accuracy in comparison to the reference
image for reconstructed images subjected to Canny and Sobel filters

it is easy to determine the number of true positives (TP), true negatives (TN),
false positives (FN) and false negatives (FN), leading to precision and recall as
well as the F-Measure, specificity and accuracy and some other metrics such as
e.g. Matthews correlation coefficient (MCC) [19]. Since all the metrics lead to
similar conclusions, we have focused on the accuracy defined as:

Accuracy =
TN + TP

TP + FP + TN + FN
. (1)

The experimental results obtained using Canny filter are illustrated in Fig. 4
as the average edge detection accuracy for the indoor and outdoor sequences
achieved for the interpolated images and the outputs of the SR algorithm based
on different numbers of frames. Higher values of the edge detection accuracy can
be considered as the confirmation of the increase of the self-positioning (accord-
ing to the specified patterns visible on the image) and vision based navigation
accuracy of the mobile robot.

4 Conclusions and Future Work

Analyzing the results obtained for two acquired "raw" video sequences with-
out any preprocessing operations, a strong influence of details present on the
image can be easily noticed. The sequences chosen for the experiments can be
considered as "hard" for the robot navigation purposes mainly due to the light
conditions causing reflections of light on the floor and the presence of and many
details (sett paved road, trees). Nevertheless, achieved results are promising both
by means of the SSIM metric’s values for the most relevant fragments of images
reconstructed using the super-resolution algorithm, presented in Fig. 2, and the
edge detection accuracy. The advantages of the SR algorithm can also be ob-
served in Fig. 3 where the representation of the seat’s horizontal edge is much
more blurred for the bicubic interpolation (Fig. 3b) and the image obtained using
the SR algorithm based only on three frames (Fig. 3c).



Application of SR Algorithms for the Navigation of Autonomous 151

Due to the presence of many details in the outdoor sequence, the results of
edge detection for the reconstructed frames are much worse than obtained for
the indoor movie. Nevertheless, analyzing the results shown in Fig. 4 a greater
relative improvement of the edge detection accuracy can be observed applying
Canny filter for the outdoor video frames. Slightly worse results can be observed
for Sobel filter with binary output.

Considering the assumed choice of the SR algorithm in view of its computa-
tional demand, caused by the specific area of applications, our future experiments
will concentrate on the selection and possible modifications of some other image
registration and reconstruction methods leading to further increase of the ob-
tained accuracy. Further implementation of the chosen algorithms in the robotic
system will allow the experimental verification of the dynamic properties of cho-
sen methods for the real-time robot navigation.
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Abstract. In this paper the preemptive migration for the image process-
ing is presented. The migration is defined based on the information pol-
icy, transfer policy and location policy. The tests for the image negative
calculation were performed. In case of big images minimum 4000×4000
pixels the speedup 2.5 to 3 was achieved.

1 Introduction

The networks of heterogeneous workstations are the standard computing envi-
ronment form calculations of the Grand Challenge Problems [1]. For example, it
could be any CAE (Computer Aided Engineering) application for the large scale
problem [9]. Also, a lot of calculations related to the image processing requires
large computing power so one can apply for the execution of the calculations,
heterogeneous distributed environment.

The real time of the sequential execution of such computation can be very
long and is often enlarged by the frequent disk transmitions while the RAM
memory is not large enough for storing the data. It could be caused in case
of too small size of computer RAM at all or in case of the other applications
execution at the same time on the same machine, which need huge memory
for their own calculations. Moreover, the users sometimes required the peek of
computing power on a single workstation.

The computing power of the computer network is under-utilized most of the
time [2]. A consequence of the features mentioned above is utilization of the
dynamic load sharing mechanisms [7] i.e. if there are computers with very low
load and free resources (like a big amount of RAM memory), they can be used
to relieve over-utilized workstations. It could be achieved by the preemptive pro-
cess migration [6]. In such migration the execution of the task is suspended on
the current machine and then resumed on the other one [6]. In [4] was described
the Object Oriented aproach to the design of the task migration platform in
the heterogeneous computer network. The load sharing problem consisting of an
information policy, a location policy and a transfer policy was presented and the
Migration Software Development Kit is derfined. This MSDK platform was im-
plemented using Java programming language and to migrate tasks in the netwerk
was used CORBA communication standard. One of the major advantages of the
CORBA standard is the the ability to implement distributed objects using dif-
ferent programming languages (e.g. C/C++, Java, Pyton) and the possibility of
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using the various system platforms in contrast to the standards dedicated for
specific programming languages (like RMI, EJB) or system environments (like
.NET Remoting, COM/DCOM, WCF) [5].

In this paper the Object Oriented approach to the preemptive process migra-
tion is presented for the image processing. The migrated process is an object,
whose execution could be stopped, serialized on the current machine and then
sent to and deserialized on the other one and there resumed. Additionaly, the
OO techniques enables to define the base classes which can be used to define the
inherited classes of objects for the user-specific calculations.

2 Migration Algorithm

The migration algorithm must be based on well-defined load sharing policy.
As defined in [6][7] load sharing algorithm is based on three main parts: an
information policy, a transfer policy and a location policy. The information policy
specifies which information is used in deciding a process migration and where
this information is available in the system. The transfer policy defines the need
to migrate for each process and the location policy defines target migration host
for each task.

2.1 The Information Policy

To improve system performance and also reduce the calculation time we must
choose the best alternative from computers in LAN. To accomplish this, we
should use the agent system which would have to monit the actual CPU, RAM
memory and hard drive use. Based on this data system should have to predict
a forecast use of computer resources and choose the best computer in LAN to
finish the calculation. IP address of computers in LAN must be loaded to system
in a startup of program and should be easy to modify.

2.2 The Transfer Policy

Transfer policy is performed automatically. At the time slow down the calcula-
tion, the system automatically starts the migration process. Thus, we can very
quickly move the calculation to another computer without user intervention.
Transfer between computers was implemented using a TCP-IP protocol which
provides end-to-end connectivity and specify how data should be formatted, ad-
dressed, transmitted, routed and received at the destination. .NET Framework
has two classes for TCP connection - TCPClient and TCPListener. TCPClient
initialize connection to another computer, which is waiting using TCPListener
class. When client connect to server occurs sending file in 1024 byte packages. If
the sending is over, the connection between client and server is closed.
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2.3 The Location Policy

When the system decides that the process must be migrated choose the best
possible computer and start migration algorithm. The implemented application
defines arbitrally the target komputer to which the calculations will be migrated.
However, in practice selection can be based on the agent system, which will monit
and predict load of computers in a heterogeneous network [3]

3 Project and Implementation

3.1 Functional Requirements

As an example of the image processing was selected task of calculating the
negative of any image. After loading the image which will be processed it is
displayed in the main window of the serwer application. Algorithm starts on
geting value of first pixel in RGB and subtract it from 255. The result of equation
must be saved in the same pixel replaceing primary value. In our application we
focused on big images minimum 4000×4000 pixels. For smaller images migration
makes no sense.

It was assumed that at any time of the calculation, another process is started,
which absorbs most of the computer resources (CPU, memory). Immediately af-
ter starts this process the time of the calculation increases, which causes run the
process of transferring algorithm. The first step is to stop the calculation algo-
rithm for data serialization time. It allows you to save in binary file the state of
the object. If you have any problems with the application (for example absorb-
ing process will take to much computer resources causing suspend of computer
work), we can start it again and load and then deserialized file which will allow
us to get the status of the object before closing and continue the calculation.

The second step is to remotely start the process. The problem was imple-
mented using RMI. To accomplish this you need the access client session data
i.e. login, password and IP address. All settings should be placed in the config-
uration file located in the same directory that the applications executable file.
Sent instruction opens the same application with the parameters regarding the
amount of bytes to be transmitted, and the IP address of the server. Thanks to
this, when client finish the calculation, he would be know where send data back.
Then the file is sent to the client. This is done via TCP-IP, which provides us
with data integrity and prevents problems with the connection using .NET class
(TCPClient, TCPListener). Transfer operations operate on port 8000.

After this operation, server computer comes back to the calculation star-
ting with the point where finished. Server also runs a thread, which monitoring
LAN for completed data. Migration file include object of serializable class which
contains loaded and partly calculated image and number of amount converted
pixcels. This number is very important, becouse it shows the client point to start
calculation. Object is serialized to binary file using .NET serialization. When the
client computer finish the calculation serialize the effect of his and server work
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to a binary file. Then he send back the file to the server, which deserialize it and
show the result of calculations.

It may also be the case that the process of absorbing resources lasted so short
that the server end faster calculations than the client. In this case, the server
does not receive the file from the client, because there is no need. Client computer
after receiving the file will automatically deserialize it to form the object and
thus saved values accede to the calculations in the place where the server ended
the calculation. This can significantly speed up the calculation, without having
to calculate everything over.

3.2 Object Diagram

The application consist five classes presented at the Fig. 1. MainForm class is re-
sponsible for the appearance of the application. Primary class is the serialization
class. Object of this class is transferred to another computer. It contains pro-
cessed image and state of all variables in class. All information about client and
server computer are stored in Access class. The Serialize class contains methods
to serialize and deserialize objects. All communication between server and client
is implemented in Connection class.

Fig. 1. Objects diagram for the migration of the image processing

3.3 Sequence Diagram

On the Fig. 2 was presented the sequence diagram described the standard be-
havior of the application using the migration of the calculations on another
computer on the local network (described in the section 3.1).
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Fig. 2. Sequence diagram for the migration of the image processing

4 Tests

4.1 Environment

The tests were performed on the local network consisting of two computers and
one WiFi rooter. First computer worked under the Microsoft Windows 8.1 64 bits
operating system (Intel Intel Core i5 3210M @2.5GHz with Turbo Boost mode
to 3.1GHz 2 cores, 4 threads, RAM 8GB, Hard Drive SAMSUNG SSD 840EVO
120GB, Graphics Card NVIDIA GeForce 630M, 96 CUDA cores, network card
Intel Centrino Wireles-N 2200) and the second one under Microsoft Windows 7
ulimate x64 (Intel Core i5 3230M @2.6GHz with Turo Boost mode to 3.2GHz
2 cores 4 threads, RAM 4GB, Hard Drive TOSHIBA 500GB, Graphics Card
INTEL HD Graphics 4000 with 16 execution units up to 332.8 GFLOPS at 1300
MHz, network card Atheros AR946x). The management of the wireless network
is realized by the broadband router TP LINK TL-WR740N which serves the
wireless 802.11n standard with maximum data transfer rate 150 Mb/s.

4.2 Implementation

Application was implemented using C# programming language on the .NET
platform. The following libraries were used:

– System.Net.Sockets - to communicate between two computers in LAN,
– System.Threading - to start new thread, which will check if the client finished

calculations,
– System.Runtime.Serialization - to save class object into a file.



158 Z. Onderka and D. Półchłopek

To simulate the increased load on the computer system were implemented
a program consisting of 4 threads. In every thread there are initialized arrays
10000000 element length of type double and write to them values 0-9 999 999.
This program absorbing computer resources was written in C# programming
language on the .NET platform.

The essence of the test is the time to calculate the negative of the loaded
image. Takes into consideration was the total time from the start of calculation
until their completion, compared to the expected length of calculations from
which was subtracted the time of serialization and communications between
computers.

Absorbing process always starts after runnig the calculations of negative
image. For the system recognized the need for migration the time of calcula-
tions for 4 consecutive columns of negative image must be greater than the
average value of the previous column plus one of third time the calculation of
the column.

For the tests was used the following configuration file:

serverIP&192.168.0.12
clientIP&192.168.0.13
clientLogin&darek
clientHaslo&darek
FilePath&C:/temp/Migracja/odbior.dat
AppPath&C:/Users/darek/migracja/MigracjaProcesow.exe

On the Table 1 were presented the results of image processing for three kinds
of images. On every kind of resolution we check three different image, to be
sure that our calculations are correct. In order to obtain quantifiable results for
each image were performd 10 tests and the Table 1 consists of average values of
measured times.

Table 1. The results of execution times with and without migration

Image Comm. Time to Percent to Time of client Total time Total time
resolution Time serialization serialization calculation and with without

send back file migration migraton

7459×4315 2s 10s 17% 45s 57s 158s
7459×4315 2s 18s 28% 44s 64s 115s
7459×4315 2s 11s 19% 43s 56s 122s
5968×4223 3s 5s 11% 51s 59s 194s
5968×4223 2s 8s 21% 36s 46s 151s
5968×4223 3s 12s 21% 37s 52s 131s

21438×177726 10s 81s 13% 602s 693s 1761s
21438×177726 11s 35 5% 565s 611s 2137s
21438×177726 11s 60s 9% 598s 669s 1596s
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First column in table represents the file in pixels. Next column describes re-
quired time to send serialized object as file from one computer to another. The
third column show the time from the beginning of calculation to serialization.
How many percent of entire calculation server done is visible on column four.In
the fifth column there’s a data how much time elapsed since client start calcula-
tion until the data is received by the server. The last but one columns represent
the total time with migration. The last one describes thetotal time of entire
operation without migration time plus prediction finish time from server.

The communication time takes between 3.125% and 4.34% of total time with
migration for the images 7459×7459 and 5968×4315 and about 1.6% of total time
with migration. Most of the tests resulted in speedup of the order of 2.5 to 3.

5 Conclusion

The presented above study, tested the image processing example - negative cal-
culations - with the migration of the calculations. The migration is utilized in
case of increase of computer load and is realized on local WiFi network consist-
ing with only two computers. Based on performed test it is clear that the time of
calculation with migration is significantly lower than without migration. That’s
why every issue, not just a negative image can be solved quickly with the help
of migration of process.

Implemented application runs on the local network only composed of two
computers, however, you can easily make an application for extension module
to interact with the agent system tested current load of the computers in the
network and generating forecast such a load. In this case, such agent system will
be an important element of the location policy.
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Abstract. Executable papers have been attracting attention of scientific
publishers, as they may improve validation of their content by review-
ers. The paper reports on the ongoing research on making regular PDF
file submissions executable without a need to build sophisticated Web
systems and allowing authors to use their customary authoring tools. A
unified approach has been developed to enable extraction of useful in-
formation from the digital PDF document, either scanned printouts or
born-digital content and illustrated with experiments involving BPMN
diagrams.

1 Introduction

One of the key features of an executable paper is the ability of its reader to
freely access various data specified by its content. These may involve data series
represented in the form of function graphs or table columns, data or activity
flows represented by block or flow diagrams, music represented as complex text
structures, and so on. In order to provide a meaningful information to the reader,
data must be interpreted with some predefined interpretation patterns. The In-
teractive Open Document Architecture IODA [3], has introduced the concept of
a multilayered document with separate data and information layers. The data
layer contains the original document file, e.g. PDF, data extracted from it and
the executable code for processing that data, whereas the information layer spec-
ifies the respective patterns for interpreting them. In the case of scientific papers
the most common patterns would be tables, function graphs and flow diagrams.

Practically any typesetting or authoring tool can interchangeably generate
PDF (e-paper) documents, as well as print them directly on paper. The PDF
format is universal and information is displayed in the same way on any device.
A PDF document is visually perfect, however its file content lacks a logical
structure, making it unparseable to computers.

In the paper we distinguish two main types of PDF content: purely digital
and born digital. The former are just scans of documents printed on paper.
Tables, graphs and diagrams are represented in the PDF as graphic raster objects
(streams), whereas the latter preserve in their content some amount of vector
data information, along with some information on the vendor and tool used
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to generate it, like GnuPlot, tikZ, Microsoft Word, LibreOffice Writer, among
others.

The main concept of the paper is to enable extraction of useful information
from the PDF paper regardless of its provenance, i.e. either scanned or gener-
ated. Data can be extracted from PDF binary streams by applying OCRs or
other specialized tools, e.g. a handwritten block diagrams recognizer [4], or by
converted from vector data in some parseable format, e.g. SVG produced by
Inkscape [].

Our earlier work focused on extraction of information from tables [2] in
born-digital documents and block diagrams from purely digital documents [4].
Throughout the rest of this paper we focus on extracting workflow diagrams
from both purely and born digital documents. Extracted diagrams will be ex-
pressed in a machine readable form, suitable for workflow editors and workflow
simulation engines.

2 Graphical Representation of Business Process

Business Process Model and Notation is used to present business process
in a graphical way using a set of primitives. BPMN diagrams can be gener-
ated by dedicated tools, such as TWE or Yaoqiang, which can generate machine
readable lexical structures. Another possibility is to draw a diagram with gen-
eral authoring tool, like Visio or PowerPoint or typeset with Latex using tikZ,
amoung others, in the latter case, no logical structure would be created, only
the graphics alone, but the document could also be printed.

There is a finite set of primitives in BPMN, which are the following.:

– Swimlanes There are two types of swimlanes in BPMN: Pools and Lanes.
– Tasks Task is a single atomic action that is executed during the business

process. Task may occur in several possible types: basic, send or received
message, user, service and script. Tasks are represented by a rectangle with
rounded corners. Distinguishing feature, intended for types, is a small pic-
togram in the upper left corner.

– Blocks Block defines subprocess, which is a grouping component of a di-
agram. Blocks look the same as tasks, but the difference is that they have
some other elements inside it.

– Gateways he main purpose of gateway is to split or join the workflow. There
are two basic types of gateways: Parallel and Exclusive.

– Events BPMN allows three kinds of events: start, intermediate and end.
Each could be on one of following types: send messages, receive messages,
error, link and some other. Difference in representation between start and
end is in edge counter thickness. A start event is marked with a thin line,
while the end with a thick one. Intermediate events are marked with double
lines at the edges.

– Connections BPMN provides 3 types of connections: transitions (normal
lines) – show basic, synchronous flow; message flows (dashed lines) – show
asynchronous message flow; associations (dotted lines) – show the connection
between artifacts and other elements.
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3 Content Extraction

PDF is a very specific data format including graphical objects scattered all over
the document file. In consequence it is hard to read content at the specific page,
without recreating it graphical view. Fortunately, there are some useful tools
supporting that. For instance PDFtools gives the ability to split document to
pages or simply crop a page fragment. Another helpful tool is Inkspcape, which
allows to convert vector parts of the PDF document to SVG data format. On
the other hand Ghostscript provides the ability to save PDF as a raster image.

The basic concept of extracting information from digital documents is outlines
in Fig. 1. Extraction can be divided into several phases. There are two possible
input formats: PNG or SVG. The first phase is recognition of the raw graphics,
which could be vector or raster, to detect primitives. Recall from the previous
section that, it may involve recognition of rounded rectangles, circles and squares.
Either type of input file is handled differently. For raster images there is image
recognition is involved, whereas for vector images, a parser is used. From that
point, both types of file are processed in the same way: first, logic is analysed,
next text is recognized and finally XPDL file is generated.

Fig. 1. Content extraction phases

3.1 Image Recognition

We assume that images contain properly drawn diagrams, which are complete,
not skewed, with perpendicular lines and without errors. The image recognition
phase is divided into stages. The first stage of image recognition is pre-processing.
It includes two substages: thresholding the image and skeleton detecting by using
Pavlidis algorithm. Mainly this algorithm is for counter tracing, but can be used
for thinning the objects which result in ridge detection.

After running this algorithm, all lines are 1-pixel wide. Additionally, all small
objects including dots are removed from the picture. In consequence dotted lines
disappear, as for the first few steps they are not necessary. Arrows at line ends
are emponensily neglected also depredated to lines, and all connections loose
information about direction. They will be restored at the later stages. Another
problem with this stage is the continuity of the line that has not been preserved
in the skeleton crossing points. It is necessary to use algorithm, which restore
line continuity, to fix it.
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After that, image recognition enters the detection phase. Each detected object
is removed from the picture to facilitate further analysis. The first stage after
preprocessing use histogram analysis. It allows to detect the longest horizontal
and vertical lines, which are part of pools and lanes. Another step is to detect
tasks and blocks. The first step is to detect long line segments - histogram data
are used. As it was mentioned before, they are both represented by rounded
rectangles, so it contain 4 line segments which has ending which transform into
rounded corner. In contrast to it, connection line segments have perpendicu-
lar line endings, which can be easily detected. Chosen rounded segments are
lengthened in both ways. The places where those new created lines intersect
each other are marked as corners. Knowing the line extension direction, type of
corner can be estimated. Four different corners, arranged in a rectangular shape,
are marked as a rounded rectangle. This can be either block or task; they will
be distinguished in Logic Analyser.

The next stage is a circle detection. The best way to do that is to use Hough
Transform extension, which use the equation of a circle. The first substage looks
for circles with radius from 15-30 pixels-that will be events. Second substage
focuses on smaller circles, 4-8 pixels. That will be message flow line beginning.
This stage is a little bit insidious, due to the fact that the algorithm finds only
perfect circles, with radius specified as integer values. After rasterization and
skeletization, initial circles can be distorted. This causes necessity of certain
assumptions. While at the circle detection stage, it is important to check circle
width on initial image to determine event kind.

Another stage is to detect gateways. They consists of four parallel lines, which
are situated at 45 degrees angle in relation to whole diagram. Those lines can
be detected by using basic Hough Transform algorithm. Further proceedings are
the same as in rounded rectangles.

Next stage, which is a line segment detection, consists of three substages. At
first the long horizontal and vertical lines are detected. Lines with such param-
eters dominate in the image and for further detection of additional lines, those
detected lines should be deleted. Second stage is based on calculating Hough
Transform every time a new segment is detected and deleted. Angular lines are
also possible to find in this stage. The stage ends when no more segments with
minimum required length can be found. Last stage is use to detect dotted and
dashed lines. Each dash and dot are lengthened to merge with each other. After
that the fourth stage starts. It is identical like second one, but this time segments
for message flows and associations are detected.

As it was said in a previous section, each activity is represented by a shape
with pictogram, which denotes type. There are only a few types of pictogram so
the analysis is based on simple conditions.

3.2 SVG Parser

Each authoring tool that can generate PDF, produces vector graphics in its
specific way [2]. The subsequent conversion to SVG preservers those differences,
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which makes it necessary to create heuristics based on specificity of authoring
tools.

Upper part of Fig. 2 demonstrate two similar BPMN fragments of diagrams.
Both are taken from the same PDF document [1], each one created with a dif-
ferent authoring tool - GNU plot and LibreOffice Draw, respectively. At the first
glance, they look identical. The difference can be found after zooming in. These
differences are important when creating heuristics for automatic recognition.

For example, a dotted line generated by LibreOffice Draw is shown as a col-
lection of very short line segments, while its GnuPlot counterpart is displayed as
a line with dotted style (Fig. 2). Clearly, pattern matching algorithms, used for
recognizing SVG, would not find the same pattern in both diagrams. Presented
example shows the scale of the problem - just two tools are significantly different
in representation of vector data!

Fig. 2. Comparison between Draw (left) and GnuPlot (right) - image unscaled in upper
part; image scaled 1600% in lower part

There were a lot of heuristics developed for LibreOffice Draw, for example:
"L C L C L C L C Z" means block or task. The SVG file, converted from PDF
does not have any information about primitive shapes. Everything is as simple
as possible, but fortunately the letters are not written as simple line segments.

Created SVG file contains only three main types of element: image, text,
path. Image and text are quite obvious. Text has attribute named Content,
which contains raw text and image is stored as its binary representation. Path
can contain nine types of commands. The most commonly used commands are:
M (moveTo) - change the start drawing point; L (lineTo) - draw a line from
actual point to the specified point; C (curveTo) - draw a BÃľzier curve using
corresponding points; Z (closePath) - draw a connection between first and last
point of the path.

3.3 Logic Analysis

Earlier phases of recognition detect only primitive shapes. To distinguish rounded
rectangle between task and block, additional analysis must be performed. Each
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element is checked for overlapping any other one. If element overlaps one an-
other, it means that the larger contains the smaller one. If the element contains
at least one element it will be marked as a block.

The logic analysis links single line segments together and converts them into
polylines. The whole polyline connection must detect source activity, destination
activity and distinguished type of connection. To achieve that, each connection
must be directionally lengthened. In the nearest area of those lengthened line
parts, ending and starting type of arrowhead can be detected. Type of arrowhead
allows to define what type of connection line it could be. This phase distinguish
all types of connections. The next step is to lengthen linesâĂŹ part again. New
part almost certainly will overlap one of the activities and will determine con-
nection source and target. First the transitions and message flows are examined,
whereas association are analysed at the end, due to the fact that they can refer
to other connections i.e. transitions. The last part of logic analysing is to attach
some events to Task. This takes place when the Intermediate event overlap any
task activity.

3.4 Text Matcher

Only when the estimated position of the text in the image is known (inside tasks
and in the pool and lane headers), the text recognition stage can begin. There
are two possibilities depending on the input file format: an OCR tool or text
stripping from the SVG tree. PDF tools mentioned before can handle almost all
problems with information extraction, however the precise text retrieval is not
solved. This is because the authoring tools use various advanced algorithms for
justifying text. Different character kerning values (spaces between characters)
for each character are applied to achieve visually better results, not only by
justifying separate letters to individual objects, but also vertically written text.
In the latter case, each letter is separately transformed.

Before merging character into bigger pieces of text, letters must be matched
with corresponding elements. Almost any text is placed inside elements to which
it is referring, so the position clearly defines its parent element. The only problem
is with comments, which has elements limited in only three sides. The width of
element is unknown, but it may be estimated.

Changing single characters to text is not straightforward, because each de-
tected character has its precisely defined location. Sorting these locations along
the horizontal axis, and then along vertical axis can arrange letters in a correct
order. Merging them together creates a single piece of text. The only problem
is to detect spaces between words. They are font style dependant and must
be calculated using the characterâĂŹs width extracted from the document font
dictionary.

3.5 XPDL Generator

The resulting effect of the recognition process is a XPDL document. XML Process
Definition Language is a language format that describes process flow. It has a
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hierarchical structure and stores three types of data. Basic data which stores info
about Processes, Activities and Connections. Furthermore, graphic and logic info
can also be added in XPDL. Basic data structure of XPDL document is quite
simple. Each element genre and kind has its own XPDL tag. Types of elements
are stored in attributes. Lines have information about source and destination.
Elements from sub processes (blocks) are defined separately to elements from
main process.

The XPDL structure is not complex, but that is big problem with generat-
ing such files. Each BPMN tool that allows graphical edition, needs a slightly
different data structure. There is no universal way to create these files. In the
research reported in this paper, three XPDL tools have been tested:

Together workflow editor (TWE – it requires additional graphic informa-
tion attributes (characteristic only for this tool) to show each type of ele-
ment. Basic information is sufficient to identify genre, but not for types and
kinds. TWE also has problems with some BPMN primitives, e.g. Intermedi-
ate Events.

Yaoqiang – requires advanced business logic information. Everything must
logically interact. For example: it does not support empty task, with
no implementation information or several outgoing connections without
restriction tag.

4 Conclusion

For the purpose of this paper, a dedicated software application has been devel-
oped. It can accept two types of input format: SVG and PNG, assuming that
input images contain only BPMN diagrams. Diagrams are extracted from a PDF
file using additional tools [2]. For example, Fig. 3 shows the input image and
output XPDL file, graphically interpreted by one of the XPDL editing tools
tested during the research.

Fig. 3. The input diagram extracted in a PDF (left) and extracted XPDL file inter-
preted by the in Yaoqiang tool (right)

It is worth emphasizing The main conclusion is that SVG parsing is not as
easy as it might seem to be, despite of its generally structured form, SVG trees
had to be analyzed, almost like with OCR. Both pure digital and born digital
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documents required heuristics to cope with a huge variety of input data and
various preferences of vendors.

It is planned, in the nearest future, to create heuristic for each major au-
thoring tools and their major versions will be created. Fortunately, PDF stores
information about a vendor and version of authoring tool. For the unknown ven-
dor, raster image processing would be applied. Future work would cover topics
about recognition of different types of diagrams specified by UML.
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Abstract. Assessment of regularity based on quantitative measurements
is important for biological structures analysis. The most important is the
analysis of the cells’ structures. In this paper a few assessment methods
are compared: hexagonality, coefficient of variation of sizes, and aver-
age coefficient of variation of cells’ sides lengths (the new proposed by
the authors). This evaluation is based on synthetically generated image
datasets for unbiased Monte Carlo analysis. The cell structures are time–
evolved using optimization approach starting from irregular to regular.

1 Introduction

Cell structures are recognized especially in the context of complex biological
objects, where multiple living cells create geometrical structure in 2D or 3D
space. Estimation of the parameters of such a structure is important for the
analysis of biological properties. Structures depend on the age, environmental
conditions or preparation parameters, so it is very important for medicine and
biology. Special interest is related to the living cells, where the observation of the
time dependency, relying on the mentioned influence factors could be possible.
Analysis of the evolution of such structures is very important for biological and
medical researches and applications.

Reliable estimators that are dedicated to the particular cell structures, from
the measurements point of view are necessary. Investigating of the estimators
of structures, cannot be based on the availability of samples only. A numeri-
cal model of the structure that is related to the organization criteria could be
proposed as a solution of this problem. The comparison and validation of dif-
ferent estimators could be possible, using the low–cost computations. Selected
estimators that are the most promising could be applied to the available image
databases.
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2 Cell Structures Synthesis and Regularity Evolution

Cell structures could be generated synthetically (Fig. 1) using pseudo random
number generator for 2D image plane. The generated points are assumed as a
centers of cells. The Dirichlet tessellation algorithm is applied for the synthesis of
cells boundaries [1,7]. Such technique creates cells with piecewise linear bound-
aries. This is image is stretched in specific direction for forcing the isotropic
behavior.

Noise
generator

Dirichlet
tessellation

Directional
stretching

Image

Fig. 1. Image synthesis schematic

Examples of anisotropic and isotropic cell structures are shown in Fig. 2. The
strength of stretching could be modified by extending of cells length.

Fig. 2. Examples of anisotropic (left) and isotropic (right) cell structures

The proposed algorithm for the image synthesis is dedicated to single con-
figuration of cells. Testing of the regularity requires comparison of different cell
structures that are effects of evolution of structure from irregular to regular cases.
The additional process for generation of ordered set of images is necessary.

The proposed process is based on the optimization, based on the distance
equalization between two neighboring cells. The regular structure before stretch-
ing is the hexagonal or square lattice, with equal distance of cells centers of
neighborhood cells. The optimization process is based on the reduction of the
largest and extension of the smallest distances. New position of cell center Pi is
calculated using the following update formula:

Pi ← Pi + αui (Pi − Pj) (1)

where the (Pi−Pj) vector is the movement and ui ∈ 〈0− 1〉 is the random value
generated for every iteration. The Pj is the nearest neighbor of Pi, and the α is
the step strength coefficient.
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Overall optimization process is based on the pseudo random number generator
so obtained results are also random variable. It means that two cells structures
are less or more regular in mean sense. Particular realization of two iterations
(optimization steps) could be better or worse locally. Overall process after hun-
dreds or thousands of iterations is the local or global minimum with regular or
almost regular cell structure.

The proposed approach could be used many times for synthesis of cells sets
database. All or selected elements (images) from databases could be applied for
the comparison of known or proposed regularity metrics.

3 Regularity Methods for Isotropic Endothelium Cells
Structures

There are a few attempts to describe a cell’s grid in specular microscopy images of
corneal endothelial cells [11,2,13]. There are two main factors used: hexagonality
and CV . Index of H [4] determines the percentage share of hexagonal cells among
all cells in the image (2).

H =
N6

NT
100% (2)

where N6 is the number of six–side cells, and NT is the total number of cells in
the image.
CV (Coefficient of Variation of sizes) is a factor of relative variance cell

sizes [3]. Its value can be calculated from the formula (3).

CV =
1

μc

√
√
√
√ 1

N

N∑

i=1

(ci − μc)
2 (3)

where ci is area of i–th cell, μc is a mean of size of all cells in the image.
These two factors are insensitive for stretching the shapes. It was proved

on a model grids [5]. Therefore, the new factor was proposed [5], CV SL. The
Coefficient of Variation of the Cell Sides Lengths for each cell is given by the
formula (4).

CV CSL =
1

μSL

√
√
√
√ 1

NL

NL∑

i=1

(li − μSL)
2 (4)

where li is the length of i–th side, μSL is a average length of all cell sides and
NL is the number of sides of a given cell.

To refer to the entire image, the average value (CV SL) of factor CV CSL for
all cells (N) is calculated (5).

CV SL = CV CSL =
1

N

N∑

j=1

CV CSLj (5)

The method of determining cell sides’ lengths is more detailed described in
[5]. To assess a correct values a proper segmentation is needed [6,10,12].
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4 Verification of Correlation for Proposed Factor

To validate a quality of proposed factors, the experimental test were carried out.
The test was processed using dedicated software tool for the analysis of images
of endothelium cells structures. The screen image of developed software is shown
in Fig. 3.

Fig. 3. Screen image of endothelium cells structure analysis software

The tests consisted in assessing the value of pointers for the grid of cells
generated artificially in a manner previously described. There were values of
proposed factors calculated for a set of 300 successive stages from a disordered
state to a state to a state with the largest ordering (Fig. 4). In addition, it was
examined the way of indicators behave when the grid cells would extend along
one of the axes (AX , AY ), or both at once - the scaling process (Fig. 5).

The obtained results (specific coefficients) are analysed further using Matlab
software.

The results obtained are shown in the graphs respectively for the CV , H
and CV SL (Fig. 6). The coefficients CV and H are almost unchanged for grids
stretched and for scaled. In the other way - the CV SL factor was very sensitive
for changes in case the grid was stretched in one direction, but kept the value in
the case of a uniform scaling of grid. This means that the sensitivity of CV SL
factor occurs in the case of stretching, and at the same time the lack of sensitivity
in case of scaling.

The slope of curve depends on the generator and all results are shown in
Fig. 6. The iteration number cannot be used as important factor for the analysis
of results and the validation of coefficients. It is results of the regularity steps
necessary to deliver changes of the structure. The validation of the particular
coefficient could be based on the observation of the mean value of the coefficient
over iteration. The cell structure generator is based on the random number
generator applied for the regularity evolution. This generator is main source of
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Fig. 4. Artificial grid of cells, stages a) 1, b) 20, c) 100, d) 300

Fig. 5. Cells for the stage 50: a) normal, b) stretched AX 50%, c) stretched AY 50%,
d) stretched AX and AY 50% (scaled)
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Fig. 6. The values of CV , H and CV SL factor for test series

the random observation of values in Fig. 6 what is expected. This behavior is
not a disadvantage of this method, but it is important for the local sensitivity
analysis.

The small fluctuations of the cell structure should not be observed as high
value peaks. The lack of peaks is the important characteristic of the analysed
coefficients using local Monte Carlo search. It means finally, that H , CV and
CV SL are proper coefficient not sensitive on the small changes of the structure.
It is shown for original and scaled structures together.

The isotropic analysis should be verified using correlation. Strong positive
relationship is obtained for H values, and the correlation is shown in Fig. 7. The
number of particular cases influence on the 2D histogram value, so it could be
influence of the iterations and the generator on the result (the color of the 2D
histogram cell). Such influence is not important, because the linear and almost
exact relation between H value pairs are obtained.
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Fig. 7. Correlation of H for test series

Similar strong correlation is obtained for CV values depicted in Fig. 8 and
has similar behavior to H . The correlation that is obtained for CV SL values is
depicted in Fig. 9 and is different.

The shape of correlation proves relations that could be observed in Fig. 6.
Additional line is added for the better visualization of correlation.

5 Discussion and Conclusions

This paper presents a consideration on factors used for endothelium cells’ grid
quality describing. There are taken into account two standard factors: Hexag-
onality (H) and Coefficient of Variation of cells’ sizes (CV). The new factor -
average Coefficient of Variation of the cell Sides Lengths (CVSL) is considered.
The tests carried out for a synthetic grid. The results show, that the new factor
is sensitive for stretching the grid or cells, unlike the two common factors used
for corneal endothelium describing.

Example lack of the sensitivity Hexagonality and CV on stretching [5] is de-
picted in Fig. 7 and Fig. 8 for large data set. This behavior is important in
specific cases of image analyses, when such behavior is desired. The differences
that are related to the stretching (anisotropy of the cell structure) should be
emphasized using different factor, like proposed CVSL. Analysis of the time de-
pendent changes of the structure related to the different strength of stretching is
desired. Measurements of this process using isotropy dependent factor is desired.

CVSL value for particular cell structure is higher for the anisotropic case
(50/100) or (100/50). Isotropic cases (100/100) and (50/50) gives two times lower
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Fig. 8. Correlation of CV for test series

Fig. 9. Correlation of CV SL for test series

values. The Correlation between values obtained for particular cell structures
occurs for isotropic stretching. Comparison of isotropic and anisotropic case
gives lower correlation what is desired. Pair values are located on the line, but
not on the exact correlation line (depicted as a white line in Fig. 9).
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Further work considers on the use of the proposed pointer with data from
real examinations. The main part of the application for corneal endothelium
cells analyzing has been finished and should be released in the nearest future.
The multiple synthetically generated tests using Monte Carlo approach will be
used for the validation of the relation between anisotropy strengths. Such test
are time consuming, because single cell structure should be tested for different
stretching. Multiple cell structures should be tested, also.

Very interesting approach for the cell structure analysis is the multi–fractal
analysis using e.g. variogram [9] and Triangular Prism Method [8].
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Abstract. This article addresses the problem of corneal endothelium
image segmentation. The aim is an objective determination of bound-
aries between cells. This problem has not been solved yet as a fully au-
tomatic process, the majority of commercial software requires additional
correction by an ophthalmologist.

In the paper there are described two approaches allowing to achieve
the segmentation of cells that perform more accurate than standard im-
plementations of Watershed algorithms. There is also proposed an algo-
rithm to improve the existing cells division, based on matching proposed
segmentation grid lines to the input image content.

1 Introduction

Cornea is a translucent frontal part of the eyeball and a very important part of
the eye’s refractive system. Cornea is responsible for 2/3 of the whole refractive
power of the eye in human. It consists of five layers: outer epithelium, Bowman’s
membrane, stroma, Descemet’s membrane and inner endothelium.

Corneal translucency is achieved by especial, mainly parallel configuration
of stromal fibres. Stable corneal hydratation level (ca. 70%) is one of the most
important factors responsible for corneal translucency. Water comes freely (free
diffusion) into the corneal structure from anterior chamber fluid and has to
be actively pumped out by the endothelial cells. Unlike most of the species,
human and primates have a very low, clinically insignificant mitotic activity of
the endothelial cells. Having ca 13 000 cells/mm2 during early stages of fetal
life, ca 6 500 cells/mm2 at birth people experience cell loss in a whole lifetime
period, to achieve ca 2000 cells/mm2 at the age of 80. This is a normal course
in a healthy, unaffected eye.

Many kind of trauma (iatrogenic or non- iatrogenic) and local and general
disease influence the endothelial cells’ lifetime. When the endothelial cell de-
creases to 300 - 500 cells/mm2, cornea has no possibility to dehydrate and
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irreversible corneal edema occurs, resulting in highly decreased visual acuity
requiring corneal transplant.

Corneal endothelium can be assessed in vivo, the most popular tool for as-
sessment a specular microscope. Corneal density and quality can be assessed. An
"ideal" corneal endothelium is a monolayer of hexagonal cells of the same size.
Practically, cells of different shape and size can be seen. The higher polymor-
phism (lower percentage of the hexagonal cells) and polymegetism (difference in
size between cells) the less is endothelial cell stability.

Normal endothelium should have hexagonality (H) [3] percentage higher then
70% and coefficient of variation (CV = SD of the cell size/ average cell size) [2]
of the cell size below 30%. In our opinion these two parameters are not enough
to describe cells’ variability, so we have proved to find a new quality parameter
that refers to the cells regularity.

2 Corneal Endothelium Cells Segmentation

Segmentation of corneal endothelial cells is important for the clinical purposes.
On the basis of a cell grid there are carried out basic clinical parameters [16,1,13],
such as hexagonality of cells [3], or coefficient of variation of the cell size [2].
Other indicators, such as CV SL, proposed in the work [4], require the precisely
selected grid cells.

2.1 Problem of Corneal Endothelium Cells Segmentation

Corneal endothelial images presented in this research were taken with non-
contact specular microscope Topcon SP-1000. The kind of noise in acquired
images does not allow to conduct segmentation using well known algorithms [11,15].
In the Tab. 1 there are shown: the part of an original image and its surface plots -
without smoothing and with increasing smoothing (ImageJ - smoothing: 2,4,6,8).
It can be noticed that the noise makes a numerous micro hills and valleys, that
disturbs the Watershed algorithms. The examples of Watershed processing, im-
plemented in ImageJ program (2 algorithms) are placed in the Tab. 2. There
are two cases - without preprocessing a) and with preprocessing d). In the first
case there are Watersheds algorithms 1(b) and 2 (c). In the second case a sim-
ple convolution with mask 5×5 with ’1’ was used. The Watershed algorithms’
outputs are presented in e) and f). The quality of these segmentations is to poor
to assess the clinical parameters. Therefore, the new, objective algorithms are
needed.

2.2 Dedicated Methods of Corneal Endothelium Cells Segmentation

There is a few of approaches for automatic or semi-automatic corneal endothe-
lium cells segmentation. The authors in [6] proposed a non-subsampled Wavelet
pyramid decomposition of lowpass region. In the article [14] there is a scale-space
filtering used, especially Gaussian, to make use of the separability property of
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Table 1. An example and its surface plots for increasing smoothing

Input image a)

b) c)

d) e)

Gaussian kernels. A variant of unsharp masking is used too. There are also ap-
proaches that are based on classical convolution. In this case there are different
masks proposed [7,8,10,5]. These methods do not work properly in some cases. In
the Fig. 1 there is presented a sample of corneal endothelium image. The black
arrows show the borders of cells, which have a lower contrast than some artifacts
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Table 2. An example of segmentation using Watershed algorithms implemented in
ImageJ, without (a) and with (d) preprocessing

a) b) c)

d) e) f)

Fig. 1. An example of unsettled contrast of cells boders and inner artifacts

in the cells (the white arrow). Therefore, the method based on the fixed values of
masks cannot best mark the cells’ borders, so the process of segmentation have
to be controlled by human or the output image has to be corrected manually.
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3 The Proposals of Corneal Endothelium Cells
Segmentation Methods

3.1 Checking the Sign of Changes

The use of convolution filtration has some shortcomings. Masks have fixed values
that the clear parts of the image can fit better, but others may mark the artifact
as an information (Fig. 1). Hence the proposal to draw from not the difference
of the brightness pixel values, but just the sign of these differences. By tracking
the valley dividing the cells can determine whether a given point in the context
of the neighborhood (eg square mask 3×3) has the smallest number of neighbors
with smaller brightness value. This method can set a path leading run-off, in
analogy to Watershed algorithms. The calculation of such points in the table n
for the image in the table p below describes the algorithm that is shown below.

for (x = 1; x < Width -1; x++)
for (y = 1; y < Height - 1; y++)

for (i = -1; i <= 1; i++)
for (j = -1; j <= 1; j++)

if (p[x + i, y + j] < p[x, y])
n[x, y]++;

This algorithm explicitly states the boundaries between cells. Additional artifacts
can be removed by filtering objects with small size or area. A sample output
(normalized) for an corneal endothelial image (Tab. 3, a) is shown in the figure
(Tab. 3, b).

3.2 Tracking the Rays from the Hills

The second approach is to trace rays falling from elevated points. For the whole
image there are found the points which in the neighborhood (mask 3×3) have
the highest (or equal) values. Then, in all directions (0− 360◦) there are tested
rays - each ray is tracked along the profile until it reaches decreasing values (Fig.
2). When there is found a point at which the value increases, the previous point
is marked in the final image as a part of boundaries. As an additional parameter
can be assumed a minimum radius equal to the average radius of the contour of
the cells. This will limit the noise in the image.

At the next stage erosion and dilation are applied to the output image. The
result of the segmentation is performed correctly, requiring a manual adjustment
of a few places. There is an example in the Tab. 3). For the input image (a) there
is the output image (c), next stage of erosion and dilatation (d) and thinning
with two different versions of Golay’s Alphabet (e, f).

3.3 Improving the Segmentation Output

Segmentation obtained by different methods differ as to the result. This is unac-
ceptable for clinical calculations. Hence the proposal to adjust the segmentation
according to the input image before preprocessing.
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brightness 

profile 

Y 

X

Fig. 2. An idea of tracking the rays

Table 3. A sample corneal endothelial image (after preprocessing) and the outputs of
presented algorithms

a) b) c)

d) e) f)

The concept of the improving algorithm is to examine whether the initial seg-
mentation of cell boundaries run through the points with the lowest local values.
To this end, the resulting image is tested whether each boundary point to has no
neighbors (in terms of 3×3 masks) with lower brightness in the resulting image
than selected (Tab. 4). If so, this new point is added to the segmentation grid.
The procedure is performed until the new points are added. After this proce-
dure thinning is started, which should move slightly boundaries. This procedure
is repeated until there are changes or a cycle is not detected.
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Table 4. An idea of the improving algorithm

original image initial segmentation improving after thinning

4 Conclusions

This article presents the problem of segmentation of corneal endothelium images.
It was pointed out that due to the features of noise it is quite difficult to make an
objective segmentation. Unshaped boundaries in relation to the internal artifacts
in the cells can affect a segmentation as well. There are proposed two algorithms
- the first accurately points out the borders in most cases. The second algo-
rithm bases on the content of the image and allows to set limits and boundaries
also in questionable places. Both algorithms require a preprocessing, which may
influence the final course of boundaries. There is also presented the algorithm
to move the boundaries to representative points of the input image to obtain
an objective grid of cells’ borders. The algorithms can reach the rather large
effectiveness, however it is possible to improve the result based on intelligent
methods such as neural networks or the rough sets [9,12].
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Abstract. This paper presents a two-dimensional deformable model-
based image segmentation method that integrates texture feature analy-
sis into the model evolution process. Traditionally, the deformable models
use edge and intensity-based information as the influencing image forces.
Incorporation of the image texture information can increase the methods
robustness and application possibilities. The algorithm generates a set of
texture feature maps and selects the features that are best suited for the
currently segmented region. Then, it incorporates them into the image
energies that control the deformation process. Currently, the method
uses the Grey Level Co-occurrence Matrix (GLCM) texture features,
calculated using hardware acceleration. The preliminary experimental
results, compared with outcomes obtained using standard energies, show
a clearly visible improvement of the segmentation on images with various
texture patterns.

1 Introduction

Efficient and robust image segmentation is one of the main challenges in com-
puter vision. Deformable models [1] are a widely used class of segmentation
methods. Generally, a deformable model is an active shape (e.g., a 2D contour
or a 3D surface) that tries to adapt to a specific image region. This adaptation
process is influenced by external and internal forces, that deform the shape to-
wards the boundaries of the segmented region. The external forces attract the
model to desired image features, while the internal forces control its smoothness
and continuity. This formulation allows the models to overcome many problems,
like image noise and boundary irregularities. External forces can come from a
variety of image features. The most common approaches use the edge or inten-
sity statistics of the segmented region [2,3,4]. This makes the deformable models
well suited for extraction of areas with distinctive (but not necessary continuous)
borders and fairly uniform texture. However, larger patterns with high contrast
pose a greater challenge to traditional methods.

Deformable models were introduced with a seminal ”snake” algorithm [2],
which was a parametric active contour with an edge-based image force and a set
of internal energies that controlled bending and stretching of the curve. Since
then, the classical model has been heavily modified and extended, e.g., with
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addiction of expansion forces [5], edge-based vector field energies [3], adaptive
topology mechanisms [6] and region-based image energies [4,7]. Furthermore,
methods combining deformable models with texture extraction and classifica-
tion [8] were also introduced. Texture-based methods generally fall into two cat-
egories: utilising information obtained from supervised texture analysis, or using
the calculated features without earlier classification. The supervised methods
can require an initial analysis stage, which provides information about the num-
ber and characteristics of distinctive patterns in the image [9], or they can use a
selected set of features to create a deformation map that influence the evolution
of the model [10]. Unsupervised methods can extract the required information
using the initial region intensity statistics to create a likelihood deformation
map [11], or, in case of patters with a larger scale, use a small bank of Gabor fil-
ters to extract the features [12,13]. Texture features can also be used to improve
the segmentation process alongside other image characteristics [14].

In this paper, we present a texture-based image energy for a two-dimensional
parametric active contour. The energy incorporates texture features into our
template active contour framework [15]. The proposed energy can be used along-
side other image forces, expanding the application possibilities of the method.
Currently, the energy utilises features based on Gray-Level Co-occurrence
Matrices (GLCM) [16]. The features are generated using hardware-accelerated
implementation, which allows an efficient creation of a large feature set. The pre-
liminary experiments were performed on synthetic images with various texture
patterns and show a visible improvement over typical image energies.

2 Texture-Based Active Contour

The proposed algorithm incorporates a texture-based image energy into a dis-
crete parametric snake [17] with an adaptive topology reformulation abilities [6].
The energy makes the snake to expand into a region with an uniform texture
that is similar to the initial region of the contour.

Firstly, the snake is manually initialised inside the segmented region. Next, the
algorithm generates a set of texture feature maps and selects the features that
are best suited for the currently segmented area. Finally, the contour evolution
process expands the snake under the influence of the texture energy, which is
based on the selected features. This algorithm can be presented in a pseudocode:
Input: Initialisation of the snake s
1: Generate the initial texture feature maps set Tinit

2: Initialise empty set Tbest for selected texture feature maps
3: for all texture feature map t ∈ Tinit do
4: if t meets the selection condition then
5: add t to Tbest

6: end if
7: end for
8: Create external energy Etex using Tbest

9: repeat
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10: for all snake point p ∈ contour s do
11: Minimise the local energy of p using Etex and other energies
12: end for
13: until convergence of snake s
14: return the segmented region.

The detailed descriptions of the algorithm steps are presented below.

Initialisation. Initialisation of the contour is the crucial step in the current
version of our algorithm. The initial snake should be manually placed inside the
segmented area and in a region of a possibly uniform texture. Furthermore, the
contour area should be large enough to cover the texture pattern and capture
the entirety of its characteristics, preferably by including several texture pattern
tiles.

Texture feature maps generation and selection. The next step of our algorithm
is generation of the texture feature maps. The features are calculated for each
pixel of the source image, that results in a set of feature maps.

The currently used texture features, generated from the Grey-Level Co-
occurrence Matrix, are: Entropy, Correlation, Homogeneity, Contrast and En-
ergy. The maps are generated for different sets of GLCM parameters: window
size (from 3×3 to 11×11 by default), displacement (from 1 to 3 pixels) and ori-
entation (0o, 45o, 90o, 135o and for all four angles). The algorithm, however, is
not limited to the GLCM approach – any method that can generate a feature
map of the segmented image can be used.

The following algorithm step selects the texture feature maps that will be
used in the segmentation process. The algorithm prefers features that have a low
dispersion inside the initial contour region. In order to mark the region, a binary
mask is created from the initial curve. For the pixels covered by the mask in each
of the feature images ti, the mean of the feature values x̄i, standard deviation σi
and Relative Standard Deviation %RSDi =

σi

x̄i
×100 are calculated. The texture

feature maps used for the segmentation process must have the %RSD lower than
a user-specified threshold (equal to 65% by default). As there is no supervised
texture classification step and the number of different textures in the image is not
known, this condition selects the texture features that, hopefully, will distinguish
the segmented area from regions with different textures.

Additionally, the selection step can reduce the number of maps by analysing
their similarity for different orientations in groups with the same feature, window
size and displacement. By default, the algorithm generates one map for each of
the orientations and one extra map with an averaged response for all angles.
Then, it selects only the directional maps which have their feature value mean
(inside the initial region) sufficiently different (at least 50% by default) from the
feature mean in the averaged map. However, in case of a clearly isotropic texture
pattern, generation of the maps with different orientations can be manually
turned off and simplified by creating only the averaged response map.

Contour evolution process. The snake evolution process aims to minimise the
energies of the contour points (snaxels) by moving them to the positions of the
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lowest local energy. A typical intensity energy Es
int for a snaxel s and a potential

destination point p can be defined as:

Es
int(p) =

{
1

d(s,p)+1 if |I(p)− x̄| ≤ θ × σ
1 otherwise,

(1)

where I(p) is the intensity value in point p, x̄ and σ are the intensity mean and
standard deviation in the snake initial region, θ is the user-specified sensitivity
threshold and d(s, p) is the distance between the location of snaxel s and point p.
As the energy is inversely proportional to the distance between the current snaxel
and its potential position, it prefers more distant points, enabling the expansion
of the contour.

Our texture energy Es
tex works in a way similar to the energy described above,

but it takes all the generated texture feature map into consideration: the current
snaxel can be moved into the new position only if the similarity condition is
fulfilled for all the selected texture feature maps, as defined in:

Es
tex(p) =

{
1

d(s,p)+1 if ∀t ∈ Tbest : |valt(p)− x̄t| ≤ θ × σt
1 otherwise,

(2)

where t is a texture feature map in the selected set Tbest, x̄t and σt are the
feature mean and standard deviation in the snake initial region, valt(p) is the
value of the texture feature in the point p, and θ is a user-defined constant. This
energy works under two assumptions: (a) features with a low dispersion in the
initial snake region have a potential to discriminate it from other patterns and
(b) a significant value change in one of the maps blocks the current snaxel from
further movement.

3 Experimental Results

This section shows the segmentation results of the proposed method. The exper-
iments were performed on a machine with AMD FX 8150 Eight-Core processor,
16 GB RAM, Nvidia GeForce GTX 660 graphics card (with 960 CUDA cores),
and running on Ubuntu 12.04. The total segmentation time was less than 5
seconds for each of the presented examples.

The algorithm was implemented using the MESA system [15] – a platform for
designing and evaluation of the deformable model-based segmentation methods.
MESA provides a template system for construction of active contours from ex-
changeable elements (i.e., models, energies and extensions), allowing an easy
comparison of the proposed approach with other energies. The GLCM texture
generation algorithm was implemented in OpenCL [18] and integrated with the
existing code using a Java binding library (JOCL from www.jocl.org). OpenCL
allowed utilisation of the graphical processing units, which effectively led to a
significant speedup of the algorithm (from a few minutes on CPU-based imple-
mentation to a few seconds using the hardware-accelerated version).
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(a) (b) (c)

Fig. 1. Segmentation of a high contrast pattern: (a) result of the segmentation with the
default intensity energy (initial circular contour visible in blue), (b) calculated GLCM
Contrast map and (c) result of the proposed energy

(a) (b)

Fig. 2. Segmentation of a coarse-grained texture: (a) initialisation (in blue) and result
(in yellow) using the default intensity energy and (b) result using the proposed energy

The method was tested on 256× 256 synthetic images created using the Bro-
datz texture database [19]. The initial contours were manually placed inside the
desired region and scaled to the preferred size. During the experiments, only
the sensitivity parameter θ was modified (between 3 and 4), while the other
parameters were left constant on default values.

The first example (Fig. 1) presents a segmentation of a region with a high con-
trast texture. The size and intensity dispersion of the pattern make it impossible
to segment with an edge-driven force or with the described default intensity-
based energy (Fig. 1a). However, using a GLCM Contrast map (Fig. 1b), the
texture-based energy managed to correctly drive the snake to the region bound-
aries (Fig. 1c).

The second example (Fig. 2) shows the result for a more coarse-grained pat-
tern. Again, the intensity-based energy failed to distinguish between two regions
with a similar average intensity. The third example (Fig. 3) shows a difficult
situation, where two regions with different textures not only have a similar
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(a) (b) (c)

Fig. 3. Example of a fine-grained texture segmentation: (a) result with the intensity
energy, (b) result with the texture-based energy and (c) a sample texture map (GLCM
Energy) that discriminates the two regions

(a) (b)

Fig. 4. Importance of the texture orientation selection: (a) result without the angle
selection and (b) segmentation with orientation selection enabled

average intensity, but also do not have an evident border between them. While
the intensity-based energy could not be adjusted to segment the region, the
texture-based approach easily separates the two problematic regions. The last
example (Fig. 4) highlights the importance of the texture map orientation selec-
tion. In a case of a highly directional texture, the energy without angle selection
fails to segment the region (Fig. 4a). With this selection enabled, the region is
correctly separated from the other textures (Fig. 4b).

4 Conclusions and Future Work

In this paper a texture-based energy for the two-dimensional parametric active
contour is presented. This energy improves the segmentation performance on
images with textures of various size, contrast and complexity. Moreover, the al-
gorithm does not require any previous information about the texture classes in
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the segmented image. Despite the relatively large number of the utilised fea-
tures, an efficient GPU-accelerated texture generation method enables a high
performance of the segmentation process. The currently proposed approach gives
promising results on artificially composed images. We are currently investigating
the performance and possible application of the method on natural and medical
images.

The present form of the algorithm is in an early stage of development and
can benefit from many possible improvements. An initial analysis of the start
region can be used to find an optimal parameter set for the generated features.
Furthermore, the texture feature maps in the initial step can be calculated only
for the start region of the snake, while the generation of the complete maps can
be performed after the selection, which will improve the performance. Moreover,
the currently utilised feature set (based on GLCM) can be easily extended by
incorporation of other texture feature extraction methods, like Gabor filters [12].
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Abstract. In this paper different variance filters for rejecting image
regions that do not contain interesting object are tested. In our case the
processed scenes have equally depth of focus, which makes difficult to
distinguish objects from the background. In order to locate the object,
the algorithm based on the sliding windows approach has been used.
In case of using this type of algorithm a cascade of filters designed to
reject windows that do not contain searched objects are applied. In this
paper the authors put emphasis on elimination of redundant windows,
from equally depth colour scenes, using various variance filters. Also a
formula, based on the integral images, which can improve the efficiency
of using directional variance filters, is proposed. All types of variance
filters are tested and compared.

1 Introduction

Most recognition systems are designed in order to find only one object in image
or to classify extracted object or scene. They can decide about the existence of
the object in the image but they are not able to inform us about its localization.

Nowadays, two main factors play the important role for the automatic scene
understanding: objects’ localization and relations between them, as well as the
background extraction. One of the most successful localization technique is a
sliding window method [3]. By using this approach we split the analysed image
into all possible sub-windows, which strongly increases the computational bur-
den. There also exist more efficient approaches for subwindow searching problem,
e.g. [8,9]. The most advantageous feature of sliding window solution is performed
by replacing the localization problem by image retrieval task. It can be solved by
using global properties of objects, e.g. colour distribution [11,7,1] and histograms
[2,13,4,5], or global statistics of local features, e.g. bag-of-words approach [10].
The main goal of this kind of filter in the detection task is rejecting the most
recent regions where is a certain lack of searched pattern.

The problem that we are trying to solve is a multiple finding and classification
of all objects from the date base, which exists in the processed colour image.
Usually, it is not sufficient to solve a problem of rejecting the subwindows that do
not contain target objects, while using only one classifier. Following the detector
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proposed by Kalal in TLD [6] applied to solve this kind of problem, the cascade
of filters is necessary. In TLD the first classifier is a variance filter, which can
by adopted in efficient way for sliding window approach by using the integral
image. While we apply the TLD detector to find only one object the condition
for rejecting the subwindow is that its variance is smaller twice than the variance
of the target pattern. However, this condition is not sufficient for the scenes that
contain many similar objects not distinguishable from the background, with the
difference very often based exclusively on the colour (in contrary of the object
in shades of grey). The main problem is choosing the variance descriptor that
can perform the most precise distinction between colour objects and choosing
the rejection threshold for subwindows.

In this paper colour object localization methods using different variants of
variance filters are described. In contrast to TLD algorithm we primarily focus
on colour distribution. This algorithms are tested on the colour images where is
hard to notice the differences between objects and background.

2 Variance Filters

In this section different types of variance filter used in our research are presented.
In the performed experiments the authors focus on the RGB colour images, so
it is possible to process the intensity of each channel separately. The descriptors
used in this process can be divided in two groups:

1. Non-directional descriptors
(a) Variance of grey scale intensity image;
(b) Variances of R, G, B channels separately;

2. Directional descriptors
(a) Variances of means of rows and columns for intensity image;
(b) Variance of rows and columns variances of intensity image;
(c) Variances of means of rows and columns all of channels separately;
(d) Variance of rows and columns variances for all channels separately;

To simplify the non-directional variance an image is considered as a one-
dimensional vector of pixels and its elements are addressed using the notation
Ii for the ith pixel [6] and variance is defined as: σ2 = 1

n

∑n
i=1(Ii − μ)2, where

n is the number of pixels and μ is the mean of the pixels. This formula can also
written as: σ2 = 1

n

∑n
i=1 I

2
i − μ2. Computing the variances for all subwindows

is very memory and time consuming task. In next subsections efficient methods
solving this problem are described.

2.1 Non Directional Variance

In [12] an efficient method for calculation the variance of image intensity for
all subwindows has been presented. This method based on the Integral Image,
for which the computation of the pixels sum no longer depends on the number
of pixels. However, in this paper Viola made a mistake during derivation of
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formula for calculation variance by using Integral Image approach. The correct
derivation of this relation can found in [6]. Following the Kalal, a variance of
any subwindows I(B) of image I can be calculated using the relation:

σ2 =
1

n
I ′′(B)−

[
1

n
I ′(B)

]2
, (1)

where I ′ and I ′′ are the integral images of the same size as image I and n is a
number of elements.

Definition 1. I ′ is an image at location (x, y) containing the sum of all pixel
values between the points (1, 1) and (x, y) defined as:

I ′(x, y) =
∑

x′≤x,y′≤y

I(x′, y′).

Definition 2. I ′′ is an image at location (x, y) containing the sum of the squared
pixel values between the points (1, 1) and (x, y) defined as:

I ′′(x, y) =
∑

x′≤x,y′≤y

I2(x′, y′).

Following the definition 1 the formula of computing the sum of pixels (or pixels
squared) for the subwindow B bounded by coordinates (x, y, w, h) is given by:

I ′(B) = I ′(x−1, y−1)−I ′(x+w, y−1)−I ′(x−1, y+h)+I ′(x+w, y+h). (2)

Similarly, we can calculate formula for I ′′(B):

I ′′(B) = I ′′(x−1, y−1)−I ′′(x+w, y−1)−I ′′(x−1, y+h)+I ′′(x+w, y+h). (3)

2.2 Directional Variance

In [7] Kekre and Patil proposed to use standard deviation of row and column
mean vectors comparing with standard deviation of variance. This approach was
used for CBIR system for colour images. In this paper we use the variance of
row and column mean vector.

Definition 3. The variance of row mean vector σ2
r is defined as:

σ2
r =

1

r

r∑

i=1

(μi − μ)2,

where μi =
1
c

∑c
j=1 I(i, j) and μ is a mean of the pixel values:

In case of computing this variance we can use the same integral images like for
the standard variance but it is faster to provide the directional integral images
I ′r, I ′′r , I ′c, I ′′c . These integral images are described in Def. 5 and 4.
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Definition 4. I ′c and I ′′c are column integral images defined as:

I ′c(x, y) =
∑

x′≤x

I(x′, y), I ′′c (x, y) =
∑

x′≤x

I2(x′, y).

Definition 5. I ′r and I ′′r are row integral images defined as:

I ′r(x, y) =
∑

y′≤y

I(x, y′), I ′′r (x, y) =
∑

y′≤y

I2(x, y′).

Then, the formula for computing directional variances can be found.

Theorem 1. The variance of row mean vector σ2
r can by obtained by using the

following expression:

σ2
r =

1

c2r

c∑

i=1

I
′2
c (Bi)−

[
1

rc
I ′(B)

]2
, (4)

where r and c denote a number of rows and columns respectively.

Proof. The variance of row mean vector σ2
r is:

σ2
r =

1

r

r∑

i=1

(μi − μ)2. (5)

By transforming variance of row mean we obtain the alternative formula:

σ2
r =

1

r

r∑

i=1

(μi − μ)2 =
1

r

r∑

i=1

μ2
i −

2μ

r

r∑

i=1

μi +
1

r

r∑

i=1

μ2

=
1

r

r∑

i=1

μ2
i − 2μ2 + μ2 =

1

r

r∑

i=1

μ2
i − μ2 =

1

c2r

r∑

i=1

⎡

⎣
c∑

j=1

I(i, j)

⎤

⎦

2

− μ2,

which proofs the Theorem 1.

Similarly, we can derive an expression for variance of column mean vector which
is defined as:

Definition 6. The variance of column mean vector σ2
c is defined as:

σ2
c =

1

c

c∑

j=1

(μj − μ)2,

where μj =
1
r

∑r
i=1 I(i, j) and μ is a mean of the pixel values.

The variance of row mean vector σ2
c can by calculated as:

σ2
c =

1

r2c

r∑

j=1

I
′2
r (Bj)−

[
1

rc
I ′(B)

]2
, (6)

where r and c are a number of rows and a number of columns respectively.
Next, we define the vectors of row and column variances for subwindow B.
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Definition 7. The vector of row variances Vσ2
r

is defined similarly as:

Vσ2
r
=

⎡

⎢
⎢
⎢
⎣

σ2
r (y)

σ2
r(y + 1)

...
σ2
r (y + w)

⎤

⎥
⎥
⎥
⎦
=

1

h
I′′c(B)−

[
1

h
I′c(B)

]2
,

where

I′′c(B) =

⎡

⎢
⎢
⎢
⎣

I ′′c (x+ h, y)− I ′′c (x− 1, y)
I ′′c (x+ h, y + 1)− I ′′c (x− 1, y + 1)

...
I ′′c (x+ h, y + w) − I ′′c (x− 1, y + w)

⎤

⎥
⎥
⎥
⎦

and

I′c(B) =

⎡

⎢
⎢
⎢
⎣

I ′c(x + h, y)− I ′c(x− 1, y)
I ′c(x + h, y + 1)− I ′c(x− 1, y + 1)

...
I ′c(x+ h, y + w) − I ′c(x− 1, y + w)

⎤

⎥
⎥
⎥
⎦
.

Definition 8. The vector of column variances Vσ2
c

is defined similar:

Vσ2
c
=

⎡

⎢
⎢
⎢
⎣

σ2
c (x)

σ2
c (x+ 1)

...
σ2
c (x + h)

⎤

⎥
⎥
⎥
⎦

T

=
1

w
I′′r (B)−

[
1

w
I′r(B)

]2
.

3 Experiments

For experiment the RGB image presented in Fig. 1 was used. This image shows
10 different type of commodities stagnant on a shelves (10 target products). All
products in this picture have the same depth of focus. For localization purpose
three target products presented in the Fig. 2 have been chosen. The object
images have been extracted from the processed image. The first experiment has
been performed to check a standard deviation between all instances of target
patterns. All objects objects have been manually cut from the processed image.
This test shows the divergence between the variances of target products. All
RGB channels have been tested separately. The results have been compared with
values achieved for grey scale image. Table 1 presents the results of experiments.
From the results it follows that objects of this same type have the most similar
variance of row and column variance vectors. The second experiment has been
aimed to check how many windows we can reject assuming that we want to find
all searched products. A condition for subwindow rejection was the variance 0.15
times smaller or higher of the min and max variations for any of the channels of
each target objects. For faster and easier analysis we have fixed the subwindow
ratio (width/high) to be the same as a ratio of target products. Subwindow shifts
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Fig. 1. Processing scene

(a) First object (b) Second object (c) Third object

Fig. 2. Localized objects

Table 1. Standard deviations of variances for first and second objects

First object Second object
Channel σ2 σ2

r σ2
c σ2

V
σ2
r

σ2
V

σ2
c

σ2 σ2
r σ2

c σ2
V

σ2
r

σ2
V

σ2
c

Grey 0.0026 0.0007 0.0017 0 0.0001 0.0043 0.0029 0.0002 0.0001 0.0001
R 0.0027 0.0004 0.0019 0 0.0001 0.0061 0.0042 0.0002 0.0002 0.0002
G 0.0027 0.0011 0.0018 0 0 0.0042 0.0029 0.0003 0.0001 0.0001
B 0.0033 0.0005 0.0018 0 0 0.0021 0.0016 0.0003 0.0001 0

Table 2. Number of received windows

Descriptor Object 1 Object 2 Object 3
Grey non directional 103783 106842 97510

Grey variance of mean 130953 134454 131997
Grey variance of vec 129297 106842 133317
RGB non directional 124361 135554 130768

RGB variance of mean 136218 136498 136315
RGB variance of vec 136271 136447 136368

have been set to 10% of the subwindow sizes. Additionally, the constrains for
subwindow size have been introduced. In effect in each test 138355 subwindows
have been used. As the result of this test we achieved a number of rejecting
windows. The larger value indicates greater efficiency of the filter. These results
are presented in Table 2.
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(a) RGB variance of variances (b) RGB variance of means

Fig. 3. Results of second object localization

4 Conclusion

In this paper the different variance filters for receiving subwindows that do not
contain targeted objects are tested and discussed. Directional variance of rows
and columns have the lowest standard deviation for examined objects. However,
the best performance were achieved for RGB variance mean filters, what can be
(Fig. 3). Processing in RGB space gave better results than using a pure grey
scale model.

While applying directional filters should be remembered that the possibility of
their use strongly depends on the position of the target objects in the processed
scene. Therefore, we should perform further experiments in order to detect all
possible rotation from the principle pattern orientation giving the possibility of
detection. Furthermore, we have to test how the colour normalization influences
to the colour variances.
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the European Regional Development Fund.

References

1. Bhuravarjula, H., Kumar, V.: A novel content based image retrieval using variance
color moment. IJCER 1 (2012)

2. Buccafurri, F., Lax, G.: Approximating sliding windows by cyclic tree-like his-
tograms for efficient range queries. Data Knowl. Eng. 69(9), 979–997 (2010)

3. Forsyth, D.A., Ponce, J.: Computer Vision: A Modern Approach. Prentice Hall
Professional Technical Reference (2002)

4. Hadjidemetriou, E., Grossberg, M., Nayar, S.: Multiresolution histograms and their
use for recognition. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 26(7), 831–847 (2004)

5. Jeong, S., Won, C.S., Gray, R.M.: Image retrieval using color histograms generated
by gauss mixture vector quantization. Computer Vision and Image Understand-
ing 94(1-3), 44–66 (2004)

6. Kalal, Z., Mikolajczyk, K., Matas, J.: Tracking-learning-detection. IEEE Transac-
tions on Pattern Analysis and Machine Intelligence 34(7), 1409–1422 (2012)



202 G. Sarwas and S. Skoneczny

7. Kekre, H., Patil, K.: Standard deviation of mean and variance of rows and columns
of images for cbir. IJCISSE (WASET) 3 (2009)

8. Lampert, C.H., Blaschko, H., Hofmann, M., Beyond, T.: sliding windows: Object
localization by efficient subwindow search. In: IEEE Conference on CVPR 2008,
pp. 1–8 (2008)

9. Lampert, C.H., Blaschko, H., Hofmann, M., Efficient, T.: subwindow search: A
branch and bound framework for object localization. IEEE Transactions on Pattern
Analysis and Machine Intelligence 31(12), 2129–2142 (2009)

10. Liu, J.: Image retrieval based on bag-of-words model. CoRR, abs/1304.5168 (2013)
11. Tran, L.V.: Efficient image retrieval with statistical color descriptors. Linkping

University, Department of Science and Technology (2003)
12. Viola, P., Jones, M.: Rapid object detection using a boosted cascade of simple

features. In: Proceedings of the IEEE Computer Society Conference on CVPR
2001, vol. 1, pp. I–511–I–518 (2001)

13. Wei, Y., Tao, L.: Efficient histogram-based sliding window. In: IEEE Conference
on CVPR 2010, pp. 3003–3010 (2010)



The Impact of the Image Feature Detector and
Descriptor Choice on Visual SLAM Accuracy

Adam Schmidt and Marek Kraft

Poznan University of Technology, Institute of Control and Information Engineering
Piotrowo 3A, 60-965 Poznan, Poland

adam.schmidt@put.poznan.pl

Abstract. The paper presents an evaluation of a range of contemporary
image feature detectors and descriptors for the mobile robot visual si-
multaneous localization and mapping. The analysis of the impact of the
detector and descriptor choice on the accuracy of robot trajectory recon-
struction was performed using precise ground truth data. Moreover, as
processing time is an important, the average computation times for each
of the detector-descriptor pairs are also included.

1 Introduction

Automated detection and matching of point features across a sequence of images
is a part of many computer vision algorithms, with robot navigation being no ex-
ception. Over the past years, the feature-based approach was commonly used in
both the robot visual simultaneous localization and mapping (SLAM) [8] and the
visual odometry (VO) [9]. As the quality of the input data (the feature matches)
is crucial for the quality of the output of the navigation system, the development
of image feature detectors and descriptors is a field of active research.

The evaluation of the performance of various detector-descriptor pairs in the
context of the application at hand is highly important, as the characteristics
of the features detected with a specific detector can significantly influence the
matching process. As far as SLAM goes, to the extent of authors knowledge
no such extensive study was performed. Desirable characteristics of keypoint
detectors and descriptors were described in [14] and [4], but the authors did
not provide any experimental results. The evaluation results presented in [11]
and [17] are based on the number of feature matches consistent with the epipo-
lar geometry established between consecutive frames. The choice of such indirect
evaluation method was forced by the difficulties with gathering the ground truth
feature correspondences and the lack of availability of the ground truth trajec-
tory. An accurate ground truth trajectory was available in the research presented
in [3] and [7], as the test sequences were recorded with the camera placed on the
industrial robot arm. However, only a limited set of detectors and descriptors
was tested. Moreover, using the industrial robot arm constrains the movement
range of the camera to the volume of the work envelope.

This papers present an evaluation of the image feature detector-descriptor
pairs, including ones recently proposed, in the extended Kalman filter (EKF)
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based visual SLAM framework. The tests were performed on real-world data
with accurate ground truth. The measures selected for the evaluation correspond
directly to the quality of the trajectory reconstruction. This allows to test not
only the robustness of the detection and matching process, but also its impact
on SLAM accuracy. Moreover, processing times for each detectordescriptor pair
are also provided.

The Section 2 provides a short description of the evaluated detector and de-
scriptor algorithms. The experimental setup, along with the evaluation procedure
are presented in Section 3. Results and discussion are given in Section 4, while
Section 5 contains the conclusions and presents the directions for future work.

2 Feature Detectors and Descriptors

The section provides a short characteristic of the evaluated algorithms.
Harris and Shi-Tomasi (GFTT) algorithms [10] [18] detect image features

based on the analysis of the local image autocorrelation. For each point on the
image the structural tensor is computed. The structural tensor is the base for the
computation of the corner score functions for both Harris and GFTT. The local
maxima of the corner score function with values greater than some arbitrary
threshold are marked as image features.

SIFT (Scale Invariant Feature Transform) is the pioneer robust multiscale fea-
ture detector and descriptor. The features are found by applying the difference
of Gaussians filter at multiple scales and performing a scale space NMS with
additional filtering to reject line-like features. The location of the keypoint in
the image is interpolated. The final step is the orientation assignment based in
the histogram of gradients in the neighborhood of the feature. Computation of
the descriptor is performed by dividing the neighborhood into 16 4s×4s subre-
gions (s denotes the scale). In the next step the 8-bin orientation histograms are
computed for each subregion. The partial histograms are finally concatenated to
form the final, 128-element feature descriptor.

FAST (Features from Accelerated Segment Test) is an algorithm for feature
detection [15]. If a continuous segment of n pixels which are either all darker or
all brighter than the central pixel by more than the threshold value t is found
the pixel is considered a feature candidate. The order in which pixels are tested
is was determined using machine learning to achieve high processing speed. The
candidates are further refined by using an additional corner score function and
applying the non-maximum suppression (NMS).

SURF (Speeded Up Robust Features) algorithm is a multiscale image fea-
ture detector and descriptor [5]. The detection step in SURF takes advantage
of the use of Haar wavelet approximation of the blob detector based on the
Hessian determinant. The approximations of Haar wavelets can be efficiently
computed using integral images, regardless of the scale. Accurate localization
of multiscale SURF features requires interpolation. The descriptor is also based
on the Haar wavelets and encodes the distribution of pixel intensity values in
the neighborhood of the detected feature. Computation of the descriptor begins
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with the assignment of the dominant orientation to make the descriptor rota-
tion invariant. A square window with a side length of 20s (s being the feature
scale) is placed on the feature point and oriented as it was computed in the
previous step. The window is divided into 4×4 regular square subregions that
are then divided further to 5×5 uniformly distributed sample points. For each
sample point, Haar wavelet responses for two principal directions are computed.
Each subregion contributes to the descriptor with four components total of 64
descriptor elements.

STAR keypoint detector is a derivative of the CenSurE (Center Surround
Extrema) feature detector [1]. It was developed as a multiscale detector with full
spatial resolution, as the interpolation performed typically by other multiscale
detectors affects the accuracy of feature localization. The detector uses a bi-
level approximation of the Laplacian of Gaussians (LoG) filter. The shape of the
detector mask was selected to minimize the directional bias to preserve rotational
invariance while enabling the use of integral images for efficient computation.
Scale-space is constructed without interpolation, by applying masks of different
size.

BRIEF (Binary Robust Independent Elementary Features) descriptor pro-
posed in [6] uses binary strings for feature description and subsequent matching.
The use of Hamming distance as similarity measure enables very fast computa-
tion. As BRIEF is sensitive to noise, an averaging filter is applied to the image
before descriptor computation. The value of each bit contributing to the descrip-
tor corresponds to the result of a comparison between the intensity values of two
points inside an image segment centered on the currently described feature.

ORB (Oriented FAST and Rotated BRIEF) algorithm for feature detection
and description that combines and extends on the concepts of FAST and BRIEF
[16]. The feature detection is performed on multiple scales using FAST and
augmented the with orientation data to achieve robustness to in-plane rotation.
Similarly to BRIEF, a binary descriptor is used, but the coordinates of the point
pairs for binary tests around the described feature are rotated by the feature
orientation angle. The random sampling used to select the point pairs in BRIEF
has been replaced with a sampling scheme that uses machine learning for de-
correlating BRIEF features under rotational invariance. This makes the nearest
neighbor search during matching less error-prone.

BRISK (Binary Robust Invariant Scalable Keypoints) descriptor is another
feature detection and description method based on the FAST and the BRIEF.
However, the random sampling pattern was replaced by a regular, circular pat-
tern consisting of 60 points. Each point is used for more than one comparison
and the complete descriptor has the length of 512 bits. Neither the scale nor
the rotation angle are discretized, which, according to the authors, results in
significantly improved robustness.

FREAK (Fast Retina Keypoint) descriptor is based on BRIEF [2]. Unlike
BRIEF, the descriptor is orientation aware and uses a different, biologically in-
spired sampling pattern to select point pairs. The orientation is computed based
on the estimated local gradients over selected point pairs in the neighborhood of
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Fig. 1. Example frames from the test sequence

the feature. While the resulting descriptor is still a binary string, the sampling
pattern allows for the use of a coarse-to-fine approach to feature description.
Point pairs carrying the information on most distinctive characteristics of the
feature neighborhood are compared in the first place. This allows for faster re-
jection of false matches and shortening of the computation time.

Additionally, a simple matching method based on normalized cross-
correllation (NCC) was included in the evaluation.

3 Experiment Description

The evaluation was performed on a 9.28 meter reference trajectory gathered
using the WiFiBot robot platform.

The dataset consists of 800 VGA resolution frames captured using Basler
ace GigE Vision cameras. Example frames from the sequence are presented in
Fig. 1. The sequence exhibits typical characteristics met during exploration of
an unknown environment by a wheeled robot e.g.alternating turns with varying
turning radius, forward and backward movement, loop closing, varying lighting
conditions, slight motion blur.

The dataset was used to perform trajectory reconstruction using the EKF
SLAM framework based on the MonoSLAM approach presented in [8].

The selected images are a part of the PUT RGB-D dataset1.
The images in the dataset are complemented with high quality ground truth

(GT) data. The GT data was gathered using an overhead multi-camera system
during the registration of the datatset trajectories.

The absolute trajectory error (ATE) proposed in [19] was used as the accuracy
metric for all the experiments. The output of the SLAM system is a series of the
estimated positions of the robot r(i), where i denotes the frame number. The
measurements are tested against a set of reference positions taken from the GT
data rGT(i). As the monocular systems do not provide the scale information, it
was necessary to compute the rotation R, translation t and scale s aligning both

1 The dataset was downloaded from http://www.vision.put.poznan.pl/?pageid=28

http://www.vision.put.poznan.pl/?page id =28
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the measured and the GT trajectory. With both trajectories aligned, ATE for a
point i in the trajectory is calculated as:

ATE(i) = ‖rGT(i)− (sRr(i) + t)‖ (1)

The final quality of the reconstructed trajectory is the root mean square error
(RMSE) of a series of ATE errors for all the trajectory images. The RMSE is
calculated as:

RMSE =

√
√
√
√ 1

n

n∑

i=1

(ATE(i))2 (2)

Detector and descriptor implementations were taken from the OpenCV image
processing library. The parameters directly influencing the feature matching (e.g.
matching threshold, maximum visibility angle etc.) were independently adjusted
for each detector-descriptor combination. The combination of the SIFT detector
and ORB descriptor was excluded from the evaluation due to the incompati-
bility of the implementations. As the processing time is crucial for the efficient
operation of the visual SLAM, average processing time for all detector-descriptor
pairs was also measured. The analysis was performed on a PC with an Intel i7
3.8GHz processor.

4 Results and Discussion

Table 1 contains the RMSE obtained for detector-descriptor combinations while
Table 2 contains the maximum ATE for each reconstructed trajectory. The av-
erage processing time for each one of the combinations is presented in Table 3.

The best results w.r.t. the RMSE were obtained for the feature points detected
with the Harris or the FAST detectors. The system using the SIFT descriptor
achieved the best results, contended only by the FAST detector.

Table 1. The RMSE for various feature point detector and descriptor combinations
(in meters)

�������Det.
Descr. NCC SURF ORB BRIEF BRISK FREAK SIFT

BRISK 0.147 0.407 0.291 0.203 0.262 0.286 0.358
FAST 0.084 0.274 0.081 0.063 0.089 0.119 0.046
GFTT 0.097 0.716 0.096 0.068 0.082 0.095 0.069
Harris 0.115 0.420 0.070 0.088 0.081 0.138 0.061
ORB 0.186 0.191 0.122 0.108 0.156 0.204 0.316
SIFT 0.642 0.186 - 0.139 0.138 0.077 0.126
STAR 0.330 0.239 0.281 0.156 0.249 0.155 0.109
SURF 0.259 0.184 0.113 0.172 0.133 0.143 0.307
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Table 2. The maximal ATE for various feature point detector and descriptor combi-
nations (in meters)

�������Det.
Descr. NCC SURF ORB BRIEF BRISK FREAK SIFT

BRISK 0.311 0.672 0.493 0.526 0.487 0.545 0.579
FAST 0.343 0.518 0.159 0.123 0.190 0.378 0.111
GFTT 0.416 1.350 0.235 0.172 0.280 0.199 0.145
Harris 0.225 0.915 0.127 0.184 0.271 0.254 0.149
ORB 0.402 0.462 0.240 0.219 0.265 0.414 0.740
SIFT 1.278 0.344 - 0.369 0.267 0.175 0.278
STAR 0.691 0.493 0.583 0.284 0.446 0.329 0.264
SURF 0.726 0.463 0.273 0.331 0.210 0.296 0.505

The BRIEF, ORB and BRISK descriptors performed slightly worse. The sys-
tem using the correlation based matching performed on par with those using the
binary descriptors.

The low performance of the systems using the multi-scale detectors proba-
bly comes from the fact, that the interpolation of the point features positions
introduces localization errors. Moreover, as we are dealing with an indoor sce-
nario, the camera in-plane rotation is negligible and various means of assuring
rotation invariance during matching used by the multi-scale approaches have an
additional negative impact on accuracy.

The processing time required to match features during each iteration of the
SLAM system plays an important role in the selection of the detector and the
descriptor. The combination of the FAST detector and either the BRIEF or
the ORB descriptor is the fastest. The template based matching was four times
slower, yet the processing time is still acceptable. The most accurate combination
of the FAST detector and the SIFT descriptor was four times slower than the
template matching, rendering its usefulness doubtful.

Table 3. The average matching time for various feature point detector and descriptor
combinations (in seconds)

�������Det.
Descr. NCC SURF ORB BRIEF BRISK FREAK SIFT

BRISK 0.014 0.658 0.648 0.622 0.638 0.716 0.700
FAST 0.014 0.018 0.004 0.004 0.617 0.083 0.056
GFTT 0.014 0.014 0.022 0.014 0.636 0.102 0.055
Harris 0.012 0.024 0.019 0.021 0.630 0.102 0.048
ORB 0.012 0.381 0.020 0.017 0.641 0.098 0.511
SIFT 0.016 0.167 - 0.164 0.723 0.240 0.159
STAR 0.012 0.031 0.021 0.020 0.633 0.100 0.118
SURF 0.013 0.237 0.144 0.137 0.776 0.227 0.788



The Impact of the Image Feature Detector and Descriptor Choice 209

5 Conclusions

In this paper, the impact of the selected image feature detectors and descriptors
on the visual SLAM was evaluated. The evaluation was performed using real-
world data - a test sequence of images acquired by a mobile robot operating in
an indoor environment. The availability of accurate ground truth data enabled a
direct comparison of the robot trajectory reconstructed using EKF-based SLAM
with the reference trajectory, providing informative results on the impact of the
choice of the detector-descriptor pair on SLAM accuracy.

In the case of SLAM using single-scale feature detectors and descriptors re-
sults in better accuracy and keeps the processing time short. The FASTBRIEF
combination was the fastest and the second best in terms of accuracy and can
be suggested as the method of choice for indoor visual SLAM. The multi-scale
approaches are certainly better suited for tasks where wide baseline matching
is necessary. Moreover, the rotational invariance provided by some of the ap-
proaches might be beneficial in outdoor scenarios.

Planned future work will be focused on broadening the range of test sequences
registered both in indoor and outdoor application scenarios.
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Abstract. This paper describes experiments related to the application
of well-known techniques of the texture feature extraction (Local Binary
Patterns and Gabor filtering) to the problem of automatic face verifica-
tion. Results of the tests show that simple image normalization strategy
based on the eye center detection and a regular grid of fiducial points out-
performs the more complicated approach, employing active models that
are able to accurately locate several landmarks. On the other hand, the
proposed shape descriptor provides promising results, while the texture
features appear to be very sensitive to realistic illumination changes.

1 Introduction

Automatic face recognition has been a popular research area since the early
1990’s. It gained a lot of attention for being the iconic symbol of computer
vision, the most natural kind of biometrics, and a potential source of many
business opportunities related to applications ranging from entertainment to
forensics. Although new biometric techniques such as knuckle [1] analysis have
emerged, several research papers devoted to face recognition are published every
month. The motivation behind many of them is to present yet another mathe-
matical transformation in the context of the leading edge biometric technology.
Since real-life tests and comparisons of face recognition methods are complicated
and time consuming, standard evaluation protocols do not exist, and reference
databases contain photographs taken in laboratories, it is relatively easy to pro-
pose solutions that appear to be novel, original and effective. This leads to the
pathological situation, when misconceptions and errors propagate and form the
foundation for further research.

To address this issues we have developed the Classification Framework (CF)
[2] thanks to which many pattern recognition and image processing algorithms,
implemented in C++, may be combined into one fully functional face identifi-
cation system and then tested thoroughly on large data sets. In our research we
usually concentrate on the problem of face verification, also called the 1 to 1
scenario, which means that the user claims some identity, and the system must
decide whether the submitted image is similar enough to the biometric template
obtained during the training stage. This task is often more difficult than the typ-
ical multiclass recognition, which reduces to selecting the most similar template.
However, most real-life biometric applications involving user authentication re-
quire effective verification, not recognition, procedures.
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In our recent work [3] we have shown that the popular linear transformations
based on eigenvectors of different kinds of scatter matrices are hardly useful in
the context of face verification. In this paper we are trying to answer another
set of fundamental questions instead of promoting a new algorithm. The goal of
our research was to check whether: 1) the well-known and widely used texture
descriptors such as Local Binary Patterns (LBP) and Gabor filters can in actual
fact form a robust and illumination invariant set of facial features, 2) the precise
feature localization achieved with the help of Active Shape Models increases the
stability of the texture description, 3) the shape information alone can be used to
perform face verification. In the subsequent sections we will present the methods
involved in our tests, the results of experiments, and the conclusions that may
be of interest for practitioners working in the field of face recognition.

2 Analyzed Methods

The common intuition among non-professionals is that automatic face recogni-
tion relies on some set of geometrical measurements (the distance between the
eyes, size of the mouth etc.). However, in the very early years of face recogni-
tion this basic concept was discarded, as it appeared [4] that image templates
(patches of original photographs) described faces more effectively. Consequently,
holistic methods such as Eigenfaces [5] became popular, together with texture-
based algorithms using Gabor wavelets [6] or Local Binary Patterns [7]. At the
same time, however, automatic shape description became more feasible with the
introduction of Active Shape Models [8].

2.1 Local Binary Patterns

Local Binary Patterns were proposed in [7] as a means of describing the gray-
level distribution of an image. The LBP operator considers a small (3 × 3 in
the basic case) neighborhood of each pixel, and performs the binarization in this
area, using the intensity of the central point as the threshold value. The original
form (taking the values of 8 neighbors into account) was defined as:

LBP (xc, yc) =

7∑

n=0

2ns(in − ic) (1)

where (xc, yc) denotes the coordinates of the central point, ic and in represent,
respectively, the intensity of the central pixel and the intensity of its n-th neigh-
bor, while the s(u) function returns 1 when u ≥ 0 or 0 otherwise. An image can
be described by one global histogram of LBP codes or a set of histograms, cre-
ated for particular regions; they may be either uniformly distributed (in a form
of n × m grid) or located around some characteristic points (e.g. eye centers,
mouth corners and so on). The so-called uniform codes, i.e. binary sequences
containing at most one 0-1 and at most one 1-0 transition, are particularly sig-
nificant. They correspond to important structures such as edges or corners, while
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the rest mostly represents the noise. Typically, the LBP histogram contains 58
bins for uniform codes and one for all non-uniform ones. Having computed a set
of histograms for two images A and B, we can measure their similarity using the
following formula:

χ2
w(A,B) =

∑

i,j

wj
(aj,i − bj,i)2
aj,i + bj,i

(2)

where aj,i denotes the value of the i-th bin in the j -th histogram describing
image A, and wj is the weight representing the importance of j -th region.

The authors of face recognition systems that rely on LBP codes as facial
features usually justify their choice by indicating the invariance of the method
to the lighting conditions. In fact, the invariance is only guaranteed for monotonic
illumination changes, rarely encountered in real life.

2.2 Gabor Filters

Gabor filter is the most widely used advanced method of texture description.
It gained particular interest when the biological studies showed that it can be
treated as the model of a simple cell in the visual cortex of mammalian brain.
It has been used in numerous face recognition algorithms since the pioneering
work from 1993 [6] in which the concept of Gabor kernel was introduced:

ψk(p) =
‖k‖2
σ2

e−
‖k‖2‖p‖2

2σ2

(
eik·p − e− σ2

2

)
(3)

where p denotes the point for which the value of (3) is calculated and k is the
vector that encodes the wavelength together with the orientation of the filter.
Typically, 5 frequencies and 8 orientations are taken into account, resulting in
40-element filter bank. If we consider some neighborhood S of image I around
the point p, then the following convolution:

WI(k,p) = (ψk ∗ I) (p) =
∑

pi∈S

ψk(p− pi)I(pi) (4)

will provide the local texture description in the form of the so-called jet, i.e. the
40-element vector j containing complex numbers jn. Usually only the magnitudes
mn of jn coefficients are further processed, as they vary slowly with the position.
According to [6], it is advised to use the cosine metrics to compare two jets j
and j’:

Sm(j, j′) =

40∑

i=1

mim
′
i

√
40∑

i=1

m2
i

40∑

i=1

m′2
i

(5)

as it proved to be robust with respect to the global changes in contrast induced
by varying illumination.
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2.3 Active Shape Models

Active Shape Models (ASM) were introduced in the early 1990’s [8] as a tech-
nique allowing for precise localization of objects in images. The model of this
kind is based on a template of the particular object, represented by a set of char-
acteristic points (landmarks). During the training stage the model retrieves the
information from the (usually large) set of manually labeled examples. It is able
to learn the mean shape of the object, Γ̄, as well as the main modes of variation
(most important deformations) which can be observed in the training set. The
latter are stored as the columns of the transformation matrix P. The new in-
stance of the model, x, can be obtained by changing the vector of parameters b:

x = Γ̄+Pb (6)

On the other hand, b can be viewed as a feature vector describing the shape x.
The algorithm that fits the model to the image, apart from modifying its

position, orientation and scale, is also able to change the model’s shape, but
only within some limits preventing unnatural deformations. The ASM evolved
into several kinds of Active Appearance Models (AAM) [9], in which the texture
information is merged with data describing the shape. This combination usually
increases the accuracy of the fitting process.

Intuitively, the application of an active deformable model should be a perfect
way to steer the extraction of texture features: once the landmarks are precisely
localized, image fragments representing the most important regions of a face
may be described in terms of the significant structures that exist around them.
We decided, however, to experimentally check the correctness of this notion.
Additionally, we realized that the model fitted properly to the image can be
treated as a source of information about the shape of the face. Therefore we
propose to use the coordinates of the landmarks directly to form a kind of a
chain code f, a vector containing the following elements:

f0 = x0, f1 = y0, ..., f2∗i = (xi − xi−1), f2∗i+1 = (yi − yi−1) i = 1..N (7)

where N is the number of landmarks, and use it as a simple face shape descriptor.

3 Experimental Face Verification System

The experiments were carried out with the help of our Classification Frame-
work that allowed us to compose several variants of the face verification system
from the individual components implemented as C++ classes. Fig. 1 shows the
architecture of our experimental application.

In order to test the importance of precise feature localization two kinds of
image normalizers were used. The first one (called AB) was based on the well-
known approach described in [10], i.e. the object detector combining adaptive
boosting with hierarchical classification. This method determines positions of eye
centers, rotates the face to the upright position, and measures the interocular
distance de. Next, using the value of de, the face region is cropped (Fig. 2a) and
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Fig. 1. Main building blocks of the experimental system

resized to the rectangular shape (64× 64 pixels). The second normalizer (ASM)
employs an active model to determine the precise localization of the landmarks.
Although we developed our own implementation of Active Appearance Models
[11], it is still not ready for the batch processing of large data sets. Therefore,
we decided to rely on the commercial face localization web service provided
by Betaface [12]. After uploading the image, encoded with Base64 algorithm
as a part of XML-formatted message, the service returns coordinates of the 94
characteristic points, together with other parameters, such as the angle that can
be used to rotate the face to the vertical position. Using the landmark points we
calculate the bounding box of the face and then increase its size by 10% along
both axes.

(a) (b)

Fig. 2. (a) Image normalization based on eye center detection, (b) typical ASM local-
ization error

Feature extractor contains implementations of Local Binary Patterns (1), Ga-
bor filters (4) and our simple shape descriptors (7). In order to compare just the
different types of features we refrain from using any further transformations, and
resort to the nearest neighbor classifier. For each person P a set of MP train-
ing images ti is collected, and since we are interested in face verification, a test
sample x is accepted as representing the legitimate user if

∃ti D (x, ti) < α · w i = 1..MP (8)

where D() is the distance defined by (2) for LBP features, (5) for Gabor filtering,
and by Euclidean distance for shape descriptors; α is the maximum distance
between training samples ti, and w is a tuning parameter that controls the
balance between the false acceptance and false rejection rates.
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Classification Framework also offers the possibility of using several parallel
pipelines that independently process input images. For example, one image may
be described by two different feature vectors, requiring different kinds of similar-
ity measures. In such a case we apply the optional joiner, which calculates the
final value of D from the distances Dj returned by individual pipelines, using
the z-score method:

D (x) =
∑

j

(Dj(x) − μj) /σj (9)

where μj and σj , are, respectively, the mean and standard deviation of Dj over
the training set.

4 Results

The photographs from the CMU-PIE database [13] were used throughout the
experiments. For each of the 68 persons represented in the data set, the images
taken from two almost frontal viewpoints (cameras no 7 and 27) during the
expression session (showing the subjects with a neutral expression, smiling, and
blinking) were selected as the training set (from 2 to 8 samples per person, 6
in most of the cases). The testing set was divided into two parts: F, including
about 1200 nearly frontal images (cameras 7, 9, 27) taken under the same neutral
illumination conditions, and L containing also around 1200 frontal images (taken
by camera 27 only), but with flash fired from several different positions. The F
set was supposed to check the robustness of the features to the small changes of
pose and expression, while L set was prepared to test the illumination invariance
of texture descriptors. The training and testing procedure was repeated 68 times
for every verification method – Table 1 summarizes the results. The average FAR
and FRR coefficients supplement the rates calculated separately for F and L sets.
After preliminary experiments different values of weight w (8) were assigned to
the feature extraction methods. One configuration including two pipelines was
tested (LBP features calculated from the regular grid plus the chain code (7)
extracted from active model), together with the simplest reference solution based
on pixel-by-pixel comparisons of 60× 40 templates extracted from eyes and nose
regions.

The analysis of our experimental results leads to the following observations.
1) Local Binary Patterns are very sensitive to realistic (not monotonic) illumi-
nation changes (the FRR is dramatically higher for the L data set). Gabor filters
show some level of illumination invariance, but at the same time they are less dis-
criminant than LBPs (FAR is worse) and about 50 times more computationally
expensive. 2) Precise localization of landmarks does NOT improve the system’s
performance; on the contrary, application of the active model radically increased
the error rates, especially in the case of Gabor filters. This is surprising only at
the first sight. Although the AB normalizer uses the regular grid, it also locates
the eye centers at the same position for every face image, so that the texture
parameters extracted at the nodes of the grid also encode the shape variations
to some extent. On the other hand, precise feature localization corresponds to
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Table 1. The results of experiments (FAR and FRR values given in percent)

Normalizer Features Weight Set FAR FRR Avg. FAR Avg. FRR

AB
LBP 0.75 F 0.17 23.15 0.09 57.34L 0.01 91.53

Gabor 0.5 F 1.84 22.81 1.14 28.21L 0.44 33.61

ASM

LBP 0.75 F 10.58 13.54 8.59 33.12L 6.59 52.7

Gabor 0.5 F 9.39 70.93 9.86 74.77L 10.32 78.6

Shape 0.25 F 5.34 39.73 4.84 39.66L 4.33 39.58

ASM+AB LBP
+ Shape 0.001 F 7.1 22.27 4.46 42.25L 1.82 62.22

ASM Eyes
& nose 0.75 F 1.3 17.81 0.80 38.71L 0.3 59.6

looking closely at the same points of different faces. In such conditions every
eye corner or nose tip becomes similar to the others, so it is more difficult to
distinguish between faces. 3) The results achieved by the variant that used the
shape information only are quite promising, especially if we take into account
that the descriptor (7) is very simple. Moreover, even the state-of-the-art imple-
mentations of active models are still much less accurate than we might expect,
mainly when it comes to marking the outer boundary of a face. As a result many
distinctive face features, such as the characteristic shape of the chin (Fig. 2b) are
usually lost. As expected, this approach is completely illumination invariant. On
the other hand, combining the texture features with shape description using the
z-score (8) does not lead to any improvements. 4) The simplest algorithm rely-
ing on eye and nose templates performed unexpectedly well, even under varying
lighting conditions.

5 Conclusion

Our experiments show that, contrary to the popular belief, the accurate local-
ization of landmark points only worsens the performance of a face verification
system based on the texture features. Additionally, neither Local Binary Pat-
terns nor Gabor filtering provide satisfactory level of illumination invariance.
Although after 20 years the recommendations formulated in [4] still remain in
force (templates perform better than geometrical parameters), in our opinion the
future of automatic face identification is not related to the texture descriptors,
but the improvements of active models that would finally allow us to extract the
precise shape information from face images.
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Abstract. An overview of the new fast and efficient spatio-temporal
video filtering technique was presented in this paper. The new approach
is based on digital paths concepts in three dimensional space. The digital
paths can explore image structures in spatial as well as temporal coordi-
nates from subsequent frames. Presented technique copes with different
video artifacts such as Gaussian, impulsive and grain noise and still pre-
serves and even enhances edges. The new method can even remove JPEG
artifacts and video flickering. Preliminary results show that the proposed
algorithm can be used both for offline and online processing.

1 Introduction

Imaging sensors used in modern cameras or industrial cameras are getting better
and closer to the theoretical limits of their physical capabilities. However, they
are still commonly used sensors with much lower specs, they are used in web
cameras, cell phones and monitoring systems. The sensor noise can be a serious
problem even in high-end the high-speed cameras especially when capturing
videos in low light environment. Is therefore necessary to use algorithms that
improve the quality of such images and sequences. One of the most challenging
tasks is shot noise removal which is dominant in low light images [5].

Several noise suppression techniques have been proposed over the years.
Among them are standard noise reduction techniques, the so-called spatial filters,
applied to subsequent frames of the video stream [1,13,6,10]. However, standard
image processing techniques cannot utilize all available information i.e. similari-
ties in neighboring frames. It is important that the sensor noise is characterized
by a low correlation between individual frames (with exception of hot pixels),
while parts of the image, even the fast-changing, they are strongly correlated.
These properties are used during temporal filtering using different variants of
averaging the values of individual pixels in successive video frames. One of the
simplest temporal filters is the Temporal Gaussian Filter (TGauss). Simple tem-
poral filters are fast and very effective for static sequences, however averaging
frames where there are objects in motion creates "ghosting"effects in output
video.

Some algorithms utilize motion compensation to reduce blurring effect such as
works presented by Dubois and Sabri [4] and later in work [14]. Another solution
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to reduce ghosting artifacts is to use a temporal version of bilateral filter used
as a element of ASTA filter [2].

In this paper we propose a different approach. We propose to exploit possible
connections between successive image pixels using the concept of digital paths
in spatial domain which can be extended to temporal domain and understood
as trajectories or object displacements in subsequent frames.

Proposed algorithm is based on concept of two-dimensional Digital Path Ap-
proach presented in papers [10]. According to the proposed here methodology,
image pixels are grouped together forming paths that reveal the underlying struc-
tural dynamics of the image. Although the proposed algorithm does not apply
motion compensation, a similar effect is obtained by using paths that track mov-
ing objects in a sequence of images

The proposed filtering technique can successfully eliminate Gaussian and im-
pulsive noise as well as digital compression artifacts and even flickering in input
video sequences.

The paper is organized as follows. In Section 2 the general concept of the
digital paths approach is introduced. while Section 3 presents simulation results.
Finally, Section 4 summarizes our paper.

2 Digital Paths Approach

In this work general fuzzy filtering structure proposed in [7] will be used. The
general form of the fuzzy adaptive filters proposed in this work is defined as
weighted average of input vectors inside the spatio-temporal window W:

F̂0 =

k−1∑

i=0

wiFi =

k−1∑

i=0

μiFi

k−1∑

i=0

μi

, (1)

where Fi and F̂0 denotes filter inputs and output respectively.
In our case weights will be calculated using similarity functions calculated

over digital paths included in processing window W in spatio-temporal domain.
Let a digital lattice H = (F,N ) be defined by F, which is the set of all points

of the processing window W in spatio-temporal domain and a neighborhood
relation N between the lattice points [8].

A digital path P = {pi}ni=0 defined on the lattice H is a sequence of neighbor-
ing points (pi−1, pi) ∈ N . The length L(P ) of the digital path P {pi}ni=0 is sim-
ply

∑n
i=1 ρ

H(pi−1, pi), where ρH denotes the distance between two neighboring
points of the lattice H. In the case of a three-dimensional spatio-temporal win-
dow three basic neighborhood system can be defined N26, N18 and N6 (Fig. 1).
An N26 and N18-neighborhood systems are considered in this work with a topo-
logical distance 1 assigned between two neighboring points.

Let us adopt the following notation, which will help us define the distance
functions defined over digital paths. Successive path points successive path points
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Fig. 1. Spatio-temporal masks for different neighborhood systems

denoted as will be denoted as p0 = (x0, y0), p1 = (xu1 , yv1),p2 = (xu2 , yv2) and
so on, till the path reaches in n steps the ending point pn = (xun , yvn). The
set of all possible digital paths contained in W joining two points a, b ∈ W will
be denoted as ΦW (a, b). Two pixels a and b will be called connected (hereafter
denoted as a ↔ b), if there exists a digital path PW (a, b) contained in the set
W starting from a and ending at b.

If two pixels p0 and pn are connected by a digital path PW,n {p0, p1, . . . , pn}
of length n then let ΛW,n{p0, p1, . . . , pn} be a function which measures the
connection cost defined over the digital path linking the starting point p0 and
ending point pn. The connection cost over the digital path ΛW,n will be defined
as a measure of dissimilarity between color image pixels p0, p1, . . ., pn forming
a specific path linking p0 and pn [3,12]:

ΛW,n {p0, p1, p2, . . . , pn}
= f {F (p0) ,F (p1) ,F (p2) , . . . ,F (pn)} =

n∑

i=1

‖F(pi)− F(pi−1)‖. (2)

Let us now define a similarity function between the starting point a = p0 and
point b = p1 crossed by the digital path connecting pixel p0, its neighbor p1 with
all possible points pn which can be reached in n steps from p0.

The aim of taking into account the points p2, . . ., pn when calculating the
similarity between p0 and p1 is to explore not only the direct neighborhood of
p0 but also to use the information on the local image structure. This can be
done by acquiring the information on the local image features investigating the
connection costs of digital paths originating at p0, passing p1 and then visiting
successive points, till the path reaches length n. This approach will be further
denoted as DPA1st3D to distinguish it from two-dimensional DPAlast algorithm
proposed in the work [10]. In this case the similarity function takes the form:

μW,n (a, b) = μW,n (p0, p1) =

ω∑

m=1

g
(
Λ

W,n

m (p0, p1)
)
, (3)

where ω denotes number of all possible paths P{p0, p1, p∗2, . . . , p∗n} of length n
originating at a = p0 and crossing b = p1 totally included in processing window
W , ΛW,n

m {·} is a dissimilarity value along a specific path and g(·) is a smooth
function of ΛW,n

m .
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In this work we assume that g(·) is the exponential function [10] so our simi-
larity function takes the form:

μW,n (a, b) = μW,n (p0, p1) =

ω∑

m=1

exp
[
−β · ΛW,n

m (p0, p1)
]

(4)

where β is the filter design parameter. A normalized form of the similarity func-
tion can be defined as follows:

ψW,n (a, b) = ψW,n (p0, p1) =
μW,n (p0, p1)∑

p∗
1

μW,n (p0, p∗1)
, (5)

where p∗1 denotes all p0 neighbors.
Assuming that the pixel a = p0 is the pixel under consideration,with F(b)

representing the pixel b = p1 the filter output F̂(a) is given as follows:

F̂(a) =
∑

b∼N26(a)

ψW,n (a, b) · F (b) =
∑

p∗
1

ψW,n (p0, p
∗
1) · F (p∗1). (6)

The performance of the new filters strongly depends on the type of digital paths
selected. Different models of paths result to application-specific filters, which are
able to suppress certain types of noise [10]. In this paper we concentrate on the
"Self-Avoiding Path model" (SAP), which provides a model suitable for image
processing applications [9,10]. In the Self-Avoiding Path (SAP) no vertex is
visited more than once resulting in a trajectory that never intersects itself.

The computational complexity of the proposed filter depends mainly on the
number of paths formed, we want therefore to minimize the quantity of created
paths without losing the effectiveness of the filter. All further discussion will
concern paths of length n = 2, as it has been shown that they give satisfactory
filtering results at a relatively low computational cost [10]. Table 1 shows the
dependence of the number of possible paths to form on the spatio-temporal win-
dow size. In order to reduce filter complexity the size of the supporting window
W can be limited to (3 × 3 × 3) independently of the path’s length, so we ob-
tain 168 possible paths for N18 neighborhood system. Such filter will be denoted
as FDPA1st3D (Fast Digital Paths Approach). Additionally calculation of path
lengths can be parallelized using the GPU. Preliminary results wit OpenCL
technology show that we can in this way obtain real-time processing of HD
sequences.

Table 1. The number of self-avoiding paths of length two, depending on the 2D window
radius A, temporal radius t and the selected neighborhood system

Neighborhood N6 N18 N26

A 1 2 1 2 1 2
t = 1 24 28 168 256 264 488
t = 2 26 30 210 306 362 650
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3 Simulation Results

Several filters capable of real-time video processing were examined on numerous
video sequences. Subjective results were obtained from original noisy video se-
quences,however some synthetic tests with artificial noise were also performed.
Objective quality measures such as the PSNR and the SSIM [15] were used for
the analysis. The new filter performance was compared to the following methods:
1) Wiener2D - a spatially adaptive Wiener filter, 2) Wiener 3D -our implemen-
tation of a simple extension of Wiener2 to three dimensions, with a window size
of 3× 3× 3, 3) temporal Gaussian Filter TGauss (with time window n = 5 and
σ = 5), 4) Vector Median Filter (with window 3× 3 and L1 norm)[1], 5) Spatial
Fast Digital Paths Approach FDPA (L1 norm, β = 15) [10], 6) Spatio-Temporal
Fuzzy FDPA Filter (STFFDPA) (L1 norm, n = 5, σ = 5, γ = 4, β = 15)[11].
Parameters of the new filters are set empirically to match the wide range of se-
quences and different noise scenarios so we used N18and N26-neighborhood, L1

norm and β = 15. For all digital paths based filters, the path length was limited
to two steps.

Fig. 2 shows the frame from noisy sequence captured in low light conditions
containing small toy-car moving rapidly and Fig. 3 depicts filtering results of
sample frame from standard video sequence Hall Monitor corrupted with Gaus-
sian noise (σ = 10). It can bee seen that temporal methods produces perfect
background while moving object is blurred, static techniques can’t clear the
noise effectively. Only combination of spatial and temporal techniques gives sat-
isfactory results.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. (a) Frame from the noisy video seqence - Toy Car and results of filtering with
(b) Wiener2D,(c) Wiener3D, (d) Temporal Gaussian, (e) VMF3D, (f) Spatial FDPA,
(g) VMF and (h)New Spatio-Temporal filter - FDPA1st3D
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3. (a) Frame from the noisy video sequence Hall Monitor with Gaussian noise
(σ = 10) and results of filtering with (b) Wiener2D,(c) Wiener3D, (d) Temporal Gaus-
sian, (e) VMF3D, (f) Spatial FDPA, (g) VMF and (h) New Spatio-Temporal filter -
FDPA1st3D

Table 2. Comparison of the filtering algorithms applied for two standard test sequences
corrupted with different noise scenarios

Video Sequence Foreman Hall Monitor
Noise Scenario G10 G20 GI10 GI20 G10 G20 GI10 GI20

PSNR Results [dB]
Noisy 28.14 22.22 17.75 14.43 28.25 22.29 17.91 14.57
Wiener2D 32.83 27.83 21.54 18.91 32.34 27.69 21.79 19.01
Wiener3D 32.05 27.91 22.64 19.61 32.33 28.05 22.87 19.71
VMF 29.57 25.78 29.16 24.85 28.78 25.48 28.37 24.51
VMF3D 28.71 26.65 28.54 26.16 29.44 27.35 29.28 26.84
FDPA 31.90 28.51 30.24 24.36 31.66 28.10 29.34 24.08
TGauss 27.89 25.72 22.88 20.21 32.39 28.25 24.38 21.08
STFFDPA 31.59 29.65 28.93 23.50 33.10 28.53 29.29 23.63
FDPA1st3DN18 33.64 30.19 31.08 26.28 34.56 30.71 31.79 26.97
FDPA1st3DN26 33.55 30.25 30.94 26.29 34.25 30.71 31.51 26.99

SSIM Results
Noisy 0.773 0.521 0.347 0.191 0.758 0.513 0.352 0.214
Wiener2D 0.906 0.779 0.493 0.334 0.922 0.796 0.514 0.350
Wiener3D 0.898 0.784 0.529 0.348 0.928 0.809 0.556 0.367
VMF 0.826 0.671 0.814 0.623 0.850 0.688 0.838 0.642
VMF3D 0.815 0.718 0.809 0.693 0.888 0.789 0.883 0.764
FDPA 0.894 0.794 0.859 0.643 0.919 0.805 0.877 0.650
TGauss 0.792 0.674 0.450 0.316 0.908 0.768 0.540 0.399
STFFDPA 0.892 0.820 0.840 0.632 0.903 0.775 0.869 0.648
FDPA1st3DN18 0.917 0.840 0.870 0.701 0.948 0.872 0.917 0.752
FDPA1st3DN26 0.916 0.843 0.868 0.700 0.948 0.876 0.917 0.757
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Fig. 4. PSNR coefficients of noisy Hall monitor sequence with TGauss, FDPA and
FDPA1st3D filters

Average values of objective quality measures for sequence Foreman and Hall
Monitor corrupted with different noise types (Gaussian and mixed Gaussian with
Impulsive) are presented in Table 2.

The Fig. 4 depicts PSNR values of subsequent frames filtered with temporal
Gaussian, Spatial FDPA and the new spatio-temporal filters, it can be clearly
seen when temporal filter produces ghosting artifacts.

4 Conclusions

From several years we can observe increasing interest in video processing. Video
noise reduction without structure degradation is perhaps the most challenging
video enhancements task. Several techniques have been proposed over the years.
Among them are standard noise reduction techniques, the so-called spatial fil-
ters, applied to subsequent frames of the video stream. However, standard image
processing techniques cannot utilize all available information i.e. similarities in
neighboring frames, so modern video denoising algorithms utilize also temporal
information. The new approach utilizing digital paths concepts in three dimen-
sional space was presented in this paper. The digital paths can explore image
structures in spatial as well as temporal coordinates from subsequent frames.
Presented technique provides excellent noise suppression, especially for low light
video sequences.
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Abstract. In this paper the idea of affect aware video games is pre-
sented. A brief review of automatic multimodal affect recognition of facial
expressions and emotions is given. The first result of emotions recogni-
tion using depth data as well as prototype affect aware video game are
presented.

1 Affect Aware Video Games

Affective computing is one of the active research areas on human behavior stud-
ies and has a significant impact in many fields such as healthcare, education,
entertainment etc. [2,3]. Affective computing studies how to automatically rec-
ognize, interpret, and process human emotions via analyzing available sensory
data. Affect-aware applications, as their additional functionality, react to user
emotions.

Video games belong to the wide area of entertainment applications. Though,
video games are among some of the most natural applications of affect only
few of them seek to incorporate their players affective state into the gameplay.
Such games can be referred as affective or more properly affect-aware games.
Unfortunately, this affect-awareness is usually statically built-in the game at
its development stage basing on the assumed model of so called representative
player [4]. There are two problems with such attitude. Firstly, each player differs
in some way from that averaged model. Secondly, and more important, players
affect state can change even radically from session to session making almost
impossible to predict the current user emotions at the development stage. That
is why the real-time recognition of players affect may become such important for
video games industry in the nearest future.

For the last several years only a few truly affect-aware games have been devel-
oped, mainly as noncommercial academic projects. As an example, "Feed The
Fish" takes a players facial expressions as input and dynamically responds to
the player by changing the game elements [5]. The goal of this system is to use
human expressions to build a communication channel between the game and
players so playing the game can be more enjoyable [5].

Another attempt is to create a universal architecture for affect-aware games.
In [1] a Koko library framework is proposed that abstracts an affect model and
sensors handling from other game components which are application logic and
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the game engine. As a proof of concept two sample games had been developed
basing on simple physiological and physical signals such as heart rate, skin con-
ductance, or GPS players location.

Nowadays commercial games put a focus on engaging players emotionally
through both gameplay techniques and interaction with virtual agents or human
players in multiplayer games. But it is quite probable that this situation will
change in the nearest future due to development of affect recognition techniques
and new input devices and non-intrusive sensors allowing to observe the player
in different information channels or modalities. For example, Valve Software,
expect affect emotion as essential element of future games, and experimented
with biometrics directly by introducing them into a special build of Left 4 Dead
2 [6].

2 Automatic Affect Recognition

Even the best emotional model is able only to predict the current humans affect
state, that is why affect recognition is so important in affective software dealing
with real users as it try to recognize real not estimated emotions.

There are several affect models developed for different application fields. Some
models define continuous emotional space of two or more dimensional coordinate
system and place all emotions within this model space. The best known example
of this approach is PAD emotional state model defining three dimensions: Plea-
sure, Arousal, and Dominance, which express respectively, pleasure, intensity
and the dominant nature of the emotion [7]. Using this model several different
emotion sets may be defined containing 6, 7, or more affect states [8]

Emotion, or affect recognition is a key to create a truly affect-aware video
games or other software. It may seem that affect recognition techniques could be
applied in applications in any field but, in general, different applications differ
in affect model of the user and possible sets of information inputs. For example,
health care applications more probably seek for pain or mental illness symptoms
allowing to use wired or even intrusive sensors to receive very trusty information.
On the other side, affective e-learning and training systems seeks rather for users
attention, engagement or boredom and do not demand any other input devices
than internet camera and microphone. Affect-aware video games seems similar
to e-learning software in the aspect of expected affect states which, however,
can be extended by a fear, excitement and other emotions which are not so
probable in other applications. Video games, also, may demand some additional
controllers and gamers are usually open for new technical solutions that could
improve games playability.

So, there are two important assumptions of affect recognition model that
should be defined for specific application. The primary is the affect model and
the subset of emotions to be recognized. The other is the definition of input
devices and sensors to be used.

The goal of automatic emotion recognition is to recognize the current affect
state of the user basing on potentially multimodal input signals about the hu-
man appearance or physiological parameters as well as other information such as
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environmental conditions, application mode, the interaction history, etc. The re-
search in this field has been performed since early 2000., attracting the interest of
artificial intelligence and computer vision research communities. Most attempts
use face as a primary (and most often the only) source of information trying
to recognize facial expressions from static images and video recordings [9,10,11].
This attitude proved to be successful in the case of good lighting and exposure
conditions. Other research focused on other expressions of human emotions such
as speech, gestures, gaze, and others [11]. Also physiological signals are often
used especially in health care systems [2].

Numerous research projects proved that multimodal approach gives in general
better results, in terms of recognition efficiency, then taking into account single
data input [2]. Combination of multiple types of inputs from different modalities
or different features over the same modality vastly significantly improves the
system classification abilities [12]. In general, there are two main multi-modal
information fusion attitudes. In the first attitude, called early, or feature-level
fusion, techniques and methods for affect recognition feed a set of features into a
commonly used classifier at the feature level. In the other approach, called late,
or decision-level fusion, the recognition is based on some kind of decision systems
which input is fed by the classification results of monomodal classifiers [1,12].
The decision system can be a voting expert system, decision tree, belief network,
and other.

It is also possible to create hybrid systems in which classifiers of the first
level can also use multimodal data, e.g. from a single channel like video or
physiological signals.

The process of affect recognition does not differ in its essence from other
classification systems such as optical character recognition (OCR), face recog-
nition etc. Classification assumes existence of classifier C that decides about
belongingness of an object oi to one of predefined classes xj . The object be-
ing classified is represented by a feature vector y which can contain features of
any type extracted from the object (Fig. 1). In most applications a supervised
learning is used to create a classifier on the base of labeled set of objects repre-
sentative for each class xj . There is a variety of classifiers type from simple to
complex ones that can be used in almost each classification task or only in spe-
cific applications. Also, many existing classification algorithms may be adapted
to new tasks. There are a large number of software libraries that make available
many classifiers of different kind. These classifiers should be fed by properly ex-
tracted features (Fig. 1). Thus, the crucial matter is to properly select channels
to acquire information about the classified objects, and properly preprocess it.
Efficient solving of any recognition problem usually requires researchers with
knowledge and pragmatic experience in this field. In most cases, the recognition
process uses the same general scheme and proceeds through the same stages
(Fig. 1). Acquired data usually needs some initial preprocessing (e.g. filtering,
noise removal) and optional segmentation (e.g. background removing). From the
preprocessed data a set of different features can be extracted. If the number of
features is very large only most informative can be selected to form a feature



230 M. Szwoch and W. Szwoch

Fig. 1. General recognition process

vector that indirectly characterizes the object. Finally, the classifier C classifies
an object into one of possible classes xj .

2.1 Emotion Recognition from Video Channel

Many affect recognition systems are based on video channel taking into account
facial expressions, gestures and posture analysis in mono-modal as well as in
multi-modal systems [2,9,10,15]. This situation results from non-intrusive prop-
erty of cameras and becomes more and more practical with the rapid develop-
ment of hardware capabilities and computer vision technology. Moreover, vision
channel is the most informative, as human beings tend to express their emotions
in a visual way.

Automatic analysis of facial expression from video is one of the most common
approaches in affective computing [18]. The most extensive work on facial expres-
sion analysis is summarized in several survey papers [10,11]. The most advanced
algorithms define human face models with characteristic control points and a
set of transformations of those points for each recognized facial expression. The
active appearance model (AAM) is a statistical approach that models the shape
and texture of a target object and has a great success in modeling and recog-
nition of human faces. Traditional AAM framework can fail when the face pose
changes as only 2D information is used to model a 3D object. To overcome this
limitation, different 3D extensions of AAM are proposed [20] as well as 3D Mor-
phable Models (3DMM) [21]. Both attitudes has a great recognition efficiency
of facial expressions and their main limitation is high computing complexity.

Other attitudes use detection of facial characteristic points (e.g. eyes, elbows,
nose etc.) using different heuristics and algorithms including texture matching,
edge detection, profile matching and other.

Analysis of body posture, gestures, hand and body movements is also an
active research area in many computer vision applications. For example, in [16],
three types of affective states are recognized using combined sensory information
from the face video, the posture sensor and the game being played. In [17] facial
expressions are combined with hand gestures for recognition of six prototypical
emotions.

2.2 Emotion Recognition from Audio Channel

Apart from facial expression, human emotions can also be indicated by voice
intonation and also by spoken words. Voice intonation expressed in its pitch, tone
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and cadence may be described by a set of parameters calculated for time and
spectral domains in subsequent time windows. Some sample parameters include
signal amplitude, mean and power value, zero-crossing as well as Melfrequency
Cepstral Coefficients (MFCC) which has been widely used in acoustic signal
processing as they fully consider the hearing characteristics of human beings [19].
In most case the audio channel is used in multimodal affect recognition systems
combined with facial expression analysis [22,8].

2.3 Emotion Recognition from Physiological Signals

Cognitive-motivational-emotive model assumes that human affect expression
consists both of emotional state contains both of affect as well as physiologi-
cal response. Sometimes affect expressions may be better or worse controlled by
human but it is very hard or even impossible to control physiological reactions.

There are many physiological signals that can be measured and input to the
system as indicator of human emotions. The most important signals are: skin
conductance and temperature, blood volume pulse, electromyography, respira-
tory signal and electrocardiography. All the physiological sensors are non-invasive
but sometimes they may be intrusive or not comfortable for users. For evaluating
peoples emotions by physiological signals special equipment is needed.

There are two main problems with using of physiological signals in automated
emotion recognition. Firstly, most of these signals respond also to other inner
and outer factors such as human health and physical condition, temperature,
humidity and others.

Secondly, measuring physiological signals often cause some inconvenience to
the user what is rather unacceptable in a usual computer usage. Fortunately, a
great development of non-intrusive, miniaturized and low power remote sensors
has been observed that allows for remotely collecting behavior and physiological
data from people. Also several computer hardware manufacturers plan to embed
some physiological sensors into the control devices for video games.

2.4 Enhancing Emotion Recognition Using Scene Depth Data

The common problem of algorithms processing visual (both achromatic and
color) data are insufficient and uneven lighting conditions. Though, there are
many attempts to correct scene luminance in such case, they are not always
sufficient enough. Depth sensors allow for acquiring the depth image of a scene.
As the most popular depth sensors use non-visual infrared light technology they
are generally resistant to common problems of RGB cameras. That is why infor-
mation from depth sensors seems to be very useful when combined with optical
channel or even not.

Depth sensors have become very popular since introducing Microsoft Kinect
sensor for Xbox console in 2010. This relatively cheap sensor, accompanied with
RGB camera, set of microphones and natural user interface (NUI) library gives to
software developers a powerful tool for creation of applications that understandİ
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human stature, movement, and speech, and in the nearest future will try to
recognize user face and emotions as well.

Depth sensors can be used to enhance processing of visual information at dif-
ferent stages of recognition pipeline (Fig. 1). For example, initial test indicate
that scene depth information significantly improve image segmentation allow-
ing to extract users hand and body from the background [13]. Also efficiency
improvement for face localization and recognition of characteristic face points
is expected due to the 3D nature of human face. The theoretically estimated
and practically measured Kinect resolution is about 2mm per voxel and seems
enough for mentioned applications. There is also a specific problem with pro-
cessing of depth information which is noise level. Initial tests show that it can
be efficiently limited using low pass filtering in time domain with a window of
several frames [13].

3 Preliminary Results and Future Plans

The main goal of the research project Emotion Recognition for Affect-Aware
Video Games (ERAAVG) is creation of a complete multi-modal affect recognition
system to provide automatic and continuous affect recognition of video game
players and definition of a complete framework that would enable cooperation
between developed affect recognition system and any video game by application
programming interface (API) defined within the project. To validate results of
the project a prototype affect aware video game will be developed that would
adopt its parameters, such as difficulty level, pace or humor basing on the current
affect state of a player and challenges in the game.

The first task of the project is to create a multimodal database of emotions
recordings that will serve as learning and testing sets for classifiers developed in
succeeding steps. The second task of the project is to work out proper prepro-
cessing and segmentation techniques as well as to define the most informative
features sets for each information channel. The third task of the project is to
create new algorithm for facial expression recognition basing on RGB and depth
images. The fourth task of the project is to create separate algorithms for affect
recognition basing on data from different channels. In order to validate results
of emotion recognition we plan to develop a prototype game with bidirectional
interface to affect recognition software.

In the following subsections the preliminary results of ERAAVG project are
described.

3.1 FEEDB Database

Facial Expressions and Emotions Database (FEEDB) has been created as the
first task of the project [13], [14]. This multimodal database contains totally
3200 recordings of emotions that will serve as learning and testing sets for clas-
sifiers. There are two parts, or versions, of FEEDB. The first one consists of
1650 recordings of 50 persons posing for 33 different facial expressions and emo-
tions [13] which are stored using Microsoft proprietary XED format. The second
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version of FEEDB consists of 1550 recordings of 50 persons [14] recorded as AVI
video streams. Additionally, the most interesting set of 9 emotions had been
selected to be expressed spontaneously. Special video materials had been pre-
pared to provoke tested persons to naturally express the following expressions:
surprise, joy, anger, scorn, disgust, sadness, fear, concentration, and excitement.

The database consist of synchronized multimodal recordings with RGB,
depth, and audio channels acquired using Microsoft Kinect for PC sensor at
a resolution 640x480 pixels at 30 fps. Some of the recordings are accompanied
by additional information from physiological signals (heart rate, skin conduc-
tance, breath and temperature) acquired using FlexComp Infinity device with
appropriate sensor set. Chosen frames of recordings are indexed by defining
characteristic points of the face and can be used for learning and testing of the
classifier for emotion recognition.

3.2 Face Detection and Emotion Recognition

FEEDB database has been used as a learning and testing dataset in a prototype
system for recognition of 9 emotions using recordings of depth channel only.
The set of emotions covers neutral, joy, surprise neutral and positive, euphoria,
fear, fright, anger, and scorn (Fig. 2). The application locates the face and its
characteristic points, then classifies emotions on the base of recognized action
units (fundamental movements of face muscles in Facial Action Coding System).
The system recognizes emotions in real-time and its average efficiency of the
recognition for 25 persons was 50%. Though it is not very high it is a good
starting point for further research especially in fusion of ther input channels.
The experiment proved that FEEDB can be practically used in face and emotion
recognition tasks.

Fig. 2. Application for emotion recognition using depth maps
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(a) (b)

Fig. 3. Sample screens from prototype of an affect-aware video game (a) Zombie land
(b) moving platforms

3.3 Affect Aware Video Game

A prototype affect aware video game has also been developed within ERAAVG
project using Unity 3D game engine (Fig. 3). The game consists of three lev-
els with different challenges, namely escaping from attacking zombies (Fig. 3a),
jumping across moving platforms (Fig. 3b) and finding exit of dynamically recon-
figuring maze. The difficulty of each level changes depending on current player
state. For example at the first level the user under the stress finds torch batteries
more frequently to threaten zombies. In turn, the speed of movings platforms
depends on user self-assurance, but this time platforms speeds-up to make the
game more difficult. Unfortunately, the game has not been connected with emo-
tion recognition application and predicts users states basing on users behavior
only. Nevertheless, initial experiments with several players has resulted with pos-
itive opinions as the game was able to surprise the player by dynamic changes.

3.4 Conclusions and Future Works

Affect aware video games seem to be very interesting to players as they engage
players emotionally and can dynamically react to players emotional state which
was confirmed by a prototype game developed within ERAAVG project. Such
video games can have an entertainment character but can also be used in other
applications, such as e-learning, psychological training or therapy, and even in
marketing systems.

Automatic emotion recognition is a key to create affect-aware software. A
prototype emotion recognition system proved that real-time emotion recognition
is possible, though fusion of many input channels is needed to receive reliable
results. A comprehensive data set, such as FEEDB, is also needed to develop
emotion recognition system.

The next task in ERAAVG project is to develop a bidirectional framework
that could connect affect recognition application with any affect-aware video
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game using a specific application programming interface. Further steps cover
development of more efficient affect recognition algorithm using multimodal data
such as RGB and depth video, audio channel, and physiological sensors. Also
other affect aware video games will be developed that could increase players
satisfaction from a gameplay.
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Abstract. The article presents printing system used for printed circuit
board production. The system main task is an image transfer from the
film to the resist covering the panel. Beside the complexity of film and
panel alignment based on predefined registration marks, cameras and so-
phisticated algorithms, system can be considered as a solid source of pro-
duction feedback. Proposition of strategy, parameters selection, database
organization, and analyze tools possibilities are presented together with
experimental results showing capability and limits of the proposed
system.

1 Introduction

The printed circuit board manufacturing process has a task of creating complex
electronic circuits using simple ideas and technique. This fairly simple process
of PCB production includes many steps and some of them may became complex
when high precision is one of the requirements. The board is a base for electronic
components assembly. It realizes electrical connections. Each connection should
be solid and should fallow specified parameters. When reviewing from the side
of rigid result then crucial are position, width, thickness of tracks and stability
of innerlayer connections using plated holes. Manufacturing cycle begins with
the project files including specification sent to the producer. It is conducted in
a technological process consisting many stages (Fig. 1), where printing is one
of the first ones. The whole process gets even more complicated when some
connections in the multilayer printed circuit board are made using buried or
blind holes. The majority of these stages require continuous control, which is in
most cases conducted automatically in optical measuring devices.

Geometry and electrical parameters of constructed circuit is measured to keep
observed deviations within defined tolerance limits in order to reach the quality
of the final product through applying required corrections to the technological
process. Usually producer dream will be to get solid feedback from each step of
process and after applying some efforts to analyze data get to the point where
analyze results can lead to the process improvement by increasing quality of the
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Fig. 1. Simplified Printed circuit board manufacturing process flow

product or production process (reducing costs or optimizing time or minimizing
the risk of failure)

Printing has a task to create image on the panel representing a layer of tracks.
Modern printers have inbuilt ability to maintain registration (film positioning in
relation to panel) and imaging task by using complex sensor like digital cameras
to take some measurements and use those values to optimize process and printing
quality. Results representing such system are shown on Fig. 2. In this case printer
is equipped with 4 digital cameras - image processing results take left part of the
screen - the right one is presenting the registration results including films/panel
deviations and alignment final result.

2 Exposure Process and Its Complexity

Algorithms for processing data based on images from multi camera device is
complex (Fig. 3). All data inputs are based on image processing using dedi-
cated targets placed on the films and panel [2]. Results are applied to inputs of
sophisticated mechatronic device responsible for motion.

System realizing alignment and imaging task can be considered on a different
abstract levels. In general we can divide it into areas serving basic function of the
unit, currently realized process data, inspecting and debugging, error logging,
system optimization data. In general we have 5 groups:

– Printer hardware data (axis location, mechanical stability, Images quality),
– Job settings, registration and printing parameters,
– Registration results (films/panel deviations, alignment data, alignment er-

ror),
– Error log (including system or process failures, errors or warnings)
– Optimization data (automatically saved pictures used to optimize system

stability and response)
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Fig. 2. Registration status - films deviation and alignment results

In the group of printer hardware we have part strictly related to system con-
figuration. For sure we have to count with 2 axis for each camera, and 3 axis for
motion part representing alignment for a given layer.

Basically 4 cameras and both films actuator will define 14 axis, where each of
them will be connected with coordinate system and will carry X or Y coordinate
and some parameters like hysteresis, speed, acceleration or offset. Job setting
of course have task to define job conditions for a mentioned above hardware
and job specific information, like alignment type, registration targets, process
tolerances, light conditions for the cameras, and a way how to use information
from the camera for a registration.

Registration is a part of the printing process realized just before exposure.
Printing will take a place only in the case of film and panel be aligned and
relative position of them being in the predefined tolerances (Fig. 2). Nevertheless
how sophisticated can be system of defining tolerances - outcome must lay in
the strict limits and all differences can be measured and analyzed. This part
has a big impact on the board quality because for a human eye is easy to see
if tracks patter matches pattern of drilled in the panel holes if not then how
much. General goal of the system during alignment based on the input from the
registration cameras is to minimize deviations and improve also this first sight
effect.

Every machine needs also a part responsible for carrying system hardware
status and diagnostic information. In this case this task is represented by error
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Fig. 3. Registration and imaging - algorithm steps

log holding a data including system or process failures, errors and warnings. This
part can be used to verify system stability or making decision what action take
to fix a unit in the case of failure.

Significant part is a pert representing optimization data. Very often system
has to deal with a new type of material defining new, difficult conditions for a
vision system. In this case system can automatically save images and they can
be used to optimize offline system stability and response.

In general, considering imaging system complexity problem to solve will be
to define, implement and evaluate complexity of system data managing software
module.

3 Data Managing Tool

Printing unit required data can be saved in the database. Its structure has to
reflect structure of the system, using traditional technics of design for the rela-
tional data base. In general data is divided in to 3 parts:

– Registration results (Results table),
– Error log (ErrorLog table),
– Optimization data (Optimization table).

Each part of the system is represented by separate table (Fig. 4), with a
structure representing related unit part and function of the unit to model.

Fig. 4. SQL query to create table defining Results database to keep registration data
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Number of values to save has to be reflected in the application used to restore
and process information from a database. Sample screens showing the interface
structure is shown on the Fig. 5. User can pick a Job name, work order number
related tray and time frame before next step defining what part of data is going
to be extracted. In relation to the data part optional element include: job name,
work order number, operator, counter, film deviations, dimensional tolerance,
alignment results, alignment tolerances, tray info and date and time mark to
find out when the record was placed in the database.

Fig. 5. Settings used to define area of interest when extracting data. Each row can be
included and can be related to the desired stage of the process.

Beside data part also some basic statistic can be calculated, related to the
total number of panels or related to the operator. In this group film/panel devi-
ation statistic is included as well. Extracted data can represent final alignment
approach or intermediate steps preceding final result.

Fig. 6. Result of data extracting- amount of data strictly depends on extracting tool
settings including time frame defining limits for analyzed records
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Data extraction will basically produce text file (Fig. 6) including all desired
information preselected in the initial step. In this case resulting text file has to
be analyzed by additional tools, like EXCEL simply by importing functions. In
this case all needed calculation has to be defined using formulas specific for the
program. All columns and rows of data are clearly to identify by dedicated label
or row number in this case representing number of panel in group belonging to
the given analyzed Job.

4 Experimental Results

Main purpose of the experiment is verification of system ability to supply desired
structure of a process data and its capability to be represented in appropriate
graphical form.

Database can be a space for huge amount of data. Extracting tool can access
predefined portion but the outcome can be not easy to process (Fig. 7). Text
format and local view can create some difficulties to make easy and proper
decision. Text results file include: deviations for upper / lower film, upper film
/ panel, lower film / panel, alignment results represented by distances bottom
film to Panel, upper film to panel, upper film to bottom film, tray location,
date, time, job name, work order number, operator. Also some statistical data
is included.

Fig. 7. Extracted exposure process data - detailed information showing sample rows
of values describing process deviation and alignment error during machine run

To simplify analyzes graphical interface is included. In this case not only
statistical information can be calculated but also it can be shown on the graph
including all basic parameters like: average, standard deviation, minimum and
maximum is included Fig. 8.
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Fig. 8. Processing exposure process data - graphical presentation for statistics of reg-
istration results. Each curve is representing separate axis behavior and its base limits.

5 Conclusions

Printing process can generate huge amount of data. To find it useful, right tools
are necessary and we need to create flexible strategies to extract information.
Efficient analyze will be possible only if data extraction will be followed by
statistical analyze. In this case software tool has to supply graphical interface
to simplify understanding and speed up viewing. In most cases system will use
local database and remote access can be necessary not only to supervise process
but also to maintain and serve system stability and optimization. The paper
describes exposure system data maintaining using dedicated data structure. The
main objective of this article is to present complexity of task and its needs to be
fully customized for a given system. For the future work presented system will
be supplemented by its extensions for serving remote access and data transfer
for automatic optimization and early failure and instability detection.
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Abstract. In this paper, a method for analyzing data gathered by a
non-destructive inspecting approach of carbon-fiber composites is pre-
sented. In the process of composite probing a map of measurements is
obtained. Upon the measurements an analysis can be performed in order
to decide if the composite under examination is defective or not. The map
is composed of a set of separate probes, which may be viewed as a set of
pixels and, therefore, whole map can be perceived as an image. For this
reason, image-based processing has been applied to examine the maps.
The proposed method allows to detect suspicious regions with different,
user-defined sensitivity.

1 Introduction

The non-destructive defectoscopy [1,3,4,7,9] plays an important role in the moni-
toring of constructions. Among the construction materials recently used to build
ships, planes and other vehicles, the composites became one of the most popu-
lar. The main reason for such popularity is their low weight combined with high
strength and ease of forming. The composite materials, however, may suffer from
different types of damages, which can appear both in the production process and
during their usage. When external layers of the composite are destroyed, it is easy
to discover the problem. However, some damages can unfortunately be located
in the internal layers of the composite. Then, inspection is much more difficult
and uncertain as well. Dubious areas can obviously be controlled in a destruc-
tive way. On the other hand, it is possible to perform hidden composite layer
inspecting in search for defective regions. In this paper, we present a method of
analyzing maps acquired by non-destructive composite probing in order to spot
defect suspicious areas.
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2 Radio-Frequency Scanning

The measurements are performed by means of radio-frequency sensing with use of
specially designed sensor connected to a micro-controller. Materials considered in
this research are multi-layer carbon-fiber-reinforced polymer composites. They,
as such, are highly conductive. It is, therefore, possible to examine the material
with use of magnetic field which penetrates the composite. For this purpose a
special sensor has been constructed and evaluated. It is composed of two coupled
spiral inductor coils. One is driven by a radio-frequency signal, and the other is
connected to the power detector. The sensor induces eddy currents [2,6,9] inside
the composite. This way the sensor makes possible to measure transmission
coefficient S21, which is dependent on conductivity in the examined composite.
The conductivity, in turn, changes when there are defects in the composite—the
presence of defects in the inspected material influences the amount of the eddy
currents. The example of the coefficient as a function of frequency is presented
in the Fig. 1.

Fig. 1. Exemplary spectrum of a transmission coefficient S21

3 Proposed Processing Method

A single measurement shot at a given position consists of a transmission coeffi-
cient vector for consecutive frequencies (defined in advance by the user). In other
words, every position of the sensor yields a vector. Having performed numerous
measurements for different sensor positions on examined composite samples, one
achieves a three-dimensional matrix. Each position corresponds with a frequency
vector. Consequently, the results might be considered as a cube, with two spa-
tial dimensions and the third dimension being probing frequencies. For each
frequency one can perceive the transmission coefficients measured at certain po-
sitions as pixels, which constitute an image. Therefore, it is possible to analyze
the data with use of image processing techniques.
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The radio-frequency matrix is, thus, processed in order to find the component
defects. The data is composed of 2D matrices of measurement values. Each
matrix contains values measured for a different frequency f . Due to this fact,
the data can be perceived as a set of 2D images If . An example of such set of
images—presenting component sample of size around 20×20 cm2—is shown in
Fig. 2. The images are of resolution 1 mm in both axes and present 6 bands for
various frequencies.

Fig. 2. Example band images at consecutive frequencies (pseudo-colored)

The processing is performed in two-step approach. At first the individual
processing of single frequency bands is performed. In the second step the results
of the former one are combined in order to produce the final defect map.

3.1 Frequency Bands Processing

The band images If might be contaminated with noise, which in this case refers
to single measurements with values remarkably different from their neighbors.
In order to remove the noise the convolution filter is applied. Defects of the
examined composite can appear as groups of connected pixels of values con-
siderably different than average pixel value in an image. To mark these dubi-
ous pixels binarization by thresholding is applied. Every band image is treated
separately—for every image the threshold values are computed based on the
image content. In effect, the thresholds may differ from one image to another. In
order to find the optimal threshold values, for each image If , the median value
of all pixels is calculated. It constitutes the most probable value robust against
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presence of extreme ones [5], which might be delivered by e.g. measurement fail-
ures. The suspicious pixels have significantly higher or lower values than the
pixels of undamaged regions. Thus, the next step is comparing the pixel values
with predefined thresholds:

∀pJf (p) =
{
1 when (m−Δ−

f ) < I(p) < (m+Δ+
f )

0 otherwise,
, (1)

where p stands for pixel coordinates, Jf (p) is an outcome image, m = med{If}
stands for median value of pixels of If , and (Δ−

f , Δ
+
f ) are lower and upper

margins for frequency f . As a result, we produce mask-images, where 0-valued
pixels correspond to pixels of values greater or smaller than the median by the
threshold values in the input images. This way, for each frequency, an image of
possible defects is received.

For various frequencies f the thresholds (Δ−
f , Δ

+
f ), expressed in [dB], might

differ. This is because of possible physical properties of material under test.
For different frequencies there can be a necessity of applying unlike thresholds.
Moreover some frequencies might be more relevant then the others.

3.2 Defect Map Generation

As a result of the previous processing step the set of binary images representing
the possible defects at various frequencies is obtained. It might happen that the
defects are visible only on some frequencies, not on all images If . In order to
gather the information from all frequencies and to get single defect image, we
calculate a weighted sum of binary images:

S =
∑

∀f
wf · Jf , (2)

where wf stands for the weight associated with the frequency f . In effect, a
scalar image S of suspicious areas arise. The greater value of particular pixel is,
the greater is the chance that the pixel depicts a defected area. This image is a
multi-valued defect map, that is used next to determine the strict boundaries of
defects. Thus, the final step is thresholding this image, which allows classifying
measurements into two classes: defect and non-defect. Depending on the thresh-
old value one gets higher or lower sensitivity of detection. In case only large area
defects are expected to find, the classification result may be further processed in
order to filter-out small defects with use of e.g. morphological opening filter or
opening by reconstruction [8]:

D = (S > t) ◦N8 B, (3)

where D stands for the final defect image and ◦N8B signifies the opening by
reconstruction when the structuring element of erosion equals B and the one
of reconstruction equals N8 (8-connected closest neighbors, simplest 3×3 neigh-
borhood). The choice of B depends on the size of unwanted objects that should
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be removed from the final defect map—it should be smaller than the smallest
expected defect. The parameter t stands for the threshold applied on image S. In
case of all weights wf = 1 (equal weight for each band), the value of t represents
the number of bands (frequencies) on which the defect was detected.

4 Results

The presented method has been evaluated on measurements taken for carbon-
fiber-reinforced polymer component samples. One of them was undamaged sam-
ple, the other two were defective—the first one had a "crack" type damage and
the second had a "hole" type damage. Probing frequencies equaled f ∈ {20, 50,
100, 150, 200, 250} MHz. The measurement matrices for frequency f = 200
MHz are shown in the Fig. 3.

(a) (b) (c)

Fig. 3. Radio maps of: (a) undamaged sample, (b) "crack" type damage, and (c) "hole"
type damage, for frequency f = 200 MHz

The first step of processing was filtering. Every matrix, perceived as an image,
was filtered with local averaging filter in order to remove noisy measurements
(Fig. 4). In our case the best results were obtained with use of the local averaging
filter with mask of size 5x5. Then, images were thresholded. All values greater or
smaller than the median by a certain thresholds were marked as dubious. In this
way, for every composite sample, a set of images arose. Next, a weighted sum of
the images was calculated (Fig. 5). The final phase was thresholding the obtained
sum. In effect, an image of suspected defects was achieved (Fig. 6). It is worth
mentioning, that the image might be subjected to filtering, i.e. morphological
opening, in order to remove defects of insignificant size, so that only damage
regions of certain area remain (Fig. 7).

In all the experiments a pixel was marked as suspicious for a certain frequency
map, if its value was greater than 3 dB or smaller than 2 dB than the median.
All the frequency components were treated with the same relevance. The final
threshold equaled 50%, which means that a pixel was assessed as defective, if it
was marked as suspicious in at least 50% of frequency maps. Successive steps of
image processing are presented in Fig. 3—7 (in undamaged composite sample
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(a) (b)

Fig. 4. Radio maps processed with averaging filter of: (a) "crack" type damage, and
(b) "hole" type damage, for frequency f = 200 MHz

(a) (b)

Fig. 5. Sum of thresholded images of: (a) "crack" type damage, and (b) "hole" type
damage

(a) (b)

Fig. 6. Defective regions of: (a) "crack" type damage, and (b) "hole" type damage



Detection of Defects in Carbon-Fiber Composites 251

(a) (b)

Fig. 7. Morphological opening of defective regions of: (a) "crack" type damage, and
(b) "hole" type damage

no defects were detected, so only damaged samples are interesting and presented
in the figures). As one can see, the automatic defect classification gives correct
results—the defected regions are clearly marked—for both "crack" and "hole"
type damage samples.

5 Conclusions

Non-destructive composite probing is an important trend in material examina-
tion and gain more and more interest in the field of controlling material con-
dition. Unlike as with use of invasive methods, composites can be scanned, so
that a vector of values is obtained for each measured position. These positions
may be viewed as pixels and, therefore, set of separate measurements can be
perceived as an image. In this paper, a method of analyzing such images was
presented. This method consists of two steps—at first the frequency band are
processed individually, next the final classification is performed. User can set
various thresholds and, in effect, achieve an image, where defective regions are
marked. The method was tested on a series of image sets and achieved high
efficiency and accuracy.
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Abstract. In this paper, the estimation model ARFIMA is presented as
a method of detecting anomalies in network traffic. Parameters estima-
tion and model identification are performed with the use of algorithms
of: Geweke and Porter-Hudak (estimation of the differencing parameters)
and Box-Jankins (identification of the row of the model). The choice
of optimal parameters of the model is realized by a compromise be-
tween model consistency and size of its estimation error. In the proposed
method, we use statistical relations between estimated traffic model and
its real variation to detect its abnormal behaviour. The obtained exper-
iment results confirm effectiveness of the presented method.

1 Introduction

Intrusion Detection/ Prevention Systems (IDS/ IPS) are currently one of the
main mechanisms of overseeing safety of computer networks. Their aim is to iden-
tify, detect and respond to an unauthorised activity directed towards protected
network resources. IDS Systems can be divided into two categories depending on
different techniques of threat identification. One category is based on detection
of known attacks with use of signature techniques. The other utilizes the idea
of monitoring normal operation of the system in order to detect its abnormal
behaviour, which may be indicative of an intruder. Such an approach allows to
reveal intrusion attempts comprising of numerous network connections. Actions
based on probing networks and scanning ports are examples of that kind of at-
tacks [1]. The main advantage of the method based on anomaly detection is the
ability to recognize unknown attacks disrupting normal network traffic. There-
fore, IDS/ IPS systems using anomalies are more effective than signature-based
systems in relation to novel and unknown types of attacks. Statistical techniques
have found application in Intrusion Detection Systems because of their ability
to detect novel intrusions and attacks, which cannot be achieved by signature-
based approaches. It has been shown that network traffic presents several rele-
vant statistical properties when analysed at different levels (e.g. self-similarity,
long range dependence, entropy variations, etc.). The most commonly applied
approach is grounded on methods using detection of statistical anomalies on the
basis of estimated specific profiles of network traffic parameters. The profiles
often represent the average size of network traffic parameters, such Saganowski:
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the number of IP packets, average number of newly dialed calls within a time
unit, the ratio of packets of particular network protocols, etc. Moreover, it can
be observed that there is some statistical dependence resulting from the part
of a day or week, as well as there can be held statistics for particular network
protocols. IDS systems based on the mentioned methods can learn the typical
network profile - the process lasts from few days to few weeks - and compare
the current activity of the network to the remembered profile. Comparison of
the two profiles will constitute foundation for stating whether there is something
extraordinary occurring in the network or not [2]. Currently, the most developed
methods of anomaly detection are those based on statistical models describing
the analysed network traffic as time series. The most common are autoagressive
models ARMA or ARIMA, which allow to estimate the characteristics of the
analysed network traffic. In the field literature, there are also hybrid methods
connecting elements of pre-processing (wavelet decomposition), and afterwards
estimating statistical parameters of the processed signal [3]. In this article we
present the use of estimation of statistical method ARFIMA for specific time
series describing the analysed network traffic. Anomaly detection is realized by
estimated parameters of the model, and comparative analysis to network traffic
profiles. This paper is organized as follows. After the introduction, in Section 2
the ARFIMA model for date traffic prediction is described in details. Then, in
Section 3 the Anomaly Detection System based on ARFIMA model estimation
is shown. Conclusion are given thereafter.

2 The Arfima Model for Network Anomaly Detection

2.1 Introduction to ARFIMA Model

The Autoregressive Fractional Integrated Moving Average model called AR−
FIMA (p, d, q) is a combination Fractional Differenced Noise and Auto Regres-
sive Moving Average which is proposed by Grange, Joyeux and Hosking, in order
to analysis the Long-Memory property [4].

The ARFIMA(p, d, q) model for time series Yt is written Saganowski:

Φ(L)(1 − L)dyt = Θ(L)εt, t = 1, 2, ...T, (1)

where yt is the time series, εt ∼ (0, σ2) is the white noise process with zero
mean and variances σ2, Φ(L) = 1−φ1L−φ2L2− ...−φpLp is the autoregressive
polynomial and Θ(L) = 1 + θ1L + θ2L

2 + ... + θpL
q is the moving average

polynomial, L is the backward shift operator and (1 − L)d is the fractional
differencing operator given by the following binomial expansion:

(1− L)d =

∞∑

k=0

(
d
k

)

(−1)kLk (2)

and (
d
k

)

(−1)k =
Γ (d+ 1)(−1)k

Γ (d− k + 1)Γ (k + 1)
=

Γ (−d+ k)

Γ (−d)Γ (k + 1)
. (3)
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where Γ (∗) denotes the gamma function and d is the number of differences
required to give a stationary series and (1−L)d is the dth power of the differencing
operator. When d ∈ (−0, 5 , 0, 5), the ARFIMA(p, d, q) process is stationary,
and if d ∈ (0 , 0, 5) the process presents long-memory behavior.

In this paper we assume that {yt} is a linear process without a deterministic
term. We now define Ut = (1 − L)Yt, so that {Yt} is an ARMA(p, q) process.
The process defined in Equation 1 is stationary and invertible (see [4] ) and its
spectral density function, fy(ω), is given by

fy (ω) = fU (ω)
(
2 sin

(ω

2

))−2d

, ω ∈ [−π, π] , (4)

where fU (ω) is the spectral density function of the process {Yt}.

2.2 GPH Estimation of Fractional Differencing Parameter

The GPH estimation procedure is a two-step procedure, which begins with the
estimation of d and is based on the following regression equation:

log [Iy (ωj)] = β0 − d log
{
2 sin

(ωj

2

)}2

+ ϑj, j = 1, 2, ..., g (n) , (5)

where β0 = log fU (0)+log fU (ωj) /fU (0) , ϑj = log Iy (ωj) /fy (ωj)−ψ (1) , ψ (·)
being the digamma function, i.e. ψ (x) = d logΓ (x) and ωj = 2πj/T represent
the m =

√
T Fourier frequencies, Iy(ωj) denotes the sample periodogram defined

Saganowski:

Iy (ωj) =
1

2πT

[∑T

t=1
yte

−ωjt

]2
. (6)

The GPH estimator is given by:

dGPH = −
∑g(n)

j=1 (νj − ν̂) log Iy (ωj)
∑g(n)

j=1 (νj − ν̂)2
, (7)

where νj = log (2 sin (ωj/2))
2
, g (n) being the bandwidth in the regression equa-

tion. The variance of the GPH estimator is:

var (dGPH) =
π2

∑g(n)
j=1 (νj − ν̂)2

. (8)

Gewke and Porter-Hudak proved the asymptotic normality of the semipara-
metric estimator in Equation 7 when d < 0 and suggested taking g (n) = nα, 0 <
α < 1. A detailed description of the presented algorithm can be found in the
work of [1].
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2.3 The Identification and Estimation of an ARFIMA Model

For the use of the regression techniques several steps are necessary to obtain an
ARFIMA model for a set of time series data and these are given below (see [4]
and [5] [6]).

Let {Yt} be the process as defined in Section 2.1. Then Ut = (1− L)d Yt is an
ARMA(p, q) process and Zt =

Φ(L)
Θ(L)Yt is an ARFIMA(0, d, 0) process.

Model Building Steps:

1. Estimate d in the ARIMA(p, d, q) model, denote the estimate by d̂.
2. Calculate Ût = (1− L)d̂ Yt.
3. Using Box-Jenkins modeling procedure (see [7] [8]) identify and estimate φ

and θ parameters in the ARMA(p, q) process Φ (L) Ût = Θ (L) εt.
4. Calculate Ẑt =

Φ̂(L)

Θ̂(L)
Yt.

5. Estimate d in the ARFIMA(0, d, 0) model (1− L)d̂ Ŷt = εt. The value of d̂
obtained in this step is now the new estimate of d.

6. Repeat steps 2 to 5, until the estimates of the parameters d, φ and θ converge.

In this algorithm, to estimate d we use the regression methods described in
Section 2.2. It should be noted that usually only one iteration with Steps 1− 3
is used to obtain a model (see, for instance, [5]). Related to Step 3, it has widely
been discussed that the bias in the estimator of d can lead to the problem of
identifying the short-memory parameters. This issue has been investigated by
[9], [10]. For more information about this algorithm you can find in [11].

3 Experimental Results

In this section we compare results achieved for ARFIMA based anomaly detec-
tion to SNORT [12] based preprocessor which we proposed in [13]. Preproces-
sor uses DWT - Discrete Wavelet Transform and Chi-square statistic test for
anomaly detection.

Efficiency of ARFIMA based anomaly detection algorithm was evaluated by
simulating different attacks on test LAN network. We used Back Track [14] Linux
distribution in order to simulate different attacks such Saganowski: Application
specific DDos, various port scanning, DoS, DDoS, Syn Flooding, pocket frag-
mentation, spoofing and others. We used the same set of attacks as in [13] in
order to compare ARFIMA based solution to algorithms based on DWT and
Chi-square [13].

For algorithms evaluation we extracted 25 features from network traffic (see
Table 1). In Tables 2 and 3 there are results of DR detection rates and FP
false positive respectively. We can see that for a given test ARFIMA gives us
comparable and slightly better results in comparing to DWT and Chi-square
based anomaly detection based methods. We can notice that detection rate and
false positive strongly depends on given traffic feature. Attack has got direct
impact only on selected traffic features from Table 1. f9 and f10 features gives
us the best results. DR[%] for f9 and f10 changes in boundaries 73.68 − 96.52
in turn FP [%] changes in boundaries 0.05− 9.13.
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Table 1. Network traffic features used for experiments

f1 number of TCP pockets

f2 in TCP pockets
f3 out TCP pockets
f4 number of TCP pockets in LAN

f5 number of UDP datagrams
f6 in UDP datagrams
f7 out UDP datagrams

f8 number of UDP datagrams in LAN
f9 number of ICMP pockets
f10 out ICMP pockets

f11 in ICMP pockets
f12 number of ICMP pockets in LAN
f13 number of TCP pockets with SYN and ACK flags

f14 out TCP pockets (port 80)

f15 in TCP pockets (port 80)
f16 out UDP datagrams (port 53)
f17 in UDP datagrams (port 53)

f18 out IP traffic [kB/s]
f19 in IP traffic [kB/s]
f20 out TCP traffic (port 80) [kB/s]

f21 in TCP traffic (port 80) [kB/s]
f22 out UDP traffic [kB/s]
f23 in UDP traffic [kB/s]

f24 out UDP traffic (port 53) [kB/s]
f25 in UDP traffic (port 53) [kB/s]

Table 2. Detection Rate DR [%] for a given network traffic features

Feature Chi-sqaure Mallat ARFIMA

f1 5.26 5.26 6.26

f2 5.26 10.52 12.24
f3 0.00 10.52 12.24
f4 15.78 10.52 12.24
f5 10.52 10.52 12.24

f6 0.00 0.00 0.00
f7 0.00 0.00 0.00
f8 15.78 31.58 35.64

f9 94.73 94.73 96.52
f10 73.68 94.73 95.45
f11 0.00 5.26 0.00

f12 68.42 78.95 82.24
f13 10.52 10.52 12.24

Feature Chi-sqaure Mallat ARFIMA

f14 0.00 5.26 12.24

f15 0.00 10.52 12.24
f16 0.00 0.00 0.00
f17 5.26 5.26 6.26
f18 10.52 10.52 12.24

f19 5.26 5.26 12.24
f20 10.52 5.26 6.26
f21 5.26 10.52 12.24

f22 0.00 0.00 0.00
f23 0.00 0.00 0.00
f24 0.00 0.00 0.00

f25 5.26 0.00 0.00

Table 3. False Positive FP [%] for a given network traffic features

Feature Chi-sqaure Mallat ARFIMA

f1 4.46 7.43 4.22
f2 4.07 7.99 4.12
f3 4.49 7.96 4.15

f4 4.24 6.06 4.11
f5 4.57 5.62 3.54
f6 2.86 4.14 2.23

f7 5.18 5.33 5.98
f8 4.20 8.28 4.15
f9 6.69 9.13 5.05

f10 0.47 0.48 0.48
f11 4.07 12.06 2.56
f12 5.42 4.34 0.05

f13 4.15 7.07 4.14

Feature Chi-sqaure Mallat ARFIMA

f14 3.73 7.48 3.24
f15 3.91 7.17 3.32
f16 0.02 0.02 0.02

f17 0.34 0.39 0.39
f18 3.90 8.74 3.82
f19 4.37 8.36 3.26

f20 3.71 8.50 4.55
f21 3.81 7.09 3.11
f22 2.36 3.08 1.60

f23 3.76 3.07 3.42
f24 0.02 0.00 0.00
f25 0.37 0.02 0.02
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4 Conclusion

In this article, the structure of statistical model ARFIMA has been presented.
The model has been demonstrated as a tool for anomaly detection in network
traffic. For parameters estimation and model identification Geweke & Porter-
Hudak and Box-Jenkins modelling procedure was used. As a result, satisfactory
statistical estimations of the analysed network traffic signals have been obtained.
The ARFIMA model is used for prediction of normal statistical behaviour of the
analysed network traffic parameters. The process of anomaly detection involves
comparison of parameters of normal behaviour and parameters of the real net-
work traffic. The obtained results clearly demonstrate that the proposed methods
are successful at detecting anomalies in time series of network traffic.
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Abstract. In this short paper we compare the communication require-
ments for three Smart Grid scenarios with the availability of broadband
and mobile communication networks in Europe. We show that only in
the most demanding case - where data is collected and transmitted every
second - a standard GSM/GPRS connection is not enough. Whereas in
the less demanding scenarios it is almost all of the European households
that can be covered by a standard broadband technology for use with
Smart Grid.

1 Introduction

During the last years, the European agenda on energy politics has increasingly
focused on increasing the amount of renewable energies in the European energy
system, largely driven by ambitions of decreasing the carbon footprints while
at the same time reducing dependability on countries and regions which are
considered unstable. However, the production also becomes more difficult to
control; power is produced when the wind is blowing or the sun is shining, rather
than when the energy is needed.

In response to this, the concept of Smart Grid has been launched. The idea is
that the energy consumption can be more flexible, so that the energy consump-
tion can be adjusted according to the production; It can be achieved through
e.g. dynamic pricing, or by allowing operators to turn off various equipment on
demand. This can be done in both residential and industrial environments; for
residential users it could for example make sense to allow the operator to turn
off freezers during peak time as long as a certain minimum temperature is kept,
while on the other hand they may use additional energy to lower the temperature
during periods with a high energy production.

Another example could be that an operator is allowed to control the charging
of electrical cars based on some requirements provided by the customer. This
could be that the car should be charged by 7 am in the morning, but apart from
that the operator can decide when the charging takes place.

There is still no commonly agreed definition of Smart Grid or its require-
ments. However, it is clear that communication will be needed between devices
in the home (Smart Meters) and the relevant operator. At the moment there are
different pilot studies being carried out [5,6], where the requirements differ from
simply reading and transferring meter readings with time intervals in the ranges
of minutes or hours, to almost real-time two-way communication.
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In this paper we will explore to what extend the existing wired and wireless
broadband infrastructure in the different European countries is able to meet
the requirements of the smart grid systems. This is done by comparing smart
grid requirements - based on different scenarios - with the coverage of relevant
broadband technologies in the European countries. The study can be taken into
account when deciding which Smart Grid solutions are feasible in different coun-
tries, and/or to what extend the existing communication infrastructure need to
be strengthened in order to facilitate the Smart Grid communication.

The remainder of the paper is organised as follows. Section 2 provides the
background, and introduces the communication requirements. In Section 3 we
present our Analysis and Results. Section 4 concludes the paper by summarizing
and discussing the results.

2 Background and Requirements

As described in the introduction, there is not yet a common definition of specifi-
cation of Smart Grid. The different approaches that are being explored in various
projects vary from being highly connected real-time systems, to systems which
are based on frequent or not-so-frequent readings of smart meters.

We previously studied the bandwidth requirement for different scenarios of
data collection from smart meters in [1]. In that work we defined a smart meter
system which was capable of monitoring total power consumption of a house hold
and also measure a detailed power consumption of connected appliances. Some
of these appliances could be remotely controlled because they were connected to
intelligent power plugs. Over all, more data was sent from a smart meter than
the usual total power consumption data.

It is not easy to predict what kind of requirement will arise for smart meters so
the paper investigated an extreme scenario as well as more commonly discussed
scenarios in smart grid. In this paper we will use some of these scenarios to
evaluate if Europe is ready for smart grid for what concerns the communication
infrastructure.

The scenarios which are used to evaluate if Europe has the technology to
facilitate advanced metering infrastructure for smart grid, are based on sampling
intervals and on how often the smart meter has to transfer data to an aggregator
that collects data from all households and forward it to the utility company. We
choose three scenarios which are investigated in [1] and are shown in Table 1.

The extreme scenario is where the smart meter has to transmit data every
second and to at least sample data every half a second in order to ensure sufficient

Table 1. Different sample and transfer intervals for the smart meter

Sampling and Transfer rate

Sample interval 0.5 sec 1 min 5 min

Transfer interval 1 sec 5 min 15 min
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data for eg. control purposes. In the other two, less demanding, scenarios the
smart meter has to transfer every 5 min and 15 min. of power consumption data,
which is also the sampling rate. Furthermore, the table also shows how often the
smart meter has to sample power consumption data before it is transferred.

The bandwidth usage depends on the smart meter system and how much data
it is transferring. Based on the work in [1], Table 2 shows the average bandwidth
required based on the above scenarios.

Table 2. Average bandwidth required at different transfer intervals for 1 smart meter
[bps]

Average bandwidth required [bps]

Transfer time
Sample time 1 sec 5 min 15 min
0.5 sec 10096 1425,8 1405,8
1 min 0 40,37 21,44
5 min 0 31,41 11,96

From the table it can be seen that sampling every half a second and transfer-
ring the data at intervals of 1 sec, 5 min or 15 min. gives the highest upstream
requirement, over 10000 bps for the extreme case. For the less demanding trans-
fer intervals (5 min. and 15 min.), an average connection of less than 50 bps is
required. A GSM/GPRS connection can provide up to 171,23 kbps [4], and there-
fore from a bandwidth point of view, GSM can facilitate smart grid metering
infrastructure. However, from a latency perspective GSM will not be sufficient
because it is a shared resource with a higher latency that 1 second.

Based on this previous study, we conclude that in the second and third case
a GSM/GPRS connection will be sufficient to cover the communication require-
ments. However, all standard technologies (DSL, VDSL, FTTP, WiMAX and
Cable) as well as HSPA and LTE are able to accommodate the requirements in
all cases.

Based on the coverage data obtained from [2] and the data for GSM/GPRS
coverage obtained from [3] we are then able to get an overview of how well Europe
is covered with communication technologies that can accommodate Smart Grid.

3 Analysis and Results

3.1 Scenario 1

Scenario 1 is the most demanding scenario from a latency perspective and there-
fore GSM/GPRS coverage is not sufficient. In [2] statistics are provided for
coverage of the fixed/standard and mobile technologies separately. In this case
standard means the wired connection as e.g cable, dsl etc. For example, for Aus-
tria the Total Standard Coverage is 95.0% whereas for HSPA it is 97.5%. Thus,
we cannot tell from these data which houses are covered by both Standard Cov-
erage and HSPA. For this study, we have chosen to take the highest of the two
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values as an indicator for the total coverage of Standard and HSPA technologies,
knowing well that this number might be an underestimate (e.g. Austrian house-
holds covered by Standard technologies but not HSPA would not be counted in).
We will refer to this value as the aggregated coverage of wired connections and
HSPA.

The coverages for the different countries are shown in Fig. 1. It can be seen
that the coverage is generally high, i.e. between 90% and 100% in all countries.

Fig. 1. Aggregated coverage of wired connection and HSPA

3.2 Scenario 2 and 3

We have not been able to find recent reports of European GSM/GPRS coverage.
However, [3] from 2006 provides figures for GSM/GPRS coverage throughout
Europe back then. In the report, the data are shown graphically so there can
be small interpretation errors. It is also clear that the numbers are outdated,
which can be seen from the fact that HSPA coverage in some countries are
larger than the GSM/GPRS coverage of this report. In any case, we will assume
that coverage has not decreased since then, supporting the conclusion that in
far most of the countries there is an almost 100% coverage of these technologies.
Exceptions with 98-99% coverage are Austria, Bulgaria, Iceland, Italy, Latvia,
Norway, Slovakia and Slovenia. For Romania the coverage was around 96%.

4 Conclusion and Discussion

In this paper we wanted to explore whether the mobile and broadband infrastruc-
ture in Europe is ready to support Smart Grid. The study we did was based on
the communication requirements for three different scenarios for data exchange,
compared to European statistics for broadband and mobile coverage. In the most
demanding scenario either a fixed connection or at least HSPA would be needed,
whereas for the two other scenarios GSM/GPRS was deemed sufficient.
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The coverage statistics shows that the coverage of Europe is quite good: Most
countries have 95-100% coverage for the most demanding scenario, and either
100% or close to 100% coverage for GSM/GPRS. We believe that these numbers
in it self demonstrate that for the vast majority of households in Europe the
communication infrastructure can easily support the Smart Grid scenarios. Also,
we believe that the benefits of Smart Grid and Smart Meters can be realized
even if not each and every household would be connected.

It is worth noting that we have not in this study taken into account that
Internet connections are used also for other purposes than Smart Grid commu-
nication, so that the aggregated bandwidth requirements may exceed the speeds
available. However, since the Smart Grid requirements are relatively small we
consider this to be part of a more general discussion on broadband requirements.

Also, for the wireless technologies we have not made any calculations on the
usage of shared spectrum, which could in principle be a problem if all users
within a cell need to communicate at the same time.
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Abstract. This paper presents a concept for a simulator for cloud com-
puting environment. According to the assumptions, and in intention, the
simulator will make studies on cloud efficiency (from the cloud opera-
tor’s perspective) possible. One of its possible applications will be then
the evaluation of cloud effectiveness in a situation where, for example,
new services have been introduced or existing service parameters have
been changed. Results obtained by this simulator can be also used in
validation and verification of analytical models proposed for a cloud en-
vironment.

1 Introduction

The recent rapid development of a variety network devices and involved tech-
nologies that we have been witnessing over the past years has made it possible
to re-evaluate the full spectrum of service execution for telecommunications net-
works [2]. Transmission bitrates offered in modern networks have created a new
situation in which the distance from the client to the server or necessary amount
of transferred data have ceased to be of any significant importance from the
point of view of the quality of the execution of services. The network has ceased
to be the bottleneck in telecommunications systems and nothing prevents us
now from offering these services from any any place. And this is the essence
of cloud computing. On account of the absence of precisely defined standards,
the literature of the subject abounds in a number of definitions of the notion of
cloud computing. In the present authors’ opinion, the best definition so far is
the definition proposed by the National Institute of Standards and Technology
(NIST) which runs as follows: "Cloud computing is a model for enabling ubiq-
uitous, convenient, on demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications, and services)
that can be rapidly provisioned and released with minimal management effort
or service provider interaction" [8].

The concept of cloud computing is undoubtedly an important step in the
development of the service market. Its significance is comparable to the intro-
duction of multirate traffic in telecommunications networks. However, the idea
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itself of providing service seems to resemble the idea of mainframe computers
that became increasingly popular in the 1970s and the 1980s. These comput-
ers offered services (most frequently those related to computational services) in
which access to them was provided remotely from dedicated, discless terminals.

Cloud computing enjoys widespread enterprise adoption for it turns out that
the cost of a development of an infrastructure of one’s own, or a purchase of
a licensed software, is more often than not far more expensive than the use of
ready-made solutions offered by service providers in cloud. The concept of cloud
has an outstanding rank on the priorities stair of governments of individual
countries or large international organizations, such as the European Union. In
September 2012 the European Commission approved an appropriate strategy
for the development of cloud computing in the EU [1]. The strategy outlines the
plans for the application of cloud in different domains of life and acknowledges
its influence upon the economy, including creation of new work places and the
improvement in competitiveness of small and medium-size businesses.

An important problem that still remains to be solved is the efficiency of the
infrastructure that performs services in cloud. An addition of new services or,
possibly, an increased number of users, can have strong influence upon the effi-
ciency of the infrastructure. How these, and other factors, influence the operation
of cloud (i.e., the quality of offered services) can be determined by the simulator
whose framework is discussed and proposed in the present paper. This simulator
can be also used in verification of analytical models proposed for a cloud (similar
like in case models proposed for other telecommunication systems e.g., [9], [5] or
[6]) The simulator will be implemented in the C++ language. Currently, there is
a number of cloud simulators available. One of them, for example, is CloudSim
[3] whose operation is based on jProfiler (Java) [7].

The remaining part of the paper is structured as follows: Chapter 2 out-
lines the basic assumptions of cloud computing. The concept of the simulator is
presented in Chapter 3. Section 4 includes a description of a plan for an imple-
mentation of simulator. Section 5 sums up the paper.

2 Cloud Computing

According to the definition proposed by NIST, cloud computing is a model for
service provision, understood as access to the infrastructure and/or the appli-
cation that are available to the user at any randomly selected moment of time.
(Fig. 1). According to the assumptions, cloud computing is to be characterized
by the following features [8]:

– On-demand self-service - it is the user himself/herself that decides when and
from which resources they want to make use of (e.g. the working time of the
server); access to required services is then automatic;

– Broad network access - the infrastructure executing cloud computing should
be connected with the network via broadband links that make troublefree
access to all available services possible. The technologies that make access
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to service possible should also support mobile devices such as smart phones
or tablets;

– Resource pooling - the infrastructure performing cloud computing is to ren-
der service to many users that make use of different services. Available re-
sources should be allocated on demand, according to the demands for a given
service. The user has no knowledge and is not aware of where exactly a given
service is executed (the user has access to the service no matter where his
actual location is).

– Rapid elasticity - resources are allocated and released depending on the
current demand thus securing the optimum use of available resources.

– Measured service - The optimum use of available resources is possible thanks
to automatic control of executed services. It is also important from the point
of view of the user because thanks to constant monitoring of resources used,
it is possible to evaluate precisely the costs involved in cloud services.

IaaS

PaaS

SaaS

Fig. 1. Idea of cloud computing

Four deployment models in cloud computing are distinguished [8]:

– Private cloud - the cloud infrastructure is dedicated exclusively to a given
organization;

– Community cloud - a section of the Private cloud - dedicated to a given
specified group of users that require particular solutions (e.g. those stemming
from the point of view of security or availability of selected applications);

– Public cloud - a cloud open to all users;
– Hybrid cloud - a cloud that combines some selected features of two or three

previously described clouds.
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2.1 Cloud Computing Services

Services available in cloud computing have been grouped into three basic cate-
gories [8].

The one group of services is composed of the IaaS (Infrastructure as a Service)
services. While making use of this particular group of services, the user has
access to some parts of the infrastructure of the cloud. Users cannot manage
the cloud directly, but can independently decide which software (including the
operating system) they are going to make use of. In practice, these services are
executed through virtual machines. Charges are calculated depending either on
the capabilities of the available virtual machine or depending on its real usage
by the user.

The other group of services includes the PaaS (Platform as a Service) services.
Within this group of services, the user has access to a selected group of software
programs that constitute one platform designed for enabling users to execute
their particular tasks. An example of this type of services can be access to the
programming environment that would allow its user to create and test various
applications. Quite frequently, this type of services is executed using the WWW
interface. Also in this case the user has no control over this part of the infras-
tructure of the cloud that is involved in the execution of a given service and has
no influence on the operating system under which the available platform works.
Charges for services are calculated according to how much of the resources have
been used.

The last group of services includes the SaaS (Software as a Service) services.
These services are based on software distribution. The manufacturer of a soft-
ware makes it available without a necessity of the installation of this particular
software locally on the user’s hardware. As a result, all issues related to mainte-
nance, updating or technical support for a given application remain on the part
of the service provider. Within these services the user has only access to a given
application. Final reckoning of this service is performed most frequently in the
form of a monthly subscription.

3 The Concept of the Simulator for Cloud Computing

One of the primary uses of the proposed simulator will be the evaluation of
the efficiency of the infrastructure executing cloud in variable and changeable
work conditions. These changes may result from changes in the parameters for
executed services (the number of calls, service time, demanded resources), an
introduction of new services or changes in the physical infrastructure of the cloud.
Despite the fact that some publications claim that there are virtually no limits
in the capabilities of the cloud [4], [1], one should not forget that the capabilities
of the physical infrastructure are not limitless simply because it is composed of
a limited number of servers. Therefore, our simulator will make it possible to
determine such parameters as the level of the usage of the physical infrastructure
of the cloud, losses in calls that appear in the process or the service time that
in some particular services can be prone to changes depending on the level of



A Simulator Concept for Cloud Computing Infrastructure 273

Management 

Module

Resource

Module

Services

Module

Results 

Module

Fig. 2. Flowchart of the proposed simulator

the usage of cloud resources. Fig. 2 shows a flowchart of the proposed simulator.
The building blocks of the flowchart include four main modules. The first module
(Resource Module) is responsible for the representation of physical resources of
the cloud infrastructure. An accurate identification of limited resources of a cloud
is absolutely necessary for the accurate operation of the simulator. In general,
resources that are used in the execution of services include processing power,
disk space, RAM memory and transmission rate. The amount of available data
depends on the number of servers, whereas the available transmission bitrate
depends on the capacity of the link (or links) that connects the cloud to the
Internet. The resource module is assumed to make elastic addition of new servers
possible and to represent distributed structures of the cloud (execution of the
physical infrastructure composed of two or more data centers).

The cloud offers very diversified services. Moreover, when services are being
executed, the degree of the usage of these resources changes in time (e.g. CPU
usage and RAM memory usage by the virtual machine). Hence, similarly as in
the real cloud, it is necessary to implement the resource Management and new
call admission module. This module constantly monitors the usage of resources.
In particular cases (depending on the adopted scenario of service execution)it
can, for example, limit resources available for one service so that other services
can be executed as well. It will also be possible to switch on or off servers at times
when appropriate high or low level of resource usage are applicable. Admission
of new calls for service will depend on the demands of this particular call as
well as on the current level of resource usage. Currently, work on a very precise
and accurate determination of the algorithm for the operation of the managing
module is being done.

The next module is the Services Module. In line with the assumptions, it is re-
sponsible for the description of services. A description of a single service includes
the type of the service, demanded resources, average service time, intensity of
calls (the number of calls in a time unit) and service scenario. The service sce-
nario includes not only a description as to how the service is executed in the
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cloud, but also distributions that describe the usage of cloud resources within
the time of its execution (e.g. the RAM memory usage). A determination of
occupancy distributions in resources will be the key element that will ultimately
influence the accuracy of the operation of the simulator.

The last module to be described is the module responsible for gathering and
processing results of the simulation. Technically, appropriately established sim-
ulation studies require expected values and confidence interval for measured
parameters to be determined on the basis of measurements. At the time of writ-
ing this article, however, no set of parameters whose measurement would be
possible has yet been precisely established. For the time being, this set includes,
among others, the number of losses (of a call or given services that have not been
admitted for service), the real service time and the level of usage of resources of
the physical structure of the cloud.

4 Implementation Plan

The assumption is that the simulator would be implemented in the C++ lan-
guage. To streamline the implementation process, work on the simulator has
been divided into the following phases:

– Definition of interfaces between the modules of the simulator – a prerequisite
for an accurate cooperation between modules of the simulator is to define
the method for and the format of transferred data between them, hence the
interfaces between the modules are to be defined first and foremost.

– Specification of individual modules of the simulator. Within this phase, the
following is to be developed: algorithms for the operation of the managing
module, determination of occupancy distributions of resources by services
and, for example, of given resources and their influence on the execution
of a service. After the completion of this stage all data necessary for the
implementation of the simulator will be ready.

– Implementation of the Resource Module.
– Implementation of the Services Module - the implementation of this module,

as well as that of the resource module, can be done concurrently and in a
parallel manner.

– Implementation of the Management Module - the implementation of the
module will commence after the completion of work on the two previous
modules because this module is to use data that can be obtained from the
two previous modules. This module will be the most advanced module of the
simulator.

– Implementation of the Results Module - results will be recorded in files
with a format that would make their processing in one of the most popular
spreadsheet programs possible.

– Integration and tests of the simulator - this stage will allow individual ele-
ments of the simulator to be combined into one working unit. The relevant
tests to be carried out will make it possible to evaluate the accuracy of both
specifications and implementation of individual modules of the simulator.



A Simulator Concept for Cloud Computing Infrastructure 275

At the initial stage of works no graphic interface is planned to be implemented.
After the completion of the main implementation work and the testing process of
the accuracy of the operation of the simulator, an appropriate graphic interface
will be developed. This interface can be also very useful in training and didactic
work.

5 Conclusions

This article outlines a general concept of a construction of a simulator for cloud
computing. The simulator will be very useful in examining the behavior of the
operation of the cloud in variable working conditions. It will make testing of
new services possible and will contribute to optimization of those that are al-
ready offered. The simulator will also prove to be a useful tool in validation
and verification of analytical models for cloud. After the implementation of the
graphic interface, the simulator is planned to be used in didactics. Currently,
work is being done on the specifications of interfaces and individual modules of
the simulator.
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Abstract. The paper presents a new model of a limited availability
group (LAG). The model is based on the Erlang’s Ideal Grading (EIG)
model. The proposed model is an effect of works on the application of
the EIG model in modeling other telecommunication systems. The results
obtained with the aid of the new model have been compared with the
results of simulations and an earlier model of a limited availability group
described in the literature. They confirmed a satisfactory accuracy of the
proposed model.

1 Introduction

A limited availability group (LAG) is a model of a system composed of k identical
separated subgroups to which a common stream of multirate traffic is offered.
The group can only service a call of a given class if it can be serviced by a
single subgroup. The LAG model [10] is very often used for modeling other
telecommunication systems, e.g., switching networks with unicast and multicast
traffic [5,6].

The paper introduces a new model of a limited availability group. The op-
eration of the model is based on the Erlang’s Ideal Grading model (EIG) with
multirate traffic [4]. The structure of EIG is described with parameters (d, V ),
i.e., availability and capacity. It should be noted that the availability parameter
may be different for each and every class of serviced calls. Numerous studies
have shown that by adopting adequate values of availability, one can achieve the
same results using EIG as in other telecommunication systems. So far, models
were proposed for switching networks with multicast traffic [6], systems with
reservation [12], Video on Demand systems [7] or DiffServ network architecture
[3]. Continuing these studies, works were conducted in order to develop a proper
method of determining the value of the availability parameter for a limited avail-
ability group.

The paper is organized as follows: Chapter 2 describes the method of deter-
mining the blocking probability in a LAG with multirate traffic, as known from
the literature. Chapter 3 presents the model of ErlangâĂŹs Ideal Grading with
multirate traffic streams. The proposed new model of a limited availability group
is presented in Chapter 4. In Chapter 5, the results of analytical calculations are
compared with simulation results. Chapter 6 concludes the paper.
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2 Limited Availability Group

Fig. 1 presents a LAG diagram which is offered m independent streams of calls
with the respective intensities: λ1, λ2, ..., λm. An i-class call demands ti BBUs
for a connection to be established1. A limited availability group is described with
the following structural parameters (Fig. 1):

– k - the number of subgroups,
– f - the subgroup capacity,
– V - total group capacity (V = kf).

LAGs have been subject to many studies. The approximate method of determin-
ing the occupancy distribution in a LAG has been proposed in [10]. According
to this method, the occupancy distribution in a group may be determined on
the basis of a generalized Kaufman-Roberts formula [1], [10]:

nP (n) =

m∑

i=1

aitiσi (n− ti)P (n− ti) , (1)

where:

– P (n) is the occupancy probability in group n BBU,
– ai is the traffic offered by calls of the class i,
– ti is the number of BBUs demanded by the call of the class i,
– σi(n) is the conditional probability of transition, which may be approximated

with the following correlation:

σi(n) =
F (V − n, k, f)− F (V − n, k, ti − 1)

F (V − n, k, f) , (2)

where F (x, k, f) is the number possible distributions x of free BBUs in k sub-
groups of which each has a capacity of f BBUs. The value of F (x, k, f) is deter-
mined on the basis of the following combinatorial formula:

F (x, k, f) =

� x
f+1�∑

i=0

(−1)i
(
k

i

)(
x+ k − 1− i (f + 1)

k − 1

)

. (3)

The probability of i-class call blocking in a LAG is determined on the basis of
the following formula:

Ei,LAG =

V−ti∑

n=0

P (n)[1− σi(n)] +
V∑

n=V−ti+1

P (n). (4)

1 in contemporary broadband systems, the smallest unit of capacity is the base band-
width unit (1 BBU) [8]. It is defined as the greatest common divisor of the value of
the resources demanded by all streams of calls offered to the system.
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Fig. 1. Limited Availability Group (k = 3, f = 8, V = 24)

3 Erlang Ideal Grading

The fundamental feature of the Erlang Ideal Grading (distinguishing it from
other groups) is that the individual sources of traffic do not have access to all V
BBUs of the group, but rather to a part of them only [2], [4], [9]. The number
of initial BBUs accessible to traffic sources is called availability and marked
with the symbol d (Fig 2). The traffic sources with access to the same BBUs
of the group form the load group. The number of load groups are marked with
g. Moreover, the number of the load groups is always equal to the number of
possible ways of selecting d BBUs from all V BBUs (two component groups differ
in at least one BBU):

g =

(
V

d

)

. (5)

In [11], an EIG model with multirate traffic has been introduced. The model
also assumed that the availability of all call classes is equal. In [12], a model
in which each class could have a different availability has been proposed. It
also suggested a calculation method for a case where the availabilities adopted
fractional values. According to [12], each class of calls is characterized by a
different availability. It means that each class of calls is linked to a different

a) b)
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Fig. 2. Erlang’s Ideal Grading with multirate traffic and different availabilities [4] (a)
concept of availability, (b) offered traffic distribution
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number of load groups. Fig. 2 presents a simple diagram of the EIG with the
capacity of 3 BBUs. The group manages two classes of calls with the respective
availabilities of d1 = 2, d2 = 3. Thus, the number of load groups for the respective
classes of calls equals:

g1 =

(
V
d1

)

=

(
3
2

)

= 3,

g2 =

(
V
d2

)

=

(
3
3

)

= 1.

The occupancy distribution in the EIG with multirate traffic and different avail-
abilities may be determined (as in the case of a LAG) on the basis of a generalized
Kaufman-Roberts formula (equation (1)):

nP (n) =

m∑

i=1

aitiσi (n− ti)P (n− ti) , (6)

where the significance of individual parameters is the same as in the case of
the LAG. In order to define the conditional probabilities of transition (σi(n))
in an EIG with different availabilities for individual classes of calls, the model
proposed in [11] is employed, where the parameters connected with a given class
of calls i rely on the availability di assigned to this class:

σi(n) = 1− γi(n), (7)

where γi(n) is the conditional blocking probability in status n for calls of the
class i.

As the occupancy distributions are the same in each component group, the
conditional blocking probability for calls of the class i in EIG is equal to the
conditional blocking probability in one of the component groups:

γi(n) =

k∑

di−ti+1

PV,di(n, x), (8)

where:

– ki = n, if (di − ti + 1) ≤ (n) < di,
– ki = di, if n ≥ d,
– PV,di(n, x) is the probability of the occupancy of x BBUs in a given compo-

nent group, provided that n BBUs are occupied in the whole group. Proba-
bility PV,di(n, x) is described with hypergeometric distribution:

PV,di(n, x) =

(
di
x

)(
V − di
n− x

)/(
V
n

)

. (9)
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Upon determining the conditional probabilities of transitions (σi(n)), the
blocking probability for calls of the class i in EIG servicing multirate traffic
may be determined on the basis of the following formula:

Ei,EIG =

V∑

n=di−ti+1

P (n) [1− σi(n)] . (10)

4 A New Model of a Limited Availability Group

The basic characteristic of the proposed method is bringing the calculations of
the blocking probability in a LAG (4) to the calculations of the value of such
probability in EIG (10), with an identical structure of the offered traffic (A):

Ei,LAG(A, k, f) = Ei,EIG(A, d, VEIG). (11)

In order to approximate a LAG through EIG, one needs to specify the values of
the structural parameters of EIG, i.e., capacity and availability di for individual
classes of calls.

The studies conducted by the authors have proved that it is possible to ap-
proximate a LAG using EIG, if the capacities of both groups are equal:

VEIG = kf. (12)

Adopting the assumption about the equal capacity of both groups has the ad-
vantage that the traffic per one BBU in the approximating group is the same
as in a LAG. If the identical volume of offered traffic is maintained, the only
parameter determining the calculations is the availability for individual classes
of calls.

Let us consider the method of determining the availability for any given class
i. An i-class call will be serviced by a LAG only if it can be serviced by free
BBUs belonging to a single subgroup. Therefore, the number of available BBUs
in a single subgroup of this group for an i-class call demanding ti BBUs, may
be formulated as follows:

Li =

⌊
f

ti

⌋

ti. (13)

Taking into account the number of subgroups in a LAG, we obtain:

di = Lik =

⌊
f

ti

⌋

tik. (14)

Knowing the calculated availability values for all classes of calls, based on
formulas (6) – (10), one is able to define the blocking probability in an EIG
approximating the LAG.
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5 Results

The recommended method of calculating the blocking probability in a LAG is
(like the method described in chapter 4) an approximate one. Thus, in order to
verify the adopted assumptions, one needs to compare the results obtained using
the proposed methods with the results of digital simulation. For this purpose,
a LAG simulator has been developed in C++. The simulation employed the
event-planning method [13]. Each series simulated 100000 calls of the oldest
class (i.e., the one in which the calls demanded the maximum BBU number).
It was assumed that the number of series amounted to 5, which allowed for
determining a confidence interval of 95%, at least an order of magnitude lower
than the value of simulation results. The simulations were conducted for various
values of traffic offered per one BBU (parameter aBBU ):

aBBU =

∑m
i=1 aiti
kf

. (15)

Figures 3 and 4 present the results of the comparison of analytical and simu-
lation models. Fig. 3 shows the results for a LAG with the parameters: V = 48
BBUs, k = 3 i f = 16 (System 1). The group served three classes of calls, de-
manding t1 = 3, t2 = 7 and t3 = 13 BBUs, respectively. Traffics are offered in
the following ratios: A1t1 : A2t2 : A3t3 = 1 : 1 : 1.

Fig. 4 provides the results for a LAG with the parameters: V = 24 BBUs,
k = 3 i f = 8 (System 2). The group served three classes of calls, demanding
t1 = 1, t2 = 2 and t3 = 3 BBUs, respectively. Traffics are offered in the following
ratios: A1t1 : A2t2 : A3t3 = 1 : 1 : 1.
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Fig. 3. Blocking probability in Limited Availability Group (System 1: k = 3, f = 16,
t1 = 3, t2 = 7 and t3 = 13)
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Fig. 4. Blocking probability in Limited Availability Group (System 2: k = 3, f = 8,
t1 = 1, t2 = 2 and t3 = 3)

Figures 3 and 4 present the results of the simulation (Sim.) and the results
obtained using the recommended method (Calc. EIG), and the method discussed
in chapter 3 (Calc. LAG).

6 Conclusions

The authors of the paper introduced a new method of calculating the blocking
probability in a limited availability group with multi-rate traffic. The comparison
of analytical calculations and simulation experiments has confirmed the satisfac-
tory accuracy of the proposed method. The calculations conducted according to
the method are not complicated. The accuracy of the method may be improved
through a more meticulous specification of the availability value. The attained
results demonstrate the universal nature of the EIG model which may be used
for modeling other telecommunication systems.
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Abstract. In this paper we have presented an algorithm for SQL injec-
tion attack detection. The proposed method is based on a linear discrimi-
nant analysis algorithm (LDA). However, due to the high dimensionality,
the classical LDA does not produce satisfactory results. Therefore, in this
paper several extensions have been proposed and evaluated in order to
increase the effectiveness of SQL injection attack detection.

1 Introduction

Among all attacks targeting web-servers the SQLIA (SQL Injection Attack)
still remains one of the most important network threat. It is ranked as one
of the top threats in the OWASP list [2]. The code injection and other similar
exploits are the results of interfacing a scripting language by directly passing
information through another language and are ultimately caused by insufficient
input validation. Particularly, the SQL Injection Attacks refer to a code-injection
attacks category in which part of the user’s input is interpreted as SQL code.
Such code, if executed on the database, may change, erase, or expose sensitive
data stored in the database.

According to [3] the SQL injection attack types executed with a web-browser
can be categorised (with respect to the technique they use) into following groups:

– Blind SQL Injection
These techniques prepare injection pattern on the basis of the application
response (e.g. error messages). The common scenario is that attacker sends
series of requests to the database server via web application (e.g. tampering
with HTTP request) and examines the results for the injection point.

– Poorly Filtered Strings
These techniques exploit flaws in a validation mechanism (e.g. inputs are not
checked for escape characters).
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– Filter Bypassing
These techniques adapt different mechanisms in order to bypass user in-
put validation algorithms. For instance, filters such as addslashes() and
magic_quotes_gpc can be bypassed when the vulnerable SQL server is using
certain character sets such as the GBK character set [10].

– Incorrect Type Handling
The attacks based on flaw that occurs whenever user data is not checked for
its type (e.g. numbers, text, dates).

– Signature Evasion
Techniques that use different types of encoding (e.g. URL encoding) in order
to avoid detection by IPS, IDS systems or validation mechanisms.

There are several tools and methods that are dedicated to combat SQL injec-
tion attacks exploiting mentioned above application flaws. Some of the frequently
used tools are based on the static code analysis approaches in order to find the
vulnerabilities that may be exploited by any cyber attack. Some examples of such
tools include PhpMiner II [13], STRANGER [12], AMNESIA [11]. However, as
it is stated in [4], the difficulty relates to the fact that many kinds of security
vulnerabilities are hard to be found automatically (e.g. access control issues, au-
thentication problems). Therefore, currently such tools are able to automatically
find only relatively small fraction of application security flaws.

There are also solutions that adapt signature-based approach to describe (and
detect) cyber attacks. Some examples include PHP-IDS [5], SCALP [6], Snort
[8]. The biggest advantage of such tools is their ability to process huge amounts
of data. This is due to the fact, that there are efficient algorithms that are able to
check given piece of text against pattern (usually expressed as PCRE [9] regular
expressions) in a short time. However, the common drawback is that an expert
knowledge is required to build such patters describing cyber attack. Moreover,
such attack like SQL injection are easy to obfuscate (e.g. using URL encoding).
Therefore the problem of providing reliable pattern of an attack is difficult to be
solve.

This paper is structured as follows. Firstly, we present our approach to fea-
ture extraction from HTTP dumps. Then, we give an overview of the proposed
algorithms adapted for classification problem of extracted feature vectors. The
experiments setup, results and conclusions are provided after.

2 Feature Extraction

The features describing the normal behaviour of an application are extracted
from the log files generated by HTTP server. The example of the HTTP log file
is shown in Fig. 1. Each single line in the log file represents single request sent by
a client to the web server. It contains information about the source IP address
the request was sent from, the exact time stamp, the HTTP request method
(GET, POST, PUT, etc.), the HTTP protocol version (1.0 or 1.1), and HTTP
result code returned by the web server (e.g. 404 when resource was not found
on the server).
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In this approach, we are extracting only this part of log line, which contains
the HTTP request (method, url address and request parameters). As it is shown
in Fig. 1, each HTTP request can be of different length. Therefore, they can not
be used directly to build a model or learn a classifier. In order to achieve feature
vectors of a constant length we have adapted an approach based on histograms.
Such method is commonly used for text analysis and produces histograms of
letter distribution. In this approach we adapt histograms that length is 256 (one
histogram bin per character for ACII encoding scheme).

Fig. 1. Example of HTTP log file

3 Adapted Algorithms Overview

Once the feature vectors have been extracted, we apply different machine learn-
ing schemas to investigate their effectiveness. In this research we consider two
class recognition problem. Therefore, the extracted feature vectors are labelled
either as normal or anomalous. In this work we have selected linear discriminant
analysis (LDA) to solve the classification problem. However, our experiments
showed that its performance is not satisfactory. Therefore, we have introduced
several modifications that have been described in the following sections. The
modifications include dimensionality reduction (presented in section (3.2)) and
adaptation of Simulated Annealing for LDA projection vector computation.

3.1 LDA - Linear Discriminant Analysis

The Linear Discriminant Analysis goal is to reduce dimensionality while pre-
serving the discriminatory information. Assuming that there are two sets of
D-dimensional samples x belonging to different classes (normal and anomalous
samples), we seek for a projection vector w that will produce scalar y (see eq.1)
that will maximize separability of these scalars.

y = wT · x (1)

In order to find such a good projection vector, a measure of separation is defined.
Commonly Fisher approach (see eq.2) is used, which aims at maximizing the
difference between the means (μ1−μ2), normalized by a sum of variances (s21+s22)
computed for each class (called also a measure of the within-class scatter).

J(w) =
|μ1 − μ2|2
s21 + s22

(2)
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Fisher criterion is also expressed using SB and SW matrices (see eq. 3), where
SB = (μ1 − μ2)(μ1 − μ2)

T and SW =
∑

i∈{1,2}(x− μi)(x − μi)
T

J(w) =
wTSBw

wTSWw
(3)

The optimal w∗ is found solving the generalized eigenvalue problem (eq.4).

w∗ = argmax
w

[J(w)] = S−1
W (μ1 − μ2) (4)

3.2 Modified LDA

The high dimensionality of x samples may cause the variances s1,2 to be com-
puted inaccurately. Therefore, the the inverse of SW matrix may be impossible
to be computed or the result would carry significant error. In order to solve that
problem a dimensionality reduction step may be added prior the LDA. In this
work, we have investigated two approaches. First approach computes histogram
for each feature vector. Since the feature vector is a histogram itself, this op-
eration is adequate to extending bins width. The second approach adapts SVD
(Singular Value Decomposition, see eq.5). The matrix with sample vector (A) is
decomposed to left singular vectors matrix (U), singular values matrix (S), and
right singular vectors matrix (V ).

SV D(A) = USV T (5)

In order to reduce the dimensionality, the smallest singular values of S matrix
are set to 0 (also corresponding rows of V and S can be eliminated) and the
matrix A is composed back.

3.3 Simulated Annealing Discriminant Analysis

The Simulated Annealing (SA) is a generic algorithm for global optimization.
In this work we have adapted SA for computing the optimal w∗ vector. It is an
iterative algorithm, which evaluates single projection vector w which is used to
compute the scalar value with vector coming from samples sets (using eq.1). The
algorithm provides schema for searching a better solution within a controlled
neighborhood. The SA algorithm successively repeats stages of annealing and
cooling steps.

Before the algorithm is started, the initial temperature T0 is set. The SA
algorithm proceeds in successive stages of annealing and cooling steps:

– During the "annealing" process, a random initial guess of w∗ is chosen in
the neighborhood of w∗. The picked solution is accepted (and the old solu-
tion w is replaced) with probability p(w∗) described by eq.6, where E(w∗)
indicates how efficient is the solution. In our case the efficiency measure is a
separability of two classes (normal and anomalous feature vectors).

p(w∗) = exp(
E(w) − E(w∗)

T0
) (6)
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– During "cooling" phase the temperature is decreased to a new temperature
T1 < T0. Then, a new iteration of annealing with the updated temperature
T1 is performed.

The annealing and cooling steps are iterated until the system reaches a global
steady state or the cooling temperature reaches certain value.

4 Experiments

4.1 Scenarios Preparation

In this section our evaluation methodology is described. The SQL Injection At-
tacks are conducted on php-based web service with state of the art tools for
services penetration and SQL injection. The traffic generated by attacking tools
is combined together with normal traffic in order to estimate the effectiveness of
the proposed methods.

The web service used for penetration test is so called XAMPP (Apache +
MySQL + PHP) server with MySQL back-end. It is one of the most common
worldwide used servers and therefore it was used for validation purposes. The
server was deployed on Linux Ubuntu operation system. For penetration tests,
sample services developed in PHP scripts and shipped by default with the server
are validated.

The reason why we have adapted this server for pen-testing is the fact that
multiple SQL injection vulnerabilities have been identified for several default ap-
plications deployed on that server (e.g. CD Collection, Biorythm, Guest/Phone
Book). Some examples of XAMPP server vulnerabilities extracted from NVD
(National Vulnerability Database) database [7] have been presented in Tab.1.

Table 1. Examples of XAMPP server vulnerabilities (source: nvd.nist.gov)

CVE Description
CVE-2007-2080 Multiple SQL injection vulnerabilities in XAMPP 1.6.0a

for Windows allow remote attackers to execute arbitrary
SQL commands via unspecified vectors in certain test
scripts.

CVE-2005-1077 Multiple cross-site scripting (XSS) vulnerabilities in
XAMPP 1.4.x allow remote attackers to inject arbitrary
web script or HTML via (1) cds.php, (2) Guestbook-
EN.pl, or (3) phonebook.php.

CVE-2008-3569 Multiple cross-site scripting (XSS) vulnerabilities in
XAMPP 1.6.7, when register_globals is enabled, allow
remote attackers to inject arbitrary web script or HTML
via the text parameter to (1) iart.php and (2) ming.php

For evaluation purposes it was necessary to collect both genuine and malicious
requests (containing SQL injection attacks) sent to web application.
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The genuine traffic was generated using web crawler that was programmed
to populate in an automatic way (via the HTTP protocol) the database of pen-
tested applications. The crawler also browsed the web pages and sub-pages and
perform searching the same way the human user does. The data used to populate
the content of the database was as much realistic as possible. In example, for the
"CD collection" web application the data was obtained from real CDs collections.
Therefore, the attributes stored in the tables (e.g. CD’s release date) were also
within realistic ranges.

Attack injection methodology was based on the known SQL injection methods,
namely: boolean-based blind, time-based blind, error-based, UNION query and
stacked queries. For that purpose sqlmap [1] tool was used. It is an open source
penetration and testing tool that allows the user to automate the process of
validating the tested services against the SQL injection flaws.

While the crawler was populating the database content and performing vari-
ous other operations (browsing, searching, deleting, etc.) the traffic volume was
intercepted. In this scenario two types of data were collected (Fig. 2), namely:
HTTP traffic (in form of WWW server log file), and SQL Queries (in form of
SQL database log file).

DBWeb 
Application

SQL QueriesWeb 
crawler

HTTP

HTTP Log 
file SQL Log file

Fig. 2. Testbed configuration overview

4.2 Effectiveness Evaluation Methodology

For evaluation purposes we have adapted the stratified 10-fold cross-validation
technique. It is one of the common and standard approaches of predicting the
error rates of a classifier that has been established using machine learning algo-
rithms.

For that approach the data obtained for learning and evaluation purposes is
divided randomly into 10 parts (sets). For each part it is intended to preserve
the proportions of labels (e.g. number of anomalies and normal feature vectors)
in the full dataset. One part (10% of full dataset) is used for evaluation while the
remaining 90% is used for training (e.g. establishing model parameters). When
the classifier is learnt, the evaluation data set is used to calculate the error rates.
The whole procedure is repeated 10 times, so each time different part is used
for evaluation and different part of data set is used for training. Each single
run of evaluation is called a fold. The result for all 10-folds are averaged to
yield an overall errors estimates. Despite the fact that there is an open debate
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on the best scheme for evaluation in data mining community, the 10-fold cross-
validation approach has been accepted as a one of the standard method yielding
reliable errors estimations.

5 Results

The results show that classical LDA algorithm (see Tab.2) does not produce
satisfactory results. It is a typical problem that for high dimensionality the es-
timation of variance matrices of analysed feature vectors becomes inaccurate.

The experiments for the first technique of the dimensionality reduction (LDA
+ histogram) showed that the attack recognition ratio can be increased to 90%
(from 60%). The dimensionality reduction based on SVD (LDA + SVD) produces
lower detection ratio (86%), but also reduces the false positives to 5%(from
10%). It was noticed that combining both SDA + histogram approaches does
not improve results significantly.

The best results are achieved for Simulated Annealing approach. This method
allowed us to achieve 98% of detection ratio, while having 6.5% of false positives.

Table 2. Method evaluation results for HTTP log file

Method Detection Rate False Positive Rate
LDA 59.94% 29.58%

LDA + histogram 89.94% 10.06%
LDA + SVD 86.94% 5.0%

LDA + histogram + SVD 89.77% 9.76%
Simulated Annealing 98.38% 6.51%

6 Conclusions

In this paper we have presented an algorithm for SQL injection attack detec-
tion. First, we have explained how feature vectors can be extracted from HTTP
requests. Then, we have investigated different approaches to establish reliable
attack detection method. Due to the high dimensionality„ the classical linear
discriminant analysis (LDA) does not produce satisfactory results. Therefore,
several extensions have been proposed. The evaluation results proved that es-
timating LDA transformation vector with Simulated Annealing approach can
increase the effectiveness of SQL injection attack detection.

Acknowledgment. This work was partially supported by the Applied Re-
search Programme (PBS) of the National Centre for Research and Develop-
ment (NCBR) funds allocated for Research Project number PBS1/A3/14/2012
(SECOR).



292 R. Kozik, M. Choraś, and W. Hołubowicz

References

1. Sqlmap project homepage, http://sqlmap.org/
2. OWASP Top 10 – 2013,

https://www.owasp.org/index.php/Top_10_2013-Top_10
3. Hakipedia project homepage, http://hakipedia.com/index.php/SQL_Injection
4. Source Code Analysis Tools,

https://www.owasp.org/index.php/Source_Code_Analysis_Tools
5. PHP-IDS project homepage, https://phpids.org/
6. Apache Scalp Project homepage, http://code.google.com/p/apache-scalp/
7. National Vulnerability Database homepage, http://nvd.nist.gov/
8. Snort project homepage, http://www.snort.org/
9. Perl-compatible regular expressions (pcre), http://www.pcre.org

10. GBK char set, http://en.wikipedia.org/wiki/GBK#Encoding
11. Halfond, W.G., Orso, A.: AMNESIA: analysis and monitoring for NEutralizing

SQL-injection attacks. In: Proceedings of the 20th IEEE/ACM International Con-
ference on Automated Software Engineering, pp. 174–183. ACM (2005)

12. Yu, F., Alkhalaf, M., Bultan, T.: Stranger: An automata-based string analysis tool
for PHP. In: Esparza, J., Majumdar, R. (eds.) TACAS 2010. LNCS, vol. 6015, pp.
154–157. Springer, Heidelberg (2010)

13. Shar, L.K., Tan, H.B.K.: Predicting common web application vulnerabilities from
input validation and sanitization code patterns. In: 2012 Proceedings of the 27th
IEEE/ACM International Conference on Automated Software Engineering (ASE),
pp. 310–313. IEEE (2012)

http://sqlmap.org/
https://www.owasp.org/index.php/Top_10_2013-Top_10
http://hakipedia.com/index.php/SQL_Injection
https://www.owasp.org/index.php/Source_Code_Analysis_Tools
https://phpids.org/
http://code.google.com/p/apache-scalp/
http://nvd.nist.gov/
http://www.snort.org/
http://www.pcre.org
http://en.wikipedia.org/wiki/GBK#Encoding


Versatile Remote Access Environment
for Computer Networking Laboratory

Karol Kuczyński1, Rafał Stęgierski1,
Waldemar Suszyński1, and Michael Pellerin2

1 Maria Curie-Skłodowska University, Institute of Computer Science
ul. Akademicka 9, 20-033 Lublin, Poland

karol.kuczynski@umcs.pl
2 Extreme Networks, 9 Northeastern Boulevard, Salem, NH 03079, USA

pellerin@extremenetworks.com

Abstract. In this paper the integrated remote access system for a com-
puter networking laboratory is presented. It can be used for scientific,
training or engineering purposes. Many features of the proposed solutions
are superior to commercially available products.

1 Introduction

Advanced systems for integrated network management are commonly known
and commercially available [1,2,3]. Computer network equipment manufacturers
are focused on solutions for production networks, but little attention is paid to
networking laboratories, where networking solutions are used as a study subject
rather than enterprise infrastructure. Such laboratories are used mainly for:

– numerous scientific purposes,
– teaching and learning computer networking [4],
– and as a test environment for networking engineers.

In each case there are special needs that are difficult to address with ready-made
systems. That is why in most of networking laboratories no special management
system is used or their use is limited. Users have direct, physical access to the
hardware (routers, switches, controllers, etc.), so that they can freely connect
intermediary and end devices, using all ports (including console and power out-
lets).

This approach seems to be optimal for teaching networking basics only. Be-
ginner students can concentrate on actual devices and cabling, without being
distracted by any additional higher level mechanisms and features. For all other
user categories, physical access to devices is necessary only to perform cabling,
hardware repair or hardware hacking. Then, staying in close neighbourhood of
the devices is inconvenient due to heat and noise generated by them, and possi-
bly many other factors. Thus, remote access would be preferred for both users
staying in the next room and users in another part of the world (teleworkers or
telecommuters [5]).
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A remote access system for networking laboratory is expected to meet the
following criteria:

– It should be possible to remotely turn on and off the devices (hard reset
happens to be necessary for example during password recovery). Lab devices
do not need to operate continuously and should be off when not used, to save
energy.

– Console ports (RS-232) of all devices should be accessible simultaneously
(typical PC usually has only one or two available RS-232 interfaces). This
is often the main out-of-band configuration access method of networking
devices.

– Out-of-band access to command line and/or graphical desktop of physical
and virtual end devices connected to the laboratory network should be pro-
vided.

– Multi-vendor environment is to be supported.
– If virtual PCs are used, it should be possible to assign physical Ethernet or

802.11 network cards to them, to reproduce real environment conditions.
– User rights need to be precisely configured and controlled in a multi-user

environment. Wireless devices may need to be isolated from each other. It
should be possible to easily (with one click) save device configuration, or
create a snapshot of virtual machines and to restore it later. Snapshots and
configuration management is an important issue.

– The system is to be highly configurable and customisable.
– Consistent graphical user interface (preferably web-based) should be

available for both administration and regular use. Beginner users prefer to
use a web browser only and do not like to install additional software.

– Various security issues need to be addressed.
– The system cost is expected to be adequate to offered benefits, with possibly

simple licensing model.

The above desired characteristics results from authors’ experience of teach-
ing, networking labs preparation and scientific work. Successful implementation
of such a system will result with more comfortable working conditions for its
users and administrators, and significant savings (costs of travel and laboratory
maintaining, more effective and efficient use of lab equipment, reduced “carbon
footprint”, etc. [5]).

In authors’ opinion, none of currently available remote access solutions meet
all or at least most of the above criteria. The purpose of the presented work
is to design, implement and test such a system. Its main building blocks have
been already created and routinely work in the networking laboratory in the
Institute of Computer Science of Maria Curie-Skłodowska University. Current
works are concentrated on their integration, user management subsystem and
unified interface.
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Fig. 1. General topology of the proposed environment

2 Materials and Methods

2.1 Hardware Components

The general topology of the proposed environment is presented in Fig. 1. The
main server running under VMware R©ESXiTM(either free or paid version, de-
pending on requirements) is a heart of the system. It may by equipped with
wireless 802.11 network cards, if wireless connectivity between the lab network
and virtual PCs running on the server is needed. Virtual machines have virtual
Ethernet cards, connected to the virtual switch (IEEE 802.1g [6]) that has a con-
nection to the management switch. Physical Ethernet cards can be also mapped
to virtual machines, if necessary (for example for 802.1x authentication on the
laboratory network switches).

The terminal server provides network access to console ports of network de-
vices to be managed. It can be a separate device or a multi-port RS-232 PCI
card, attached to the server.
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The switched power distribution unit makes it possible to remotely (through
console, telnet, web interface or SNMP) power on and off the devices.

We assume that devices in the laboratory network are interconnected man-
ually by a local operator. However, if a remotely controlled Layer 1 switch
was used, the cabling task could also be performed automatically, according to
requirements.

Fig. 2. The virtual part of the environment

2.2 Software Components

The main server (Fig. 1) is used to run both the access environment manage-
ment software (virtual Mgmt server) and virtual machines (PCs, servers, virtual
appliances, etc.) for the laboratory network – Fig. 2. Virtual and physical de-
vices are grouped into bundles (Fig. 3). Users are authorised to access only the
bundles assigned to them by the administrator. Additionally, a bundle is visible
for a user in slot time reserved in advance, because some bundles are available
only in defined periods. It is the result of the fact that hardware could be bonded
in different bundles, according to current hardware configuration.

Users can connect to the devices using their own telnet/SSH client, VNC
client or through integrated web-based interface (compatible also with mobile
devices). The devices are automatically powered on and off. Users can perform
a hard reset.
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Fig. 3. Management software architecture diagram

All configuration files and virtual machines’ snapshots are centrally managed
and stored. User’s session can be automatically saved and restored later. VLAN
configuration of the management switch (Fig. 1) and the VM switch (Fig. 2) is
also performed automatically for the bundles that are to be used.

Each laboratory could have stages (Fig. 3) defined by administrator with
proper configuration and/or VM snapshot. Such a stage could be restored
by a user who wants to have faultless environment for a next part of an
exercise.

Web access is build with Symfony framework with Twig templates and Doc-
trine as O/RM database access engine. Application is based on MVC software
pattern. PHP code execution is accelerated with APC. All devices could have
defined multiple access types both on and out-of-band. Initial configuration of
each device is performed via SNMP communication and/or Telnet/SSH parsed
access. Build in VNC and Telnet/SSH client are Java applets and could be, in
some cases, configured with tunnelled connection to restrict Web Service to act
as a one and only public address of whole laboratory.



298 K. Kuczyński et al.

Fig. 4. Example laboratory network topology

3 Results

The presented environment has been lately used for providing Network Access
Control (Extreme Networks NAC1) course for six teams of students (two stu-
dents in each team). Each team needs a multilayer switch, two virtual appliances
(NetSight appliance and a NAC gateway), two PCs (an administrator’s PC and
user’s PC) and an advanced multilayer switch – Fig. 4. The course was pro-
vided in a mixed environment, with virtual machines (NetSight administrator
PC, NAC and NetSight) and physical devices (the switch and the user’s PC).
The main server (Fig. 1) has two Intel Xeon E5606 processors and 36GB RAM.
During the classes, 80% of the RAM was used, processor utilisation was between
30 and 50%, and power consumption was around 150W. No problems with per-
formance or access to resources were reported.

The system is also routinely used for advanced wireless LANs courses. Each
bundle consists of a wireless controller (either physical or virtual; access to com-
mand line and GUI is provided), two wireless access points, and a virtual PC
with a physical WiFi card (located within access points’ range). A Radius and
DHCP server is also accessible.

4 Discussion

Use of commercially available remote access systems for networking laboratories
seems to be a good choice when a laboratory is used for regular classes only.

1 http://www.extremenetworks.com/product/network-access-control/

http://www.extremenetworks.com/product/network-access-control/
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NDG NETLAB+2 is probably the most well-known environment for informa-
tion technology courses, but it has some significant limitations. Situation be-
comes problematic when the same networking infrastructure is used for different
courses and scientific purposes, by many users, concurrently. Scientific needs are
often non-standard, unpredictable and incompatible with the license agreements.
Desired modifications are usually problematic or impossible due to technical or
legal issues. The presented environment is free from such problems. It can be
freely modified and extended, according to actual needs. Its main elements are
based on free license solutions (including VMware ESXi).

The device configuration management subsystem is one of the crucial compo-
nents. Configuration files of laboratory network devices (also in a multi-vendor
environment) and snapshots of virtual machines can be saved and restored any
time. Different users can use the same equipment alternately and continue their
tasks. It is also easy to offer troubleshooting labs, where a network is preconfig-
ured and students are required to detect and remove mistakes.

Another interesting feature is the choice of access method. The devices can
be accessed using either the integrated web-based GUI (this method is preferred
by beginners) or user’s preferred applications (VNC client, SSH client, SNMP
tools).

5 Conclusion

The proposed system has been already implemented and tested. The networking
laboratory can be now used either locally or remotely for students’ training,
scientific and engineering purposes, concurrently. Some features still need to
be added or refined, but laboratory management is now easier and less time
consuming than before the system implementation, while the laboratory network
offers new possibilities. This solution is cost effective, since its main building
blocks are based on free license software. The integration software has been
designed by the authors. It is modular and easy to modify and expand, according
to any future needs.
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Abstract. This article presents the concept of the algorithm for low bi-
trate network video transmission based on the Monte Carlo image anal-
ysis method. Each video frame after dividing into squares is used for
collecting data about energy, motion and image histogram. The motion
detection is used to decide which of prepared data should be transmitted.
The compression ratio of each block can be changed adaptively depend-
ing on the value of energy in the square block. Conducted simulations
confirmed the algorithm’s efficiency for data transmission for low bitrate
networks. The IP (Internet Protocol) and GPRS (General Packet Radio
Service) networks have been used for real tests. The TFTP (Trivial File
Transfer Protocol) has been applied for the test application.

1 Introduction

In this paper an efficient method of image processing based on the Monte Carlo
method is presented. The main advantages of the proposed algorithm are low
computational cost and possibility of estimation of some motion parameters such
as direction and velocity. Practical applications of the proposed algorithm in au-
tomatic control systems can be related to inspection and security applications.
For this purpose it is possible to utilize some statistical methods, in particular
motion detection based on the Monte Carlo method. Using the information from
the motion detector corresponding to the local changes on the image (motion)
one may decide which fragments of the image are the most important and should
be transmitted immediately because of the rapid changes of their contents. It
is worth noticing that no information from the visualization part is transmit-
ted back to the acquisition part of the system so the proper direct correction
in the acquisition part is not possible. Additionally it should be taken into ac-
count that the acquisition side of the system does not have information about
any blocks corresponding to the background information, which could be lost
during transmission, and the necessity of their update. The main priority during
transmission is related to the blocks representing moving objects.

All informations from blocks are coding in the XML file format chosen due
to a simple transfer by Internet Trivial File Transfer Protocol (TFTP) protocol

c© Springer International Publishing Switzerland 2015 301
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which is a good solution for the transport of text files in the Internet, in some
cases, better than HTTP for hypertext files [1].

TFTP is very simple in design and has limited features as compared to File
Transfer Protocol (FTP). The User Datagram Protocol (UDP) is used by TFTP
to transport data. TFTP provides no authentication and security while trans-
ferring files but is very fast end easy for implementation. Small packages of data
(XML files) transmitted over the IP network allow you to adjust the flow of data
to the local network load. Restrictions on transfer of technology (e.g. bitrate) of
data can be included in the proposed solution.

2 Algorithm

The server side algorithm contains seven steps:

1. initialization part (also included steps 2,3,5,6,7 of algorithm),
2. frame dividing into square blocks,
3. MMC image processing for estimation of energy, histogram for each block,
4. motion detection,
5. calculation of buffer priority and compression ratio,
6. creating the XML file structure,
7. frame transmission by TFTP protocol with the defined queue priority.

The algorithm steps from the second to the seventh are repeated.

The client side algorithm:

1. Initialization and first frame collection,
2. TFTP collection data of the transmitted frame,
3. reconstruction image based on XML files and initial frame,
4. image tonal reconstruction based on stored histograms,
5. frame presentation.

The algorithm steps from the second to the fifth are repeated.

2.1 Initialization of the Server Side

During the initialization phase assuming the stability of the camera’s observation
parameters all the information corresponding to the whole scene is transmitted.
Then, in normal working mode, only the information related to moving objects
is transferred. Additionally, such data can be compressed using lossy JPEG algo-
rithm. The choice of the TFTP protocol is motivated mainly by unproblematic
realization of a buffer for image blocks and its simple implementation. Transmit-
ted files are related to fragments of the image so for dynamic changes of image
content there is a possibility of controlling the amount of data sent.



A Low Bitrate Video Transmission for IP Networks 303

2.2 Fast Monte Carlo Image Processing

The idea of downgrading the image resolution is based on the Monte Carlo
method. The image is converted into vector of length equal to the full size of
image (e.g. 4 × 4 = 16). The new vector is prepared from randomly selected n
pixels (where n is the number of draws) from the previous vector containing full
information about the image. Fig. 1 presents the vector obtained for n = 4 draws.
This vector is equivalent to the Monte Carlo image representation corresponding
to the full image.

Fig. 1. Block diagram of the fast Monte Carlo image processing

The fast Monte Carlo image processing is recommended to:

– estimation of image histogram [2],
– estimation of image entropy and energy,
– estimation of threshold [3],
– binarization [4],
– objects’ area estimation.

2.3 Motion Detector

Analyzed image can be divided into T × S squares of r × r pixels each. For
each block the object’s area using fast Monte Carlo method can be estimated
independently and obtained values can be stored in an array of T × S elements.
Comparing the values stored in the array for two succeeding frames it is possible
to determine the changes in blocks.
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Fig. 2. Server and client side video frame presentation

2.4 Transmission Queue Priority

The main priority during transmission is related to the blocks representing mov-
ing objects. The buffer is organized in accordance with the calculated energy
levels for each of the blocks. The elements having the highest energy level leave
the buffer as the first ones.

2.5 Data Compression Ratio

Data corresponding to blocks with detected motion are transmitted using lossy
compression with adaptive change of compression ratio. The JPEG compression
standard has been used and the varying compression ratio has been set as equal
to the estimated (using the Monte Carlo method) value of the image block energy.
For the high value of estimated energy the compression ratio is low.

2.6 Data Structure

The data structure stored in XML file contains:

– designated priority,
– signature of the video frame,
– block position in the video frame,
– the Monte Carlo histogram,
– the Monte Carlo energy,
– compressed image block.

2.7 Transmission

For one video frame each block motion detection using the fast Monte Carlo
method is performed. The blocks without detected motion are marked as static.
The principle of proposed method is transmission, with defined priority, only the
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necessary information related to moving objects. Data from static blocks are not
transmitted when the motion has been detected. In the absence of movement the
static blocks are transmitted. In other cases, the image is reconstructed based
on the previously transmitted image block. All data stored in the XML files are
transmitted with the designated priority.

3 Simulation

The Video Server based on Windows XP has been prepared to stream data into
network and Linux Debian router has been used for controlling and measuring
network with unlimited bandwidth [5]. The Client has been realized on Windows
XP system whereas all tested applications have been developed in Java. All
systems have been implemented in the Oracle VM Virtual Box virtualization
software [6]. All real and simulation tests have been performed on the previously
recorded video material.

Fig. 3. Diagram of the simulation environment

The most essential aspects in the proposed algorithm is the proper choice of
the block size. Using small blocks makes computations more time consuming and
too large block size can easily lead to the situation when none of them is marked
as static so data from previous frame cannot be utilized in processing unit.
Simulation tests have been performed using four different block sizes: 16 × 16,
32 × 32, 64 × 64 and 128 × 128 pixels. Achieved results for our approach are
better than those obtained using uncompressed methods regardless of the block
size except 16× 16 pixels. The choice of 64× 64 pixels block size is the optimal
solution.

4 Verification

The Video Server based on Windows 7 is prepared to stream data into network.
The Client is realized on Windows 8 system. All tested applications are the
same as used in simulation. The bandwidth limitation is prepared by the GPRS
router on 115 kbps (technically limited by the GPRS modem). The limitations of
bandwidth by ADSL (Asymmetric Digital Subscriber Line) router and Internet
are not considered in this study.
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Table 1. The results of simulation (data sizes in bytes for each transferred frame)

motion uncompressed 16× 16, n=8 32× 32, n=16 64× 64, n=32 128× 128, n=64
no 304182 313322 90221 54022 82132
yes 188321 193445 23123 8944 22134
yes 161387 174553 20112 7894 20110
yes 166423 176733 21111 7965 21344

Fig. 4. Diagram of the real experimental environment

Fig. 5. Network utilization for the real transmission

The actual transmission was conducted with errors which resulted from the
nature of the GSM (Global System for Mobile Communications) link as data
transfer via GSM network is characterized by failures. Fig. 5 shows the states of
emergency for which the link utilization is zero percent.

5 Conclusions

Presented algorithm is an efficient method of low bitrate transmission with mo-
tion detection possible to apply in the following cases: low-performance hardware
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systems with limited amount of operating memory [8], changing the detection
algorithm in existing systems and utilizing unused resources for estimation of
additional motion parameters, real-time systems, threshold detection and his-
togram estimation. Possible practical applications of the proposed method are
related to the following applications: security systems, Internet cameras, traffic
inspection and control systems. The experiments conducted in real environment
have showed that a low error rate for the GSM link is required for proper data
transfer.
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Abstract. The problem of service time-varying traffic in flexible trans-
parent optical networks, assuming that the incoming connections and
their duration are not known in advance, is considered in this work.
Time-varying traffic requires dynamic spectrum allocation for connec-
tions implemented in the network. In the considered problem, a path
with the required spectrum around the reference frequency is determined
for each incoming connection by the routing algorithm. In order to take
into account the dynamic spectrum allocation for the connections in the
network, two spectrum expansion/contraction schemes have been applied
on the basis of which the average blocking probability for the incoming
request additional slot was determined.

1 Introduction

A spectrum-sliced elastic optical path network (SLICE) has been proposed as an
efficient solution for flexible bandwidth allocation in optical networks. The ap-
plied optical orthogonal frequency -division multiplexing (OFDM) supports the
transport of the multi-granularity Internet traffic, however, it requires a grid-
flexible (sliced or mini-grid) or fully gridles network. In SLICE, the spectra of
OFDM signals are flexible and sliced into any continuous spectrum slots trans-
ferring traffic with any speed transmission. Similarly to Routing and Wavelength
Assignment Problem in DWDM networks, Routing and Spectrum Assignment
Problem (RSA) also appears in the SLICE networks. In [1] the dynamic prob-
lem of RSA, which takes into account the relationship between the spectrum
bandwidth, modulation format and traffic bitrates, has been formulated. The
objective function includes minimizing the path length, and spectrum continu-
ity constraints and non-overlapping spectrum assignment constraints which play
the role of constraints in the formulated optimisation problem. To solve this
problem, two different algorithms based on the segment representation of the
spectrum, which naturally support both mini-grid and fully gridless networks,
have been proposed. Whereas, in [2] a dynamic routing algorithm with adaptive
modulation in distance SLICE networks has been proposed. In [3] the RSA prob-
lem has been formulated as an integer linear programming task and a heuristic
algorithm for solving this problem has been proposed, if the ILP solution is not
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achievable. In [4] a k-path Signaling-based RSA scheme has been proposed and
simulation results show that in Flexible Bandwidth Optical Networks it per-
forms better than other RSA schemes. In turn, in [5] the problem of planning an
optical network based on OFDM, where connections are protected by the spec-
trum non-overlap rule, has been formulated. To solve this problem there have
been proposed several algorithms including optimal and decomposition ILP algo-
rithms and a sequential heuristic algorithm combined with appropriate ordering
policies and simulated annealing meta-heuristic.

In [6] the problem of serving time-varying traffic in a spectrum flexible optical
network is considered, where the spectrum allocated on the connections changes
dynamically with time so as to follow the required source transmission rate. For
a description of these spectrum changes, two spectrum expansion/contraction
schemes have been proposed, basing on which, a model determining the proba-
bility of the network has been developed. It should be emphasized that in the
considered problem the number of connections with the number of slots required
for each of them is known in advance and the connections are only set up (long-
lived connections).

In this paper, the RSA problem has been formulated, in which a stream of
request connection is random with random duration of these connections (short-
lived connections) and the number of slots in the connections varies dynamically
in order to follow the source transmission rate. Furthermore, an algorithm solving
this problem has been proposed.

It should be noted that further searching of algorithms solving the dynamic
RSA problem, where connections come randomly with random duration, is nec-
essary.

The remaining part of this paper is as follows: the first part contains a for-
mulation of the optimization problem, the second part contains the proposed
algorithm solving the formulated RSA problem, assuming that connections with
the required number of slots are not known in advance. The third part presents
the obtained results, and the fourth one contains a summary and conclusions.

2 Formulation of the Considered Problem

Let G(N,L) be the network, where N is a set of nodes, and L is a set of unidi-
rectional lines l, such that l ∈ L. The spectrum of each link l is divided into T
slots (numbered from 0 to T − 1) with a granularity equal to 12.5 or 6.25 GHz.
R is the symbol rate (in baud), and G (Hz) is a guard band between adjacent
connections. Furthermore, let the current request be for C units of bandwidth
[in b/s] between a pair of nodes: s, d ∈ N . The relationship between the bit rate
of signal C and the spectrum of signal B in case of OFDM modulation can be
described as follows [1]:

B = (�C/2mR�+ 1)R (1)

where m is the number of bits per one symbol, and R is the symbol rate (in
baud) for each of the subcarriers. The above relationship was obtained assuming
that all the subcarriers have the same signal format: PDM and the AMF. The
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Fig. 1. Using the spectrum of slots by connection p and the adjacent connections on
links l and l′ at the same time

required path p between the pair of nodes (i, j) with the required number of
slots np = nL

p + nH
p around the reference frequency fp for random incoming

request of the connection is determined by the RSA algorithm. Duration of
the connection is also random. It should be noted that in order to satisfy the
spectrum continuity constraint, the same slots must be assigned for connection p
on all links l, l ∈ p. Moreover, for dynamic RSA problem, the required number of
slots of the connection varies in time so as to follow changes source transmission
rate while maintaining non-overlapping spectrum assignment constraint, which
means that two or more connections can not use the same slots on any link
at the same time. Fig. 1 [6] shows the spectrum slots utilization on two links
l and l′, belonging to the path p. Let B(p, l) and U(p, l) denotes the bottom
and upper spectrum-adjacent connectins on link l ∈ p. Whereas, let fB(p,l) and
nH
B(p,l) be the reference frequency and the number of upper slots of the spectrum

(above the reference frequency) for bottom adjacent connection to connection
p on link l. In turn, let fU(p,l) and nH

B(p,l) be the reference frequency, and the
number of lower slots of the spectrum (below the reference frequency) for upper
adjacent connection to connection p on link l. G is a guard band between the
adjacent connections on link l. In case of traffic fluctuations in time, the volume
of spectrum for connection p can be increased by additional slots reservation
or reduced by releasing some slots. The range of variability of the number of
slots nL

p and nH
p around the reference frequency fp, while maintaining the non-

overlapping spectrum assignment constraint, can be determined as follows [6]:

0 ≤ nL
p ≤ fp −max

l∈p

(
fB(p,l) + nH

B(p,l)

)
−G (2)

0 ≤ nH
p ≤ min

l∈p

(
fU(p,l) − nL

U(p,l)

)
− fp −G (3)

To determine the impact of the traffic dynamic changes on the network block-
ing probability in [6], there have been proposed two spectrum allocation (Ex-
pansion/Contraction) schemes, on link l belonging to connection p. In the first
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scheme, named as Constant spectrum allocation (CSA) scheme, the slots for con-
nection p can be used from reference frequency fp to reference frequency fU(p,l)

of adjacent connection p on link l. Therefore, the range of slots variation nH
p

used in this scheme can be described as:

0 ≤ nH
p ≤ NH

p (4)

where NH
p = min

l∈p

(
fU(p,l)

)− fp −G (4a)

Thus, in this scheme, no slots can be shared between the adjacent connections on
the links of the network. If the request of additional slot appears for connection
p and the number of slots nH

p in this time is equal to NH
p , then this request will

be blocked. Thus, this scheme can only be used for comparative purposes. In
the second scheme, named as Dynamic High Expansion-Low Contraction (DHL)
scheme, slots for connection p can be used both below and above the reference
frequency fp. If the transmission rate for connection p increases, additional slots
on link l are occupied, first above frequency fp increasing nH

p up to the slots
used in a given time by the upper adjacent connection, i.e.:

0 ≤ nH
p ≤ NH

p (5)

where NH
p = min

l∈p

(
fU(p,l) − nL

U(p,l)

)
− fp −G (5a)

In the absence of free slots, the requested slots for connection p are occupied
below frequency fp increasing L

p up to the slots used in a given time by the
bottom adjacent connection, i.e.:

0 ≤ nL
p ≤ NL

p (6)

where NL
p = fp −max

l∈p

(
fB(p,l) − nH

B(p,l)

)
−G (6a)

In the absence of free slots the request will be blocked.
After determining the schemes of using the free slots, the considered problem

in this paper can be defined as the problem of RSA, in which the stream of
arrival connections is random with random duration of these connections and
the required number of slots in the connections is dynamic - varying in time, so
as to follow the required source transmission rate.

The solution to this problem involves determining an algorithm that for every
request incoming to the network would determine the path and the reference
frequency, together with the required number of slots, taking into account the
possibility of slots sharing, so as to minimize the average blocking probability.

In [6] to find a solution for the dynamic (time-varying) RSA problem, in which
the set of connections with a designated number of slots for each of them is known
in advance, the heuristic algorithm is proposed. Assuming that the transmission
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system supports T slots on each link (fiber) and knowing the volume of traffic
for each connection, the dynamic (time-varying) RSA problem is transformed
into a static RSA problem. Then, the static RSA problem is solved by a heuris-
tic algorithm based on Simulated Annealing [7]. After solving the static RSA
problem (resulting in the path p is obtained with the reference frequency fp for
each connections), the blocking probability is determined using the presented
schemes spectrum expansion/contraction in case of changes (increase/decrease)
in the source transmission rate on the connections. Then, for the same set of
connections and a number of slots for each of them, next iteration is performed.
The algorithm terminates after K acceptable solutions. A solution that provides
the minimum blocking probability of the network from the set of K solutions is
the final solution.

It should be emphasized that the designation of the solution that minimizes
the blocking probability is based on repetition of the algorithm for the known
in advance set of connections with the required number slots for each of them.

In this paper the analysis of the network using both spectrum allocation
schemes and taking into account the intensity of the arrival of requests for ad-
ditional slots in the existing connections has been carried out. The general idea
of the analysis of the network is as follows: the connection requests with C units
of bandwidth (in bit/s) uniformly distributed from Cmin to Cmax arrive to the
network consisting of n nodes. A stream of requests between each pair of nodes is
the Poissonian, with intensity λ (for simplicity the same for each pair of nodes),
and the connection duration has an exponential distribution with the mean equal
to 1/μ = 1. Therefore, the average traffic (in bps) between each pair of nodes
is equal to ρc̄, where ρ = λ/μ is the traffic in Erl. Implementation of C units
of bandwidth for the incoming request requires the signal spectrum, defined by
formula (1). After taking into account the grid with granularity equal to 6.25 or
12.5 GHz, the required number of slots for a given connection can be determined.
Then, to solve the formulated RSA problem, algorithm 2 in [8], which is a mod-
ification of the MSP algorithm (Modified Shortest Path Algorithm) [1] is used.
The algorithm in [1] has been proposed to solve the static RSA problem where
the stream of requests is Poissonian and the connection duration has an expo-
nential distribution. In [1,8], a spectrum segmented representation which fully
supports the coarse mesh WDM network, a mini-grid networks (slot-based) and
ideal fully gridless networks, have been used. The algorithm used in this paper
designates path p and reference frequency fp together with the required number
of slots for each incoming request between the pair of nodes (i, j). It should be
noted that the designated slots must satisfy the spectrum continuity constraint
and the non-overlapping spectrum assignment constraint. Moreover, guard band
G (in slots) is allocated between adjacent connections to eliminate interference.
After allocating a specified number of connections (where each of them requires
the number of slots based on (1)), the network given state is obtained. The set
of feasible states of the network is determined by the occupied slots on the links
by the connections and is described by (2) and (3). For a given state of the
network, an analysis of the network is made according to the assumption that
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the required number of slots for the connections dynamically vary in time so as
to follow the source transmission rate.

3 The Solution of the Considered Problems Taking into
Account the Slots Allocation Schemes

The network dynamic operation is achieved by associating Poissonian stream of
requests of additional slots with intensity λp with each connection p, in a given
state of the network. The duration of the slots is exponentially distributed with
the mean equal to 1/μp = 1 . In order to simplify, it was assumed that the
arrival intensity of the additional slots for all the connections in a given state of
the network is the same and equal to λp. The defined problem is solved for both
shown slots allocation schemes.

3.1 Solving the Problem for Constant Spectrum Allocation (CSA)
Scheme

In the constant spectrum allocation scheme the slots are occupied for connec-
tion p above the reference frequency fp of the interval defined by (4). Thus, the
incoming request allocation of additional slots for this connection encounters
NH

p − nH
p of free slots. Rejection of this request will appear, when nH

p = NH
p .

Thus, the blocking probability for the incoming request on the path p can be
determined as first Erlang function: bp = E1,NH

p −nH
p
(ap), where ap = λp/μp.

Knowing the connections in a given state of the network and the blocking prob-
ability of requests for additional slots for each of the connection it is possible to
determine the average probability in the network.

3.2 Solving the Problem of Dynamic High Expansion-Low
Contraction (DHL) Scheme

On the other hand, in case of DHL schema, the required slots for connection p are
occupied both above and below the reference frequency fp. Above frequency fp,
additional slots are occupied from the range

(
nH
p −NH

p

)
, where NH

p is defined
by equation (5a). In order to simplify the analytical model it was assumed that
all connections in the network, except the connection on path p, occupy the slots
above the reference frequency. Thus, the blocking probability for the incoming
request additional slot from NH

p − nH
p free slots above the frequency fp, where

NH
p = min

l∈p

(
fU(p,l)

) − fp − G can be described as bHp = E1,NH
p −nH

p
(ap), where

ap = λp/μp. If the request is blocked, it will be directed to the free slots below
frequency fp. In this case, however, according to the assumption adopted above,
for all links of connections p, l ∈ p, the slots lying below fp will be affected by
slots of the bottom adjacent connections. Therefore, each link l ∈ p should be
considered separately, which is a further simplification. The blocking probability
request of the free slot for connection p on link l ∈ p below fp can be defined as
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Fig. 2. Topological structure of the network, NSFNET [1]

bLp,l = E1,NL
p,l

−nL
p,l

(
ap(1 + bHp )

)
, where NL

p,l = fp−
(
fB(p,l) + nH

B(p,l)

)
−G. Thus,

the average probability of the blocking request additional slots on the path p

can be determined as bp = bHp

[

1− ∏

l∈p

(
1− bLp,l

)
]

. Knowing the connections for

some state of the network and the probability of blocking request for additional
slot for each of them the average probability of blocking request for additional
slots in the network can be determined.

4 Obtained Results

Verification of the considered models was performed for the network, whose topo-
logical structure is shown in Fig. 2 [1]. It consists of 14 nodes connected by links
and each of them includes T slots. Each edge in this graph is a pair of unidi-
rectional links. In this work it is assumed that each node may be an input and
output node. Thus, 196 pairs of nodes in the network can be distinguished. The
lengths of the links are shown on the edges of the graph. The network simulation
was carried out basing on Monte Carlo method. It was assumed that the stream
of connection requests between each pair of nodes (s, d) is Poissonian with in-
tensity λ = 2. The duration of the connections is exponentially distributed with
mean 1/μ = 1. Bandwidth of the connections is uniformly distributed from 50
Gbps to 200 Gbps with mean equal to = 125 Gbps. The intensity of the requests
for additional slots for each connection p is a parameter and the duration of
these slots is exponentially distributed with mean 1/mup = 1. Simulation of the
network was performed under dynamic conditions, it means that the connec-
tions are set up and released (short-lived connections). Then, for the state of the
network, which also depends on the number of the connections, a simulation of
the dynamic changes of the spectrum (in slots) is performed for all connections.
Registration of the rejected requests additional slots is performed after obtaining
the system steady state. It should be noted that both the analytical and sim-
ulation models take into account the adopted spectrum allocation schemes and
these models are carried out for the same state of the network. For the input
data, the obtained results are averaged on the basis of 30 simulation (30 states of
the network for the same data input). Furthermore, it was assumed that OFDM
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Table 1. The blocking probability depending on the intensity of arriving requests

λ = 2, μ = 1, m = 2,
C̄ = 125 Gbps, R=1 Gbaud, G=1, T=300∑

λp CSA DHL
Analytical model Simulation Analytical model Simulation

3.8E+01 0.5379±0.02238 0.3568±0.01997 0.2630±0.01560 0.3372±0.02540
7.5E+01 0.5404±0.01304 0.3811±0.01589 0.2684±0.01660 0.3356±0.01495
1.5E+02 0.5630±0.01354 0.3918±0.01795 0.2860±0.01448 0.3446±0.02107
2.2E+02 0.5824±0.01261 0.4187±0.01759 0.3177±0.01918 0.3779±0.02159
2.9E+02 0.5878±0.01760 0.4262±0.02566 0.3391±0.02006 0.3895±0.01474
3.6E+02 0.5958±0.01075 0.4644±0.01903 0.3743±0.01318 0.4204±0.01800
4.6E+02 0.6080±0.02063 0.4717±0.02230 0.3765±0.02386 0.4233±0.02469
4.9E+02 0.6194±0.01372 0.4803±0.01826 0.3887±0.01652 0.4280±0.01705
5.2E+02 0.6299±0.01146 0.4985±0.01353 0.4157±0.02158 0.4604±0.01967
6.3E+02 0.6490±0.01297 0.5235±0.02429 0.4312±0.01714 0.4752±0.01972
7.3E+02 0.6564±0.00920 0.5335±0.01288 0.4407±0.01507 0.4789±0.01728

Table 2. The blocking probability depending on the number of slots provided by a
transmission system on each link

Λ = 2, μ = 1,m = 2,
C̄ = 125 Gbps, R=1 Gbaud, G=1,

∑
λp=3.6E+02

T CSA DHL
Analytical model Simulation Analytical model Simulation

300 0.5958±0.01075 0.4644±0.01903 0.3743±0.01318 0.4204±0.01800
320 0.6007±0.02428 0.4420±0.02336 0.3555±0.02736 0.4190±0.02586
340 0.5887±0.01504 0.4495±0.01026 0.3571±0.00991 0.4180±0.01928
360 0.6077±0.01431 0.4580±0.01948 0.3732±0.01443 0.4214±0.01699
380 0.6058±0.02169 0.4564±0.03022 0.3730±0.02544 0.4270±0.02927
400 0.5896±0.01417 0.4422±0.01931 0.3614±0.01481 0.4249±0.01158

systems have the same symbol rate equal to R = 1 Gbaud, and the guard band
is equal to G = 1 slot. Table 1 shows the average blocking probability of addi-
tional slot request depending on the intensity of the arrival of additional slots
requests for the connections in the network with a fixed number of slots T = 300
realized by a transmission system on each link. The obtained results prove that
the probability of blocking additional slot request using the CSA scheme is the
upper bound for the results obtained using DHL scheme for the whole consid-
ered range of λp. This results from the fact that in case of DHL scheme slots
are shared by the adjacent connection as opposed to the CSA. Moreover, the
blocking probability of additional slot request is surprisingly large compared to
the results in [6]. It should be emphasized that these two RSA problems are
completely different. In the considered dynamic RSA problem in [6], the set of
connections with the required number of slots is known in advance, while in the
dynamic RSA problem considered in this work, the stream of incoming requests
to the network is Poissonian and the connections are not known in advance.
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In turn, Table 2 shows the blocking probability of additional slots request
depending on the number of slots implemented by the transmission system on
each link of the network. As can be seen, even with a large increase in the num-
ber of slots (over 30%), implemented on the links of the network, the blocking
probability of requests is practically unchanged. This is caused by the applied
algorithm proposed in [1] and revised in [8] for solving the static RSA problem,
in which a stream of requests is Poissonian and duration of the connections is
exponentially distributed (the number o connections is not known in advance).
The algorithm is based on the classical Dijkstra algorithm [9], which is an avid
algorithm, which means that in every step it makes a selection of locally op-
timal decision, regardless of the situation in the next step. Therefore, to solve
the defined problem in this work we should go in the direction of heuristic algo-
rithm with prediction, which during determining the path p for incoming request
could predict the ability to dynamically change the number of the required slots
(taking into account the sharing of slots) minimizing the blocking probability of
additional slots.

The thesis accepted at the beginning of this paper confirms that it is necessary
to search for algorithms for solving dynamic RSA problem, in which a stream
of connections and service time are not known in advance. Furthermore, the
connections implemented for the assumed input data require from 3 to 9 slots.
Thus, the realization of the request for additional slot increases the amount of
traffic (in slots) from 11% to 33% for the connection. Therefore, for a given
state of the network, in which the specified number of connections chosen by
avid algorithm are realized the request of additional slots is rejected with quite
a high probability.

5 Conclusions

The paper presents a dynamic time-variable RSA problem, in which a stream
of requests and duration of the connections are random (connections are not
known in advance). To solve this problem, two schemes of slots allocation on the
connections have been used in order to follow the required source transmission
rate. The first one does not take into account the possibility of sharing slots
between adjacent connections on links of the network and it is presented for
comparative purposes only. The second scheme enables sharing slots between
adjacent connections taking into account the spectrum continuity constraints
and the spectrum non-overlap constraints. To solve the formulated problem in
this paper we transform this problem into a static problem of RSA, in which a
stream of requests and connections duration are random. Then, after obtaining
a given state of the network, requests for additional slots for connections are
generated taking into account slots allocation schemes. To solve the static RSA
problem the algorithm based on Dijkstra algorithm, which is an avid algorithm,
has been used. Moreover, to make a comparison of analytical and simulation
models (for each considered slot allocation scheme), these models were used for
the same network state. The obtained results prove that the blocking probability
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of additional slots requests obtained on the basis of DHL scheme, for both the
analytical and the simulation model, are upper bounded by results obtained on
the basis of the CSA schema. This shows that in case of DHL scheme, there is
spectrum (in slots) sharing for both the analytical and the simulation model.
Large values of the blocking probability result from the algorithm used to solve
the static RSA problem. Simultaneously, these results indicate the direction of
further studies to determine the heuristic algorithms with prediction, solving the
dynamic RSA problem, in which the incoming request and the call duration are
random (not known in advance).
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Abstract. Data in modern networks should be analysed in real time.
This is necessary to maintain security and enable management. The real
problem is the size of analysed data and its classification. One of several
solutions to these problems may be reduction the reference network data
set. Most algorithms for the condensation of the reference set involve a lot
of computation when processing a very large set which contains several
dozens of objects. That was the basis for our attempt to develop a com-
pletely new classifier which would maintain the quality of classification
on the levels obtained with the primary reference set as well as allow to
accelerate computations considerably. The proposed solution consists in
covering the primary reference set with disjoint hyperspheres; however,
these hyperspheres may contain objects from one class only. Classifica-
tion is completed when it has been determined that the classified point
belongs to one of the mentioned spheres. If an object does not belong to
any hypersphere, it is counted among the objects of the same class, to
which the objects from the nearest hypersphere belong (the distance to
the centre of the sphere minus the radius). As was shown in our tests,
this algorithm was very effective with very large data sets.

1 Introduction

What is most wanted in a classifier is a low share of incorrect decisions (high
quality of classification). Speed of classification is also very important in some
applications, e.g. when a classifier analyses optic images.

When classifying very large sets, classifiers using distance functions should
be taken into account, among many other solutions (including neural networks
or decision trees). This group of algorithms contains classifiers with not too
strict assumptions. They provide the quality of classification similar to that of
the Bayes classifier, which is theoretically the best [1]. This type of classifiers
includes e.g. the k nearest neighbours rule (k-NN ) [2] and its many modifications,
e.g.:

– the concept of the surrounding neighbourhood and the resulting k-NCN de-
cision rule (k - Nearest Centroid Neighbours) [3],

– the k-DNN rule (k-Diplomatic Nearest Neighbours) [4],
– local metrics [5,6],
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– the concept of the k-ENN rule (k-Edited Nearest Neighbour) [7],
– the k-NN rule with a pre-classifier of 1-NN type [8],
– the fuzzy k-NN rule [9,10].

The k-NN rule assigns the classified object to the class which is represented by
most of its k nearest neighbours in the reference set. The reference set is usually
the whole learning set.

2 Speed of 1-NN Classification Algorithm

In practical applications, a significant role is played by the classifier operating
based on the nearest neighbour rule, which is a particular case of the k-NN rule.
It is the fastest type of the k-NN rule and, what is more, a classifier of this type
may be used to approximate other versions of the k-NN rule. To this purpose,
the reference set must be re-classified using an approximated classifier. Then,
the 1-NN rule should be applied with the modified reference set. So far, many
algorithms for the reduction of the reference set have been proposed in order
to accelerate the 1-NN rule. New algorithms are being developed all the time.
Another way to accelerate the nearest neighbour rule is to condense the reference
set, i.e. to create a set of artificial objects based on the primary learning set.
Only few methods of reference set condensation have been developed. Compared
to the algorithms for the reduction of the reference set, they are able to control
the compromise between the size of the obtained condensed set, i.e. the speed of
classification, and the quality of classification, measured with the percentage of
correct decisions.

3 Bubble Algorithm

The presented algorithm for the condensation (reduction) of the reference set in-
volves the modification of the decision rule. Therefore, the condensation process
itself may be considered as the learning stage. Since it is necessary to change the
classification rule, the classification phase requires detailed description as well as
the learning phase, which consists in the condensation of the reference set. The
classification phase does not use the standard version of the 1-NN rule.

In the learning phase, the separated part of the set of objects with the known
class affiliation, i.e. the learning set, is used to determine a set of hyperspheres.
Each of the hyperspheres contains objects from the learning set which belong to
one class only. Such hyperspheres are described as homogenous.

An homogenous hypersphere is described with the following parameters:

– the base point a point from the learning set which is the centre of an ho-
mogenous hypersphere;

– the radius a distance from the base point to the nearest point belonging to
another class or to the edge of another homogenous area;
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– the number of contained points which determines how many points belonging
to the same class as the base point (excluding the base point) is contained
in an homogenous area.

The process of constructing homogenous hyperspheres is presented in the
Fig. 1 and Fig. 2. Its graphic interpretation gave the author an idea of the name
for the developed method.

Fig. 1. The learning phase of the bubble classifier the construction of homogenous
hyperspheres (a construction diagram)

Fig. 2. The learning phase of the bubble classifier the construction of homogenous
hyperspheres (after the internal objects have been removed from hyperspheres)
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The algorithm used in the learning phase of the bubble classifier chooses a
random point from the learning subset (or, at the beginning, from the whole
learning set) and marks it as the base point. Then, the distance is determined
from the base point to the nearest point belonging to another class or to the
edge of another homogenous area. This distance is used to determine the range
of a homogenous hypersphere. Points lying inside that area are sought, their
number is remembered, and then these points are deleted. The point from
another class which was used to determine the range of the area is deleted as
well. The learning set is covered with hyperspheres. This algorithm is presented
below in the form of the pseudocode.

START; i = 2; T 1 = T ;
01. Choose a random point t1 from T 1 set, the distance r1 to the nearest

point y1 from another class and the number n1 of points from T set
located in the hypersphere K1=(t1,r1,n1);

02. T i = T i−1Zi−1{yi−1}, if yi−1 does not exist, assume that {yi− 1}
is a empty set;

03. If T i is empty, go to 06.;
04. Choose a random point ti from T i set and determine Ki=(ti, ri, ni):

- distance d1 from ti to the nearest point yi from another class;
- distance d2 to the nearest, already existing, hypersphere Kj ,
j=1,2,..,i (it is computed as a distance to the centre of the sphere
minus its radius);

- mark the shorter of these two distances as ri;
- determine a number of points ni from T i set located in the hyper-
sphere with ti centre and ri radius;

05. i=i+1; go to 02;
06. END
where:

T - the learning set containing m objects;
T i - sets reduced in individual iterations;

Ki=(ti,ri,ni) - a combination: a centre, a radius, a number of points inside a
hypersphere without the base point;

Zi - a set of points from T set located inside Ki sphere.

As a result of the learning phase of the bubble classifier, the set of homogenous
hyperspheres is created. The next step consists in sorting them. The first criterion
of choice is the length of the radius which determined the area (from the longest
one to the shortest one). If several areas have the same radius, the areas with
a greater number of reduced points are chosen first. The sorting is meant to
accelerate the next phase of the bubble classifiers operation, i.e. the classification
phase.

Points are loaded from the set of objects for classification or from the testing
set (in the Fig. 3, these are represented by stars). After that, their distribution in
reference to the determined homogenous hyperspheres is examined. Three cases
are possible:



Network Data Analyzing Using the Bubble Algorithm 323

Fig. 3. The classification phase of the bubble algorithm

– a point lies inside an homogenous area the point is assigned to the class
which the area is assigned to;

– a point lies on the edge of an homogenous area the point is assigned to the
class which the hypersphere is assigned to;

– a point lies outside each homogenous hypersphere the point is assigned to
the class which the nearest hypersphere is assigned to (this is determined
based on the distance to its edge).

4 Experimental Results

The bubble classifier was implemented in C++ in Microsoft Visual Studio 2012
environment and it was tested in Windows 7 Professional Service Pack 1 (64-bit)
environment with the use of a PC computer equipped with Intel(R) Core(TM)
i3-2370M 2,40 GHz and 8 GB of operating memory.

4.1 Subsection Heading

During the experiments and tests of the algorithm and during the verification of
its operation, the author focused mainly on the NETWORK set. This set was
made based on the KDD Cup Data [11]. t is very large. A general description of
the set:

– number of classes: 23,
– number of properties: 41,
– number of samples: 494021.
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The classes represent the type of data sent in the network. The raw training
data was about four gigabytes of compressed binary TCP dump data from seven
weeks of network traffic. This was processed into about five million connection
records. Similarly, the two weeks of test data yielded around two million con-
nection records. A connection is a sequence of TCP packets starting and ending
at some well defined times, between which data flows to and from a source IP
address to a target IP address under some well defined protocol. Each connec-
tion is labeled as either normal, or as an attack, with exactly one specific attack
type. Each connection record consists of about 100 bytes. Attacks fall into four
main categories:

– DOS: denial-of-service, e.g. syn flood;
– R2L: unauthorized access from a remote machine, e.g. guessing password;
– U2R: unauthorized access to local superuser (root) privileges, e.g., various

"buffer overflow" attacks;
– PROBE: surveillance and other probing, e.g., port scanning.[12].

Table 1. Size of each class in the Network set

Class number Class name Attack category Number of elements

1 back DOS 2203
2 buffer_overflow U2R 30
3 ftp_write R2L 8
4 guess_passwd R2L 53
5 imap R2L 12
6 ipsweep PROBE 1247
7 land DOS 21
8 loadmodule U2R 9
9 multihop R2L 7
10 neptune DOS 107201
11 nmap PROBE 231
12 normal -* 97278
13 perl U2R 3
14 phf R2L 4
15 pod DOS 264
16 portsweep PROBE 1040
17 rootkit U2R 10
18 satan PROBE 1589
19 smurf DOS 280790
20 spy R2L 2
21 teardrop DOS 979
22 warezclient R2L 1020
23 warezmaster R2L 20

* Normal network data (not from network attack).
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Table 2. Operation results (the average value, median, standard deviation, and the
minimum and maximum value) of the bubble classifier algorithm obtained for the
Network set

The division into the Measured Average Median Standard Min. Max.
learningtesting set value devision value value

test set[%] 10 measure[ms] 3542553 3540127 16410 3511195 3565009
learn set[%] 90 error comp.[ms] 171721 171719 18 171696 171750
test set[pcs] 49394 correct 8040 8047 22 8001 8069

learn set[pcs] 444627 incorrect 156 150 22 127 195

test set[%] 20 measure[ms] 4192530 5199793 290810 4650072 5824598
learn set[%] 80 error comp.[ms] 955381 1191273 34201 1124309 1260279
test set[pcs] 98795 correct 78880 98605 17 98566 98628

learn set[pcs] 395226 incorrect 156 191 17 167 229

test set[%] 30 measure[ms] 3030579 3808139 189459 3431507 4180074
learn set[%] 70 error comp.[ms] 1237541 1551423 40384 1475966 1639126
test set[pcs] 148198 correct 118316 147897 20 147852 147930

learn set[pcs] 345823 incorrect 242 301 20 268 346

test set[%] 40 measure[ms] 2178325 2725863 157376 2404775 3094827
learn set[%] 60 error comp.[ms] 1431747 1792709 50276 1696799 1908991
test set[pcs] 197600 correct 157732 197173 40 197050 197222

learn set[pcs] 296421 incorrect 348 427 40 378 550

test set[%] 50 measure[ms] 1565168 1961391 159910 1623230 2171321
learn set[%] 50 error comp.[ms] 1553159 1944356 79132 1775767 2047519
test set[pcs] 247016 correct 197134 246413 35 246357 246472

learn set[pcs] 247005 incorrect 470 593 35 533 648

test set[%] 60 measure.[ms] 1002840 1214190 101776 1140081 1476823
learn set[%] 40 error comp.[ms] 1527153 1888961 74686 1827059 2074866
test set[pcs] 296404 correct 236457 295588 76 295416 295680

learn set[pcs] 197617 incorrect 667 817 76 724 988

test set[%] 70 measure[ms] 547902 679772 43013 615031 751063
learn set[%] 30 error comp.[ms] 1331126 1655226 56110 1571672 1747141
test set[pcs] 345806 correct 275766 344722 110 344459 344867

learn set[pcs] 148215 incorrect 879 1084 110 939 1347

test set[%] 80 measure[ms] 241222 302235 27974 253906 356819
learn set[%] 20 error comp.[ms] 974388 1211592 64330 1114201 1353958
test set[pcs] 395209 correct 314836 393561 154 393169 393771

learn set[pcs] 98812 incorrect 1332 1648 154 1438 2040

test set[%] 90 measure[ms] 49635 57681 13243 46644 93366
learn set[%] 10 error comp.[ms] 451740 547514 59931 493491 702719
test set[pcs] 444610 correct 353252 441637 341 440930 442172

learn set[pcs] 49411 incorrect 2436 2974 341 2438 3680
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In the NETWORK set, there are 494021 samples:

– 190065 TCP;
– 20354 UDP;
– 283602 ICMP.

The properties of the sample represent some information about the packet
eg. type of protocol, flag, service source and destination IP etc. All properties
described with a symbol have been replaced with a number.

4.2 Sequence of Set Tests

All tests were repeated 20 times. Each series was repeated for a different propor-
tion of division into the testing set and the learning set (the following proportions
were considered: 1 to 9; 2 to 8; 3 to 7; 4 to 6; 5 to 5; 6 to 4; 7 to 3; 8 to 2; 9
to 1). As a result, it was possible to thoroughly examine the influence of the
size of the learning and the testing sets on the classification quality and, above
all, on the speed of algorithms operation and computation of classification er-
ror. Table 2 presents the results (the average value, median, standard deviation,
and the minimum and maximum value) of the bubble algorithm classifier for 20
measuring series, repeated for nine different divisions of the Network set into the
learning set and the testing set.

5 Discussion

Fig. 4 presents the comparison of the average values obtained for the specific
size of the learning set and the testing set. Additionally, the classification error
obtained with the 1-NN method is shown, a factor which makes it easier to com-
pare the quality of performed classification. In the figure, the x axis determines
the proportion of the testing set to the learning set.

As can be seen in Fig. 4, in all test series for this set, the algorithm obtained a
worse result of classification than in the case of the classification with the 1-NN
method, but the first three series have almost the same error (between 0.19%
and 0.20%). The 1-NN method classifies data with a better error of 0.10%; time
required to obtain results with this method of classification is 10894.8 s (about
181.5 min) with the use of the testing computer. The bubble algorithm is faster.
During the first measurement series (the testing set contained 49394 elements
and the learning set contained 444627 elements), the bubble algorithm obtained
the classification result of 0.19%. The average computation time in the learning
phase of this test series is 7056.3s (117.6 min) and for the classification phase
- 689.1s (11.5 min), i.e. in total over 3149.4s (52.5 min) better than the 1-NN
method (this is an acceleration by above 29%).

The second series (the testing set contained 98795 elements and the learning
set contained 395226 elements) gave a little worse classification quality, that is
to say 0.20%. The time required to obtain this result was the average of 5240.6s
(87.3 min) for the learning phase and 1194.2s (19.9 min) for the classification
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Fig. 4. The presentation of the average values of the algorithms operation time, error
calculation time for the Network set

phase. In total, these computations took the author 4459,9s (74,2 min) less
compared to the 1-NN rule. This is an acceleration by 40%.

The third series (the testing set contained 148198 elements and the learning set
contained 345823 elements) gave comparable classification quality to the former
series. This result was 0.20%, too. The learning phase computation time was
3788.2s (63.1 min) and the classification phase computation time was 1546.9s
(25,8 min). In total, these computations took the author 5335.1s (88.9 min less
than in case of the 1-NN rule). This is an acceleration by 51%.

The next measurement series gave deteriorated classification results. In the
practical application this increase in the number of incorrect decisions disqual-
ifies the method; however, a good classification quality and the considerable
acceleration of computations in the first few series suggest that maintaining cor-
rect proportions between the testing set and the learning set may be beneficial.
Tests performed with the use of the remaining sets revealed that, apart from the
proportions, the number of objects is also important (in each case the first few
series were the best concerning classification quality).

6 Summary

In the article a new method was presented for the condensation of the reference
set, i.e. the bubble classification algorithm. Its construction was inspired by a
clear lack of algorithms which could manage a large number of computations
performed during the processing of a very large set. This algorithm obtained a
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considerable acceleration of computations (50%) connected with the classifica-
tion of the large NETWORK set, simultaneously giving minimally poor classifi-
cation results. Efforts should be taken to improve the presented solution. Further
works are going to be focused on the optimum division into the learning part and
the testing part so as to obtain the highest possible acceleration of computations
with unchanged or even better classification quality.
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