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Preface

AIMSA 2014 was the 16th in a biennial series of AI conferences that have been
held in Bulgaria since 1984. The series began as a forum for scientists from East-
ern Europe to exchange ideas with researchers from other parts of the world, at
a time when such meetings were difficult to arrange and attend. The conference
has thrived for 30 years, and now functions as a place where AI researchers from
all over the world can meet and present their research.

AIMSA continues to attract submissions from all over the world, with sub-
missions from 27 countries. The range of topics is almost equally broad, from
traditional areas such as computer vision and natural language processing to
emerging areas such as mining the behavior of Web-based communities. It is
good to know that the discipline is still broadening the range of areas that it
includes at the same time as cementing the work that has already been done in
its various established subfields.

The Program Committee selected just over 30% of the submissions as long
papers, and further accepted 15 short papers for presentation at the confer-
ence. We are extremely grateful to the Program Committee and the additional
reviewers, who reviewed the submissions thoroughly, fairly and very quickly.

Special thanks go to our invited speakers, Bernhard Ganter (TU Dresden),
Boris G. Mirkin (Higher School of Economics, Moscow) and Diego Calvanese
(Free University of Bozen-Bolzano). The invited talks were grouped around on-
tology design and application, whether using clustering and biclustering ap-
proaches (B.G. Mirkin), formal concept analysis, a branch of applied lattice
theory (B. Ganter), or being concerned with ontology-based data access (D.
Calvanese).

Finally, special thanks go to the AComIn project (Advanced Computing for
Innovation, FP7 Capacity grant 316087) for the generous support for AIMSA
2014, as well as Bulgarian Artificial Intelligence Association (BAIA), and Insti-
tute of Information and Communication Technologies at Bulgarian Academy of
Sciences (IICT-BAS) as sponsoring institutions of AIMSA 2014.

June 2014 Gennady Agre
Pascal Hitzler

Adila A. Krisnadhi
Sergei Kuznetsov



Organization

Program Committee

Gennady Agre Institute of Information Technologies,
Bulgarian Academy of Sciences, Bulgaria

Galia Angelova Institute for Parallel Processing, Bulgarian
Academy of Sciences, Bulgaria

Grigoris Antoniou University of Huddersfield, UK
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Meriçli, Tekin
Minervini, Pasquale
Mutharaju, Raghava
Nakov, Preslav
Osenova, Petya
Papantoniou, Agissilaos
Redavid, Domenico
Rizzo, Giuseppe
Schwarzentruber, François
van Delden, André
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Scalable End-User Access to Big Data

Diego Calvanese

Free University of Bozen-Bolzano, Italy

Keynote Abstract

Ontologies allow one to describe complex domains at a high level of abstraction,
providing end-users with an integrated coherent view over data sources that
maintain the information of interest. In addition, ontologies provide mechanisms
for performing automated inference over data taking into account domain knowl-
edge, thus supporting a variety of data management tasks. Ontology-based Data
Access (OBDA) is a recent paradigm concerned with providing access to data
sources through a mediating ontology, which has gained increased attention both
from the knowledge representation and from the database communities. OBDA
poses significant challenges in the context of accessing large volumes of data
with a complex structure and high dinamicity. It thus requires not only carefully
tailored languages for expressing the ontology and the mapping to the data,
but also suitably optimized algorithms for efficiently processing queries over the
ontology by accessing the underlying data sources. In this talk we present the
foundations of OBDA relying on lightweight ontology languages, and discuss
novel theoretical and practical results for OBDA that are currently under de-
velopment in the context of the FP7 IP project Optique. These results make it
possible to scale the approach so as to cope with the challenges that arise in
real world scenarios, e.g., those of two large European companies that provide
use-cases for the Optique project.

About the Speaker

Diego Calvanese is a professor at the KRDB Research Centre for
Knowledge and Data, Free University of Bozen-Bolzano, Italy. His
research interests include formalisms for knowledge representation
and reasoning, ontology languages, description logics, conceptual data
modelling, data integration, graph data management, data-aware pro-

cess verification, and service modelling and synthesis. He is actively involved in
several national and international research projects in the above areas, and he
is the author of more than 250 refereed publications, including ones in the most
prestigious international journals and conferences in Databases and Artificial
Intelligence. He is one of the editors of the Description Logic Handbook. In
2012–2013 he has been a visiting researcher at the Technical University of Vi-
enna as Pauli Fellow of the “Wolfgang Pauli Institute”. He will be the program
chair of PODS 2015.



Formal Concepts for Learning and Education

Bernhard Ganter

Technical University of Dresden, Germany

Keynote Abstract

Formal Concept Analysis has an elaborate and deep mathematical foundation,
which does not rely on numerical data. It is, so to speak, fierce qualitative math-
ematics, that builds on the algebraic theory of lattices and ordered sets. Since
its emergence in the 1980s, not only the mathematical theory is now mature,
but also a variety of algorithms and of practical applications in different areas.
Conceptual hierarchies play a role e.g., in classification, in reasoning about on-
tologies, in knowledge acquisition and the theory of learning. Formal Concept
Analysis provides not only a solid mathematical theory and effective algorithms;
it also offers expressive graphics, which can support the communication of com-
plex issues.

In our lecture we give an introduction to the basic ideas and recent devel-
opments of Formal Concept Analysis, a mathematical theory of concepts and
concept hierarchies and then demonstrate the potential benefits and applica-
tions of this method with examples. We will also review some recent application
methods that are currently being worked out. In particular we will present results
on a “methodology of learning assignments” and on “conceptual exploration”.

About the Speaker

Bernhard Ganter is a pioneer of formal concept analysis. He received
his PhD in 1974 from the University of Darmstadt, Germany, and
became Professor in 1978. Currently, he is a Professor of Mathemat-
ics and the Dean of Science at the Technical University of Dresden,
Germany. His research interests are in discrete mathematics, universal

algebra, lattice theory, and formal concept analysis. He is a co-author of the first
textbook and editor of several volumes on formal concept analysis.



Ontology as a Tool for Automated Interpretation

Boris G. Mirkin

National Research University, Higher School of Economics,

Moscow, Russia

Keynote Abstract

In the beginning, I am going to outline, in-brief, the current period of develop-
ments in the artificial intelligence research. This is of synthesis, in contrast
to the sequence of previous periods (romanticism, deduction, and induction).
Three more or less matured ontologies, and their use, will be reviewed: ACM
CCS, SNOMED CT and GO. The popular strategy of interpretation of sets of
finer granularity via the so-called overrepresented concepts will be mentioned. A
method for generalization and interpretation of fuzzy/crisp query sets by par-
simoniously lifting them to higher ranks of the hierarchy will be presented. Its
current and potential applications will be discussed.

About the Speaker

Boris Mirkin holds a PhD in Computer Science and DSc in Systems
Analysis degrees from Russian Universities. In 1991–2010, he trav-
elled through long-term visiting appointments in France, Germany,
USA, and a teaching appointment as Professor of Computer Science,
Birkbeck University of London, UK (2000–2010). He develops meth-

ods for clustering and interpretation of complex data within the “data recovery”
perspective. Currently these approaches are being extended to automation of
text analysis problems including the development and use of hierarchical ontolo-
gies. His latest publications: textbook “Core concepts in data analysis” (Springer
2011) and monograph “Clustering: A data recovery approach” (Chapman and
Hall/CRC Press, 2012).
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Learning Probabilistic Semantic Network

of Object-Oriented Action and Activity

Masayasu Atsumi

Department of Information Systems Science, Faculty of Engineering,
Soka University, 1-236 Tangi, Hachioji, Tokyo 192-8577, Japan

masayasu.atsumi@gmail.com

Abstract. This paper proposes a method of learning probabilistic se-
mantic networks which represent visual features and semantic features of
object-oriented actions and their contextual activities. In this method,
visual motion feature classes of actions and activities are learned by an
unsupervised Incremental Probabilistic Latent Component Analysis (I-
PLCA) and these classes and their semantic tags in the form of case
triplets are integrated into probabilistic semantic networks to visually
recognize and verbally infer actions in the context of activities. Through
experiments using video clips captured with the Kinect sensor, it is shown
that the method can learn, recognize and infer object-oriented actions in
the context of activities.

Keywords: action recognition, activity recognition, probabilistic
learning, semantic network, probabilistic inference.

1 Introduction

It is necessary for a human support robot to understand what a person is doing
in everyday living environment. In human motion in everyday life, there is a lot
of motion that interacts with objects, which is referred to as an “object-oriented
motion” in this research. The meaning of an object-oriented motion is determined
not only a motion itself but also an object with which the motion interacts
and this view corresponds to an affordance in which motion is dependent on
object perception. In addition, each motion is performed in a context which
is defined by a sequence of motions and a certain motion frequently occurs in
some context and rarely occurs in other contexts. For example, a motion using
a fork is frequently observed in a context of eating meals. In this research, each
object-oriented motion is referred to as an action and a sequence of actions is
referred to as an activity and it is assumed that an activity gives a context of
an action and promotes action recognition. This assumption is consistent with
findings that context improves category recognition of ambiguous objects in a
scene [1] and requires an extension to action recognition of several methods [2,3]
which incorporate context into object categorization. Though object-oriented
actions and activities can be clustered into motion classes according to visual
motion features and their semantic features can be labeled by using motion

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 1–12, 2014.
c© Springer International Publishing Switzerland 2014



2 M. Atsumi

labels and their target labels, motion classes and their labels do not have one-to-
one correspondence. Therefore, in this research, motion classes are labeled with
target synsets and motion synsets of case triplets in a form of “〈target synset,
case, motion synset〉” and motion classes and synsets are probabilistically linked
in probabilistic semantic networks of actions and activities, where a synset is
a synonymous set of the WordNet [4] which represents a primitive semantic
feature. In addition, contextual relationship between actions and activities is
acquired as co-occurrence between them.

This paper proposes amethod of learning probabilistic semantic networkswhich
represent visual features and semantic features of object-oriented actions and their
contextual activities. It also provides a probabilistic recognition and inference
method of actions and activities based on probabilistic semantic networks. The
main characteristics of the proposed method are the following: (1) visual motion
feature classes of actions and activities are learned by an unsupervised “Incre-
mental Probabilistic Latent Component Analysis (I-PLCA)” [5], (2) visual feature
classes of motion and synsets of case triplets are integrated into probabilistic se-
mantic networks to visually recognize and verbally infer actions and activities, and
(3) actions are inferred in the context of activities through acquired co-occurrence
between them.

As for related work, Kitani et al. [6] proposed a categorization method of
primitive actions in video by leveraging related objects and relevant background
features as context. Yao et al. [7] proposed a mutual context model to jointly
recognize objects and human poses in still images of human-object interaction.
Also in [8], they proposed a model to identify different object functionalities by
estimating human poses and detecting objects in still images of different types of
human-object interaction. One difference between our method and these existing
methods is that our method not only uses an action and its target object as
mutual context but also uses activities as context of actions. Another difference is
that our method probabilistically infers actions and activities by using different
semantic features linked with different visual motion features in probabilistic
semantic networks.

2 Proposed Method

2.1 Overview

Human motion is captured as a temporal sequence of three-dimensional joint
coordinates of a human skeleton, which can be captured with the Microsoft
Kinect sensor. Since this research focuses on object-oriented motions of hands, a
temporal sequence of three-dimensional coordinates of both hand joints relative
to a shoulder center joint are computed from human skeleton data.

A motion feature of both hands is computed from a temporal sequence of
relative three-dimensional coordinates of both hand joints by the following pro-
cedure. First, relative three-dimensional coordinates of both hand joints are
spatially-quantized at a certain interval and a temporal sequence of quantized co-
ordinates and their displacement are obtained as a motion representation. Next,
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actions are manually segmented from a temporal sequence of quantized coor-
dinates and their displacement and they are semantically annotated with case
triplets. An activity is also segmented as a sequence of actions and is semanti-
cally annotated with a case triplet. Then, for a temporal sequence of quantized
coordinates and their displacement of an action, a motion feature of the ac-
tion is computed as a motion histogram by firstly dividing the space around
a shoulder center into modestly-sized regions, secondly calculating a displace-
ment histogram of each region and lastly combining them into one histogram. A
motion histogram of an activity is also calculated in the same way.

A probabilistic semantic network of actions is learned from a set of their mo-
tion histograms with case triplets. First of all, a set of action classes is generated
from a set of motion histograms by the probabilistic clustering method I-PLCA.
Here, an action class represents a motion feature of the action. Then, a proba-
bilistic semantic network is generated as a network whose nodes consist of action
classes and synsets of case triplets and are linked by joint probabilities of these
classes and synsets. A probabilistic semantic network of activities is also learned
from a set of their motion histograms with case triplets as a network whose
nodes consist of activity classes and synsets of case triplets and are linked by
joint probabilities of these classes and synsets. Here, an activity class is generated
by the I-PLCA and represents a motion feature of the activity. For probabilistic
semantic networks of actions and activities, co-occurrence between an action and
an activity is obtained by calculating pointwise mutual information of their case
triplets. A pair of probabilistic semantic networks of actions and activities with
co-occurrence between them is referred to as the ACTNET in this paper. Fig. 1
shows an example of an ACTNET.

For a sequence of motion histograms of actions, actions and an activity are se-
quentially guessed by recognizing action and activity classes and inferring synsets
of case triplets of them. First of all, an action class is recognized with the degree
of confidence for a motion histogram of each action and at the same time an
activity class is recognized with the degree of confidence for a sum of motion
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histograms of an action sequence. Then, synsets of case triplets of the actions
and the activity are inferred from these classes and co-occurrence between them
on probabilistic semantic networks.

2.2 Motion Feature of Action and Activity

Let pl = (plx, p
l
y, p

l
z) and pr = (prx, p

r
y, p

r
z) be relative quantized three-dimensional

coordinates of left and right hands and let dl = (dlx, d
l
y, d

l
z) and dr = (drx, d

r
y, d

r
z)

be their displacement respectively. Here, l represents a left hand, r represents
a right hand and the displacement is given by the difference of quantized coor-
dinates between two successive frames. Let 〈sn[wn], r, sv[wv]〉 be a case triplet
which is used to annotate a temporal sequence of quantized coordinates and their
displacement of an action or an activity, where wn is a noun which represents a
target of motion and sn is its synset, wv is a verb which represents motion and
sv is its synset, and r is a case notation. Here, a synset is given by a synonymous
set of the WordNet [4] and a case is currently one of the objective case (O),
the instrumental case (I) and the locative case (L[at| inside| around| above|
below| beyond| from| to]). For a temporal sequence of quantized coordinates
and their displacement of an action, a case triplet of an activity which includes
the action is also given in addition to a case triplet of the action. Then, for a
motion m = {((pl, dl), (pr, dr))t}, a motion histogram is constructed to represent
a motion feature of both hands around a shoulder center as follows. Let B be
a set of modestly-sized regions which is obtained by dividing the space around
a shoulder center and let |B| be the number of regions. For each region b ∈ B,
a motion sub-histogram is computed for a set of coordinate and displacement
data {(pl, dl)} and {(pr, dr)} whose coordinate pl or pr is located in the region b.
A motion sub-histogram has 27 bins each bin of which corresponds to whether
displacement is positive, zero or negative along x-, y-, and z-axes and is counted
up according to values of displacement dl and dr. A motion histogram h(m) is
constructed as a |B|-plex histogram by combining these sub-histograms into one
histogram so that the size of h(m) is 27× |B|.

2.3 Learning Probabilistic Semantic Network

An ACTNET is learned through generating probabilistic semantic networks
of actions and activities followed by calculating co-occurrence between actions
and activities. A probabilistic semantic network is generated from a set of mo-
tion histograms of actions or activities with their case triplets. Let h(ma) =
[hma(f1), . . . , hma(f|F |)] be a motion histogram of a motion m with a case triplet
a and let H = {h(ma)} be a set of motion histograms with case triplets. Here,
fi ∈ F is a bin of a histogram and the size of a histogram is |F | = 27× |B|. A
probabilistic semantic network is obtained through generation of motion classes
by clustering a set of motion histograms H using I-PLCA [5] and derivation of
a probabilistic network whose nodes consist of motion classes and synsets of case
triplets and they are linked by joint probabilities of these classes and synsets.
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The problem to be solved for generating motion classes is estimating probabil-
ities p(ma, fn) =

∑
c p(c)p(ma|c)p(fn|c), namely, a class probability distribution

{p(c)|c ∈ C}, instance probability distributions {p(ma|c)|ma ∈ M × A, c ∈ C},
probability distributions of class features {p(fn|c)|fn ∈ F, c ∈ C}, and the num-
ber of classes |C| that maximize the following log-likelihood

L =
∑
ma

∑
fn

hma(fn) log p(ma, fn) (1)

for a set of motion histogram H = {h(ma)}, where C is a set of motion classes,
M is a set of motions, A is a set of case triplets and ma is a motion m with a
case triplet a, that is, an instance of an action or an activity. These probabil-
ity distributions and the number of classes are estimated by the tempered EM
algorithm with subsequent class division. The process starts with one or a few
classes, pauses at every certain number of EM iterations less than an upper limit
and calculates the following dispersion index

δc =
∑
ma

((∑
fn

∣∣p(fn|c)− hma(fn)∑
f ′
n
hma(f

′
n)

∣∣)× p(ma|c)
)

(2)

for ∀c ∈ C. Then a class whose dispersion index takes the maximum value
among all classes is divided into two classes. Let c∗ be a source class to be
divided and let c1 and c2 be target classes after division. Then, for a motion
m∗

a = argmaxma{p(ma|c∗)} which has the maximum instance probability and
its motion histogram h(m∗

a) = [hm∗
a
(f1), ..., hm∗

a
(f|F |)], one class c1 is set by

specifying a probability distribution of a class feature, an instance probability
distribution and a class probability as

p(fn|c1) =
hm∗

a
(fn) + κ∑

fn′ (hm∗
a
(fn′) + κ)

, ∀fn ∈ F (3)

p(ma|c1) =
{
p(m∗

a|c∗) · · · ma = m∗
a

1−p(m∗
a|c

∗)
|M|−1 · · · ∀ma(ma �= m∗

a)
(4)

p(c1) =
p(c∗)

2
(5)

respectively where κ is a positive correction coefficient. Another class c2 is set by
specifying a probability distribution of a class feature {p(fn|c2)|fn ∈ F} at ran-
dom, an instance probability distribution {p(ma|c2)} as 0 for m∗

a and an equal

probability 1
|M|−1 for ∀ma(ma �= m∗

a), and a class probability as p(c2) =
p(c∗)

2 .

This class division process is continued until dispersion indexes or class prob-
abilities of all the classes become less than given thresholds. The temperature
coefficient of the tempered EM is set to 1.0 until the number of classes is fixed
and after that it is gradually decreased according to a given schedule until the
EM algorithm converges and all the probability distributions are determined.
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A probabilistic semantic network is derived from a class probability dis-
tribution {p(c)|c ∈ C} and instance probability distributions {p(ma|c)|ma ∈
M×A, c ∈ C} associated with motion classes. The network nodes consist of mo-
tion class nodes and synset nodes. A synset node is derived from a target synset
sn or a motion synset sv of a case triplet 〈sn[wn], r, sv[wv]〉 which is given by an
instance ma of an action or an activity where a = 〈sn[wn], r, sv[wv]〉. A motion
class node is derived from a motion class c ∈ C and has a class probability p(c),
a probability distribution of a class feature {p(fn|c)|fn ∈ F}, an instance prob-
ability distribution {p(ma|c)|ma ∈M ×A} and a set of joint probabilities each
of which is a joint probability with a target synset sn and a motion synset sv of
a case triplet that annotates the class c and is given by the expression (6)

p(sn, c, sv) = p(c) ×
∑

a=〈sn[∗],∗,sv[∗]〉
p(ma|c) (6)

where ∗ represents any word or any case. The network link between two nodes
of a motion class c and a target synset sn has a joint probability p(sn, c). The
network link between two nodes of a motion class c and a motion synset sv has a
joint probability p(sv, c). The network link between two nodes of a target synset
sn and a motion synset sv has a joint probability p(sn, sv). The network nodes
of a target synset sn and a motion synset sv have probabilities p(sn) and p(sv)
respectively. These probabilities are computed by the expressions (7).

p(sn, c) =
∑

sv
p(sn, c, sv), p(sv, c) =

∑
sn

p(sn, c, sv)
p(sn, sv) =

∑
c p(sn, c, sv)

p(sn) =
∑

c p(sn, c), p(sv) =
∑

c p(sv, c)
(7)

In addition, a noun wn of a target synset sn and a verb wv of a motion synset
sv are set to the target synset node and the motion synset node respectively.

Co-occurrence between actions and activities is computed between a pair of
a target synset sn and a motion synset sv of an action and a pair of a tar-
get synset s0n and a motion synset s0v of an activity when the action has a
case triplet 〈sn[wn], r, sv[wn]〉 and is included in the activity with a case triplet
〈s0n[w0

n], r
0, s0v[w

0
n]〉. Let p(sn, sv) be a joint probability of a target synset sn and

a motion synset sv of an action and let p(s0n, s
0
v) be a joint probability of a target

synset s0n and a motion synset s0v of an activity. Then, co-occurrence between
them is defined by the expression (8)

ω(sn, sv, s
0
n, s

0
v) = log

p(sn, sv, s
0
n, s

0
v)

p(sn, sv)p(s0n, s
0
v)

(8)

where a joint probability p(sn, sv, s
0
n, s

0
v) is calculated from action instances ac-

cording to the expression (9)

p(sn, sv, s
0
n, s

0
v) =

∑
c

(
p(c) ×

∑
a=〈sn[∗],∗,sv[∗]〉@〈s0n[∗],∗,s0v[∗]〉

p(ma|c)
)

(9)

where a = 〈sn[∗], ∗, sv[∗]〉@〈s0n[∗], ∗, s0v[∗]〉 means that an action ma has a case
triplet which matches a pattern 〈sn[∗], ∗, sv[∗]〉 and its contextual activity has a
case triplet which matches a pattern 〈s0n[∗], ∗, s0v[∗]〉.
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2.4 Recognition and Inference of Action and Activity

An ACTNET is used to recognize and infer a sequence of actions and an activity
for a given sequence of motion histograms of actions. First of all, for each motion
histogram, a motion class of an action is recognized with the degree of confidence
and at the same time a motion class of an activity is recognized with the degree of
confidence for a sequential sum of motion histograms of an action history. Then,
synsets of case triplets of the actions and the contextual activity are inferred
from these classes and co-occurrence between actions and activities.

Motion classes of an action and an activity are respectively recognized for a
motion histogram and a sequential sum of motion histograms of an action history.
Let h(m) = [hm(f1), . . . , hm(f|F |)] be a motion histogram or a sum of motion

histograms and let ĥ(m) = [ĥm(f1), . . . , ĥm(f|F |)] be a distribution of it. Then,
a motion class is obtained through calculating similarity between probability
distributions of class features {p(fn|c)|fn ∈ F, c ∈ C} and the distribution ĥ(m)
by the expression (10) and selecting the most similar class of all the classes C.

β(c,m) = 1−
∑

fn
|p(fn|c)− ĥm(fn)|

2
(10)

This similarity provides the degree of confidence of a motion class.
For a selected class, a target synset and a motion synset are inferred with their

degrees of confidence. Let c be a motion class of an action or an activity and let
β be its degree of confidence. Then, a target synset sn, a motion synset sv and a
pair of them are respectively inferred with their degrees of confidence p(sn|c)×β,
p(sv|c)×β and p(sn, sv|c)×β by following links from a node of the motion class c
to adjacent synset nodes of sn and sv and retrieving probabilities maintained in
those nodes and links of an ACTNET. When additional information about either
a target synset or a motion synset is given, a motion synset or a target synset is
respectively inferred with the degree of confidence p(sv|c, sn)×β or p(sn|c, sv)×β
on an ACTNET. By introducing co-occurrence in the above inference, an action
and an activity are interdependently inferred with the degree of confidence. Let
c and β be a motion class of an action and its degree of confidence and let c0

and β0 be a motion class of an activity and its degree of confidence. Then, a pair
of a target synset sn and a motion synset sv of the action and a pair of a target
synset s0n and a motion synset s0v of the activity are inferred with the degree of
confidence β(sn, sv, s

0
n, s

0
v|c, c0) that is calculated by the expression (11) which

incorporates co-occurrence between them

β(sn, sv, s
0
n, s

0
v|c, c0) = p(sn, sv|c)×p(s0n, s

0
v|c0)×

(β + β0)

2
+λ×ω(sn, sv, s

0
n, s

0
v)

(11)
where λ is a co-occurrence coefficient. When a pair of synsets (s0n, s

0
v) of the

activity is fixed to (s∗n, s
∗
v) by additional information, a pair of synsets (sn, sv)

of the action is inferred with the degree of confidence β(sn, sv, s
∗
n, s

∗
v|c, c0).
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Table 1. Case triplets for activities and actions in a small data set

Activity Action

<03383948-n[fork],O,01216670-v[take]>
<03383948-n[fork],I,01166351-v[eat]>
<03383948-n[fork],O,01494310-v[put]>

<07573696-n[meal], <04398044-n[teapot],O,01216670-v[take]>
O, <04398044-n[teapot],I,02070296-v[pour]>

01166351-v[eat]> <04398044-n[teapot],O,01494310-v[put]>
<04397452-n[teacup],O,01216670-v[take]>
<04397452-n[teacup],I,01170052-v[drink]>
<04397452-n[teacup],O,01494310-v[put]>

<06415419-n[notebook],O,02311387-v[take-out]>
<06415419-n[notebook],O,01346003-v[open]>

<03561345-n[illustration], <06415419-n[notebook],O,01291941-v[close]>
O, <06415419-n[notebook],O,01308381-v[put-back]>

01684663-v[paint]> <03908204-n[pencil],O,01216670-v[take]>
<03908204-n[pencil],I,01684663-v[paint]>
<03908204-n[pencil],O,01494310-v[put]>

3 Experiments

3.1 Experimental Framework

Experiments were conducted to evaluate learning, recognition and inference of
object-oriented actions and activities on ACTNETs by using video clips captured
with the Kinect Sensor. Relative three-dimensional coordinates of both hands
are interpolated to about 30fps and are quantized at an interval of 1cm. The
space around a shoulder center is divided as follows for constructing a motion
histogram. The front and the side in the vicinity of the body are both divided
into 9 regions the size of which is 30cm on a side. The front and the side outside
of these regions are respectively divided into 9 and 8 major regions and the back
of the body is covered by just one region. As a result, the number of regions are
36 and the size of a motion histogram is 972(= 27× 36).

Two data sets of video clips were prepared for experiments. One is a small data
set which is used to illustrate the basic capability of the proposed method in the
experiment 1 and the other is a larger data set which is used to evaluate the per-
formance of the proposed method in the experiment 2. A small data set contains
2 activities which are annotated by case triplets <07573696-n[meal],O,01166351-
v[eat]> and <03561345-n[illustration],O,01684663-v[paint]>. The former activ-
ity “eating a meal” contains 3 objects and 9 object-oriented actions and the
latter activity “painting an illustration” contains 2 objects and 7 object-oriented
actions. The total number of actions is 16. Table 1 shows case triplets for activ-
ities and actions in this data set. Fig. 2 shows examples of motion quantization,
that is, quantized coordinates and their displacement of both hands of some
actions in this data set. A large data set contains 4 activities, 10 objects and
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(((1,-22,30),(1,0,0)),�
 ((14,-35,20),(0,-1,0)))�

(((-29,-37,32),(0,0,0)),�
 ((10,-8,20),(1,0,0)))�

(((-32,-38,32),(0,0,0)),�
 ((3,-13,28)(0,1,-1)))�

(((-12,-26,39),(3,0,-1)),�
 ((8,-34,26),(1,-1,-1)))�

<04397452-n[teacup],I,01170052-v[drink]>� <06415419-n[notebook],O,01346003-v[open]>�

Fig. 2. Examples of quantized motion of both hands in actions

Table 2. Activities and action sequences in a large data set

Activity Action sequence

<clothes,O,wear> <necktie,O,take>,<necktie,O,tie>,<jacket,O,take>
<jacket,O,wear>,<scarf,O,take>,<scarf,O,wind>

<meal,O,eat> <fork,O,take>,<fork,I,eat>,<fork,O,put>
<teapot,O,pick-up>,<teapot,I,pour>,<teapot,O,put>
<teacup,O,pick-up>,<teacup,I,drink>,<teacup,O,put>

<desk,O,clean-up> <notebook-computer,O,close>,<mouse,O,put-back>
<book,O,close>,<book,O,put-back>
<mop,O,take>,<mop,I,wipe-up>

<report,O,write> <notebook-computer,O,open>,<book,O,take>
<book,O,open>,<book,O,turn>,<teacup,O,pick-up>

<teacup,I,drink>,<teacup,O,put>
<mouse,O,operate>,<notebook-computer,I,input>

27 object-oriented actions in total. Table 2 shows these activities and object-
oriented action sequences in the abbreviated form without synsets. Fig. 3 shows
snapshots of object-oriented action sequences in two activities in this data set.

The parameters were set as follows. In the I-PLCA, a threshold of the disper-
sion index for class division was 0.1, a threshold of the class probability for class
division was 0.1 for a small data set and 0.05 for a large data set respectively,
and a correction coefficient κ in the expression (3) was 1.0. In the tempered EM,
a temperature coefficient was decreased by multiplying it by 0.95 at every 20
iterations until it became 0.8. A co-occurrence coefficient λ between an action
and an activity in the expression (11) was set to 0.2.

3.2 Experimental Results

The left two rows of Table 3 shows the composition of an ACTNET which was
learned in the experiment 1 using a small data set. The number of classes was
automatically determined by the class division in the I-PLCA. Fig. 1 shows a
part of this ACTNET and the detail of an activity network of this ACTNET is
shown in Fig. 4. The left row of Table 4 shows results of recognition and inference
for action sequences used for learning. The classification accuracy of activities
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<clothes,O,wear>�

<desk,O,clean-up>�

<note-pc,    <mouse,      <book,        <book,         <mop,      <mop,�
 O,close>     O,put-back>   O,close>      O,put-back>     O,take>    I,wipe-up>�

<necktie,     <necktie,     <jacket,        <jacket,        <scarf,      <scarf,�
 O,take>        O,tie>      O,take>        O,wear>       O,take>     O,wind>�

Fig. 3. Examples of action sequences in activities

Table 3. The composition of ACTNETs

Experiments Experiment 1 Experiment 2
Activity Action Activity Action

The number of classes 2 16 12 53.5

The number of target synsets 2 5 4 10

The number of motion synsets 2 10 4 16

The number of pairs of target and motion synsets 2 16 4 27

was 100%. The classification accuracy of actions was 81.3% when activities were
used as context, whereas it was 75.0% when activities were not used as context.
When additional information about object labels was given, the classification
accuracy of actions was increased up to 93.8%.

In the experiment 2 using a large data set, 4 video clips were prepared for each
of 4 activities and recognition and inference were evaluated for action sequences
through 4-fold cross validation. The right two rows of Table 3 shows the com-
position of ACTNETs and the right row of Table 4 shows results of recognition
and inference of actions and activities. The classification accuracy of activities
was 93.8%. The classification accuracy of actions was 62.5% when activities were
used as context, whereas it was 53.3% when activities were not used as context.
When additional information about object labels was given, the classification
accuracy of actions without and with contextual activities was respectively in-
creased up to 75.8% and 83.4%. The percentage values in parentheses in Table 4
are the classification accuracy of the top two guesses of actions and activities.
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Fig. 4. An activity network of an ACTNET

Table 4. Results of recognition and inference

Experiments Experiment 1 Experiment 2

Classification accuracy of activities 100% 93.8% (100%)

Classification accuracy of actions without 75.0% 53.3%
contextual activities (93.8%) (59.2%)

Classification accuracy of actions with 81.3% 62.5%
contextual activities (100%) (76.7%)

Classification accuracy of actions without 93.8% 75.8%
contextual activities (when object labels are given) (100%) (85.8%)

Classification accuracy of actions with 93.8% 83.4%
contextual activities (when object labels are given) (100%) (96.7%)

4 Discussion and Concluding Remarks

In data sets of experiments, there are the same actions for different objects and
also different actions with similar motion, and these make it difficult to recognize
object-oriented actions. In the experiment 2, classification accuracy is mainly de-
creased due to false recognition of 5 actions <notebook-computer,O,
close>, <mouse,O,put-back>,<book,O,close>,<mop,O,take> and <teacup,O,
pick-up>, which suffer the above difficulty and also have insufficient motion fea-
tures since these actions are performed in a short time on a desk and skeleton ex-
traction of the Kinect sensor is not accurate against the crowded background on
the desk. In addition, in the data set of experiment 2, there are different activities
which contains the same actions and just one false recognition of activities was oc-
curred on one of these activities. As referential evaluation, though experimental
setting and data sets are different, accuracy of similar action recognition by exist-
ing methods [7,8] is 48% ∼ 59% and our method achieved better results.

In conclusion, we have proposed a learning method of a probabilistic seman-
tic network ACTNET which integrates visual features and semantic features
of object-oriented actions and their contextual activities and also provided a
method using the ACTNET which visually recognize and verbally infer actions
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in the context of activities. Through two experiments, it has illustrated that
the ACTNET can learn integrated probabilistic structure of visual and semantic
features of object-oriented actions and activities and it has shown that activities
and actions can be well recognized and inferred using the ACTNET, especially
action understanding is improved using the context of activities and also addi-
tional information about objects.
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entific Research (C) No.23500188 from Japan Society for Promotion of Science.
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Abstract. In this paper, we present a novel semantic-aware clustering
approach for partitioning of experts represented by lists of keywords. A
common set of all different keywords is initially formed by pooling all
the keywords of all the expert profiles. The semantic distance between
each pair of keywords is then calculated and the keywords are partitioned
by using a clustering algorithm. Each expert is further represented by
a vector of membership degrees of the expert to the different clusters
of keywords. The Euclidean distance between each pair of vectors is
finally calculated and the experts are clustered by applying a suitable
partitioning algorithm.

Keywords: expert location, expert partitioning, knowledge manage-
ment.

1 Introduction

Expertise retrieval is not something new in the area of information retrieval.
Finding the right person in an organization with the appropriate skills and
knowledge is often crucial to the success of projects being undertaken [31]. Ex-
pert finders are usually integrated into organizational information systems, such
as knowledge management systems, recommender systems, and computer sup-
ported collaborative work systems, to support collaborations on complex tasks
[16]. Initial approaches propose tools that rely on people to self-assess their
skills against a predefined set of keywords, and often employ heuristics gener-
ated manually based on current working practice [13,36]. Later approaches try
to find expertise in specific types of documents, such as e-mails [9,11] or source
code [31]. Instead of focusing only on specific document types systems that in-
dex and mine published intranet documents as sources of expertise evidence are
discussed in [17]. In the recent years, research on identifying experts from online
data sources has been gradually gaining interest [4,19,23,37,40,43]. For instance,
Tsiporkova and Tourwé propose a prototype of a software tool implementing
an entity resolution method for topic-centered expert identification based on
bottom-up mining of online sources [40]. The tool extracts information from
online sources in order to build a repository of expert profiles to be used for
technology scouting purposes.

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 13–24, 2014.
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Many scientists who work on the expertise retrieval problem distinguish two
information retrieval tasks: expert finding and expert profiling, where expert
finding is the task of finding experts given a topic describing the required ex-
pertise [10], and expert profiling is the task of returning a list of topics that
a person is knowledgeable about [3]. For instance, in [5,10] expertise retrieval
is approached as an association finding task between topics and people. In Ba-
log’s PhD thesis, the expert finding and profiling tasks are addressed by the
application of probabilistic generative models, specifically statistical language
models [5].

Document clustering is a widely studied problem with many applications such
as document organization, browsing, summarization, classification [1,28]. Clus-
tering analysis is a process that partitions a set of objects into groups, or clusters
in such a way that objects from the same cluster are similar and objects from
different clusters are dissimilar. A text document can be represented either in
the form of binary data, when we use the presence or absence of a word in the
document in order to create a binary vector. A more enhanced representation
would include refined weighting methods based on the frequencies of the indi-
vidual words in the document, e.g., TF-IDF weighting [35]. However, the sparse
and high dimensional representation of the different documents necessitate the
design of text-specific algorithms for document representation and processing.
Many techniques have been proposed to optimize document representation for
improving the accuracy of matching a document with a query in the information
retrieval domain [2,35]. Most of these techniques can also be used to improve
document representation for clustering. Moreover, researchers have applied topic
models to cluster documents. For example, clustering performance of probabilis-
tic latent semantic analysis (PLSA) and Latent Dirichlet Allocation (LDA) has
been investigated in [28]. LDA and PLSA are used to model the corpus and
each topic is treated as a cluster. Documents are clustered by examining topic
proportion vector.

In this work, we are concerned with the problem of how to cluster experts into
groups according to the degree of their expertise similarity. The cluster hypoth-
esis for document retrieval states that similar documents tend to be relevant to
the same request [21]. In the context of expertise retrieval this can be re-stated
that similar people tend to be experts on the same topics. Traditional clustering
approaches assume that data objects to be clustered are independent and of iden-
tical class, and are often modelled by a fixed-length vector of feature/attribute
values. The similarities among objects are assessed based on the attribute values
of involved objects. However, the calculation of expertise similarity is a compli-
cated task, since the expert expertise profiles usually consist of domain-specific
keywords that describe their area of competence without any information for the
best correspondence between the different keywords of two compared profiles.
Therefore Boeva et al. propose to measure the similarity between two expertise
profiles as the strength of the relations between the semantic concepts associated
with the keywords of the two compared profiles [7]. In addition, they introduce
the concept of expert’s expertise sphere and show how the subject in question
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can be compared with the expertise profile of an individual expert and her/his
sphere of expertise. In this paper, the problem is approached in a different way.
Namely, it proposes a semantic-aware clustering approach for partitioning of a
group of experts represented by lists of keywords. Initially, a common set of all
different keywords is formed by pooling the keywords of all the expert profiles.
Then the semantic distance between each pair of keywords is calculated and the
keywords are partitioned by applying a selected clustering algorithm. Further,
each expert is represented by a vector of membership degrees of the expert to the
different clusters of keywords. Finally, the Euclidean distance between each pair
of vectors is calculated and the experts are clustered by using some partitioning
algorithm.

The rest of the paper is organized as follows. Section 2 briefly discusses the
partitioning algorithms and describes the proposed semantic-aware clustering
approach for partitioning of experts. Section 3 presents the initial evaluation of
the proposed approach, which is applied to perform partitioning of researchers
taking part in a scientific conference, and interprets the obtained clustering re-
sults. Section 4 is devoted to conclusions and future work.

2 Methods

In this section, we present our clustering method by first reviewing the char-
acteristics of three widely-used groups of partitioning algorithms and then by
describing how experts represented by lists of keywords can be clustered.

2.1 Partitioning Algorithms

Three partitioning algorithms are commonly used for the purpose of dividing
data objects into k disjoint clusters [29]: k-means clustering, k-medians cluster-
ing and k-medoids clustering. All three methods start by initializing a set of k
cluster centers, where k is preliminarily determined. Then, each object of the
dataset is assigned to the cluster whose center is the nearest, and the cluster
centers are recomputed. This process is repeated until the objects inside every
cluster become as close to the center as possible and no further object item
reassignments take place. The expectation-maximization (EM) algorithm [12]
is commonly used for that purpose, i.e. to find the optimal partitioning into
k groups. The three partitioning methods in question differ in how the cluster
center is defined. In k-means clustering, the cluster center is defined as the mean
data vector averaged over all objects in the cluster. For k-medians clustering the
median is calculated for each dimension in the data vector instead. Finally, in
k-medoids clustering [24], which is a robust version of the k-means, the cluster
center is defined as the object which has the smallest sum of distances to the
other objects in the cluster, i.e. this is the most centrally located point in a given
cluster.
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2.2 Semantic-Aware Expert Partitioning Approach

We propose herein a semantic-aware clustering approach that is used to partition
experts into groups according to degree of their expertise similarity. It consists of
three distinctive steps: 1) Construction of expert profiles via the extraction and
association with each expert of a set of relevant keywords representing his/hers
topics of interest; 2) Topic clustering based on pairwise semantic distance be-
tween the different keyword; 3) Clustering of experts based on their degree of
association with the different topic clusters.

Construction of Expert Profiles. An expert profile may be quite complex
and can, for example, be associated with information that includes: e-mail ad-
dress, affiliation, a list of publications, co-authors etc. In view of this, an expert
profile can be defined as a list of keywords, extracted from the available informa-
tion about the expert in question, describing her/his area of expertise. The data
needed for constructing the expert profiles could be extracted from various Web
sources, e.g., LinkedIn, the DBLP library, Microsoft Academic Search, Google
Scholar Citation etc.

There exist several open tools for extracting data from public online sources.
For instance, Python LinkedIn is a tool which can be used in order to execute
the data extraction from LinkedIn. This is a package which provides a pure
Python interface for the LinkedIn Connection, Profile, Search, Status, Messag-
ing and Invitation APIs [32]. The DBLP database offers an easy access to the
researchers’ expertise since it describes each publication entry in an XML format
and thus allowing easy parsing and information gathering for constructing the
expert profiles [8].

The Stanford part-of-speech tagger [39] can be used to annotate the different
words in the text collected for each expert with their specific part of speech.
Next to the part of speech recognition, the tagger also defines whether a noun
is plural, whether a verb is conjugated, etc. Further the annotated text can be
reduced to a set of keywords (tags) by removing all the words tagged as articles,
prepositions, verbs, and adverbs. Practically, only the nouns and the adjectives
are retained and the final keyword set can be formed according to the following
simple chunking algorithm:

– adjective-noun(s) keywords: a sequence of an adjective followed by a noun is
considered as one compound keyword e.g. ”supervised learning”;

– multiple nouns keywords: a sequence of adjacent nouns is considered as one
compound keyword e.g. ”mixture model”;

– single noun keywords: each of the remaining nouns forms a keyword on its
own.

Clustering of Topics (Keywords). Assume that n different expert profiles
are created in total and each expert profile i (i = 1, 2, . . . , n) is represented by
a list of pi keywords. Further suppose that a set of m (m <<

∑n
i=1 pi) different

keywords is formed by gathering all the keywords of all n expert profiles.
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Then we can calculate the semantic distance between each pair of keywords by
using, e.g., the WordNet [14,30]. WordNet is a large lexical database of English.
Nouns, verbs, adjectives and adverbs are grouped into sets of cognitive synonyms
(synsets), each expressing a distinct concept. Synsets are interlinked by means of
conceptual-semantic and lexical relations. WordNet’s structure makes it a useful
tool for computational linguistics and natural language processing.

Initially, the WordNet networks for the four different parts of speech were not
linked to one another and the noun network was the first to be richly developed.
This imposes some constrains on the use of WordNet ontology. Namely, most of
the researchers who use it limit themselves to the noun network. However, not all
keywords representing the expert profiles are nouns. In addition, the algorithms
that can measure similarity between adjectives do not yield results for nouns
hence the need for combined measure.

Let mi be an arbitrary similarity measure and v be an arbitrary keyword.
Then mi(v, v) gives the maximum possible score of mi. We define MNi as a
normalized measure of mi. Initially, for any two keywords v and w and for each
used similarity measure mi (i = 1, 2, . . . , r) we compute its normalized measure
MNi(v, w) = mi(v, w)/mi(v, v). One can easily see that if mi takes non-negative
values, then MNi takes values in [0, 1]. In order to compute our own normalized
measure MN combined from r different similarity measures m1,m2, . . . ,mr, we
first normalize independently each mi using the above method and then define:
α1, α2, . . . , αr, such that αi denotes the weight of i-th measure. In addition,
α1 + α2 + . . . + αr = 1. Further the normalized measure MN for any two
keywords v and w is calculated as follows:

MN(v, w) = α1MN1(v, w) + α2MN2(v, w) + . . .+ αrMNr(v, w).

It is clear that MN takes values in [0, 1].
Once we have the distances (or similarity scores) calculated, the keywords can

be clustered by applying the k-means (or other partitioning) algorithm which
is explained in Section 2.1. Initially, the number of cluster centers is identified.
As discussed in [15,38], this can be performed by running the selected clustering
algorithm on the dataset in question for a range of different numbers of clus-
ters. Subsequently, the quality of the obtained clustering solutions needs to be
assessed in some way in order to identify the clustering scheme which best fits
the considered datasets. For example, the internal validation measure that is
presented in Section 3.2 or different one can be used as validity index to identify
the best clustering scheme. Suppose that k cluster centers are determined for
the set of keywords.

Clustering of Experts. As discussed above, them keywords are grouped by the
selected clustering algorithm into k clusters, i.e. a set of clusters C1, C2, . . . , Ck

is produced. Let us denote by bij the number of keywords from the expert profile
of expert i that belong to cluster Cj . Now each expert i (i = 1, 2, . . . , n) can be
represented by a vector ei = (ei1, ei2, . . . , eik), where eij = bij/pi (j = 1, 2, . . . , k)
and pi is the total number of keywords in the expert profile representation. In this
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way, each expert i is represented by a k-length vector of membership degrees of
the expert to k different clusters of keywords. Then we can calculate, e.g., the Eu-
clidean distance between each pair of vectors and group the experts by applying
the k-means or other clustering algorithm.

3 Initial Evaluation

3.1 Test Data

We need test data that is tied to our specific task, namely the expert clustering.
For this task, we use the test collection from a scientific conference [20] devoted
to information technology in bio- and medical informatics. For each topic, par-
ticipants (53 in total) of the corresponding conference session are regarded as
experts on that topic. This is an easy way of obtaining topics and relevance
judgements. A total of 5 topics (sessions) are created by the conference science
committee. A list of researchers for these topics are also supplied, i.e., names
that are listed in the conference program on the sessions (topics) information.
These researchers are considered as relevant experts, thus, used as the ground
truth to benchmark the results of the proposed clustering method.

The data needed for constructing the researcher expertise profiles are ex-
tracted from Microsoft Academic Search, i.e., a researcher profile is defined by
a list of keywords used in the profile page of the author in question to describe
her/his scientific area. Note that some of the used keywords are multiple-word
terms, e.g. ”Molecular Biology”, ”Data Mining”, ”Software Engineering”, ”In-
formation Retrieval” etc. However, not all the multiple-word terms are present
in WordNet ontology. Therefore, these keywords have been divided into their
constituting words. The latter does not have effect on the quality of final expert
clustering, because even the constituting words have been allocated in different
clusters of keywords they are both included into the corresponding expert pro-
files and further are taken into account by the experts’ membership degrees to
those clusters.

3.2 Cluster Validation Measures

One of the most important issues in cluster analysis is the validation of clus-
tering results. Essentially, the cluster validation techniques are designed to find
the partitioning that best fits the underlying data, and should therefore be re-
garded as a key tool in the interpretation of clustering results. Since none of
the clustering algorithms performs uniformly best under all scenarios, it is not
reliable to use a single cluster validation measure, but instead to use at least two
that reflect different aspects of a partitioning. In this sense, we have used two
different validation measures. We apply the Silhouette Index (SI) for assessing
compactness and separation properties of the obtained clustering solutions [34].
SI is also used as a validity index to identify the clustering scheme which best
fits the test data described in the foregoing section. Furthermore, we use the
F-measure for evaluating the accuracy of the generated clustering solutions [25].
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Silhouette Index. The Silhouette index reflects the compactness and separa-
tion of clusters [34]. Suppose C = {C1, C2, . . . , Ck} is a clustering solution of the
considered data set, which contains the attribute vectors of m objects. Then the
SI is defined as

s(C) =
1

m

m∑
i=1

(bi − ai)/max{ai, bi},

where ai represents the average distance of object i to the other objects of the
cluster to which the object is assigned, and bi represents the minimum of the av-
erage distances of object i to object of the other clusters. The values of Silhouette
Index vary from -1 to 1.

F-measure. The F-measure is the harmonic mean of the precision and recall
values for each cluster. Let us consider two clustering solutions C = {C1, C2, . . . ,
Ck} and C′ = {C′

1, C
′
2, . . . , C

′
l} of the same data set. The first solution C is a

known partition of the considered data set while the second one C′ is a partition
generated by the applied clustering algorithm. The F-measure for a cluster C′

j

is then given as

F (C′
j) =

2
∣∣Ci

⋂
C′

j

∣∣
|Ci|+

∣∣C′
j

∣∣ ,
where Ci is the cluster that contains the maximum number of objects from C′

j .
The overall F-measure for clustering solution C′ is defined as the mean of cluster-
wise F-measure values, i.e. F (C′) = 1

l

∑l
j=1 Fj . For a perfect clustering, when

l = k, the maximum value of the F-measure is 1.

3.3 Implementation and Availability

A free distributed Java library has been used to measure the word similarity -
WordNet Similarity for Java (WS4J) [41]. A Java program using WS4J API has
been applied to calculate a word similarity matrix for the keywords describing the
expert profiles. The semantic relatedness algorithms implemented by the library
have been used in our experiments [6,18,22,26,27,33,42]. As the score ranges of
the algorithms vary in different intervals we have performed a normalization
on all scores in order to obtain a final score in one and the same range - [0,1]
(see Section 2.2). The weights are evenly distributed among the algorithms that
produce a score for a given word pair. Some algorithms work for noun pair
and other can be used on other parts of the speech. When an algorithm is not
applicable an error score of -1 is returned and the corresponding algorithm is
excluded from the calculation of the normalized measure. The algorithms that
produce scores for a given word pair are used for calculating its normalized score
as a mean of the produced scores. We do not give preference to any algorithm,
because of the automation and the lack of any preliminary knowledge about the
words being compared.

R scripts have been used to implement all the other experiments and to gen-
erate the result plots.
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3.4 Experimental Results

Initially, a set of 44 different keywords is formed by gathering all the keywords of
all 53 expert profiles. Then the semantic distance between each pair of keywords
is calculated by using WordNet.

Once we have the normalized similarity scores calculated using the method
presented in Section 2.2, the keywords are partitioned by applying k-means clus-
tering algorithm. The partitioning algorithms as k-means contain the number of
clusters (k) as a parameter and their major drawback is the lack of prior knowl-
edge for that number to construct. Therefore, we have run k-means clustering
algorithm for all values of k between 2 and 20 and plot the values of the selected
index (Silhouette Index) obtained by each k as the function of k (see Figure 1(a)).
We search for the values of k at which a significant local change in value of the
index occurs [15]. These values are 4, 6 and 10. Thus, we apply the k-means
on the set of keywords for three different values of k (k = 4, 6, 10). In this way,
three different clustering solutions for the set of keywords are produced. The
partition generated for k = 10 can be seen in Table 1. In fact, k = 10 is more
proper number of clusters for the set of keywords than k = 4 and k = 6. This is
supported by the higher SI scores produced on the clustering solutions of the set
of experts when the keywords are partitioned in 10 clusters (see Figure 1(b)).
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Fig. 1. SI values generated by k-means clustering method on the set of keywords (a)
and on the set of experts (b) for different number of clusters

Further, each expert is represented by a vector of membership degrees of
the expert to the different clusters of keywords. Finally, the Euclidean distance
between each pair of vectors is calculated and the experts are clustered by using
the selected clustering algorithm. Thus k-means clustering algorithm has been
run on the set of experts for all values of k between 2 and 10 for each of the
three clustering solutions of the keywords. For each generated clustering solution
a Silhouette Index score is calculated and plotted in Figure 1(b). As can be
noticed, the optimal number of clusters for the set of experts are 4 and 7.
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Table 1. Clustering of the set of keywords for k = 10

Clusters Keywords

1 Algorithm, Engineering

2 Artificial Intelligence, Computer Science, Electrical Engineering, Computing

3 Mathematics, Electronics, Physiology, Neuroscience,
Biochemistry, Chemistry, Biology, Molecular Biology

4 Database, Information, Software, Graphics, Botany

5 Medicine, Pharmacology, Ophthalmology, Toxicology, Distribute, Pattern

6 Data Mining, Retrieval, Energy

7 Learning, Theory, Pattern

8 World Wide Web, Machine

9 Security, Recognition, Privacy, Parallel

10 Zoology

Table 2. F-measure scores generated by k-means clustering method on the set of
experts for k = 4, 7 for three different partitions of keywords (k = 4, 6, 10)

keywords clustering k = 4 k = 6 k = 10
experts clustering

k = 4 0.439 0.439 0.432
k = 7 0.373 0.421 0.428

Next the F-measure is used to assess the accuracy of the clustering solutions
generated on the set of experts for k = 4, 7 for three different partitions of
keywords (k = 4, 6, 10), see Table 2. Each produced clustering solution is bench-
marked to the (known) partition of the researchers explained in Section 3.1.
The obtained scores are between 0.373 and 0.439. Notice that higher values are
produced by the expert partitions generated for k = 4. However, there are no
superior results with respect to the different clustering solutions of the keywords.

Finally, let us consider the clustering solution generated on the set of ex-
perts for k = 4 when the keywords are partitioned in 6 clusters. The experts
have been grouped into four main clusters. Cluster 1 contains 27 researchers
most of who have expertise in Bioinformatics & Computational Biology, Artifi-
cial Intelligence, Data Mining and Machine Learning. Note that all the scientists
with expertise in Bioinformatics & Computational Biology are allocated in this
cluster. In addition, a clear sub cluster is formed by four experts all with only
competence in Biochemistry. In fact, these are grouped in a separate cluster for
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k = 7. Cluster 1 is the most heterogeneous cluster. This might be due to the
fact that it contains many experts (20 such researchers) who have competence in
more than two scientific areas. Cluster 2 contains 9 experts who have compe-
tence in Engineering, Artificial Intelligence and Computer Science. This cluster
is divided in two separate clusters for k = 7. Cluster 3 contains 12 experts
whose main expertise is in Databases and Software Engineering. This is very
homogeneous cluster consisting of experts all having the keyword ”Database” in
her/his expertise profile. Cluster 4 contains only 5 experts: three with exper-
tise in Medicine, one in Ophthalmology and one in Toxicology, Pharmacology
and Molecular Biology. Evidently, the considered clustering solution is a good
partition of the researchers with respect to their scientific expertise.

4 Conclusion and Future Work

This paper elaborates on a novel semantic-aware approach for clustering of ex-
perts represented by lists of keywords. The proposed approach has initially been
evaluated by applying the algorithm to partition of researchers taking part in a
scientific conference. The produced clustering solutions have been validated by
two different cluster validation measures. The obtained results demonstrate that
the proposed approach is a robust clustering technique that is able to produce
good quality clustering solutions.

For future work, the aim is to pursue further enhancement and validation of
the proposed clustering approach applying alternative partitioning methods e.g.
hierarchical clustering on richer expert profiles extracted from online sources e.g.
LinkedIn, Google Scholar, the DBLP library, Microsoft Academic Search, etc.
In addition, our future intention is to evaluate the scalability of the proposed
approach. Presently, the method consists of two different clustering phases, which
can be rather computationally expensive when the number of targeted experts
grows. Another impact on scalability is also the degree of heterogeneity among
the experts in terms of expertise. The higher this degree, the more topic clusters
will be generated and therefore the vectors representing the experts will have
higher dimension. It can also occur in this situation that many topic clusters are
of little relevance to all of the experts. One possible way to tackle this problem
is adapt the method to deal with sparse data.
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Abstract. Online discussions such as forums are very popular and enable 
participants to read other users’ previous interventions and also to express their 
own opinions on various subjects of interest. In online discussion forums, there 
is often a mixture of positive and negative opinions because users may have 
similar or conflicting opinions on the same subject. Therefore, it is challenging 
to track the flow of opinions over time in online discussion forums. Past 
research in the field of opinion propagation has dealt mainly with online social 
networks. In this paper, by contrast, we address the opinion propagation in 
discussion forum threads. We proposed a user-level opinion propagation     
analysis method in the discussion forum threads. This method establishes for a 
given time step whether the discussion will result in complete agreement         
between participants or in disparate and even contrary opinions. 

Keywords: Opinion Propagation, Discussion Forum, Forum Thread, Discrete 
Opinion Space, Term-User Opinion Matrix, User-User Similarity Matrix. 

1 Introduction 

The concept of opinion as a core component of the opinion propagation problem is     
defined in [1] by means of four keywords (“Topic”, “Holder”, “Claim”, 
“Sentiment”): “the Holder believes a Claim about the Topic, and in many cases   
associates a Sentiment, such as good or bad, with the belief”. Several efforts have 
been made to research the opinion propagation problem in online social networks.    
In this paper, we perform an analysis of the opinion propagation in other forms of 
social media than the online social networks, i.e. in discussion forum threads. To the 
best of our knowledge, this subject has not been addressed in previous studies yet. 

There are differences between our solution and other existing studies [2]. Previous 
studies have focused on the propagation of opinions in the networks (e.g. the Watts-
Strogatz network model [3] or the Barabási-Albert network model [4]) that have 
properties (e.g. small-world and scale-free properties) similar to those of the online 
social networks [5, 6]. Moreover, in these studies, opinions are randomly assigned to 
individuals, and the interactions over time between neighboring individuals are also 
randomly established. 
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 We propose a user-level method for the opinion propagation problem in discussion 
forum threads, taking into account the opinions written by users. For this purpose, we 
extract the users’ opinions from their posts in the discussion. More concretely, our 
solution is based on the opinions written by users on diverse themes expressed by 
specific noun terms that are semantically related to the subject of the discussion. 
Thus, our solution consists in determining whether the participants in the discussion 
reach complete agreement or they continue to have disparate or even contrary 
opinions, and therefore impossible or very hard to adapt from one to the other. We 
evaluate our method by tracking the opinion propagation in the real-world discussion 
forum threads.  

The paper is structured as follows. In Section 2, we discuss shortly the related 
work, and in Section 3, we formally define the user-level opinion propagation 
problem in discussion forums. In Section 4, we detail the system proposed to solve 
the problem we study. The experimental results are presented in Section 5. Finally, 
Section 6 is dedicated to the conclusions. 

2 Related Work 

There are several models of the opinion propagation process in online social 
networks. In the standard Voter model [2] defined on a regular lattice, each individual 
randomly selects one of his neighbors at the time step t, and adopts, at the time step 
t+1, the opinion of the neighbor selected at the time step t. The original Sznajd model 
[7] was described for a one-dimensional lattice and subsequently extended to  
complex networks [8]. In the case of complex networks, at each time step t, if two 
connected individuals hold the same opinions, then at the time step t+1 they convey 
the opinion to all their neighbors. In the Deffuant model [9], at each time step, two        
individuals randomly selected from the network change their own opinions only if the    
difference between opinions is less than a given threshold parameter ε.                       
In the Hegselmann-Krause model [10], at each time step t, a randomly selected 
individual changes his opinion, which becomes equal to the arithmetic average of the 
opinions of all his neighbors. For more details about the opinion propagation problem 
in online social networks, see [11].  

3 Problem Formulation 

Before defining the user-level opinion propagation problem in discussion forums, we 
introduce some necessary definitions and notations. Moreover, this section provides a 
comprehensive discussion of the online forums in order to understand the target data 
of our research. Formally, an online forum is composed of a set of discussion threads 
defined as follows: 

Definition 1 (Discussion Thread). Given a discussion forum website, we describe a 
discussion forum thread (simplified “discussion thread”) at the time step tτ, τ ∈ ℕ*, 
by a tuple (TDT, SDT, UDT(tτ), PDT(tτ), RDT(tτ)), where t1, t2, ..., tτ , ... are discrete time 
steps corresponding to events that occur in a discussion thread, i.e. adding new posts. 
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A discussion thread is specifically characterized by a subject SDT, and generally by 
a topic TDT. Thus, each discussion thread is about a particular subject SDT, and many 
such discussion threads are grouped under the same topic TDT. The posts p ∈ PDT(tτ) 
represent interventions of the users u ∈ UDT(tτ) on the subject SDT in the respective 
discussion thread until the time step tτ. Each post p ∈ PDT(tτ) is a reply to another 
previously written post. 

At the beginning of the discussion thread, which corresponds to the time step t1, a 
user sends a message, and then, in the following time steps tτ, τ ∈ ℕ, τ ≥ 2, other users 
intervene in the discussion. In online social networks, such as Facebook, every user 
only interacts with users with whom he has explicitly formed friendships. In contrast, 
in a discussion thread, a user u ∈ UDT(tτ) interacts, at the time step tτ, with any other 
users who participate in the discussion until the time step tτ-1, even if he doesn't know 
them, which means that the user u ∈ UDT(tτ) can reply to the previous posts they have 
written. In other words, all messages sent by all users are visible to every other 
participant in the discussion thread. 

In a discussion thread, at the time step tτ, two types of relations can be         
defined: RUP(tτ) and RPP(tτ), RDT(tτ) = RUP(tτ) ∪ RPP(tτ). A binary partial relation                 
RUP(tτ) ⊂ UDT(tτ) × PDT(tτ), called belong-to relation, is defined as the relation 
between the sets UDT(tτ) and PDT(tτ) so that, if (u, p) ∈ RUP(tτ), the post p ∈ PDT(tτ) was 
written by the user u ∈ UDT(tτ). A binary partial relation RPP(tτ) ⊂ PDT(tτ) × PDT(tτ), 
called reply-to relation, is established between the posts from the set PDT(tτ) so that, if     
(p1, p2) ∈ RPP(tτ), the post  p1 ∈ PDT(tτ) replies to another post p2 ∈ PDT(tτ). 

Taking into account all the above explanations, for two instances (TDT, SDT, UDT(tτ), 
PDT(tτ), RDT(tτ)) and (TDT, SDT, UDT(tτ’), PDT(tτ’), RDT(tτ’)) of the same discussion   
thread at the time steps tτ and tτ’, tτ’ > tτ, we can write the following relations:     
UDT(tτ) ⊆ UDT(tτ’),  PDT(tτ) ⊂ PDT(tτ’), RUP(tτ) ⊂ RUP(tτ’), and RPP(tτ) ⊂ RPP(tτ’). 

The relationships established between users in an online social network enable us 
to represent the community of users by a social graph Gs = (Vs, Es), where Vs is the set 
of users, and Es is the set of relationships that connect them. In contrast to an online 
social network, a discussion thread is represented by an oriented graph structure, 
using the reply-to relation RPP.  

A discussion thread comprises a series of posts exchanged between users about the 
same subject SDT. The subject SDT enables users who participate in the discussion to 
express their opinions on diverse noun terms. Moreover, these noun terms are 
semantically related to one of the noun terms that appear in the subject SDT. 
Consequently, we can write the following definition: 

Definition 2 (Noun Term Vocabulary). In a discussion thread (TDT, SDT, UDT(tτ), 
PDT(tτ), RDT(tτ)), all distinct noun terms on which the users UDT(tτ) expressed their 
opinions and that are semantically related to one of the noun terms by which the 
subject SDT is written define a noun term vocabulary. We use Vd

DT(tτ) = {s1, s2, ..., sd} 
to denote a d-dimensional vocabulary of noun terms shared by all users in the 
discussion thread until the time step tτ, τ ∈ ℕ*.  

The size and the structure of the noun term vocabulary may vary over time. New 
posts that are added to the discussion thread may contain opinions on new noun terms. 
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In what follows, we make the assumption that the users’ opinions are modeled by 
numerical values. 

Definition 3 (Discrete Opinion Space). Given at the time step tτ, τ ∈ ℕ*, the 
discussion thread (TDT, SDT, UDT(tτ), PDT(tτ), RDT(tτ)) from a discussion forum website 
and the corresponding d-dimensional vocabulary of noun terms Vd

DT(tτ), then the 
opinions of each user u ∈ UDT(tτ) on the noun terms from the vocabulary Vd

DT(tτ) can 
be represented by a vector in a d-dimensional discrete opinion space OSd

DT = {-1, 0, 
+1}d. 

In a d-dimensional opinion space, each axis corresponds to a noun term, and the 
values on each axis correspond to the users’ possible opinions on the respective noun 
term. In the particular case in which the opinion space is discrete, opinions are values 
on the discretized axes. 

Let od
DT(tτ) = [o1 o2 … od]

T denote a vector at the time step tτ, τ ∈ ℕ*, in the          
d-dimensional discrete opinion space OSd

DT, and that corresponds to a user                 
u ∈ UDT(tτ). Each entry ok in the vector od

DT represents the opinion held by the user    
u ∈ UDT(tτ) on each noun term sk from the vocabulary Vd

DT(tτ) until the time step tτ,     
τ ∈ ℕ*. 

Opinion entries ok may take one of the following values: -1, 0, or +1, where the 
value -1 denotes a negative opinion, the value 0 denotes a neutral opinion, and the 
value +1 denotes a positive opinion. If the user u ∈ UDT(tτ) does not express his 
opinion on the noun term sk ∈ Vd

DT(tτ) until the time step tτ, τ ∈ ℕ*, then we consider 
the value 0 for the entry ok ∈  od

DT (tτ). If until the time step tτ, τ ∈ ℕ, the user             
u ∈ UDT(tτ) give more opinions on a noun term, then only his last opinion is taken into 
consideration. 

Inspired by the work of Stavrianou [12], we redefine the representation of 
discussion threads by using a data structure in the form of a graph that takes into 
account the opinions expressed by users in their posts as follows: 

Definition 4 (Post-Reply Opinion Graph). Given at the time step tτ, τ ∈ ℕ*,   a 
discussion thread (TDT, SDT, UDT(tτ), PDT(tτ), RDT(tτ)) from a discussion forum website, 
then the discussion thread is associated with an oriented graph GDT(tτ)(VDT(tτ), 
EDT(tτ)), called post-reply opinion graph, where:  

• VDT(tτ) = {vj | vj = (vj
p, vj

u, vj
tm, vj

op), vj
p ∈ PDT(tτ), vj

u ∈ UDT(tτ), vj
tm

 ∈ ℕ,                 
vj

op = [o1 o2 … om]T, m ≤ d, vj
op ⊂ OSm

DT, j ∈ [1, n]} is the set of vertices in the 
graph GDT(tτ), and n denotes the number of nodes in the post-reply opinion graph 
GDT(tτ); 

• EDT(tτ) = {e1, e2, ..., n-1} is the set of edges so that, if e = (vi, vj) ∈ EDT(tτ), then the 
post vi is a reply to the post vj. 

In the post-reply opinion graph GDT(tτ), each vertex vj ∈ VDT(tτ) corresponds to a 
post vj

p written by a user vj
u at the timestamp vj

tm. The post vj
p expresses opinions in the 

m-dimensional opinion vector vj
op, where m is less than or equal to the dimension d of 

the noun term vocabulary Vd
DT(tτ). Let us consider two more definitions as follows: 
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Definition 5 (Term-User Opinion Matrix). Given at the time step tτ, τ ∈ ℕ*, the 
discussion thread (TDT, SDT, UDT(tτ), PDT(tτ), RDT(tτ)) from a discussion forum website,  
the corresponding post-reply opinion graph GDT(tτ)(VDT(tτ), EDT(tτ)), and the              
d-dimensional vocabulary of noun terms Vd

DT(tτ), then we build a d×n term-user 
matrix  AT-U(tτ) = [A1(tτ) A2(tτ) … An(tτ)], where n denotes the number of users in the 
set UDT(tτ). Each column Au(tτ) = [a1,u(tτ) a2,u(tτ) … ad,u(tτ)]

T corresponds to a user             
u ∈ UDT(tτ) and denotes the d-dimensional opinion vector of the user u ∈ UDT(tτ) in 
the opinion space OSd

DT.  

Definition 6 (User-User Similarity Matrix). Given at the time step tτ, τ ∈ ℕ*,   the 
discussion thread (TDT, SDT, UDT(tτ), PDT(tτ), RDT(tτ)) from a discussion forum website, 
the corresponding post-reply opinion graph GDT(tτ)(VDT(tτ), EDT(tτ)), the       d-
dimensional vocabulary of noun terms Vd

DT(tτ), the d×n term-user opinion matrix AT-

U(tτ), and a similarity measure between two vectors, then we build a n×n user-user 
matrix BU-U(tτ). The entry of the row kth and of the column hth of the matrix BU-U(tτ) is 
denoted by bk,h(tτ) and represents the similarity between the users k and u∈ UDT(tτ) 
from the perspective of the opinions expressed by these users.  

More concretely, the entry bk,h(tτ) measures the similarity between the column 
vectors Ak(tτ) = [a1,k(tτ) a2,k(tτ) … ad,k(tτ)]

T and Ah(tτ) = [a1,h(tτ) a2,h(tτ) … ad,h(tτ)]
T of  

the matrix AT-U(tτ). We calculate the similarity between two vectors by using the 
cosine of the angle formed between them as follows: 
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The cosine measure returns a score between -1 and +1. In this case, the value -1 
means complete disagreement between users (the users have opinions with opposite 
sentiments on the same target term), while value +1 means complete agreement 
between users (the users have opinions with similar sentiments on the same target 
term). 

Finally, we can formally define the problem of user-level opinion propagation in a 
discussion thread, by extending the definition taken from [13]: 

Definition 7 (The Problem of User-Level Opinion Propagation in Discussion 
Forum Threads). Given, at the time step tτ, τ ∈ ℕ*, the discussion thread             
(TDT, SDT, UDT(tτ), PDT(tτ), RDT(tτ)) from a discussion forum website, the corresponding 
post-reply opinion graph GDT(tτ)(VDT(tτ), EDT(tτ)), the d-dimensional vocabulary of 
noun terms Vd

DT(tτ), the d×n term-user opinion matrix AT-U(tτ), the n×n user-user 
matrix  BU-U(tτ) = {bk,h(tτ)}, and a subset of individuals U’DT(tτ) ⊂ UDT(tτ) that have 
similar opinion vectors at any time step ti, ti  ≥ tτ, i.e. bu2u1  ≤  ε1, ∀ u2, u1 ∈ U’DT(tτ), 
and that initiated the opinion propagation at the time step tτ, then a user                 
u ∈ UDT(tj) \ U’DT(tτ) is considered to be influenced by the opinion propagation at the 
time step tj only if this condition is met: 

bu3,u(tτ)  ≤  bu1,u(tj)  + ε2 (2)
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where u3 ∈ UDT(tj) \ U’DT(tτ), ∀ u1 ∈ U’DT(tτ),  and the parameters ε1, ε2 can be learned 
from a corpus or heuristically set. 

The inequality (2) indicates that, if the user u ∈ UDT(tj) \ U’DT(tτ) is influenced at 
the time step tj, tj  > tτ, due to an opinion propagation initiated by a particular subset of 
users U’DT(tτ) at the time step tτ, then the opinion of the user u should be similar to the 
opinion of the subset of users U’DT(tτ), irrespective of the opinions of other users 
UDT(tj) \ U’DT(tτ) in the discussion thread.   

4 Proposed System 

The system that implements our method consists of several modules, grouped as 
shown in Fig. 1. First, using the Stanford CoreNLP tool (http://nlp.stanford. 
edu/software/corenlp.shtml), specific natural language processing techniques are 
applied to each post in the discussion thread [14]: tokenization, part of speech 
tagging, syntactic parsing, and coreference resolution.  
 

 

Fig. 1. General architecture of the user-level opinion propagation problem in a discussion 
forum thread 

In what follows, we will consider that opinion words can be used as parts of speech 
such as adjectives, adverbs, and verbs. In order to identify opinion words from posts, 
the relevant Stanford dependency relations have been utilized [15]: “dobj”, “nsubj”, 
“amod”, “acomp”, “advmod”, “xcomp”, and “neg”. From an opinion mining 
perspective, these dependency relations show the relations between noun terms and 
the words that contain opinions about the noun terms.  

In order to construct the noun term vocabulary for the discussion thread at the time 
step tτ, we use Algorithm 1. The first step in Algorithm 1 extracts pairs (noun_term, 
opinion_word) from the discussion thread, by using the dependency relations 
considered for opinion mining (A1 : 1). Then, we apply a method to identify the 
nouns terms in the subject of the discussion thread (A1 : 2-9). Finally, we remove the 
noun terms that are not relevant to the discussion thread (A1 : 10-15) from the noun 
terms previously identified by the algorithm (A1 : 1). For this purpose, we use the           
Wu-Palmer measure [16] to calculate the similarity between two nouns. The noun 
terms for which the Wu-Palmer measure returns a score higher than zero will form the 
noun term vocabulary at the time step tτ. 
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Algorithm 1 (A1): Noun-Term Vocabulary Construction 

Input: PDT(tτ) = {pτ}τ∈ ℕ – the set of posts in the discussion 
thread at the time step tτ; 
Input: SDT = {wk}k ∈ ℕ - the subject of the discussion thread; 
Output: VdDT(tτ) – the noun term vocabulary of the discussion 
thread at the time step tτ; 
 1:  Ω ← MiningDependencyRelationsfromDiscussionThread 

(PDT(tτ))// Ω = {(hm, dn)}m,n∈ℕ 
 2:  for each word wk in SDT do 
 3:   if (checkNoun(wk)  and  length(wk)  > 3) then 
 4:    wk ← lemmatization(wk) 
 5:    wk ← lowercase(wk) 
 6:   else 
 7:    SDT ← SDT \ wk 
 8:   end if 
  9:  end for 
 10:  for each pair (hm, dn)in Ω do 
 11:  sim ← )) w,((

w ∈ tS kmwu
DTk

hsim  

 12:  if sim != 0 and h
m
 ∉ VdDT(tτ)then 

 13:   VdDT(tτ) ← VdDT(tτ) ∪ (h
m
) 

   14:  end if   

 15:  end for 

To identify the orientation of the opinion words, we selected four opinion lexicons, 
which will be used in our experiments: SentiWordNet [17], Micro-WNOp [18], 
MPQA subjectivity lexicon [19], and Bing Liu’s opinion lexicon [20]. The reason for 
choosing to test by using several opinion lexicons is that there is no opinion lexicon to 
return the exact sentiments of the opinion words, taking into account both the context 
of usage of the opinion words and the domain in which they are used. In the user-level 
opinion propagation problem that we study, the individuals’ opinions are modeled by 
numerical values. After extracting the opinion words from posts, it becomes necessary 
to map each opinion word onto a numerical value: -1, 0, or +1, where a value of -1 
corresponds to an opinion word of negative polarity, a value of 0 corresponds to an 
opinion word of neutral polarity, and a value of +1 corresponds to an opinion word of 
positive polarity. The opinion words from the SentiWordNet and Micro-WNOp 
opinion lexicons are assigned sentiment scores in a certain domain. In other opinion 
lexicons (MPQA subjectivity lexicon and Bing Liu’s opinion lexicon), the opinion 
words are not assigned sentiment scores. We use specific algorithms for each opinion 
lexicon in order to map the opinion words onto numerical values. Finally, we 
construct the opinion vector for each participant in the discussion and also the      
user-user similarity matrix BU-U.  
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5 Experiments 

We evaluate our method on real-world discussion threads from the Internet Argument 
Corpus (IAC) created by Walker et al. [21]. This corpus contains discussion threads 
from the discussion forum website http://www.4forums.com. The IAC is a dataset 
freely available, in which each discussion thread is saved in the JSON format.        
The discussion threads from the IAC have structure characteristics as presented in 
section 3. Moreover, the data selected in this corpus for each discussion thread enable 
us to create the corresponding post-reply opinion graph. Each discussion thread   
comprises a set of posts, and each post in a discussion thread contains several 
components as follows: the author of the post, the post text, the parent post, and the 
timestamp. Moreover, each discussion thread is created under a topic.  

Without losing the generality of our problem stated in Definition 7, in what follows 
we study the case in which tτ = t1 and the set U’DT(t1) = {u1}. More precisely, we 
consider that the opinion propagation process is initiated, at the time step t1, by the 
first user (called u1) that sends a post to the respective discussion thread. The target 
individuals of the opinion propagation process are all users that intervene in the 
discussion afterward, at the time step tj  > tτi,  and read the first user’s posts. If, at the 
time step tj > tτ, the equation 1 -  ε  ≤   bu,u1(tj)  ≤ 1 is true for all users u in the set 
UDT(tj) \ {u1}, then the opinion propagation process is characterized by complete 
agreement between the users that participated in the discussion thread. 

We selected two discussion threads from the topic “Existence of God” of the 
Internet Argument Corpus. We consider that the structure of the two discussion 
threads corresponds to three discrete time steps. Table 1 shows both the discrete time 
steps tj and the number of users UDT(tj) who sent posts to each discussion thread until 
the time step tj. 

Table 1. Statistics on the experimental corpus 

Discussion Thread 
Identifier 

Discrete Time 
Steps (tj) 

Number of Users 
(UDT(tj)) 

Discussion Thread 1 t49 7 
 t100 14 
 t149 15 

Discussion Thread 2 t60 18 
 t121 19 
 t192 20 

 

Figure 2 shows the similarity between the opinion vector corresponding to the user 
u1 and the opinion vectors corresponding to other users that intervene in the 
discussion afterward, for both discussion threads and for each of the four opinion 
lexicons. The other users are represented on the X-axis. More precisely, these 
similarity values correspond to the first line in the user-user similarity matrix BU-U. In 
Fig. 2 (a-c), we can observe that the opinion vector similarities between the users u1 
and u5 decrease over time. In Fig. 2 (d-f), we can observe that the opinion vector 
similarities between the users u1 and u4 decrease over time, and the opinion vector 
similarities between the users u1 and u12 increase over time. 
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 (a) Discussion Thread 1 – t49  (d) Discussion Thread 2 - t60 

 (b) Discussion Thread 1 - t100 

 
(e) Discussion Thread 2 - t121 

 (c) Discussion Thread 1 - t149  (f) Discussion Thread 2 - t192 

Fig. 2. The opinion vector similarities corresponding to the user who has initiated the 
discussion and to the users who join the discussion over time in the discussion thread 1(a-c) and 
in the discussion thread 2 (d-f) 

In Fig. 3, we graphically show all the similarity values in the user-user similarity 
matrix BU-U for both discussion threads and for each of the four opinion lexicons. In 
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Fig. 3 (a-c), we can observe that there are more values higher than zero in the matrix 
BU-U over time. In contrast, in the discussion thread 2, there are fewer values higher 
than zero in the matrix BU-U over time. 

 

 (a) Discussion Thread 1 – t49 (d) Discussion Thread 2 - t60 

 (b) Discussion Thread 1 - t100 (e) Discussion Thread 2 - t121 

 (c) Discussion Thread 1 – t149 (f) Discussion Thread 2 – t192 

Fig. 3. The values of the user-user similarity matrix BU-U in the discussion thread 1(a-c) and in 
the discussion thread 2 (d-f) over time 
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6 Conclusions  

Quantifying the propagation of opinions, either in online social networks or 
discussion forum threads, is a challenging research topic. In recent years, the opinion 
propagation in social media has become a widespread phenomenon. There are 
multiple applications of this phenomenon such as viral marketing and election 
campaigns, and thus the detection of the opinion propagation is a current research 
problem. In this paper, we present a method for studying the propagation of opinions 
in discussion forum threads. The analysis is performed at user level. In discussion 
forum threads, many changes may occur over time since new users intervene in the 
discussion and opinions about the pros and cons of the same noun term are formed. 
Our method differs from the network-based models of opinion propagation proposed 
for online social networks, in the way of reflecting the discussion orientation, i.e. the 
posts are triggered by previous post(s). We tested the method proposed by us for the 
opinion propagation problem on real-world forum threads. 
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Abstract. This paper presents research on social news recommendation at the 
biggest social network Facebook. The recommendation strategies which are 
used are based on content and social trust as the trust is selected as more relia-
ble for recommendation. In order the news to get old in time a decay factor for 
the score is proposed. Both offline and online evaluation are made as the feed-
backs shows that users find the application interesting and useful. 

Keywords: recommender systems, social networks, news recommender. 

1 Introduction 

Recommender systems and social networks are two of the fastest growing areas in the 
information society at the beginning of 21 century. Recommender systems shows 
their strengths in helping users at online stores as Amazon1 and more and more web 
sites start to use them to provide better user experience. Social networks and News 
web sites heavily exploit recommender system strategies on order to understand us-
er’s needs and to suggest proper content.  

Facebook is the biggest social network as at the beginning of 2014 it already have 
more than 1.3 billion users, number which is increased with 22% last year[5]. The 
increased popularity of the social network is caused of the simplicity of connecting 
with people and sharing different e-content with them. However user’s friend’s publi-
cations create a news stream which can contain large amount of news, larger than user 
can manage. This is the place where recommender system should help to identify 
interesting publications. It ranks the interesting news at the beginning of the list where 
they can be easily accessed by the user. 

In [1] authors investigate if the users need additional tool for managing their news 
feed. They asked 114 Facebook users about their habits and needs at the social net-
work. Users provided valuable feedback and identify the need of a custom news feed 
application, which provides options for information filtering/retrieval and recommen-
dation. Users want more flexible ways to manage their news feed and better explana-
tion of the automation scoring of their news feed. 

This paper continues the research at [1] and present custom news feed application 
at Facebook. Different recommendation approaches are applied as the best one is 
selected for online experiments. 

                                                           
1  http://amazon.com/ 
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The paper has the following structure: section 2 present related work, section 3 
present the recommendation approaches which are applied and describe a decay factor 
for the news score, section 4 present both offline and online evaluation on the system 
and section 5 gives conclusions and future work. 

2 Related Work 

Recommender systems can be classified to 6 types – content based, collaborative 
filtering, knowledge based, demographic, community based and hybrid recommenda-
tion systems [2]. Research shows that people prefer to receive recommendations from 
friends rather than from people which are close to their profile [3]. The community 
based recommenders are often described as trust based recommenders. Authors at [4] 
show good survey of the different trust approaches and domains for recommendation. 
The trust at the social network can be two types – explicit and implicit. Explicit trust 
is when the user explicitly provide list of trusted users. Implicit trust is calculated 
from the user activities. Examples of trust network with explicit trust are the review’s 
network Epinions [18] and Golberk’s FilmTrust [7]. Massa and Avesani [9] study the 
dissemination of the trust and distrust at the social networks. Their research shows 
that the recommendation strategies based on trust provide good results even when the 
information is insufficient for the others recommendation approaches. 

The Social network Facebook can also be considered as network of trust, but the 
trust showed there is implicit and have to be aggregated from the user’s activity and 
collaboration. There are already several recommendation options integrated at the 
social network. The news feed is offered at two views – “Most Recent news” or “Top 
News”. First view shows the news sorted on their publication time. It’s comfortable 
for users which often read their news stream otherwise Facebook suggest the view 
“Top News”. It sort the news based on several factors like how often the user use the 
social network, what are the relations between the user and the user who has pub-
lished the news, etc. [1]. 

Authors at [8] make analysis on recommendation at social networks and show that 
the main features that can be used are users shared preferences, trust, reputation and 
tie strength. They also describing the approach for combining this features but it’s not 
clear how exactly the trust is aggregated. There is also some research at recommending 
news at Facebook without using the notion of trust. Authors at [9] show Facebook news 
recommender system which recommend news to the user with the use of content based or 
collaborative filtering. Authors at [13] present custom Facebook application which rec-
ommend news based on collaborative filtering integration and social features. 

3 Social News Feed Recommender 

Facebook users identify several problems at the current news feed reader as the lack 
of search options and options for manual refinement of the recommendations [1]. In 
order to face these problems we have created Facebook application which harvest 
news from user’s friends and provide them in custom order. There are two main  
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challenges at news recommendation – calculation of the rank of the news and decay 
the rank when the news gets older.  

3.1 Content Based Recommendation 

As part of the research content based recommendation is evaluated in order to calcu-
late the similarity of the news to the user. Content based filtering works at Vector 
Space model[15] as the news are presented with vector of their keywords. The user 
profile is learned from the keywords of the news which the user liked, commented or 
published. All keywords are evaluated with the tf-idf metric which gives bigger score 
to rare words at all documents and frequent at a document. We are using Roccio algo-
rithm [14] to learn user profile. Once the profile is learned we calculate similarity 
between user’s vectors and object’s vectors with cosine similarity (formula 1) , .| || | ∑ ,√∑ , √∑                          1  

At the formula above  is the keyword vector of a user,  is a keyword vector 
for document a,  is the dimension of the vector space, ,  is the tf-idf score for the 
keyword  at document a and  is the tf-idf score for the keyword  at user profile 

. 

3.2 Facebook Social Trust 

Unlike Epinions at Facebook the average user have hundreds of connections, so we 
cannot use these connections as explicit. We calculate the trust according to user inte-
ractions with their friends. The interaction between users is made with the actions- 
like and comment of the news published by friends. The authors of [10] define the 
trust as symmetric variable, but in reality the trust asymmetrical, so we are defining it 
with formula 2.  .  . .  μ.              2  

At the formula we mark with  the trust of user i at user j,  is the 
number of the objects published by j  and liked by i, respectively  and 

 are objects published by j and commented or shared by i,  is the 
number of objects published by j,  is the number of objects which user i 
interact with,  is the number of objects which are liked or commented by 
both user i and j. , , , μ are parameters which are selected by gradient descent 
algorithm in order to optimize the trust to the liked objects at the train set. For calcula-
tion of trust of user i at object x is used formula 3 where we aggregate the trust of user 
i to the author of object x and the trust to all users which interact with x. This value is 
then normalized with the maximum value of trust which is calculated as sum of the 
trust of user i to all its friends (formula 4). 
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∑ trust∈    max                   3  

 

∈                                                   4  

3.3 Hybridization 

As part of the research hybrid method is created to combine content and trust based 
recommendations. The combination is made with formula 5: 1                                          5  

The expected effect from this combination is that the hybrid algorithm have to take 
the strengths from both the content and trust preferences of the user and to provide 
relevant objects which are close to what user already interact with and also to be able 
to provide new content which is completely new but is published by the user trust 
sources. The parameter λ depend on the concrete case as for the experiment the value 
is selected with gradient descent algorithm. 

3.4 Time Factor 

When the domain of the recommendation is news we always have to deal with the 
problem that items are getting old and their score have to be decreased in time. 
Google News2, Reddit3 and Hacker news4 are great examples of news recommender 
sites. There isn’t official information about the recommendation approach for Google 
News, but there are sources with the formulas which Hacker news and Reddit use 
[6,11,12]. Both of them use up-votes and down-votes to calculate the score of the 
news and after that the score is decreased in time as Reddit used formula 6 where U is 
the number of up-votes, D is the number of down votes and is the published time 
from fixed timestamp. 

 max 1, | |                                            6  

Hacker news use different formula as in it the penalty term P is introduced which help 
in decreasing the score of vote pools and other news which the system identify as not 
important. Hacker news used formula 7 as  is the time in which the score is cal-
culated. 

                                                           
2  http://news.google.com/ 
3  http://reddit.com/ 
4  http://news.ycombinator.com/ 
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1                                                                      7  

In our case we are taking objects from Facebook news feed and we have to take in-
to account 2 different times – published time and last interaction time.The post which 
is already old can be still interesting because of new interaction with it – new likes or 
comments. We want the score of the news to decrease in time and if there is no inte-
raction to the news the score to decrease faster.  

We are using formula (8) where is the time of last friend’s interaction 
with the post and score is the score which is calculated for the post by some of the 
recommendation strategies above. In the formula we treat differently the published 
date and the last interaction date, as the last interaction date cause bigger decay for the 
news. The idea is that if the post is old, but there is interaction with it the score is 
decay slowly, but when the interaction to the post halts the score start to decrease 
promptly. 12 1 12 1                         8  

 

Fig. 1. Score changed in time 

The time is calculated at hours so the score of the object is decreased hourly. The 
interaction with the object is crucial for his score as if the object receive continuous 
interaction it will receive good score even if the published date is old. Figure 1 show 
how the score is changed in time as X-axis is the time and Y-axis shows what part of 
the score will be used. Figure 1 shows that if there is no interaction with a news its 
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score decrease with 90% for 6 hours, but if there was an constant interaction it score 
will be decreased only with 40% in addition if the interaction with the post is occa-
sional the  score is increased when the interaction is made but without continuous 
interaction few hours later its value is decreased close to the curve with no interaction. 

4 Evaluation 

The algorithms were evaluated with both offline and online experiments. The offline 
experiments are evaluated on dataset contains historical information about 25 Face-
book users and their 6548 friends as for each of the users we have access through the 
Facebook API to the last 1000 objects liked by them and around 300 posts for each of 
user’s friends. The data set is split to training and testing dataset as the training set 
contains oldest 90% of user’s likes and the testing set contains the newest 10% of the 
likes. 

The online evaluation is made with the same users as the real time recommenda-
tions are given and the interaction with them was measured. In addition users answer 
to several questions about the recommendations which they have received. 

4.1 Offline Evaluation 

For evaluation we use well known metrics from information retrieval– precision and 
recall. The precision is the fraction of news retrieved that are marked with like from 
the user (formula 9).  | || |                                                          9  

Recall is the fraction of news that are liked by user that are retrieved (formula 10). | || |                                                             10  

In the formulas above | | is the number of retrieved news liked by the user, | | is the number of all liked news and | | is the number of the retrieved news. 
Evaluation of precision and recall is made for all of the recommendation strategies, 

as because we are calculating it on several users we are showing the average value. 
Figure 2 shows the precision and recall for content based filtering. The X-axis shows 
number of news retrieved and the Y-axis is the value of the precision and recall. Fig-
ure 2 show that when 100 objects are retrieved we have 0.1 for both precision and 
recall. When the number of the results is increased the precision dropped below 0.05 
but the recall reach only 0.33.  The  results shows that the content of the news is not 
so predictive for the user’s preferences at the social network. 
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Fig. 2. Precision and recall for content based recommendation 

Next figure 3 shows the precision and recall for the Trust based recommendation. 
The results are definitely better than the results from content based filtering as when 
recommending 30 objects the precision is 0.8, for 100 objects we have 0.74 recall and 
0.65 precision as  the recall is increased quickly to 0.86 for 140 objects. 

 

Fig. 3. Precision and recall for trust based recommendation 

The hybrid method doesn’t show much improvement than the trust based method 
so for better visualization figure 4 present the difference between the hybrid method 
and the trust based method. 
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Fig. 4. Difference between the hybrid and trust based recommendations 

Results shows that the precision of the hybrid method is lower than the precision of 
trust based method for the first 100 news, but after that there is a constant improve-
ment. This results speak that its better if we make the recommendations for the first 
items based only on trust and to combine it with content based recommendations only 
to improve the news order at the lower part of the news list. 

4.2 Online Evaluation 

During the online evaluation users received 100 news based on their current news 
feed. The users can use the application to read the news to comment, liked and share 
news. Despite the offline evaluation is made without taking into account the publish-
ing time of the news at the online evaluation we are using also and the time factor.  

Before the evaluation all users received instructions about the application functio-
nality and recommendation approach. Options for manual refinement of the trust me-
trics are also provided and presented to users. Figure 5 shows the user interface of the 
application. 

The evaluation group of 25 users express satisfaction from the application as all 
they reviewed all presented news and used the functionality to write comments, liked 
news and share post. All of them also used the presented functionality for searching at 
the news feed. 13 of them have used functionality of manual refinement of user pro-
file. 

After test users tried the system they answered to a series of questions to provide 
explicit feedback for the system. They generally liked the application although 5 users 
recommend better design for it. The main features which users liked are the search 
functionality and the options for manual refinement of the profile although there were 
some suggestions about improving the usability of the component for manual refine-
ment of the users trust. 
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Fig. 5. News Feed Application  

5 Conclusions and Future Work 

Presented research showed a comparison of content based and trust based recommen-
dation at the social network Facebook. The content based filtering provides quite poor 
results as the content of the news seems to be insignificant when describing user’s 
interest. User’s preferences are heavily influenced by their friend’s publications as the 
content of the information is not as important as the users which interact with it. New 
formulas for calculating trust at social network Facebook and decreasing the score in 
time was introduced as results shows that both gives decent results and satisfy user 
needs. The online evaluation shows that users generally liked the prototype applica-
tion. The application provides options for explicit feedback to the system through 
manual refinement of user profile which can is used for better recommendations.  

Future research will be focused on more extensive online evaluation and experi-
ments with different options for user interaction as providing options for immediate 
feedback to the system for good or bad recommendation, gathering implicit data about 
the time which user spend on the different posts, etc. This information is going be 
used for an automatic refinement of the results and user profile which would provide 
different experience to the user. 
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Abstract. We propose a new approach for Collaborative filtering which
is based on Boolean Matrix Factorisation (BMF) and Formal Concept
Analysis. In a series of experiments on real data (MovieLens dataset) we
compare the approach with an SVD-based one in terms of Mean Average
Error (MAE). One of the experimental consequences is that it is enough
to have a binary-scaled rating data to obtain almost the same quality
in terms of MAE by BMF as for the SVD-based algorithm in case of
non-scaled data.

Keywords: Boolean Matrix Factorisation, Formal Concept Analysis,
Singular Value Decomposition, Recommender Algorithms.

1 Introduction

Recommender Systems have recently become one of the most popular subareas of
Machine Learning and Data Mining. In fact, the recommender algorithms based
on matrix factorisation techniques (MF) are now considered industry standard
[1].

Among the most frequently used types of Matrix Factorisation we should def-
initely mention Singular Value Decomposition (SVD) [2] and its various mod-
ifications like Probabilistic Latent Semantic Analysis (PLSA) [3] and SVD++
[4]. However, the existing similar techniques, for example, non-negative matrix
factorisation (NMF) [5] and Boolean matrix factorisation (BMF) [6], seem to be
less studied in the context of Recommender Systems. An approach similar to the
matrix factorization is biclustering which was also successfully applied in recom-
mender system domain [7,8]. For example, Formal Concept Analysis [9] can be
also used as a biclustering technique and there are already several examples of
its applications in recommenders’ algorithms [10,11].

The aim of this paper is to compare the recommendation quality of the afore-
mentioned techniques on the real datasets and try to investigate methods’ in-
terrelationship. It is especially interesting to conduct experiments and compare
recommendation quality in case of an input matrix with numeric values and
in case of a Boolean matrix in terms of Precision and Recall as well as MAE.

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 47–58, 2014.
c© Springer International Publishing Switzerland 2014
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Moreover, one of the useful properties of matrix factorisation is its ability to
keep reliable recommendation quality even in case of dropping some insufficient
factors. For BMF this issue is experimentally investigated in section 4.

The novelty of the paper is defined by the fact that it is the first time when
BMF based on Formal Concept Analysis [9] is investigated in the context of
Recommender Systems.

The practical significance of the paper is determined by the demand of rec-
ommender systems’ industry, that is focused on gaining reliable quality in terms
of Mean Average Error (MAE), Precision and Recall as well as competitive time
performance of the investigated method.

The rest of the paper consists of five sections. Section 2 is an introductory re-
view of the existing MF-based recommender approaches. In section 3 we describe
our recommender algorithm which is based on Boolean matrix factorisation us-
ing closed sets of users and items (that is FCA). Section 4 contains methodology
of our experiments and results of experimental comparison of two MF-based
recommender algorithms by means of cross-validation in terms of MAE and
F -measure. The last section concludes the paper.

2 Introductory Review of Some Matrix Factorisation
Approaches

In this section we briefly describe two approaches to the decomposition of both
real-valued and Boolean matrices.

2.1 Singular Value Decomposition (SVD)

Singular Value Decomposition (SVD) is a decomposition of a rectangular matrix
A ∈ Rm×n(m > n) into a product of three matrices

A = U

(
Σ
0

)
V T , (1)

where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices, and Σ ∈ Rn×n is
a diagonal matrix such that Σ = diag(σ1, . . . , σn) and σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0.
The columns of the matrix U and V are called singular vectors, and the numbers
σi are singular values [2].

In the context of recommendation systems rows of U and V can be interpreted
as vectors of user’s and items’s loyalty (attitude) to a certain topic (factor), and
the corresponding singular values as importance of the topic among the others.
The main disadvantage lies in the fact that the matrix may contain both positive
and negative numbers; the last ones are difficult to interpret.

The advantage of SVD for recommendation systems is that this method allows
to obtain a vector of user’s loyalty to certain topics for a new user without SVD
decomposition of the whole matrix.

The evaluation of computational complexity of SVD according to [12] is
O(mn2) floating-point operations if m ≥ n or more precisely 2mn2 + 2n3.
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2.2 Boolean Matrix Factorisation (BMF) Based on Formal Concept
Analysis (FCA)

Basic FCA Definitions Formal Concept Analysis (FCA) is a branch of ap-
plied mathematics and it studies (formal) concepts and their hierarchy [9]. The
adjective “formal” indicates a strict mathematical definition of a pair of sets,
called, the extent and intent. This formalisation is possible because of the use of
the algebraic lattice theory.

Definition 1. Formal context K is a triple (G,M, I), where G is a set of
objects, M is a set of attributes , I ⊆ G×M is a binary relation.

The binary relation I is interpreted as follows: for g ∈ G, m ∈ M we write
gIm if the object g has the attribute m.

For a formal context K = (G,M, I) and any A ⊆ G and B ⊆ M a pair of
mappings is defined:

A′ = {m ∈M | gIm for all g ∈ A}, B′ = {g ∈ G | gIm for all m ∈ B},

these mappings define Galois connection between partially ordered sets (2G,⊆)
and (2M ,⊆) on disjunctive union of G and M . The set A is called closed set, if
A′′ = A [13].

Definition 2. A formal concept of the formal context K = (G,M, I) is a pair
(A,B), where A ⊆ G, B ⊆ M , A′ = B and B′ = A. The set A is called the
extent, and B is the intent of the formal concept (A,B).

It is evident that the extent and intent of any formal concept are closed sets.
The set of all formal concepts of a context K is denoted by B(G,M, I).
The state-of-the-art surveys on advances in FCA theory and its applications

can be found in [14,15].

Description of FCA-Based BMF. Boolean matrix factorization (BMF) is
a decomposition of the original matrix I ∈ {0, 1}n×m, where Iij ∈ {0, 1},
into a Boolean matrix product P ◦ Q of binary matrices P ∈ {0, 1}n×k and
Q ∈ {0, 1}k×m for the smallest possible number of k. We define boolean matrix
product as follows:

(P ◦Q)ij =
k∨

l=1

Pil ·Qlj ,

where
∨

denotes disjunction, and · conjunction.
Matrix I can be considered a matrix of binary relations between set X of

objects (users), and a set Y of attributes (items that users have evaluated). We
assume that xIy iff the user x evaluated object y. The triple (X,Y, I) clearly
forms a formal context.

Consider a set F ⊆ B(X,Y, I), a subset of all formal concepts of context
(X,Y, I), and introduce matrices PF and QF :

(PF )il =

{
1, i ∈ Al,
0, i /∈ Al,

(QF)lj =

{
1, j ∈ Bl,
0, j /∈ Bl.

,
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where (Al, Bl) is a formal concept from F . We can consider decomposition of
the matrix I into binary matrix product PF and QF as described above. The
following theorems are proved in [6]:

Theorem 1. (Universality of formal concepts as factors). For every I there is
F ⊆ B(X,Y, I), such that I = PF ◦QF .

Theorem 2. (Optimality of formal concepts as factors). Let I = P ◦Q for n× k
and k × m binary matrices P and Q. Then there exists a F ⊆ B(X,Y, I)
of formal concepts of I such that |F| ≤ k and for the n × |mathcalF | and
|mathcalF | ×m binary matrices PF and QF we have I = PF ◦QF .

There are several algorithms for finding PF and QF by calculating formal con-
cepts based on these theorems [6].

The algorithm we use (Algoritm 2 from [6]) avoids computation of all possible
formal concepts and therefore works much faster [6]. Time estimation of the
calculations in the worst case yields O(k|G||M |3), where k is the number of
found factors, |G| is the number of objects, |M | is the number of attributes.

2.3 General Scheme of User-Based Recommendations

Once a matrix of rates is factorized we need to learn how to compute recom-
mendations for users and to evaluate whether a particular method handles this
task well.

For the factorized matrices already well-known algorithm based on the simi-
larity of users can be applied, where for finding K nearest neighbours we use not
the original matrix of ratings A ∈ Rm×n, but the matrix U ∈ Rm×f , where m is
a number of users, and f is a number of factors. After the selection of K users,
which are the most similar to a given user, based on the factors that are peculiar
to them, it is possible, based on collaborative filtering formulas to calculate the
projected rates for a given user.

After generation of recommendations the performance of the recommender
system can be estimated by measures such as Mean Absolute Error (MAE),
Precision and Recall.

3 A Recommender Algorithm Using FCA-Based BMF

3.1 kNN-Based Algorithm

Collaborative recommender systems try to predict the utility (in our case rates)
of items for a particular user based on the items previously rated by other users.

Memory-based algorithms make rating predictions based on the entire collec-
tion of previously rated items by the users. That is, the value of the unknown
rating rc,s for a user c and item s is usually computed as an aggregate of the
ratings of some other (usually, the K most similar) users for the same item s:

rc,s = aggrc′∈Ĉrc′,s,
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where Ĉ denotes a set of K users that are the most similar to user c, who have
rated item s. For example, the function aggr may have the following form [16]

rc,s = k
∑
c′∈Ĉ

sim(c′, c)× rc′,s,

where k serves as a normalizing factor and selected as k = 1/
∑
c′∈Ĉ

sim(c, c′).

Similarity measure between users c and c′, sim(c, c′), is essentially an inverse
distance measure and is used as a weight, i.e., the more similar users c and c′

are, the more weight rating rc′,s will carry in the prediction of rc,s.
Similarity between two users is based on their ratings of items that both users

have rated. The two most popular approaches are correlation and cosine-based.
To apply this approach in case of FCA-based BMF recommender algorithm

we simply consider the user-factor matrices obtained after factorisation of the
initial data as an input.

3.2 Scaling

In order to move from a matrix of ratings R where Rij ∈ {0, 1, 2, 3, 4, 5} to a
Boolean matrix, and use the results of Boolean matrix factorisation, scaling is
required. It is well known that scaling is a matter of expert interpretation of the
original data. In this paper, we use binary scaling with different thresholds and
compare the results in terms of MAE.

1. Iij = 1 if Rij > 0, else Iij = 0 (user i rates item j).
2. Iij = 1 if Rij > 1, else Iij = 0.
3. Iij = 1 if Rij > 2, else Iij = 0.
4. Iij = 1 if Rij > 3, else Iij = 0.

4 Experiments

To test our hypotheses and study the behavior of recommendations based on
the factorisation of a ratings matrix by different methods we used MovieLens
data. We used a part of the data, containing 100,000 ratings, and considered
only users who have given more than 20 ratings.

The user ratings are split into two sets, a training set consisting of 80 000
ratings, and a test set consisting of 20 000 ratings. The original data matrix has
the size of 943× 1682, where the number of rows is the number of users and the
number of columns is the number of rated movies (each movie has at least one
vote).

4.1 The Number of Factors That Cover p% of Evaluations in an
Input Data for SVD and BMF

The main purpose of matrix factorisation is a reduction of matrices dimension-
ality. Therefore we examine how the number of factors varies depending on the
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method of factorization, and depending on p % of the data that is covered by
factorization. For BMF the coverage of a matrix is calculated as the ratio of
the number of ratings covered by Boolean factorization to the total number of
ratings.

|covered ratings|
|all ratings| · 100% ≈ pBMF%, (2)

For SVD we use the following formula:

K∑
i=1

σ2
i∑

σ2
i

· 100% ≈ pSVD%, (3)

where K is the number of factors selected.

Table 1. Number of factors for SVD and BMF at different coverage level

p% 100% 80% 60%

SVD 943 175 67

BMF 1302 402 223

4.2 MAE-Based Recommender Quality Comparison of SVD and
BMF for Various Levels of Evaluations Coverage

The main purpose of matrix factorisation is the reduction of matrices dimen-
sionality. As a result some part of the original data remains not covered, so it
was interesting to explore how the quality of recommendations changes based
on different factorisations, depending on the proportion of the data covered by
factors.

Two methods of matrix factorisation were considered: BMF and SVD. The
fraction of data covered by factors is defined in subsections 2 and 3.

Fig. 1 shows that MAESV D60, calculated for the model based on 60% of
factors, is not very different from MAESV D80, calculated for the model built for
80% factors. At the same time, for the recommendations based on a Boolean
factorization covering 60% and 80% of the data respectively, it is clear that
increasing the number of factors improves MAE, as shown in Fig. 2.

Table 2 shows that MAE for recommendations built on a Boolean factorisation
covering 80 % of the data, for the number of neighbours less than 50, is better
than the MAE for recommendations built on SVD factorization. It is also easy
to see that difference of MAESVD80 and MAEBMF80 from MAEall is no more
than 1− 7%.
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Fig. 1.MAE dependence on the percentage of the data covered by SVD-decomposition,
and the number of nearest neighbours

Fig. 2. MAE dependence on the percentage of the data covered by BMF-
decomposition, and the number of nearest neighbours

4.3 Comparison of kNN-Based Approach and BMF by Precision
and Recall

Besides comparison of the algorithms using MAE, other evaluation metrics can

also be exploited, for example, Recall = |objects in recommendation∩objects in test|
|objects in test| ,

P recision = |objects in recommendation∩objects in test|
|objects in recommendation| and F1 = 2·Recall·Precision

Recall+Precision .

Usually the larger F1 (F -measure) is, the better is recommendation algorithm.
Figure 3 shows the dependence of the evaluation metric on the percentage

of data covered by BMF-decomposition, and the number of nearest neighbours.



54 D.I. Ignatov et al.

Table 2. MAE for SVD and BMF at 80% coverage level

Number of neighbours 1 5 10 20 30 50 60

MAESVD80 2,4604 1.4355 1.1479 0.9750 0.9148 0.8652 0.8534

MAEBMF80 2.4813 1.3960 1.1215 0.9624 0.9093 0.8650 0.8552

MAEall 2.3091 1.3185 1.0744 0.9350 0.8864 0.8509 0.8410

Table 3. The rating distribution of Movie Lens data

Rating 1 2 3 4 5

Part of all rates % 6.1 11.4 27.2 34.1 21.2

The number of objects to recommend was chosen to be 20. The figure shows
that the recommendation based on the Boolean decomposition, is worse than
recommendations generated on the full matrix of ratings.

Fig. 3. F1 dependence on the percentage of data covered by BMF-decomposition, and
the number of nearest neighbours

4.4 Influence of Scaling on the Recommendations Quality for BMF
in Terms of MAE

Another aspect that was interesting to examine was the impact of scaling de-
scribed in subsection 3.2 on the quality of recommendations. All four options
from 3.2 of scaling were considered. The distribution of ratings in the data is
shown in Table 3
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Fig. 4.MAE dependence on scaling and number of nearest neighbours for 80% coverage

Fig. 5. MAE dependence on data filtration algorithm and the number of nearest neigh-
bours

For each of the Boolean matrices we have calculated its Boolean factorisation,
covering 80 % of the data. Then recommendations are calculated just like in
subsection 4.2. It can be seen on Figure 4.4 that MAE1 is almost the same
as MAE0, and MAE2,3 is better than MAE1, when the number of nearest
neighbours is more than 30.
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4.5 Influence of Data Filtering on MAE for BMF kNN-Based
Approach

Besides the ability to search for K nearest neighbours not in the full matrix of
ratings A ∈ Rn×m, but in the matrix U ∈ Rm×f , where m is a number of users,
and f is a number of factors, Boolean matrix factorization can be used for data
filtering. Since the algorithm as an output returns not only users-factors and
factors-objects matrices, but also the ratings that were not used for factoring,
we can try to search for users, similar to the target user, based on the matrix
consisting only of ratings used for the factorisation.

Just as before to find the nearest neighbours cosine measure is used, and the
predicted ratings are calculated as the weighted sum of the ratings of nearest
users.

Figure 5 shows that the recommendations built on user-factor matrix, are
better than recommendations, constructed on matrix of ratings filtered with
boolean factorization.

5 Conclusion

In the paper we considered two methods of Matrix Factorisation which are suit-
able for Recommender Systems. They were compared on real datasets. We inves-
tigated BMF behaviour as part of recommender algorithm. We also conducted
several experiments on recommender quality comparison with numeric matri-
ces, user-factor and factor-item matrices in terms of F -measure and MAE. We
showed that MAE of our BMF-based approach is not greater than MAE of
SVD-based approach for the same coverage percentage of BMF and p-level of
SVD.

We have also investigated how data filtering, namely scaling, influences on
recommendations’ quality. In terms of MAE, the BMF-based collaborative fil-
tering algorithm demonstrates almost the same level of quality before scaling
(full information) and after (considerable information loss).

Even though the reported results were obtained on a freely abvailable datasets
and therefore they can be easily reproduced, in case of another datasets (different
type of items or data size and its density) additional tests seems to be necessary.

As a future research direction we would like to investigate the proposed ap-
proaches in case of graded and triadic data [17,18] and reveal whether there are
some benefits for the algorithm’s quality in usage of least-squares data imputa-
tion techniques [19]. In the context of matrix factorisation we would also like to
test our approach for the quality assessment of the recommender algorithms that
we performed on some basic algorithms (see bimodal cross-validation in [20]).
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Abstract. In this paper, a semi-supervised multi-view teaching algorithm based 
on Bayesian learning is proposed for image segmentation. Beforehand, only a 
small amount of pixels should be classified by a teacher. The rest of the pixels 
are used as unlabeled examples. The algorithm uses two views and learns a 
separate classifier on each view. The first view contains the coordinates of the 
pixels and the second – the RGB values of the points in the image. Only the 
weaker classifier is improved by an addition of more examples to the pool of 
labelled examples. The performance of the algorithm for image segmentation is 
compared to a supervised classifier and shows very good results.  

Keywords: semi-supervised learning, co-training, segmentation. 

1 Introduction 

Nowadays, we have access to massive amounts of abundant and diverse data. 
Nevertheless, not always, consists this data of only labelled examples. Recently, there 
has been significant interest in semi-supervised learning. In this area, we search for 
fast algorithms which can achieve at the same time good classification accuracy. 
Sometimes, labelling an example turns out to be a time-consuming process, requiring 
extra knowledge and skilled experts in the field.  

The aim of this paper is to segment an image into pre-defined classes, having only 
few labelled pixels. A teacher gives us a basic idea of the classifier we want to learn, 
classifying few points of the image. Two sources of information are used: view1’s 
features consist of the coordinates of the pixels (View1 = (X, Y)) and view2’s features 
are the RGB values (View2 = (R, G, B)). View2’s classifier is improved by an addition 
of more labelled examples based on view1’s classifier. The final decision for each 
example’s classification is taken based on both classifiers. This semi-supervised 
teaching algorithm used for segmentation is a modification of the standard co-training 
algorithm and represents a modern approach towards image segmentation.  

Originally, co-training [1] was used to cluster faculty web pages into categories. 
The training set consisted of only a small amount of labelled examples. Two views 
were used - the first contained the words on the web pages. The latter was formed by 
the hyperlinks pointing to the web pages. Human recognition, using multiple-source 
data is another example of co-training application, combining both voice recognition 
and face recognition. Even recommender systems can benefit from the algorithm 
when there is scarce rating history of the users. The user profile can be divided into 
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separate views. For instance, such a model can have two views X = (X1, X2), where 
X1 = “articles a user has rated”, X2 = “user browsing history”.   

Co-training has proven to be successful in many areas where there exists a natural 
split in more than one view. It outperforms a single standard learner when the 
following criteria are met [1]: 

(1) Each view (set of features) is sufficient for classification 
(2) The two views (feature sets of each instance) are conditionally independent 

given the class.    
P(X1|Y, X2) = P(X1| Y), P(X2|Y, X1) = P(X2| Y) 

 
Practically, it is very uncommon to see such uncorrelated views. Even the words in 

the web-page example above do not fully follow the rule. It is not often possible to 
find a natural split, division of the attributes, and it depends on the very data. Even 
when this condition does not fully hold, co-training proves to be effective.  

Since 1998, when Blum and Mitchell [1] published the core algorithm, there has 
been considerable interest in the algorithm. It proved to be useful and has been 
applied in many areas – not only for web page classification, but also for object and 
scene recognition [9], and statistical parsing[10]. Jafar Tanha, Maarten van Someren 
and Hamideh Afsarmanesh [2] proposed an ensemble version of the algorithm. The 
ensemble is used to estimate the probability of incorrect labelling, deciding if adding 
a set of unlabeled data will reduce the error of a component classifier or not. The 
multi-view algorithm used for image segmentation in this paper differs substantially 
as it tries to increase only the list of labelled examples of the weaker classifier, based 
on the most confident examples of the other learner.  

Semi-supervised clustering is another modern field of research combining both 
labelled and unlabeled examples. “Cluster-then-label” [4] first clusters the instances 
and later uses the labelled examples in each cluster for classification. The proposed 
innovative modification of co-training for image segmentation differs a lot as it does 
not perform a clustering algorithm but based on two views decides what the label of 
an instance is. 

2 Multi-view Learning 

The algorithm used for image segmentation is a two-view multi-class algorithm and 
learns two classifiers, each consisting of less attributes than the original set. It exploits 
information from two sources of data – dividing the attributes into two views (view1, 
view2). Let each instance X consist of two views X = (X1, X2). Both X1 and X2 
represent feature sets. 

Let D be the set of both labelled and unlabelled examples. D1 consists of only 
labelled ones and D2 of the unlabelled examples. D = D1 ∪ D2 . 
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Usually, the number of instances without classifications u is much bigger than that of 
the labelled examples l (u >> l). 

The two views can use different learners for the underlying classifiers. For the 
experimental results a Naïve Bayes Classifier and a supervised learner, based on 
multivariate normal distribution were chosen.  The Naïve Bayes Classifier is preferred 
when fast execution speed is required because it does not perform complex 
computations.  

2.1 Supervised Learning  

a) Naïve Bayes Classifier (NB) 

This classifier is a simple probabilistic classifier and relies on the preposition that the 
attributes are independent.   
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In order to classify new examples it chooses the hypothesis that is most probable 
(maximum a posteriori). The corresponding classifier is the function f* defined as:

  

 

b) Supervised learning, based on Multivariate Normal Distribution (MND-SL)[4]. 

The multivariate normal distribution is often used to describe any set of correlated 
real-valued random variables each of which clusters around a mean value. Let the 
parameter of the model be: −Σ= πμπθ ),,,( prior class probability, µ–mean vector, 

∑–covariance matrix. When the examples in the dataset are independent and 
identically distributed: 
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In order to find the local maximum and the parameters of the model, we set the 
derivative to 0 and find θ:  
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Where lj is the number of examples having classification yj and l is the number of 

all labelled examples. 
To classify a new example xi, ),|( θii xyP  should be calculated for each class yi.  
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2.2 Co-training  

The original algorithm, published by Blum and Mitchell [1], uses two classifiers (L1 
and L2). Let U1 and U2 correspond to view1 and view2 of the examples in the training 
set but only those which have labels. The algorithm augments the set of labeled 
examples of each classifier, based on the other learner's predictions. Both classifiers 
are expected to agree on new example labels. 

Original Algorithm: 

1. Learn L1 using U1, Learn L2 using U2 

2. Probabilistically label all unlabeled examples using L1. Add L1’s most 
confident examples to U2 

Probabilistically label all unlabeled examples using L2. Add L2’s most 
confident examples to U1 

3. Go to 1 until there are no more unlabeled examples or some other stop 
criterion is met – maximum number of iteration, etc. 

2.3 Multi-view Teaching Algorithm (MTA) 

The multi-view teaching algorithm is a modification of the standard Co-Training 
algorithm. The proposed modification improves only the weaker of the classifiers.  

Let L1 and L2 be two supervised classifiers. They can be based on NB or MND-
SL. Let L2 be the weaker learner, with worse classification accuracy. Let U2 be the 
set of labelled examples of classifier L2. W contains all the unlabeled examples. At 
step 2 the algorithm learns L1 and finds the parameter θ1. At step 3, L1’s most 
confident examples of each class are added to L2’s pool of labelled examples.   

 
Algorithm: 
1. Initialization:  

- U1 = view1(D1) – contains the attributes of view1 (only labelled examples); 
- U2 = view2(D1) – contains the attributes of view2 (only labelled examples); 
- W = D2 = all the unlabeled examples;  

2. Learn L1 based on view1. Find θ1 
3. Add more labelled examples to  L2  

- For each class yi and each example xi in W calculate: ),|( 1θii xyP  and find 

the most probable classification ),x|P(yargmax = *y 1iiyi θ   

- For each class yi find the most confident examples and if they exceed some 
threshold add them to U2  
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- Learn L2(U2), find θ2 
4. Exit, Return θ1 and θ2 and classify new examples, based on ),|( 1θii xyP  and 

),|( 2θii xyP  

The set of unlabeled instances (W) can be further divided into bins, and executed 
for every bin in parallel. This optimization technique will be extremely useful for 
large-size images with lots of unlabeled pixels. 

Another point worth mentioning, is that the algorithm tries to find the most 
confident examples of L1 but not all of them are added to the pool of labelled 
examples. If the fitness of some examples do not exceed some threshold, they are not 
used at this point. If the first learner is not confident about some unlabeled example, 
this example is not further used in order not to worsen the second learner L2.  

The algorithm is not an iterative procedure (the original co-training algorithm is), 
which makes it suitable for image/movie processing, tracking objects, etc.  

2.4 Combining the Views 

The results of the two classifiers are intuitively combined so that a final decision 
about the classification of new examples is made. Blum and Mitchell proposed a 
simple framework where the final class probability of a new example is the 
multiplication of the two views' probabilities:    

),|(),|()|( 21 θθ ijijij xyPxyPxyP =  

The experimental results of the multi-view teaching algorithm were held based on 
this approach. One standard tuning procedure was added:  

),|(log),|(logmaxarg

),|(),|(maxarg
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For future research a weighting system can also be integrated, based on the 
relevance of the two classifiers, especially when we have prior knowledge that one of 
the classifiers is stronger than the other. Ensemble methods can also be applied [2]. 

3 Image Segmentation 

Image segmentation is the process of partitioning a digital image into regions or 
categories, which correspond to different classes. Every pixel in an image is allocated 
to one of the categories. Pixels with the same label (classification) share common 
visual characteristics. 

For image segmentation various approaches exist – thresholding, the maximum 
entropy method, Otsu's method [13] (maximum variance), different unsupervised 
clustering methods (EM-algorithms [14], kMeans [15]). No prior information about 
the clusters is known.  

Semi-supervised image segmentation concerns how to obtain the segmentation 
from a partially labelled image. It can be extremely useful when we already have 
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information about the nature of the distribution of the points. A teacher should label 
few points of each class, giving the algorithm the idea of the clusters. The aim is to 
augment the training set with more labelled examples, reaching a better predictor.  
The described multi-view teaching algorithm proved to succeed in it. 

For image segmentation naturally two views are defined: 
1. view1 = (X, Y) : The feature set consists of two attributes X and Y(correspond to 

the coordinates of the pixels) 
2. view2 = (R, G, B): The feature set consists of three attributes Red, Green, Blue 

(correspond to the RGB values of the pixels) 
The major limitation of image segmentation is that the higher the number of points, 

the bigger the algorithm complexity. Consequently, iterative procedures 
(unsupervised methods – the EM algorithm, kMeans) are not appropriate because of 
this complexity. Modern cameras support bigger and bigger resolution parameters and 
new simple and fast algorithms should be applied, especially if we are processing 
thousands of images or movies scenes. 

The original co-training algorithm was also not suitable for this area of application 
not only because of the large number of pixels in the dataset, but also because it 
requires two strong classifiers, each sufficient for decent learning. The classifier, 
based on view2 which consists of the RGB values, is especially susceptible to 
insufficient training examples. The reason is that the same color pixels can be more 
easily seen on random image parts. The better classifier is the one trained on view1. 

3.1 Experimental Framework  

The original image was segmented by a teacher into pre-defined classes. In Fig. 1, 2 
and 3. (a) is a sample image and (b) - the distribution of pixels between the classes. 
Image (b) was used for evaluation of the multi-view teaching algorithm and 
represents the desired classifications of image (a)’s pixels. 
 

     

Fig. 1. (a) - original image, (b) – desired segmentation  

     

Fig. 2. (a) - original image, (b) – desired segmentation 
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Fig. 3. (a) - original image, (b) – desired segmentation 

Construction of the training and test sets: 

- The training set consists of a fraction of labelled examples from the original 
dataset. Randomly a small amount of pixels are chosen, they are added to D1. 
The rest of the instances have their classifications removed. These unlabeled 
examples are added to D2. A final training set is constructed: D = D1 ∪  D2. 

- The test set contains all the examples in D2. We will evaluate the algorithm 
based on these examples, using the original classifications with respect to 
image (b).  

 
For classification error estimation a Monte cross-validation [11] was used, multiple 

random samples were averaged.  
A k-folded cross-validation can also be applied. As we require limited and pre-

defined size of the labelled examples, the parameter k depends on it. The examples 
should be divided into folds, so that one fold contains all the labelled examples. K is 
the number of all examples divided by the number of labelled ones. The smaller the 
number of labelled examples, the bigger the number of folds. Furthermore, to reduce 
variability, multiple rounds of cross-validation should be performed using different 
partitions, and the validation results should be averaged over the rounds. 

3.2 Experimental Results 

a) Multi-view teaching algorithm based on Naïve Bayes Classifiers(MTA) vs 
Supervised Naïve Bayes Classifier (NB) 

 
The image from Fig. 1. consists of 50700 pixels. At each cross-validation step only a 
small amount of labelled pixels are used. Multiple tests were held depending on the 
number of labelled examples (4, 6, 10, 16, 20, 50 pixels). For example, the teacher 
labels four points in the image (two for each class) and the rest 50696 examples are 
used as unlabeled.  

The performance of the multi-view teaching algorithm (MTA) based on Naïve 
Bayes Classifiers is compared to its supervised equivalent (NB), depending on the 
number of labelled examples. The averaged classification accuracy after the process 
of cross-validation can be seen in Table 1.  
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Table 1. Comparison of the two algorithms, based on the number of labelled pixels (Image 1) 

Algorithm 4 6 10 16 20 50 

NB 63.30% 76.23% 85.44% 89.57% 90.33% 92.37% 

MTA 68.62% 81.30% 88.14% 90.74% 91.24% 92.51% 
 

 

Fig. 4. MTA vs NB – classification accuracy comparison, based on the amount of labelled 
examples 

It can be seen from Fig.4. that the multi-view teaching algorithm outperforms the 
Naïve Bayes classifier. It especially dominates when the number of labelled examples 
is small and the supervised classifier suffers from insufficient number of training 
examples. Consequently, it can be very useful in areas, in which labelling an example 
is a difficult or time-consuming process (bioinformatics, etc). 

The performance of the algorithms for the three images (Fig.1, Fig.2, Fig.3) is 
compared in Table 2. 16 initial points are labelled (8 for each class). It was 
experimented with multiple thresholds and was chosen such that at least 10 examples 
could pass it and be further used as labelled examples.   

Table 2. Comparison of the two algorithms, based on 16 initial labelled examples 

  MTA NB 
Image 1 90.74% 89.57% 
Image 2 80.76% 78.82% 
Image 3 90.10% 89.12% 

 
For the implementation of the multi-view teaching algorithm for image 

segmentation, opencv [12] was used. The cross-validation steps would be hard to 
perform, without the optimization of the library. Little research has been performed in 
this area so far, due to the tedious evaluation process, concerning the small amount of 
labelled examples and the large number of cross-validation steps. The performance of 
the algorithm is evaluated based on different samples of randomly chosen labelled 
examples. The teacher, who will be responsible for this process is expected to label 
representative examples which will lead to better classification accuracy. 



 Semi-supervised Image Segmentation 67 

Another point worth mentioning, is execution speed. It has already been mentioned 
that the original co-training algorithm is not appropriate for datasets of large amounts 
of examples. For example, an 18-megapixels image has 4896x3672 points, which 
makes 17,978,112 examples in the dataset. Another major execution speed advantage 
of the multi-view algorithm is the partition of attributes into views which can also 
impose a major speedup for some classification algorithms (the complexity depends 
on the number of attributes used for learning). Divide and conquer has been a positive 
strategy in many informatics fields and it is a cure for the curse of dimensionality. 

 
b) Multi-view teaching algorithm based on MND-SL(MTA-MD) vs Supervised MND - 
SL (MD) 

 
The performance of the multi-view teaching algorithm based on two MND-SL 
classifiers has also been evaluated for the images from Fig. 1, Fig. 2 and Fig. 3. 16 
initial labelled examples were used. It was experimented with multiple thresholds and 
was chosen such that at least 10 examples could pass it and be further used as labeled 
examples. The performance of the algorithms is compared in Table 3. It can be seen 
from the table that the multi-view teaching algorithm outperforms its supervised 
equivalent. The reason for the scope of the improvements lies in the very multivariate 
distribution which is also susceptible to the small number of examples. A fine-tuning 
procedure was also used so that the covariance matrix becomes invertible: 

epsyy += , where eps is small. 

Table 3. Comparison of the two algorithms, 16 initial labelled examples 

 MTA-MD MD 
Image 1 84.36% 79.22% 

Image 2 79.14% 73.74% 
Image 3 86.02% 80.18% 

4 Conclusions  

In this paper a state-of-the-art method (multi-view teaching algorithm) for semi-
supervised image segmentation was proposed. It requires prior knowledge about the 
classes, an expert who labels few examples. Given the results from the previous 
section, it can be concluded that even with a small number of labelled instances, good 
classification accuracy can be achieved. The multi-view teaching algorithm, based on 
two Bayes classifiers turned out to be considerably useful for the segmentation 
process. Furthermore, the error of the algorithm is smaller than that of its supervised 
equivalent. The algorithm can be further applied in domains with big data, collections 
of numerous images, because of the advantages of the proposed framework.   

Acknowledgments. This work was supported by the European Social Fund through 
the Human Resource Development Operational Programme under contract 
BG051PO001-3.3.06-0052 (2012/2014). 
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Analysis of Rumor Spreading in Communities

Based on Modified SIR Model in Microblog
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Abstract. Rumor spreading as a basic mechanism for information on
online social network has a significant impact on people’s life. In Web
2.0 media age, microblog has become a popular means for people to
gain new information. Rumor as false information inevitably become a
part of this new media. In this study, a modified rumor spreading model
called SIRe is introduced, which compared to traditional rumor spreading
model, have included the stifler’s broadcasting effect and social intimacy
degree between people. In order to verify the reasonableness of SIRe
model, real rumor spreading data set and microblog network structure
data set are obtained using Sina API. Then rumor predicting results
using different models are compared. Finally, for the purpose of finding
the characteristics of rumor spreading in community scale, a clustering
method is used to discover the user communities. Analysis results have
revealed that communities with higher closeness centrality tend to have
higher max ratio of spreaders, and scattered immunization is better than
centralized immunization, resulting lower max ratio of spreaders. Both
the results and explanations are shown in this paper.

Keywords: rumor spreading, microblog, the SIR model, rumor
predicting.

1 Introduction

Rumor, transmits among people, is refered to as an unverified account or ex-
planation of events circulating among people and affects event or issue of public
concern. Traditionally, rumor is disseminated through dialogue in real social ac-
tivities, some classic rumor spreading models are introduced to simulate this
process. But in the new media age, microblog has become a new means for peo-
ple to receive and transmit message. In microblog, both the transmit method
and interact method are changed. Information is transmitted through twist and
retwist. when a message is published, all the user’s friends have the chance to
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see it. The interact between two persons have become public to much more audi-
ence. MicroBlog is a social media, which means when a rumor spreads, the social
characteristics play an important part. In this paper, a modified rumor model
called SIRe is introduced to include the broadcasting effect and social intimacy
effect of rumor spreading process in microblog.

A very important aspect in this field is the dynamics of information spreading
in networks. There are some classic model about information spreading, such as
DK model [1,2] and MK model. Many researchers have studied the dynamics of
rumor spreading in detail [5,8]. Galam proposed a novel model called Galam’s
Model to simulate rumor propagation [3], and then Ellero et al. introduced a
new scheme to improve Galam’s Model [7]. However, these models are confined
to word-of-mouth information exchanging and are not suitable for describing
rumor spreading on large-scale social networks. Wang et al[4,6] introduced two
new measuring indexes of rumor spreading effect the peak value of spreaders and
the final proportion of stiflers. However, these researches ignore the community
effect of social network. In community view, new rumor spreading characteristics
will be discovered.

Considering the rumor spreading mechanism on online social network are still
in infancy, in this paper, several contributions to the study of rumor dynam-
ics on online social network are made. First of all, a new model called SIRe
is introduced in Section 2, which compared with previous models, considering
the broadcasting effect of stifler and social intimacy degree. Spreading equations
and interpretations are established to describe and support the model. Then, in
Section 3, using dynamic equations established above, parameters of different
models are obtained by fitting actual rumor spreading data set. And predicting
results are compared. In Section 4, SIRe model is used in the network which is
constructed by communities to study rumor spreading characteristics of commu-
nities. Finally, conclusions are drawn in Section 5.

2 SIRe Rumor Spread Model for Online Social Network

The rumor model began in the 1960s when Daley and Kendall proposed the
basic DK model. Then more appropriate MK model is proposed. In MK model,
the population is subdivided into three groups: those who are unaware of the ru-
mor(ignorants), those who spread the rumor(spreaders) and those who are aware
of the rumor but choose not to spread it(stiflers). However, there are different
features when rumor spreads on online social network like Sina microblog.

When a stifler finds a tweet which is a rumor including false information
twisted or retwisted by an spreader, and this stifler is against the tweet, it is
easy to retwist the message by preceding with an comment and addressing the
original author with @. This comment may contain a picture with negative
expression or rejection information, which shows clear negative attitude toward
the rumor. More important, different from MK or other traditional rumor model,
this negative message will not only be seen by the original spreader, but also by
all the friends of the stiflers. The population of microblog users are subdivided



Analysis of Rumor Spreading Based on Modified SIR Model 71

into three groups, ignorant, spreaders, and stiflers(represented by I, S, and R
,respectively). Some of the unique characteristics of microbolg is summarized
below.

1) The possibility of an ignorant who receives a rumor from a spreader to
become a spreader is closely related to the social intimacy between the two
persons. If the social intimacy is high, which means the two persons have more
trust in each other, the rumor is more likely to transmit. One important way to
measure the intimacy is the common friend number between the two persons.
More common friend means more common social activity they may involve and
more common value and knowledge they may share. So the rumor have more
chance to be shared as trustful message.

2) Traditionally, a stifler can only have the chance to influence the spreader
who have the intend to show him the rumor. But the message which flows in Sina
microblog is mainly in the form of retwist, which means when a person publishes
a message, it will be seen by all his friends. So When a stifler receives a rumor
from a spreader, his reject of the rumor which mainly in the form of retwist
will be seen by all the stifler’s friends, resulting the transform of spreaders and
ignorants to become stifler at certain possibility.

3) A stifler will not publish his rejection of the rumor until he receives a rumor.
So the rumor message become a trigger for stifler to publish clarifying message.

Considering the process and unique characteristics of microblog, the new
model called SIRe is introduced to better describe the process of this new media
form. The spreading mechanism of SIRe model is shown in Fig 1.

Contact S

Contact R

Contact S

Contact R

Fig. 1. Rumor spreading mechanism of SIRe

In SIRe model, at each time step, each person in the network adopts one
of the three states: ignorant, spreader and stifler. If someone in the state of
ignorant who receives a rumor, the ignorant will accept it with the acceptant
probability and transform into another state, spreader. When a stifler receives a
rumor, because stifler is described as rationalist who has the knowledge that this
rumor contains false information or doubts the rumor before he verifies it. The
stifler will retwist the message but preceding with negative information which
shows clear attitude indicating the rumor is credible. Lacking the enthusiasm
spreader has, a stifler will not twist a message until he receives one. ignorant
and spreader of the stifler’s friends will receive the message from stifler, and



72 J. Liu et al.

at certain possibility to become stifler. When a spreader receive a rumor from
another spreader, the first one will become a stifler at certain possibility because
he considers the rumor has lost spreading value. In the light of the SIRe rumor
spreading process elaborated above, the evolution of the state density satisfies
the following set of coupled differential equations:⎧⎪⎨⎪⎩

dI(t)
dt = −λkI(t)S(t)− βkI(t)R(t)

dS(t)
dt = λkI(t)S(t) − μkS(t)R(t)− φkS(t)S(t)

dR(t)
dt = SβkI(t)R(t) + μkS(t)R(t) + φkS(t)S(t)

(1)

I(t), S(t), R(t) are the proportion of three groups respectively and k represents
the average degree of the network. It is obviously to find

I(t) + S(t) +R(t) = 1 (2)

In equation (1), the acceptant probability λ is a variable which is important
to the spreading process. In SIRe model, it is defined as{

λ = 1− (1− α) ∗ e(−0.1ωS(ui,uj)
)

Sui,uj = |B(ui)
⋂
B(uj)|

(3)

Sui,uj is the social intimacy degree between user i and user j. B(u) is the set
of bilateral friends of user u. ω indicates the influence of social relationships. α
is to reflect the attraction of this rumor. Fig. 2 shows λ as a function of m, given
different omega and set α=0.5.
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Fig. 2. Acceptant probability λ
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3 Model Comparison

In this section, we intend to explore the validity of the SIRe model by comparing
the prediction accuracy of different model. According to the model definition,
if a model is more accuracy in predicting the rumor spreading process, it is
considered to be more in line with the characteristics of microblog.

Two kinds of data set are obtained using Sina microblog API for meeting
our goals. Data set 1 is consist of 10 trending topics which turned out to be
false information between February 10th to March 10th 2014. It is used to train
the model parameters and verify predictions of rumor spreading process. Data
set 2 is collected to acquire the network structure of microblog. It is represent
by an undirected graph G(V,E,C). Every node vi ∈ V represents one user of
microblog. If user i has user j as a friend, then a path eij ∈ E exists from vi to
vj . The nodes vi ∈ V are divided into different communities which represent by
ci ∈ C. The community property will be uncovered by cluster method in Section
4. Data set 2 is consist of 32686 users and used to stimulate different models to
test the predict result.

In order to predict the rumor spreading process, appropriate value of pa-
rameters in MK and SIRe are needed. To accomplish this, we perform a multi-
parameter least square fit by using a software called OpenLU[9]. Because the
acquire of parameters is based on Equations 1 and Equation 2, the network
structure is not included in this procedure. So when SIRe is applied, the accep-
tant probability λ can only be obtained as a constant. The time for training is
the first w time points and the subsequent m− w is used to test and verify the
model predicting result. Because the predicting ability will be worse with the
increase of m, m− w will only be the half of w.

For a tweet tw, we predict its retwisting amount at every time point starting
from w+1 to m time points, and define the overall predication error with respect
to a tweet as:

Error(tw) =

∑m
t=w+1(Rt − Pt)

2∑m
t=w+1R

2
t

(4)

where Rt and Pt are the real and predicted values at time point t, w is the
time for training, and m is the end time points for predicting in the experimental
data.

The mean average prediction error upon totally p tweets which in this paper
is 10 is defined as:

EMRE =

∑p
i=1 Error(twi)

p
(5)

To illustrate the method, one simulation result used to fit actual data is plotted
in Fig. 3 below.
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Fig. 3. The model fitting result to obtain parameters for predicting
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Fig. 4. Mean average errors of different model prediction method(w=22,n− w=11)

As shown in Fig.3, SIRe model fits better than MK model to actual data.
This multi-parameter least square fit is to obtain the appropriate parameters of
different model. The acceptant probability λ of SIRe obtained using this method
is a constant. So three models which are MK, SIRe with constant λ and SIRe are
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used to predict the rumor spreading. Then the mean average prediction errors
are calculated and shown in Fig.4.

Fig.4 illustrates that SIRe model have better predicting ability. The rumor
spreading process stated in SIRe is more in line with microbolg reality, that is
the message of stifler can be seen by more people than only one spreader stated
in MK model. Also, the acceptant probability considering the social intimacy
degree have better predicting accuracy than only a constant. That shows when
rumor spreads in micorblog network, social influence should be considered. Bet-
ter prediction ability proves that SIRe model can better describe rumor spreading
in microblog than traditional MK model.

4 Simulation and Analysis of Rumor Spreading in
Communities

Sina microblog is a social platform which enables users to improve communica-
tion. While the whole user network is considered to be an entirely interactive
platform, communities are formed in it. The users in these communities tend to
communicate more and have more trust inside than outside. So when a rumor
transmits, the characters of community have huge influence to rumor spreading
result. In this paper, a clustering method is applied to find user communities in
microblog. The algorithm is divided into two phases which are repeated itera-
tively and this method is used on data set 2. Each of the user in data set 2 is
assigned a community after clustering.

In order to find the characteristics of rumor spreading in communities, the
SIRe model is used to transmit rumor on the network which is composed of
user communities. In this paper, the simulation is based on a platform coded
by Java and it is specified to accomplish this task. Each of the node in the
network is an agent, which is in the state of spreader, ignorant or stifler. The
state transformation is according to the rules of SIRe.

4.1 Communities with Higher Mean Closeness Centrality Have
Higher Max Ratio of Spreaders

For the sake of describing the closeness of a community, a parameter called
closeness centrality is computed. The parameter is to characterize the difficulty
for a node to reach other node through the network. Larger closeness centrality
means the closeness of the network is higher, which indicates a node is closer to
another node in the network, so information is transmitted faster in a network
since less links is needed to relay. The closeness centrality of a node ni is defined
as:

C(ni) =
n− 1∑n
j=1 dninj

(6)

Where dninj is the shortest path distance from node i to node j, n is the total
node number of the network, while n−1 represent the maximum possible number
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of nodes adjacent to node i. The mean closeness centrality of a community is the
mean value of closeness centrality in this community.

Based on the mean closeness centrality, communities found in data set 2 is
divided into three categories and are shown in table below.

Table 1. communities assigned to different categories according to mean closeness
centrality

category 1 category 2 category 3

mean
closeness
centrality

0.3∼0.5 0.2∼0.3 0.1∼0.2

community
number

5 18 21

when rumor spreads in the network, it is found that communities with higher
mean closeness centrality are more likely to access the rumor and have higher
max ratio of spreaders. Simulation results are shown in Fig. 5. In fact, the mean
closeness centrality is usual pulled up by a few verified users who have very
high closeness centrality. To evaluate the effect of verified users, those users in
category 1 are removed and stimulation results are shown in Fig. 6. For the
purpose of reducing the effect of random, the initial spreader is selected in 3
different categories, and each simulation is run for 10 times and the mean value
is computed.
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Fig. 5. In SIRe model max ratio of spreaders for different category communities

As shown in Fig. 5, in these simulations, communities with higher mean close-
ness centrality are more vulnerable to rumor. This parameter is to measure the
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closeness of communities, which means rumor in category 1 need less links to
relay to reach another user than in category 2 and 3. So spreaders need less
time steps to reach the whole community member in category 1, and both the
number spreader have effect on and the social intimacy degree are high. At each
time step, more ignorant will accept the rumor and in less time steps max ratio
of spreaders is achieved in a higher mean closeness centrality community.
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Fig. 6. In SIRe model max ratio of spreaders for different category communi-
ties(extreme high closeness centrality users removed in category 1)

As shown in Fig. 6, verified users who have very high closeness centrality are
the central node for rumor spreading. Once removed, the max ratio of spreaders
in category 1 greatly declines. This simulation result shows us to control rumor
spreading in microblog, more attention should be paid to very high closeness
centrality people.

4.2 Scattered Immunization Has Better Immunization Effect Than
Centralized Immunization

Immunization is an important way to reduce the damage of rumor. Traditionally,
immunization has been studied concerning the node degree or the closeness to
the infection node. In this paper, a new method of immunization called scattered
immunization is proposed considering the community property.

The main idea of scattered immunization is when several immune nodes are
assigned in the whole network, each of the immune nodes are assigned in different
communities. To make the effect of this immunization strategy more notable,
centralized immunization is conducted in which all of the immune nodes are in
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the same community. Each of the results is repeat 10 times and the mean value
is computed. The result is shown in Fig. 7.
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Fig. 7. In SIRe model max ratio of spreaders using scattered immunization and cen-
tralized immunization

Scattered immunization can reduce the spreading of rumor a lot compared to
centralized immunization. When scattered immunization is used, since stifler are
separated in different communities, these communities can react to the rumor
more effective. That is to say, if a rumor is circulating in the whole network,
these communities are acting as rumor spreading amplifier. If a rumor enters
a community and a stifler is inside, the rumor will trigger the stifler’s reaction
at an early stage, creating more stiflers, thus can discourage the spreading of
rumor. Although centralized immunization will reduce the spreading effect of
the community which initial stiflers are all in, other communities will be more
vulnerable to the rumor. Combining the effect, scatted immunization compared
to centralized immunization, can greatly reduce the max ratio of spreaders.

5 Conclusion

In this paper, a new model more suitable for microblog is introduced. The sti-
fler’s broadcasting effect and social intimacy degree effect are considered. Model
comparing which measures the ability to predict rumor spreading process shows
that SIRe model is more accurate in describing network like microblog. Then
SIRe model is conducted in network of communities for simulation. We found
that, communities with higher mean closeness centrality will have higher max
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infection ration. And scattered immunization have better immune effect than
centralized immunization, resulting lower max infection ratio. This result can
more in-depth show us the way to clarify a rumor.

This research helps to reveal the true rumor disseminating mechanism in
microblog. Rumor spreading effect on communities is simulated and show char-
acteristics involving max ratio of spreaders and immunization. It provides a new
access to revealing the rumor spreading.
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Abstract. In alpine regions, traffic infrastructure may be endangered
by snow avalanches. If not protected by physical structures, roads need
to be temporarily closed in order to prevent fatal accidents. For assessing
the danger of avalanches, local avalanche services use, amongst others,
meteorological data measured on a daily basis as well as expert knowl-
edge about avalanche activity. Based on this data, a system for decision
support in avalanche warning has been developed. Feasible models were
trained using Balanced Random Forests and Weighted Random Forests,
yielding a performance useful for human experts. The results are dis-
cussed and options for further improvements are pointed out.

Keywords: Balanced Random Forest, Weighted Random Forest,
avalanche warning, decision support system, rare events, class imbalance.

1 Introduction

Snow avalanches pose a serious threat in alpine regions. They may cause signifi-
cant damages and fatal accidents. Therefore, local avalanche services responsible
for avalanche safety in communities and for traffic infrastructure have been es-
tablished in alpine countries. Their task is to protect people from the impact of
snow avalanches by temporary measures, like the closing of roads, ordering peo-
ple to stay in buildings, evacuation, or artificial avalanche triggering [20]. Thus,
assessing the local risk of snow avalanches is of vital importance, and requires
expert knowledge, intuition, and process understanding. Decision support sys-
tems such as NXD2000 [9,10] based on the method of nearest neighbors [4] help
local avalanche forecasters to base their decisions in addition to their knowledge
and experience on more objective criteria. Precipitation (new snow or rain),
wind, air temperature and solar radiation are the main factors influencing the
formation of avalanches. Local avalanche forecasters base their daily judgment
of avalanche danger on a careful analysis of meteorological variables and snow-
pack properties influencing the stability of the snowpack. This assessment relies
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heavily on a sound understanding of the physical processes in the snowpack but
also on experience and comparisons with similar situations observed in the past.
When using NXD2000, the ten days being most similar to the current situation
and the avalanche activity that occurred within the corresponding time slots are
selected by the program and presented to the user. The output of the model
provides additional evidence that a similar avalanche activity might take place
in a specific situation.

Classification and regression trees [3] were applied in [18] for forecasting large
and infrequent snow avalanches. The work reported in [18] concentrated on
one single avalanche path. In [12], classification trees were adopted for fore-
casting avalanches in coastal Alaska; the region accounted for comprised over
100 avalanche paths, and prior to modeling, variable selection was performed.
In [17], wet-snow avalanches were predicted using classification trees and Ran-
dom Forests [2]. In [12,17,18], the training data were selected using statistical
methods.

The purpose of the work reported here is to develop a decision support system
for assessing the local hazard of snow avalanches, based on the data collected
within NXD2000. As local knowledge is essential and generalization to other
locations is very difficult, the system has been developed for a specific area, the
Canton of Glarus in Switzerland.

A second objective of our work was to investigate the suitability of Random
Forests and variants thereof for modeling a decision support system for snow
avalanche warning. Since Random Forests [2], which are used in [17], are suited
for classification problems where the dependencies between the variables are un-
known and non-linear, they are a candidate for modeling our system. However,
in the given data set provided by NXD2000, avalanches represent rare events,
and Random Forests are biased towards the majority class [5]. Due to the class
imbalance, bootstrap samples drawn for decision tree construction may contain
few or no examples from the minority class, hence the resulting decision tree
will perform poorly on examples from the minority class [5]. Therefore, we em-
ploy two variants of Random Forests, Balanced Random Forest and Weighted
Random Forest [5], and study their suitability for our application.

A third goal of our work is the elaboration of quality measures for the ob-
tained models from the point of view of the avalanche service which is in charge
of assessing the local avalanche danger. While we also use the quality measures
employed in the work cited above, we propose to use positive and negative predic-
tive values as additional quality measures for snow avalanche warning, providing
an assessment of the forecast probability. It turned out that these measures are
particularly useful for the human experts at the avalanche service of the Canton
of Glarus.

The rest of this paper is organized as follows: In Section 2, we briefly address the
problem of forecasting rare events. In Section 3, we define six different measures
for assessing the quality of models and discuss their relevance for our application
scenario. The weather and snow data being used and the variables derived from
these data are presented in Section 4. The resulting models obtained by employing
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Balanced Random Forest and Weighted Random Forest are described and dis-
cussed in Section 5 and Section 6. In Section 7 we conclude and point out further
work.

2 Forecasting Rare Events

In the given data covering more than 40 years, avalanches represent rare events
(i.e. 53 days with avalanches, but 6889 without an avalanche). A model predicting
always the negative class, i.e. non-avalanches, achieves a high overall accuracy.
However, it would be of no use as a decision support for avalanche warning, since
the important cases are the positive ones, i.e. the avalanche days. Fatal accidents
may be the consequence of roads not being closed due to a missed avalanche
forecast. Therefore, with rare events, the overall accuracy of a classifier is not
an adequate quality criterion [19].

Sampling as well as cost-sensitive learning are possible solutions to the prob-
lem of predicting rare events. Undersampling the negative class may result in
the loss of important information, while oversampling the positive class may
introduce duplicates of positive examples into the training data. This, in turn,
bears the risk of learning specific examples [19].

When taking measures such as temporary road closures, resulting costs have
to be considered. They consist of business interruption costs for the regional
economy due to road closure as well as the efforts for road closure and opening
and clearance of avalanche debris on the road. In the case of false negative
forecasts, costs may be significant due to damages and fatal accidents. Costs
need not only be monetary: With every false prediction, the avalanche service
looses credibility. For this reason, it is not only important to achieve a low
number of false negatives, but the number of false positives has to be low, too.

With cost-sensitive learning, different forecast types are assigned different
costs. An ideal classifier minimizes the associated cost function [6]. Costs are
case-specific and their estimation is difficult. Long-time damage statistics allow
for a quantitative estimation of costs. Since appropriate data were not available
in our application, a qualitative estimation of costs from a regional economic view
was conducted. The following assumptions apply: With a positive forecast, the
affected road section is closed. Considered costs include damage to persons and
property and business interruption costs as well as loss of credibility in case of
unnecessary closure; hence, costs for correct predictions were set to 0. According
to the remarks made in the last paragraph, the costs for false negatives have to
be higher than the costs for false positives. Cost-sensitivity can be achieved by
assigning different weights to the positive and negative class [6].

In [5], variants of Random Forests [2] suited for the classification of rare events
were proposed.

2.1 Balanced Random Forest (BRF)

BalancedRandomForest approaches the problem of class imbalance by construct-
ing each decision tree from equally-sized bootstrap samples from the negative and
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the positive class. This ensures that positive and negative examples are both in-
cluded in the training data set. The trees are grown using the CART algorithm [3]
without pruning. The determination of the best split in each node is carried out
analogously to Random Forests by testing a previously fixed number of randomly
chosen variables.

2.2 Weighted Random Forest (WRF)

Weighted Random Forest implements cost-sensitive learning by assigning weights
to classes. By assigning a higher weight to the positive class, misclassification
costs for positive examples are higher and positive examples therefore gain weight
in the training process.

3 Model Assessment

Forecasting an avalanche can be considered as a classification problem. The po-
sitive class contains the avalanche days, and in this work, it is assigned the value
1. The negative class contains the non-avalanche days and is assigned the value
0. The results can be represented in contingency tables as shown in Fig. 3.

Observed

0 1

0 TN FN
1 FP TP

Predicted

Fig. 1. Contingency table for event forecasting: TN denotes the number of true neg-
ative forecasts, FN the number of false negatives. The number of false positive and
true positive forecasts are denoted by FP and TP , respectively.

The number of true negative forecasts is abbreviated as TN and denotes the
number of cases in which neither an avalanche was predicted nor an avalanche oc-
curred. Accordingly, the number of correctly predicted avalanches is abbreviated
as TP . The number of false negatives refers to the number of missed avalanches
and is abbreviated as FN , the number of false positive forecasts is denoted by
FP . They refer to the situations in which an avalanche occurred when there was
none predicted and vice versa, respectively. For model assessment, the following
quality criterions were applied:

Sensitivity (Probability of Detection):

POD =
TP

TP + FN
(1)
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Specificity (Probability of Non-Event):

PON =
TN

TN + FP
(2)

False Alarm Ratio:

FAR =
FP

FP + TP
(3)

True Skill Statistic:

TSS =
TP

TP + FN
− FP

FP + TN
(4)

Positive Predictive Value:

PPV =
TP

TP + FP
= 1− FAR (5)

Negative Predictive Value:

NPV =
TN

TN + FN
(6)

Amongst these, the positive predictive value and the negative predictive value
[14] are most informative regarding the operational use of a model used for deci-
sion support in our application scenario. Given a negative forecast, the negative
predictive value is the probability for this forecast being right. Given a positive
forecast, the positive predictive value is the probability for an avalanche event.

The ideal classifier shows a high sensitivity as well as a high specificity. But
these quality criterions do not allow for an assessment of the forecast. Obviously,
high sensitivity and high specificity result in high positive and negative predictive
values.

The probability of detection, the probability of a non-event, the false alarm
ratio as well as the true skill statistic are established quality measures for model
assessment in avalanche forecasting and are adopted in [12,17,18].

4 Data

The Canton of Glarus is located in the eastern part of Switzerland and is char-
acterized by high mountains and steep slopes. In this work, we focused on the
alpine valley Kleintal situated in the southeast of the Canton of Glarus. The
valley floor of the Kleintal is gently inclined, its elevation ranging from over 600
m.a.s.l. to over 1000 m.a.s.l. The starting zone of a snow avalanche may be situ-
ated up to 1700 m above the valley floor and may therefore endanger the main
road leading through the valley. The data consist of meteorological variables
measured daily in the early morning as well as avalanche information between
January 1st, 1972 and April 30th, 2013.

The measures were collected in Elm at 958 m.a.s.l. and at Risiboden, a location
situated 2.5 km from Elm at an elevation of 1690 m.a.s.l. They comprised the
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maximum and minimum air temperature in the last 24 hours, actual wind speed
and actual wind direction, degree of sky cover and precipitation in the last 24
hours in Elm as well as snow depth and new snow depth in the last 24 hours at
Risiboden. The air temperature is measured in Celsius degrees and recorded in
1/10 Celsius degrees in the NXD2000 database. The wind direction is measured
in arc degrees and the rounded value of the measured value divided by 10 is
recorded with 0 or 36 indicating wind coming from north, and 9, 18, and 27
indicating wind coming from east, south, and west, respectively. The wind speed
is measured in meters per seconds and recorded in knots. For standardization
purposes, for this work, the wind direction was set to 0 where either the wind
speed was 0 or the wind direction was 36. The degree of sky cover was recorded
as follows: 0 indicates a clear sky, 4 a coverage of 50% and 8 a cloudy sky. For
the precipitation, the water equivalent was given, i.e. the snow was melted and
the water amount was recorded in millimeters. The new snow depth as well as
the snow depth are measured in centimeters and recorded unaltered.

Meteorological factors are potentially useful for estimating snowpack instabil-
ity, but interpretation is uncertain and the evidence less direct than for snowpack
factors [16]. Avalanche expert knowledge was taken into account by using the de-
rived variables listed in Table 1, which were defined for NXD2000 for the Canton
of Glarus and are documentated for internal use. In the following, we explain
how these variables and their range of values are derived from the data described
above.

Table 1. Meteorological variables are measured daily. The definition of derived vari-
ables allows to consider an expert knowledge about avalanche activity.

Variable Unit Range of values

1 Max. air temperature in the last 24 hours [1/10 °C] [-178, 240]
2 Max. air temperature in the last 48 to 24 hours [1/10 °C] [-178, 240]
3 Min. air temperature in the last 24 hours [1/10 °C] [-251, 157]
4 Min. air temperature in the last 48 to 24 hours [1/10 °C] [-251, 157]
5 Actual wind direction {0, 10, . . . , 350}
6 Wind direction of the previous day {0, 10, . . . , 350}
7 Wind speed [kn] [0, 206]
8 Wind speed of the previous day [kn] [0, 206]
9 Degree of sky cover {0, 12, . . . , 96}

10 Precipitation in the last 24 hours [mm] [0, 989]
11 Precipitation in the last 48 to 24 hours [mm] [0, 989]
12 New snow fallen in the last 24 hours [cm] [0, 550]
13 New snow fallen in the last 72 to 24 hours [cm] [0, 575]
14 Snow depth [0, 432]

The maximum and minimum air temperature in the last 48 to 24 hours (lines 2
and 4 in Table 1) refers to the maximum and minimum air temperature recorded
for the previous day. The wind direction (lines 5 and 6 in Table 1) is multiplied
by 10, the wind speed (lines 7 and 8) is multiplied by 5.1479, and the degree of
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sky cover (line 9) is multiplied by 12. The precipitation in the last 48 to 24 hours
(line 11) refers to the precipitation recorded for the previous day. The amount
of new snow fallen in the last 24 hours (line 12) is multiplied by 5. The amount
of new snow fallen in the last 72 to 24 hours (line 13) is defined as the sum
of the weighted new snow depths of the last 3 days multiplied by 5. The snow
depth (line 14) is divided by the mean of all snow depths in the database and
multiplied by 100.

Only the avalanches endangering the main road were recorded. In this work,
we included 7 avalanche paths with 7 to 13 avalanches each. We did not dis-
criminate between avalanche paths, and days with at least one avalanche being
released in one of these paths were considered as one event. The complete data
set contained 53 positive examples, i.e. avalanche days, and 6889 negative exam-
ples, i.e. non-avalanche days. The ratio of positive to negative examples therefore
was approximately 1:130. The data set was divided into a training and a test set
as follows: The test set consisted of all entries from November 1st, 2002 to April
30th, 2013. By this means, the ratio of positive to negative examples matched
approximately the ratio observed in the real world. The training set consisted
of all avalanche days from January 1st, 1972 to April 30th, 2002 and about 10
times as many non-avalanche days drawn randomly every year. The test data
set consisted of 12 positive and 1572 negative examples, the training data set
consisted of 41 positive and 560 negative examples.

5 Results

Two BRFs were trained using the size of the positive class as bootstrap sample
size for positive and negative examples. For the positive class, the cutoffs were
set to 0.5 and 0.6, respectively. The number of variables to be tested for the best
split was set to 2. The cutoff as well as the number of variables to be tested for the
evaluation of the splits were determined using 10-fold cross-validation. For the
cutoff, the following values were tested: 0.3, 0.4, 0.5, 0.6, and 0.7. For the number
of variables, the following values were tested: 2, 3, and 4. The contingency tables
obtained for the test data are shown in Fig. 2.

For model BRF 0.5 with a cutoff of 0.5, the number of true positives is higher
with respect to model BRF 0.6 with a cutoff of 0.6. On the other hand, model

Observed

0 1

0 1496 6
1 76 6

Predicted

Observed

0 1

0 1517 7
1 55 5

Predicted

Model BRF 0.5 Model BRF 0.6

Fig. 2. For model BRF 0.5, the cutoff for the positive class was set to 0.5. For model
BRF 0.6, the cutoff for the positive class was set to 0.6. It is observed that a decrease
in the cutoff leads to an increase in the number of true positives and false positives.
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BRF 0.6 achieved a lower number of false positives. Using WRF, model WRF 5
was trained using a class weight of 5 for the positive class and a class weight of
1 for the negative class. The class weights were determined using 10-fold cross-
validation. For the positive class, the following weights were tested: 1, 2, 3, 5, 10,
15, 20, 25, 30, 50, 100, 110, 120, 130, and 150. The class weight for the negative
class was set to 1. The contingency table obtained for the test data is shown in
Fig. 3. In Table 2, the quality measures for the generated models for the test
data are listed.

Observed

0 1

0 1516 7
1 56 5

Predicted

Model WRF 5

Fig. 3. For model WRF 5, the class weights for the positive and negative class were
set to 5 and 1, respectively. The results are very similar to the ones obtained for model
BRF 0.6.

Table 2. In the quality measures obtained for the test data, the analogy between
models BRF 0.6 and WRF 5 becomes evident. No WRF similar to model BRF 0.5
could be trained with an acceptable number of false positive forecasts.

Model TN FN FP TP POD PON FAR TSS PPV NPV

BRF 0.5 1496 6 76 6 0.500 0.952 0.927 0.452 0.073 0.996
BRF 0.6 1517 7 55 5 0.417 0.965 0.917 0.382 0.083 0.995
WRF 5 1516 7 56 5 0.417 0.964 0.918 0.381 0.082 0.995

The performance of models BRF 0.6 and WRF 5 was almost the same. The
sensitivity was quite low with only 41.7%, hence the number of false positives
was low too compared to model BRF 0.5. No WRF with a sensitivity of 50% and
an acceptable number of false positive forecasts could be trained. While in the
case of a positive forecast an avalanche occurred only with a probability of 7.3%
to 8.3%, depending on the model used, negative forecasts were very reliable with
a negative predictive value of 99.5% and 99.6%, respectively. Compared to the
quality measures obtained for the training data shown in Table 3, the sensitivity,
the true skill score and the positive predictive value were considerably lower.

The BRF models showed a sensitivity of 100% for the training data while for
model WRF 5, a sensitivity of 65.9% was obtained. For all models, the sensitivity,
the true skill statistic and the positive predictive value were noticeably higher
for the training data than for the test data. Accordingly, the false alarm ratio
was lower for the training data than for the test data. These differences were
more pronounced with the BRF models respect to the WRF model.
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Table 3. The quality measures obtained for the training data showed differences be-
tween BRF and WRF. The sensitivity for the BRFs was 100%, while for model WRF 5
it was 65.9%.

Model TN FN FP TP POD PON FAR TSS PPV NPV

BRF 0.5 525 0 35 41 1.000 0.938 0.461 0.938 0.539 1.000
BRF 0.6 538 0 22 41 1.000 0.961 0.349 0.961 0.651 1.000
WRF 5 531 14 29 27 0.659 0.948 0.518 0.607 0.482 0.974

The similarity of the two BRF models became visible in the misclassified
examples: For the test data, the false negatives for model BRF 0.5 were a subset
of the false negatives for model BRF 0.6. On the other hand, the false positives
for model BRF 0.6 were a subset of the false positives of model BRF 0.5. When
comparing the misclassified examples for the BRF and WRF models, it was
noticed that both models showed the same false negative predictions. 46 false
positives showed up in BRF 0.6 as well as in WRF 5. The comparison of all
three models can be summarized as follows: 52 examples were misclassified by all
three models, consisting of 6 false negatives and 46 false positives. This makes up
63.4% of the misclassifications of model BRF 0.5, 83.9% of the misclassifications
of model BRF 0.6 and 82.5% of the misclassifications of model WRF 5.

Compared to the two decision trees described in [12], our models achieved
a lower sensitivity but a higher specificity. With different test sets, the models
described in [12] had a sensitivity of 61% and 100% with a corresponding speci-
ficity of 83% and 21%, respectively. The true skill score was 21% for the second
model and therefore lower than in our models. The first model achieved a true
skill score of 44% which was lower than in our model BRF 0.5 only. The false
alarm ratio in our models is noticeably higher for the test data. With the training
data, our models achieved a higher true skill score, specificity and false alarm
ratio than did the models in [12]. It has to be remarked that in [12] the ratio of
positive to negative examples in the test data was about 1:6. Furthermore, the
presented models were trained considering two or three variables while in our
models we applied no variable selection.

In [18], large and infrequent snow avalanches are predicted. Considering new
snow depth only, a sensitivity of about 65% was achieved which seems favourable
compared to our models. The presented models showed a false alarm ration of
about 90% which is similar to the false alarm ration of our models on the test
data.

For the purpose of comparison, the following classifiers were employed using
the default settings in WEKA [11]: AdaBoost.M1 [8] using DecisionStump [13]
as base classifier; bagging [1] using DecisionStump [13] and REPTree [7] as base
classifier; logistic regression [15]. The resulting models show a significantly lower
sensitivity compared to our models and therefore are not applicable for decision
support in our case.
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6 Discussion

Two types of models proved to be feasible: On the one hand, two models with a
sensitivity of slightly more than 40% were trained. On the other hand, one model
with a sensitivity of 50% was trained. The latter showed a considerably higher
number of false positive forecasts and a slightly lower positive predictive value.
No WRF with a sensitivity of 50% and an acceptable number of false positives
could be trained. Therefore, with this data, BRF could be chosen for modeling
a system for decision support in avalanche warning.

The trained models are feasible as a decision support in avalanche warning:
The testing period comprises 11 winter seasons consisting of approximately 181
days each. For this period, 55 to 76 false positive forecasts are acceptable. The
misclassification rate is comparable to that of an human expert. Accepting a
higher number of false negative forecasts for a higher sensitivity may make sense:
Not all avalanches contained in the database reached the road. Danger does not
occur always with a false negative forecast and therefore 6 to 7 false negatives
are acceptable. It would be interesting to differentiate between avalanches that
reached the road and avalanches that did not. In this work, due to the lack of
data, this differentiation was not made.

The models are developed for the Kleintal in the Canton of Glarus in Switzer-
land based on the data contained in NXD2000. In contrast to NXD2000, no com-
parison with previous similar situations can be made, but the models allow for
probabilistic forecasts. Therefore, the cutoff for the positive class for BRF could
also be determined using ROC curves and the corresponding weight adopted in
WRF for the positive class derived from this cutoff according to the procedure
described in [6].

The positive and negative predictive values present valuable information for
assessing a given forecast. While sensitivity and specificity are important quality
measures and their values have to be as high as possible, they do not allow for
an assessment of a given prediction. However, this is an important information
for the avalanche service using the system as a decision support in avalanche
warning.

In BRF 0.5, BRF 0.6 and WRF 5, mostly the same examples were misclassi-
fied. Considering the fact that particularly for the negative examples the misclas-
sified examples comprised less than 5% of all examples, it can be supposed that
these misclassifications are due to the data. The training examples were chosen
randomly on a yearly basis and therefore few consecutive days are present in
the training data set. The training examples could as well be chosen using sta-
tistical methods analogous to the approaches employed in [12,17,18]. The test
data set contains time series of meteorological variables for up to 178 consecu-
tive days. Differentiation of two consecutive days belonging to different classes
poses a major challenge and cannot be made by analyzing the meteorological
values only. The definition of additional meaningful variables could improve the
differentiation between positive and negative examples.

The model performance with the training data is significantly superior to
the model performance with the test data. Generalization seems to be an issue.
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One possible reason may be that the test data contains a high percentage of
consecutive days, thus the recommendations given in the last paragraph apply.

7 Conclusions and Further Work

Based on meteorological data measured on a daily basis as well as avalanche
data, a system for the decision support in avalanche warning has been modeled.
In this data, avalanche days are rare events. All trained models have a maximum
sensitivity of 50% and a high false alarm ratio. Nevertheless, the trained mod-
els are feasible as decision support in avalanche warning. The number of false
negative and false positive forecasts are acceptable with respect to the period
considered, and approximately match the performance of a human expert.

Compared to the models described in [12,17,18], the following aspects of our
work should be noted: First, the quality measures were chosen from the point
of view of the designated user, the members of the avalanche service which is
in charge of assessing the local avalanche danger. The positive and negative
predictive values, which are not presented in the cited approaches, provide an
assessment of the forecast reliability. From an operational point of view, these are
the most important quality measures. Second, the models allow for probabilistic
forecasts and therefore for the characterization of the probability of an event.
Third, BRF and WRF proved an adequate starting point for obtaining a feasible
system for decision support in snow avalanche warning with rare events.

There are several directions in which the work presented in this paper should
be extended. In order to achieve a higher performance, additional meaningful
variables should be defined; these may be quantitative as well as qualitative
variables. A more sophisticated variable selection could also prove beneficial.
Depending on the weather situation, the importance of meteorological vari-
ables varies. This can be taken into account by defining variables describing
the weather situation. Since the snowpack develops with time, defining variables
characterizing weather trends could prove advantageous. The influence of the
training data on the generated model should be investigated. Training examples
may be chosen according to statistical criteria, or all data not assigned to the
test data set may be used for training. The possibility to additionally predict
which avalanche path is in danger of being released would be advantageous for
the avalanche service. However, this requires an appropriate amount of data.
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Abstract. This paper presents a research project integrating language 
technologies and a business intelligence tool that help to discover new 
knowledge in a very large repository of patient records in Bulgarian language. 
The ultimate project objective is to accelerate the construction of the Register of 
diabetic patients in Bulgaria. All the information needed for the Register is 
available in the outpatient records, collected by the Bulgarian National Health 
Insurance Fund. We extract automatically from the records' free text essential 
entities related to the drug treatment such as drug names, dosages, modes of 
admission, frequency and treatment duration with precision 95.2%; we classify 
the records according to the hypothesis “having diabetes” with precision 91.5% 
and deliver these findings to decision makers in order to improve the public 
health policy and the management of Bulgarian healthcare system. The 
experiments are run on the records of about 436,000 diabetic patients. 

Keywords: Biomedical Natural Language Processing, Business Intelligence, 
Big Data. 

1 Introduction 

The constant growth of electronic narratives discussing patient-related information 
implies constant growth of the attempts to process these texts automatically. It is well 
known that the most important findings about the patients are kept as free texts in 
various documents and languages but these text descriptions are usually oriented to 
human readers. In this way Information Extraction (IE) becomes the dominating 
natural language processing (NLP) approach to biomedical texts. The main IE idea is 
to extract automatically important entities from free texts, with accuracy as high as 
possible, and to build software systems operating on these entities (skipping the non-
analysed text fragments). NLP in general is viewed as a rather complex Artificial 
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Intelligence task so IE is proposed as a technology at the middle between keyword 
search and deep text analysis; it focuses on surface linguistic phenomena that can be 
recognised without deep inference. The NLP performance gradually improves during 
the last decades but the IE systems are still rarely used outside the research groups 
where they have been developed [1]. On the other hand it is expected that IE progress 
would enable radical improvements in the clinical decision support, biomedical 
research and the healthcare in general [2]. Leading industrial companies claim that 
NLP is an enabling technology and can be leveraged today for revenue, efficiency and 
quality but some 10-15 years are needed for mature technological development [3]. 

Recent Big Data challenges add a new perspective to the complex task of 
secondary use of electronic health records. Today typical collections of clinical 
narratives contain millions of records for millions of patients so even procedures for 
pseudonymisation and anonymisation are problematic. In this paper we present a 
project dealing with dozens of millions of outpatient records where NLP is carefully 
applied to specific text sections of the patient records. The extraction components in 
use are developed several years ago, continuously upgraded, tested and evaluated to 
deliver entities extracted with high accuracy. We present an integrated system of a 
business intelligence tool and NLP modules performing big data normalisation, 
cleaning and knowledge discovery and show a use case on medical data. We 
demonstrate that the combination of these tools can help to build the Register of 
diabetic patients by discovering potential diabetic patients which were not formally 
diagnosed with diabetes. The IE focus is on the patients' medical treatment and patient 
anamnesis. 

Section 2 presents the project objectives and the data repository we use. Section 3 
describes the Business Intelligence tool BITool. Section 4 presents the knowledge 
discovery modules, their application to real data and evaluates their performance. 
Section 5 sketches further work and the conclusion. 

2 Building the Bulgarian Diabetic Register 

The ultimate project objective is to accelerate the construction of the Register of 
diabetic patients in Bulgaria by integration of language technologies and business 
intelligence tools. Advanced information technologies would enable to: (i) keep the 
established practice of patient registration without burdening the medical experts with 
additional paper work; (ii) reuse the existing standard records in compliance with all 
legal requirements for safety and data protection; (iii) save time and resources by 
avoiding multiple patient registrations and disturbance of the diagnostic and treatment 
process. Practically, once entered in the healthcare system, the patient data might be 
reused in multiple aspects. Multiple registrations and growing administrative burdens 
are seen as a major obstacle for the development of the Register. А web-interface for 
self-registration to the Bulgarian Diabetic Register is foreseen as well. 

The Register contains 28 indicators of diabetic patients’ status, including age, sex, 
ICD-10 codes of diagnoses of diabetes and its complications, diabetes duration, risk 
factors, data about compensation, laboratory results, hospitalisations and prescribed 
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medication. Manual collection of data proved to be impractical during the last ten 
years; in addition there are many diabetic patients who are not formally diagnosed and 
not treated at all. In the case of diabetes, a progressive chronic disease with serious 
complications, it is highly desirable to develop a system for early alerts that might 
signal eventual diabetes symptoms. 

It turns out that all the information needed for the Register is available in the 
outpatient records, collected by the Bulgarian National Health Insurance Fund. There 
are multiple records stored for the same patient along the months and the years. Given 
that this information is extracted automatically, a Business Intelligence tool can 
deliver various types of findings to decision makers in order to improve the public 
health policy and the management of Bulgarian healthcare system. Actually the 
BITool is useful anyway because the data of the Health Insurance Fund contains a lot 
of information that is structured using codes of medical classifications and 
nomenclatures. However in this paper we are interested in the analysis of free texts 
and capturing some essential entities described there. By means of NLP techniques 
integrated with the BITool we discover the potential diabetic patients which were not 
formally diagnosed with diabetes. 

Thanks to the support of the Bulgarian Ministry of Health and the National Health 
Insurance Fund, the Medical University - Sofia has received for research purposes a 
large collection of outpatient records. The data repository currently contains more 
than 37.9 million pseudonymised reimbursement requests (outpatient records) 
submitted to the National Health Insurance Fund (NHIF) in 2013 for more than 5 
million patients, including 436,000 diabetic ones. In Bulgaria the outpatient records 
are produced by the General Practitioners (GPs) and the Specialists from Ambulatory 
Care for every contact with the patient (in patient home as well as in doctors’ office). 

The outpatient records are semi-structured files with predefined XML-format. 
Despite their primary accounting purpose they contain sufficient text explanations to 
summarise the case and to motivate the requested reimbursement. The most important 
indicators like Age, Gender, Location, Diagnoses are easily seen since they are stored 
with explicit tags. The Case history is presented quite briefly in the Anamnesis as free 
text with description of previous treatments, including drugs taken by the patient 
beyond the ones that are to be reimbursed by the Insurance Fund. Family history and 
Risk factors are often included in the Anamnesis of diabetic patients. Patient status is 
another section containing free text. It includes a summary of the patient state, 
symptoms, syndromes, patients’ height and weight, body mass index, blood pressure 
and other clinical descriptions. The values of Clinical tests and lab data are 
enumerated in arbitrary order as free text in another section. A special section is 
dedicated to the Prescribed treatment. Only the drugs prescribed by the GPs and 
reimbursed by the NHIF are coded, using the specific NHIF nomenclatures. All the 
other medications and treatment procedures are described as free text. In contrast to 
clinical discharge letters that might discuss treatments in longer past and future 
periods, the Prescribed treatment section in the outpatient records is more focused to 
the context at the moment when the record is composed. 

The repository given to the Medical University – Sofia is pseudonymised by NHIF 
which has the keys for mapping the records to the original patients. Our experiments 
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use a completely anonymised data set. Fortunately, using the pseudonymised patient 
identifier, it is possible to track automatically the multiple visits of the same patient to 
GPs and Ambulatory Care, which is important in the case of a chronicle disease like 
diabetes.  

An outpatient record might include about 160 tags. The average length of the files 
is about 1 MB. For our purposes, we work with about 20-30 tags and consider the 
unstructured content of four sections. 
 

 

Fig. 1. A BITool-constructed concordancer for the word DIABETES in the Anamnesis of  
outpatient records for patients who are not formally diagnosed with Diabetes Mellitus (E11) 

3 BITool and Data Integration 

BITool serves as an integration platform of the analyses performed on the medical 
data. It offers means to operate on the original data, such as search facilities and 
means to extract subsets of semi-structured data, as well as to enrich the stored 
resources with newly extracted features (e.g. from the NLP or statistical modules).  

BITool offers powerful functionalities for online analytic processing (OLAP) of 
large data repositories, organised as a n-dimensional cube. The cube is easy to 
construct by drag-and-drop interface after selection of the desired attributes and their 
values (see 3 selected dimensions of Fig. 1 upper left). Fig. 1 shows the result of an 
intermediate step of the task to investigate whether some patients without formal 
diagnosis of diabetes (code E11) have symptoms typical for this disease. This can be 
discovered after finding text descriptions of typical events: e.g. mentioning the phrase 
“diabetic foot” in a positive context. Concordancers of text fragments using a 12-
words window (6 words before and 6 words after) are constructed around the words 
of interest. In Fig. 1 the records of 156,310 patients, who are not formally diagnosed 
with diabetes mellitus, are checked for occurrences of the word "diabetes" in the 
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Anamnesis section. The records of 5,783 patients contain the word "diabetes". These 
are later used in the knowledge discovery phase by the NLP modules. After the 
processing the results are re-integrated back to BITool to be used in further analyses 
and research or health management tasks such as to help the construction of the 
diabetic register. 

4 Knowledge Discovery 

Our goal in this study is to recognise patients who have diabetes but have not been 
formally diagnosed with this disease. As hints signalling the presence of diabetes in 
the outpatient record we consider (i) the medical treatment – if the patient has 
diabetes he/she would also take appropriate drugs, and (ii) statements in the 
anamnesis about the patient having diabetes or its complications. We analyse the 
respective outpatient record sections by applying NLP over feature vectors extracted 
by the BITool.  

IE from free texts finds entities of interest by focusing on important words and 
phrases that trigger shallow analysis in the local context. The texts in the outpatient 
records are written in a specific medical sublanguage containing mostly phrasal 
structures, terms in Bulgarian and Latin, typical abbreviations etc. Grouping together the 
records for the same patient we can track the progress of diabetes and its complications. 
The implemented IE components extract with high accuracy information about patient 
status, current treatment, hospitalisation, diabetes compensation, family history and risk 
factors, as well as values of specific clinical tests and lab data. Identifying values of lab 
tests is important since e.g. blood sugar levels are a typical signal of diabetes. This 
extractor uses a rule-based approach for recognition of linguistic patterns corresponding 
to the entities of interest. Major difficulties encountered in the development are due to 
the large variety of expressions describing the laboratory tests and clinical examinations. 
Here we consider in more details the drug extractor [4] that has been extended recently 
to cope with the NHIF outpatient records.  

4.1 Structuring Drug Treatment Information 

An automatic procedure analyses the free texts in the Prescribed treatment section in 
order to extract information about: drug names; dosages; modes of admission; 
frequency and treatment duration. It assigns the corresponding ATC1 and NHIF codes 
to each medication event. The list of registered drugs in Bulgaria is provided by the 
Bulgarian Drug Agency; it contains about 4,000 drug names and their ATC codes. 

The extraction is based on algorithms using regular expressions to describe 
linguistic patterns. There are more than 80 different patterns for matching text units 
which deal with the ATC and NHIF code, medication name, dosage and frequency. 
Some regular expressions are illustrated at Fig. 2. 

                                                           
1 Anatomical Therapeutic Chemical (ATC) Classification System for the classification of 

drugs, see http://www.who.int/classifications/atcddd/en/ 
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For diabetic patients, currently the extractor handles 2,239 drugs names included in 
the NHIF nomenclatures. Recent extraction evaluation has been performed with large-
scale analysis of the outpatient records of 33,641 diabetic patients for 2013. The 
precision is 95.2% and the sensitivity - 93.7%. This result is slightly better than the 
accuracy reported in 2011 [5] when the extractor was a (research) prototype dealing 
with less than 500 drugs. The performance of the module is evaluated manually. The 
labelled data is split to 20 equal subsets and randomly selected records are evaluated 
by an expert (about 40% of each subset). The average of the subset evaluation is the 
final score of the module. 

    

Fig. 2. Regular expressions of linguistic patterns for analysis of Dosage 

The major reasons for incorrect recognition of drug events are: (i) misspelling of 
drug names; (ii) drug names occurring in the contexts of other descriptions; (iii) 
undetected descriptions of drug allergies, sensibility, intolerance and side effects; (iv) 
drug treatment described by (exclusive) OR; (v) negations and temporally 
interconnected events of various kinds: undetected descriptions of cancelled 
medication events; of changes or replacements in therapy; of insufficient treatment 
effect and change of therapy. 

About 30% of the medication events in the test corpus were described without any 
dosage. Lack of explicit descriptions occurs mostly for treatment of accompanying 
diseases. After applying the recognition algorithm and default daily dosage, the 
number of records lacking dosage has been reduced to 15.7% in the final result. 

4.2 Discovering Potential Diabetic Patients 

Now we consider in more detail the discovery of potential diabetic patients that are 
not formally diagnosed in the NHIF repository for 2013. Medical experts propose 
criteria for happening of the event "having diabetes": e.g. high blood sugar or high 
glycated hemoglobin in the text of the section Lab test results, or admission of drugs 
used for diabetes treatment mentioned in the Anamnesis, or statements in the 
Anamnesis describing diabetes or its symptoms. A concordancer is built on the 
outpatient records for words related to descriptions of such events. The focused 
records are subject to further NLP analysis in order to confirm the relevant 
hypotheses. Iteratively the set of records under consideration can be shrunk by 
excluding the already checked patients. The BITool checks a single hypothesis for 
about 40 seconds. Checking several hypotheses simultaneously takes approximately 
the same time for each new one. OLAP is used for checking hypotheses and 
calculating the support to corresponding associative rules.  The results of text 
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processing at records level are re-integrated back to BITool as additional attributes to 
each outpatient record. These results can be manual annotations (considered 
“trusted”) or automatically generated labels (called “generated”). The process is 
illustrated at Fig. 3. 

4.2.1.   Filtering Diabetes Related Records 
To confirm/reject the hypothesis of having diabetes, we shall apply supervised 
machine learning (ML) methods for filtering text chunks from the free text zones of 
the outpatient record. The focus of this example is the word diabetes but the same 
analysis can be performed for any other disease, symptom, word or phrase of interest. 
The selected outpatient records have no explicit diagnosis of diabetes. We want to 
show that NLP can help to find contradiction in the repository (thus supporting data 
cleaning) and/or to extend the records’ metadata when matching free text fragments 
confirming the diabetes diagnosis. 

 

 

Fig. 3. Iterative shrinking of sets of outpatient records to confirm/reject a hypothesis 

4.2.2.   Input Data 
The input data are text chunks extracted from a concordancer built for the string 
диабет (diabetes). The whole data set consists of 67,904 distinct chunks extracted 
from the records of 156,310 patients who are not formally diagnosed with diabetes. 
Each chunk contains the word diabetes and a 6-token window of its left and right 
context. The text is only tokenised and stemmed. Our procedure will perform а 
classification task - confirm/reject the hypothesis without recognising the particular 
trigger expressions.  

Here follow some sample chunks which demonstrate the variety of positive and 
negative examples: 

              (i) NEG Фамилност- обременен/а-диабетици по майчина линия/.  

                   Family - heredity - diabetic on maternal line. 
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               (ii) NEG Необходимо е изключване на стероиден диабет; насочва се към ТЕЛК... 

        It is necessary to exclude steroid diabetes; re-directing to TEMC... 

               (iii) POS Покачва кръвно налягане. Има диабет. Оплаква се от сърцебиене...    

        Raises the blood pressure. Has diabetes. Complains of palpitation... 

Examples (i) and (ii) are negative - the first one shows only heredity but does not 
confirm the diagnosis diabetes, in the second one the diagnosis is negated. However 
example (iii) is positive. Often the positive diabetes statement is given within 3-4 
tokens.  

4.2.3.   Experiments and Results 
We apply a combined rule-based and machine-learning approach to solve the 
problem: (i) iterative rule-based rough filtering to reduce the size of the data that 
potentially confirms our hypothesis; (ii) supervised classification of the records in the  
reduced dataset to train a model which classifies the records as positive or negative to 
the hypothesis.   

 
Rule-Based Rough Pre-Filtering 
The data is extracted from records where diabetes is not explicitly mentioned among 
the diagnoses; therefore, we expect that most of the input chunks are negative 
examples. We decided first to filter as many of the negative ones as possible in a rule-
based approach and reduce the size of the input that will be classified further. Several 
patterns of the negative examples appeared quite often in our data - e.g. “no evidence 
about diabetes”, “no diabetes in the family” etc., which match about 10% of the input 
records. These are expressions talking about family heredity or rejection of the 
diabetes diagnosis. Iteratively we created a set of regular expressions on stem level 
which match such chunks. With a set of 41 expressions in the filter, the number of 
chunks was reduced to 26,000 (which is about 1/3 of the initial corpus size). 

 
Supervised Classification of Positive/Negative Examples 
In the second phase we extracted from the reduced data set two random subsets – one of 
282 documents and one of 1,000 documents and we annotated them. The first one was a 
development set, we used it for selecting the features and make initial tests. It contains 
74 positive and 208 negative examples whereas the second one contains 187 positive 
and 813 negative examples. By using various features and classification algorithms  we 
check the applicability of ML to the automatic extraction of records referring to “having 
diabetes” (similarly to [6, 7, 8]) and set a reasonable baseline for this task. The 
difference in our approach is that we model and process real world big data. 

In the preprocessing phase we stem the chunks to overcome the morphological 
inflection (Bulgarian is highly inflectional). Due to the large number of abbreviations, 
dosages, lab test results etc. which contain punctuation marks, the automatic sentence 
splitting with the available tools is unreliable and we do not apply it.  

By achieving comparatively high results with surface and structural features only 
we prove the applicability of the approach. We experimented with both boolean and 
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nominal feature vectors. The vectors characterising each chunk in the classification 
task correspond to word stems, bigrams and trigrams which are pre-defined. In the 
boolean settings the feature is true if the corresponding attribute - 
stem/bigram/trigram is available in the text chunk and negative otherwise. The list of 
stem-features is constructed by analysing the set of stems which occur in the datasets. 
We made experiments with 3 different feature corresponding to the experiments 
described below.  

We tried several algorithms on the same dataset: NaiveBayes, J48, SMO and JRip, 
all with boolean features: JRip and J48 performed best. We did also classification 
with nominal features with MaxEnt algorithm and this one outperformed all the rest in 
means of precision. The features we used were the same - the words' stems, bigrams 
and trigrams.  

In this study we are most interested in the precision on positive examples because  
in this way we can add to the register (with minimal manual effort/check) with high 
certainty the correctly recognised positive examples as patients having diabetes who 
were not formally diagnosed with diabetes. By applying several high precision filters 
like one ones scatched above we could achieve also also good coverage in the end. 
Here follow details about the experiments. The results are available in Tables 1, 2  
and 3. 

 

Experiment 1 
We use 93 features which correspond to stems of terms occurring in the text of 
positive examples (excluding numbers). The results from a 10-fold cross-validation 
with the best algorithms J48 and JRip are shown in the first column of Table 1.  J48 
recognised only 63.1 % of the positive examples however the precision achieved by 
JRip is encouraging – 91.2%. The rules inferred by JRip are only 2 but obviously they 
fit well the data.  

 Rule 1: (family) = false) and (sugar = true) and (noninsulindependent= true) =>  

  class=pos (30.0/2.0) 

 Rule 2: (family = false) and (sugar = true) and (treat = true) =>  

  class=pos (6.0/0.0) 
However on a larger scale these two rules might not suffice for achieving such 

good performance and we kept elaborating our features.  

 

Experiment 2 
We use 112 textual features which correspond to the stems of terms occurring in 
positive and negative examples. The terms are pre-filtered manually by an expert. 
Both algorithms - JRip and J48 performed worse than in the first experiment and 
scored precision under 70% (Table 1, Exp.2). 

 

Experiment 3 
In this experiment we took advantage of the automatic feature-selection algorithms. 
Our initial feature set contained 10,576 attributes corresponding to the stems of all 
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terms in the development dataset. We applied on it the chi-squared attribute evaluator 
implemented in Weka [9] according to the feature representativeness in the 
development set. As result 151 features were selected. In Experiments 3a and 3b we 
used them in combination with bigrams and with bigrams and trigrams respectively 
(Table 2). The results of both algorithms improve by adding bigrams and by including 
trigrams rise even more. JRip reaches 65.3% precision and 73.1% when adding 
trigram features. J48 achieves precision as high as 86.1% after adding bigrams and 
87.2 including trigrams in the feature set. In the tree built by J48 one could clearly see 
the importance of bigrams and trigrams features - out of 17 tree leaves, only 4 are 
unigrams; the rest are bigrams and trigrams. We explain this with the fact that 
trigrams capture the order of the tokens and represent concrete expressions signalling 
the presense/absense of diabetes such as: “инсулинозависим захарарен диабет” 
(insulindependent diabetes mellitus), “неинсулинозависим захарен диабет” 
(noninsulindependent diabetes mellitus), “със зах диабет” (with diabetes mellitus), 
“майка с диабет” (mother with diabetes). According to our observations the last 
feature signals the absence of diabetes in the concrete excerpt because normally in the 
length of one excerpt, if there is a family anamnesis, there is no other description 
related to the patient which signals diabetes (the length is too small to fit more 
descriptions along with a family anamnesis). The results suggest that until this point 
adding more features results in better precision (except for JRip in Experiment 1) and 
also growing recall when using JRip. 

Table 1. Results from Experiment 1 and 2 with manually selected features 

 

Table 2. Experiments 3a and 3b - automatic feature selection, bigrams and trigrams 

 
 

JRip J48 JRip J48

Class P R F P R F P R F P R F

positive 91.2 16.6 28.1 66.7 21.4 32.4 61.1 29.4 39.7 65.8 52.4 58.3

negative 83.9 99.6 91.1 84.4 97.5 90.5 85.5 95.7 90.3 89.5 93.7 91.6

w eighted avg 85.2 84.1 84.1 81.1 83.3 79.6 80.9 83.3 80.8 85.1 86 85.4

Exp. 1: 93 pos features;
stems only;

10-fold cross-validation

Exp. 2: 112 pos/neg features;
stems only;

10-fold cross-validation

JRip J48 JRip J48

Class P R F P R F P R F P R F

positive 65.3 41.2 50.5 86.1 36.4 51.1 73.1 40.6 52.2 87.2 36.4 51.3

negative 87.5 95 91.1 87.1 98.6 92.5 87.6 96.6 91.9 87.1 98.8 92.6

w eighted avg 83.4 84.9 83.5 86.9 87 84.8 84.9 86.1 84.5 87.1 87.1 84.9

Exp. 3a: 151 autom atically selected stem  features
 + bigram s; 10-fold cross-validation

Exp. 3b: 151 automatically selected stem 
features 

+ bigrams + trigrams; 10-fold cross-validation
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Table 3. Experiments 4a, 4b – MaxEnt with all textual features, bigrams and trigrams 

 
 
 
 
 
 
 

 
Experiment 4 
We trained a model with MaxEnt algorithm using all textual features plus bigrams 
(Exp. 4a) and bigrams and trigrams (Exp. 4b) as nominal values. All strings were first 
stemmed. These two experiments gave almost the same results and outperformed J48 
and JRip in means of precision. The best precision on positive examples we reached is 
as high as 91.5% when including bigrams and trigrams. Using MaxEnt with nominal 
features has the advantage that the features are not pre-set. The similar results also 
suggest that using MaxEnt with these features could be set as a reasonable baseline.  

  The positive examples in our database are so rare (because in principle 
diabetic patients are formally diagnosed) that the data quantity has major impact on 
the training. Having a larger corpus (which could happen when records from previous 
years become available) and having more golden data will help for learning better the 
patterns of positive examples. Nevertheless the current results show that such a hybrid 
method combining rule-based and machine learning approach can be used to prove 
the hypothesis having diabetes with high precision. 

5 Conclusion and Further Work 

The paper presents our first steps towards building a computational platform for 
tackling Big Data in the medical domain in a real-world application. It is obvious that 
decisions about medical cases cannot be made completely automatically so the final 
judgment should be always subject to human considerations. But the automatic 
processing of texts in the patient records defines a completely new horizon for most 
tasks related to health analytics. 

The IE modules are exploited quite carefully, for extraction of a limited number of 
entities and events only. They are tested in various scenarios and gradually improve 
their performance using hybrid rule-based and machine learning approaches. We 
extract automatically from the records' free text essential entities related to the drug 
treatment such as drug names, dosages, modes of admission, frequency and treatment 
duration with precision 95.2%; we classify the records according to the hypothesis 
“having diabetes” with precision 91.5% and deliver these findings to decision makers 
in order to improve the public health policy and the management of Bulgarian 
healthcare system. We think that large-scale analysis of medical texts can be viewed 
as a reliable technology if the input is well-structured into zones (which is the case of 

MaxEnt

Class P R F P R F

positive 91.3 22.6 36.2 91.5 20 32.8

negative 85.6 84.2 85 85.6 84.2 84.9

w eighted avg 88.45 53.4 60.6 88.55 52.1 58.9

Exp. 4a: all stems + bigrams;
10-fold cross validation

Exp. 4b: all stems+bigrams 
+ trigrams; 10-fold cross validation
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the outpatient records) and the extraction task has clear and well-defined target 
entities.  
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Abstract. The Interval Algebra (IA) and a fragment of the Region Con-
nection Calculus (RCC), namely, RCC-8, are the dominant Artificial In-
telligence approaches for representing and reasoning about qualitative
temporal and topological relations respectively. In this framework, one
of the main tasks is to compute the path consistency of a given Qual-
itative Constraint Network (QCN). We concentrate on the partial path
consistency checking problem problem of a QCN, i.e., the path consis-
tency enforced on an underlying chordal constraint graph of the QCN,
and propose an algorithm for maintaining or enforcing partial path con-
sistency for growing constraint networks, i.e., networks that grow with
new temporal or spatial entities over time. We evaluate our algorithm
experimentally with QCNs of IA and RCC-8 and obtain impressive results.

Keywords: qualitative constraint language, chordal graph, triangula-
tion, qualitative reasoning, BA model, partial path consistency.

1 Introduction

Spatial and temporal reasoning is a major field of study in Artificial Intelligence;
particularly in Knowledge Representation. This field is essential for a plethora
of areas and domains that include, but are not limited to, ambient intelligence,
dynamic GIS, cognitive robotics, and spatiotemporal design [7]. The Interval
Algebra (IA) [1] and a fragment of the Region Connection Calculus [16], namely,
RCC-8, are the dominant Artificial Intelligence approaches for representing and
reasoning about qualitative temporal and topological relations respectively.

The state-of-the-art techniques to enforce partial path consistency [8] on a set
of IA or RCC-8 relations consider a fixed size constraint network to represent
and reason with the relations. However, it may be the case that temporal in-
tervals (the case for IA) or regions (the case for RCC-8) are not known a priori,
but arrive continuously within different fragments of time. This is a real prob-
lem and has not been addressed before in literature. The term “incremental”
has been used to describe the problem of maintaining or enforcing partial path

∗ This work was funded by a PhD grant from Université d’Artois and region Nord-
Pas-de-Calais.

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 104–116, 2014.
c© Springer International Publishing Switzerland 2014



Incrementally Building Partially Path Consistent QCNs 105

consistency for a fixed size network when new constraints among existing nodes
are added or existing constraints are tightened. This approach is well described
in the work of Gerevini [10] for qualitative temporal reasoning (where complete
underlying constraint graphs are considered and, thus, partial path consistency
is identical to path consistency [8, chapt. 6]) and the work of Planken et al. for
the Simple Temporal Problem (STP) [15], and differs from our approach in that
we consider extensions of a given network with new temporal or spatial entities.
In a recent theoretical work, Huang showed that IA and RCC-8 have canonical
solutions [13], i.e., path consistent IA or RCC-8 networks with relations from
some maximal tractable subset of their signatures can be extended arbitrarily
with the addition of new temporal or spatial entities respectively. In a more
practical view, until recently state-of-the-art techniques made use of a matrix to
represent a constraint network [20]. Growing a constraint network represented
by an adjacency matrix requires O(|V |2) for every variable addition.

In this paper, we concentrate on the problem of maintaining or enforcing
partial path consistency for growing constraint networks and make the following
contributions: (i) we present an algorithm that maintains or enforces partial path
consistency for an initial partially path consistent constraint network augmented
by a new set of temporal or spatial entities and their accompanying constraints,
(ii) we implement our algorithm making use of chordal graphs and a hash table
based adjacency list to represent and reason with the QCNs as described in [20],
(iii) we evaluate our algorithm experimentally with random and real QCNs of
IA and RCC-8 and obtain quite interesting results.

The paper is organized as follows. Section 2 introduces the theoretical back-
ground of our work. In Section 3 we present our algorithm that maintains or
enforces partial path consistency for an initial partially path consistent QCN
augmented by a new set of temporal or spatial entities and their accompanying
constraints. In Section 4 we use large QCNs of IA and RCC-8 to experimentally
compare our algorithm with the state-of-the-art, one-shot partial path consis-
tency algorithm that considers the whole network size all at once, and, finally,
in Section 5 we conclude and give directions for future work.

2 Preliminaries

In this section we formally introduce the IA and RCC-8 constraint languages and
partial path consistency, and chordal graphs along with triangulation.

The IA and RCC-8 Constraint Languages. A (binary) qualitative temporal
or spatial constraint language [18] is based on a finite set B of jointly exhaustive
and pairwise disjoint (JEPD) relations defined on a domain D, called the set of
base relations. The set of base relations B of a particular qualitative constraint
language can be used to represent definite knowledge between any two entities
with respect to the given level of granularity. B contains the identity relation
Id, and is closed under the converse operation (−1). Indefinite knowledge can
be specified by unions of possible base relations, and is represented by the set
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Fig. 1. IA and RCC-8 constraint languages

containing them. Hence, 2B will represent the set of relations. 2B is equipped
with the usual set-theoretic operations (union and intersection), the converse
operation, and the weak composition operation. The converse of a relation is
the union of the converses of its base relations. The weak composition � of two
relations s and t for a set of base relations B is defined as the strongest relation
r ∈ 2B which contains s ◦ t, or formally, s � t = {b ∈ B | b ∩(s ◦ t) �= ∅}, where
s ◦ t = {(x, y) | ∃z : (x, z) ∈ s ∧ (z, y) ∈ t} is the relational composition.

The set of base relations of IA [1] is the set {eq, p, pi, m, mi, o, oi, s, si, d,
di, f , fi}. These thirteen relations represent the possible relations between time
intervals, as depicted in Figure 1a.The set of base relations of RCC-8 [16] is the
set {dc, ec, po, tpp, ntpp, tppi, ntppi, eq}. These eight relations represent the
binary topological relations between regions that are non-empty regular subsets
of some topological space, as depicted in Figure 1b (for the 2D case). IA and
RCC-8 networks are qualitative constraint networks (QCNs), with relation eq
being the identity relation in both cases.

Definition 1. A RCC-8, or IA, network is a pair N = (V,C) where V is a
non empty finite set of variables and C is a mapping that associates a relation
C(v, v′) ∈ 2B to each pair (v, v′) of V × V . C is such that C(v, v) ⊆ {eq} and
C(v, v′) = (C(v′, v))−1.

Note that we always regard a QCN as a complete network. The underlying
(constraint) graph of a QCNN = (V,C) is a graphG = (V,E), for which we have
that (v, v′) ∈ E iff C(v, v′) �= B. Given two QCNs N = (V,C) and N ′ = (V ′, C′),
and their respective underlying graphs G = (V,E) and G′ = (V ′, E′) where
∀(v, u) ∈ E′ we have that v ∈ V ′\V or u ∈ V ′\V ,N�N ′ denotes the QCNN ′′ =
(V ′′, C′′), where V ′′ = V ∪ V ′, C′′(v, v′) = B for all (v, v′) ∈ (V \V ′)× (V ′ \ V ),
C′′(v, v′) = C(v, v′) for all (v, v′) ∈ (V × V ), and C′′(v, v′) = C′(v, v′) for all
(v, v′) ∈ (V ′ \ V ) × V ′. The underlying graph of N � N ′ is graph G ∪ G′ =
(V ∪V ′, E∪E′). In what follows, C(vi, vj) will be also denoted by Cij . Checking
the consistency of a QCN of IA or RCC-8 is NP-complete in general [14, 19].
However, there exist large maximal tractable subclasses of IA and RCC-8 for
which consistency checking can be done in polynomial time, O(n3) in particular,
with a path consistency algorithm. These maximal tractable subclasses are the
classes Ĥ8, C8, and Q8 for RCC-8 [17] and HIA for IA [14]. When path consistency
is enforced on the underlying constraint graph of an input QCN, we refer to it
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as partial path consistency. In our case, and throughout this paper, we enforce
path consistency on the underlying chordal constraint graph of a given QCN,
thus, whenever we use the term partial path consistency we implicitly consider
underlying chordal constraint graphs. Partial path consistency was originally
introduced for finite domain CSPs in [8] and it was most recently used in the
case of IA and RCC-8 networks in [9] and [21] respectively.

Chordal Graphs and Triangulation. We begin by introducing the definition
of a chordal graph. More results regarding chordal graphs, and graph theory in
general, can be found in [11].

Definition 2 ([11]). Let G = (V,E) be an undirected graph. G is chordal or
triangulated if every cycle of length greater than 3 has a chord, which is an edge
connecting two non-adjacent nodes of the cycle.

Chordality checking can be done in (linear) O(|V | + |E|) time for a given
graph G = (V,E) with the maximum cardinality search algorithm which also
constructs an elimination ordering α as a byproduct [4]. If a graph is not chordal,
it can be made so by the addition of a set of new edges, called fill edges. This
process is usually called triangulation of a given graphG = (V,E) and can run as
fast as in O(|V |+(|E

⋃
F (α)|)) time, where F (α) is the set of fill edges that result

by following the elimination ordering α, eliminating the nodes one by one, and
connecting all nodes in the neighborhood of each eliminated node, thus, making
it simplicial in the elimination graph. If the graph is already chordal, following
the elimination ordering α means that no fill edges are added, i.e., α is actually
a perfect elimination ordering [11]. In a QCN fill edges correspond to universal
relations, i.e., non-restrictive relations that contain all base relations (hence, the
universal relation is equivalent to B). Chordal graphs become relevant in the
context of qualitative reasoning due to the following result obtained in [2, 21]
that states that partial path consistency is equivalent to path consistency in
terms of consistency checking of tractable QCNs:

Proposition 1 ([2, 21]). For a given RCC-8, or IA, network N = (V,C) with
relations from the maximal tractable subclasses Ĥ8, C8, and Q8, or HIA, respec-
tively, and for G = (V,E) its underlying chordal graph, if ∀(i, j), (i, k), (j, k) ∈ E
we have that Cij ⊆ Cik � Ckj , then N is consistent.

In general, partial path consistency can be significantly faster than path con-
sistency as the latter considers much more triangles of relations for a given
QCN [9,21]. (A chordal graph has less edges than a complete graph in general.)

3 The iPPC+ Algorithm

In this section we present a new algorithm, viz., iPPC+, that enforces partial path
consistency incrementally, together with an auxiliary algorithm, viz., GiPPC, that
uses iPPC+ to simulate the construction of a QCN of n entities. Symbol + is only
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used to differentiate iPPC+ from the iPPC algorithm for the STP of Planken et
al. [15], as we do not consider subsequent edge tightenings within a fixed size
QCN, but rather extensions of a given QCN with new temporal or spatial entities
accompanied by new sets of constraints. iPPC+ is structurally close to the one-
shot partial path consistency algorithm presented in [9] and in [21] for IA and
RCC-8 respectively. In what follows, we will refer to the one-shot partial path
consistency algorithm simply as PPC.

Function iPPC+(N �N ′, G, G′)

in : A QCN N �N ′ = (V ′′, C′′), and two chordal graphs G = (V,E) and
G′ = (V ′, E′).

output : False if network N �N ′ results in a trivial inconsistency (contains the
empty relation), True if the modified network N �N ′ is partially path
consistent.

1 begin
2 Q ← {(i, j) | (i, j) ∈ E′};
3 while Q �= ∅ do
4 (i, j) ← Q.pop();
5 foreach k such that (i, k), (k, j) ∈ E ∪E′ do
6 t ← C′′

ik ∩ (C′′
ij 
 C′′

jk);
7 if t �= C′′

ik then
8 if t = ∅ then return False;
9 C′′

ik ← t; C′′
ki ← t−1;

10 Q ← Q ∪ {(i, k)};
11 t ← C′′

kj ∩ (C′′
ki 
 C′′

ij);
12 if t �= C′′

kj then
13 if t = ∅ then return False;
14 C′′

kj ← t; C′′
jk ← t−1;

15 Q ← Q ∪ {(k, j)};

16 return True;

iPPC+ receives as input a QCN N �N ′ = (V ′′, C′′), where N = (V,C) is the
initial partially path consistent QCN augmented by a new QCN N ′ = (V ′, C′),
and G = (V,E) and G′ = (V ′, E′) are their respective underlying chordal graphs
where ∀(v, u) ∈ E′ we have that v ∈ V ′ \ V or u ∈ V ′ \ V . The output of algo-
rithm iPPC+ is False if networkN�N ′ results in a trivial inconsistency (contains
the empty relation), and True if the modified network N � N ′ is partially path
consistent and not trivially inconsistent. The queue data structure is instatiated
by the set of edges E′ (line 2), i.e., the set of edges corresponding to the under-
lying graph of the new QCN N ′. Path consistency is then realised by iteratively
performing the following operation until a fixed point C′′ is reached: ∀i, j, k do
C′′

ij ← C′′
ij ∩ (C′′

ik �C′′
kj), where edges (i, k), (k, j) ∈ E ∪E′ (line 5). Within

the set of edges E′ we implicitly consider a small number of edges that maintain
chordality of the underlying constraint graph G∪G′ of QCN N �N ′ (as it is pos-
sible that E′ introduces cycles). These edges can be found before each appliance
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of the iPPC+ algorithm in time at most linear in the number of vertices [5]. In
this paper, we always first construct the graph consisting of all temporal or spa-
tial entities and constraint edges that will be added and triangulate it once, as it
is also done in [15, chap. 5], thus reserving incrementally maintaining chordality
for future work. The aforementioned path consistency operation will result in a
partially path consistent network N ′, and a (possibly) modified partially path
consistent network N after constraint tightenings that might occur. Since G∪G′

is a chordal graph, it follows that QCN N �N ′ is partially path consistent with
respect to its underlying chordal graph G ∪G′, and, thus, due to Proposition 1
we can assert the following theorem:

Theorem 1. For a given RCC-8, or IA, network N �N ′ = (V ′′, C′′) with rela-
tions from classes Ĥ8, C8, and Q8, or HIA, respectively, where N = (V,C) is the
initial partially path consistent QCN augmented by a new QCN N ′ = (V ′, C′),
and G = (V,E) and G′ = (V ′, E′) are their respective underlying chordal graphs
where ∀(v, u) ∈ E′ we have that v ∈ V ′ \ V or u ∈ V ′ \ V , function iPPC+
decides the consistency of QCN N �N ′ with respect to chordal graph G ∪G′.

Regarding data structures, the QCNs are represented by a hash table based
adjacency list as described in [20]. This recent technical advancement in qualita-
tive reasoning allows us to extend a QCN with new temporal or spatial entities
in constant time.

Function GiPPC(N , G)

in : A QCN N = (V,C), and a chordal graph G = (V,E).
output : False if network N results in a trivial inconsistency, True if the

modified network N is partially path consistent.
1 begin
2 N1 �N2 � . . . �Ni ← N ; N ′ ← N1;
3 foreach k ← 2 to i do
4 if ! iPPC+(N ′ � Nk, G

′, Gk) then return False;
5 N ′ ← N ′ �Nk;

6 N ← N ′;
7 return True;

GiPPC receives as input a QCN N together with its underlying chordal graph
G, and applies iPPC+ iteratively (line 4) on a decomposition of N (line 2).
This decomposition can be any partition of the set of variables. If we start with
a single-entity QCN N1 and extend it with a new QCN Ni of one new entity
at a time applying iPPC+ in total n − 1 times (thus, 2 ≤ i ≤ n), it follows
that we will perform O(δ2·|E2| + . . . + δn·|En|) intersection and composition
operations for constructing a QCN of n temporal or spatial entities, where δi is
the maximum degree of a vertex of chordal graph ((G1 ∪ G2) ∪ . . .) ∪ Gi and
O(|Ei|) is the number of constraints that the new QCN Ni contributes to QCN
((N1 � N2) � . . .) � Ni. As δ2 ≤ . . . ≤ δn and E2 ∪ . . . ∪ En = E (i.e., the no. of
edges in the n entities constraint network after the nth entity is added), it follows
that the complexity of iPPC+ is asymptotically upper bounded by O(δn·|E|),
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Fig. 2. QCNs with respect to their constraint graphs

which is the complexity of PPC. Thus, we increase on average the performance of
applying partial path consistency, as we will also find out in the experimentation
to follow, and retain the same worst-case complexity.

3.1 Running Example

Before moving on to our running example, it is important to explain the notions
of processed edges and consistency checks. An edge is processed whenever it is
popped out of the queue (line 4), and a consistency check takes place whenever
we apply the intersection operator (∩) between two constraints (lines 6 and 11).
In our running example we will demonstrate how iPPC+ is able to perform better
than the one-shot partial path consistency algorithm (PPC) originally presented
in [9] for the case of IA and in [21] for the case of RCC-8. In what follows,
we always give the chordal graph G ∪ G′ of QCN N � N ′ as input to iPPC+
to facilitate description, as the initial network N , along with graph G, and its
augmentation N ′, along with graph G′, are easily identifiable at each step.

Consistent case. Let us consider the consistent RCC-8 network in Figure 2a. We
will first build a partial path consistent version of this network incrementally,
beginning with node 0 and adding nodes 1, 2, and, 3, one at each step. We always
pop edges from the left of the queue and push to the right (FIFO), and whenever
needed we use the converse relation corresponding to an edge. First, ({0}, ∅) is
given as input to iPPC+ with no edges whatsoever, the queue is initialized by
an empty set, no edges are processed, and, thus, no consistency checks occur.
Then, ({0, 1}, {(0, 1)}) is given as input to iPPC+, the queue is initialized with
the set of edges {(0, 1)}, a single edge is processed, and no consistency checks
occur as there are no triangles in the network. Then, ({0, 1, 2}, {(0, 1), (0, 2),
(1, 2)}) is given as input to iPPC+, the queue is initialized with the set of edges
{(1, 2)}, viz., the constraint edges that accompany the newly inserted spatial
entity (region) 2. Edge (0, 2) is not included in the queue as it corresponds to
the universal relation ∗ and we do not consider it at all during initialization
(this detail is not provided in algorithm iPPC+). (The intersection of ∗ with
any other relation leaves the latter relation intact.) Edge (1, 2) is popped out
of the queue. Two consistency checks take place among edges (0, 1), (0, 2), and
(1, 2), leading to the pruning of the universal relation ∗ for edge (0, 2) into the
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relation DC ∨EC, and, edge (0, 2) is inserted in the queue which now holds the
set of edges {(0, 2)}. Edge (0, 2) is popped out of the queue. Two consistency
checks take place among edges (0, 1), (0, 2), and (1, 2), leading to no pruning
of relations for edges (0, 1) and (1, 2). Finally, ({0, 1, 2, 3}, {(0, 1), (0, 2), (0, 3),
(1, 2), (2, 3)}) is given as input to iPPC+, the queue is initialized with the set of
edges {(0, 3), (2, 3)}. Both edges are popped out of the queue, each one leading
to two consistency checks, with no further pruning of relations. In total we have
processed 5 edges and performed 8 consistency checks.

We now proceed with PPC which is fairly easier to describe. First, ({0, 1, 2, 3},
{(0, 1), (0, 2), (0, 3), (1, 2), (2, 3)}) is given as input to PPC. The queue is ini-
tialized with the set of edges {(0, 1), (0, 3), (1, 2), (2, 3)}. Edge (0, 1) is popped
out of the queue. Two consistency checks take place among edges (0, 1),(0, 2),
and (1, 2), leading to the pruning of the universal relation ∗ for edge (0, 2) into
the relation DC ∨EC. Edge (0, 2) is inserted in the queue which now holds the
set of edges {(0, 3), (1, 2), (2, 3), (0, 2)}. All edges are popped out of the queue
with no further pruning of relations. Edges (0, 3), (1, 2), and (2, 3) lead to two
consistency checks each, and edge (0, 2) to four, as it is part of two triangles. In
total we have processed 5 edges and performed 12 consistency checks.

PPC proccesses the same number of edges as iPPC+, but performs 4 more
consistency checks. The numbers may vary a bit depending on the order of the
edges in the initialized queue (in our running example we have considered a
sorted initial queue of edges), but the trend is that for consistent QCNs, iPPC+
will perform less consistency checks than PPC, and will process only slightly more
edges than PPC, depending on whether an edge already exists in the queue or
not. (Since PPC works with a large queue, an edge might not have to be popped
and pushed often as it may already exist in queue.)

Inconsistent case. Let us consider now the inconsistent QCN in Figure 2b. Re-
gions 0, 1, 2, and 3 are all equal to each other (they are essentially the one same
region), thus, regions 0 and 3 can not be disconnected. We will not go into detail
as we did with the consistent case, by now the reader should be able to verify
(assuming a sorted initial queue of edges in every case) that iPPC+ processes in
total 4 edges and performes 5 consistency checks, while PPC processes in total 2
edges and performes 3 consistency checks. In fact, Figure 2b describes the worst
case scenario for iPPC+; an inconsistency that occurs when the last temporal or
spatial entity is added in the network. By that point iPPC+ will have already
fully reasoned with all previous entities and their accompanying constraints. On
the other hand, PPC will always do a first iteration of the queue, and might
be able to immediately capture the inconsistency, as with our running example.
Again, the numbers may vary a bit depending on the order of the edges in the
initialized queue, but the trend is that for inconsistent QCNs iPPC+ will perform
more consistency checks than PPC, and will process more edges than PPC.

Concluding our running example, we have observed that iPPC+ should per-
form better than PPC in the case of consistent QCNs and worse than PPC in the
case of inconsistent QCNs. Further, iPPC+ works with a very small queue at each
step. It is natural that a path consistency algorithm will run faster when there
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Fig. 3. Performance comparison of iPPC+ and PPC for RCC-8 networks

is an inconsistency in the input network, as the inconsistency will not allow the
algorithm to reason exhaustively with the network relations. Thus, we expect
that the overall performance of iPPC+ should be better than that of PPC in the
average case. We are about to experimentally verify this in the next section.

4 Experimental Evaluation

We considered random datasets consisting of large IA and RCC-8 networks gener-
ated by the BA(n,m) model [3], the use of which is well motivated in [20], and the
standard A(n, d, l) model [19], used extensively in literature. In short, BA(n,m)
creates random scale-free-like networks of size n and a preferential attachment
value m, and A(n, d, l) creates random networks of size n, degree d, and an aver-
age number l of IA and RCC-8 relations per edge. For model BA(n,m) the average
number of IA or RCC-8 relations per edge defaults to |B|/2, where B is the set of
base relations of IA or RCC-8 respectively. We also considered real RCC-8 datasets
that consist of admingeo [12] and gadm-rdf (http://gadm.geovocab.org/)
comprising 11761/77907 nodes/edges and 276728/590865 nodes/edges respec-
tively. In short, admingeo describes the administrative geography of Great Britain

http://gadm.geovocab.org/
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using RCC-8 relations, and gadm-rdf the world’s administrative areas likewise.
The experiments were carried out on a computer with a CPU frequency of
2.00 GHz, 4 GB RAM, and the Lucid Lynx x86 64 OS (Ubuntu Linux). The
implementations of iPPC+ and PPC were run with the CPython interpreter
(http://www.python.org/), which implements Python 2.6. Only one of the
CPU cores was used for the experiments. Regarding iPPC+, we begin with a
single node and grow the network one node at a time. All tools and datasets
used in this paper can be found online in the following address:
http://www.cril.fr/~sioutis/work.php.

Random datasets. BA(n,m) model: For RCC-8 we considered 30 networks for
each size between 1000 and 10000 nodes with a 1000 step and a preferential
attachment value of m = 2. For this specific value of m and for the network
sizes considered, the networks lie within the phase transition region, where it
is equally possible for networks to be consistent or inconsistent, thus, they are
harder to solve [20]. We assess the performance of iPPC+ and PPC using the
following parameters: average CPU time, median CPU time, average number
of processed edges, and average number of consistency checks. On the average
case, i.e., when all networks are considered, iPPC+ processes around 26.8% more
edges than PPC, as shown in Figure 3a, iPPC+ performs around 15.3% less con-
sistency checks than PPC, as shown in Figure 3b, and, finally, regarding average
CPU time, iPPC+ runs around 18.9% faster than PPC, and 21.3% faster in the
final step where networks of 10000 nodes are considered, as shown in Figure 3c;
for the networks of 10000 nodes iPPC+ runs in an average time of 15.3 sec, and
PPC in 19.4 sec. In Figure 3d we can also see the median CPU time for path
consistent and inconsistent networks. The interesting thing to note is that in the
case of inconsistent networks the median allows us to get rid of some outlying
measurements that influence the average CPU time in Figure 3c. As our dataset
consists of a little more than 50% inconsistent networks for almost all network
sizes, the diagram for the median CPU time for the combined dataset of path
consistent and inconsistent networks was very close to that of the inconsistent
case, as in almost all cases the median would correspond to the CPU processing
time of an inconsistent network. Thus, we did not include this diagram as it was
pretty erratic and did not offer any additional information.

For IA we considered 30 networks for each size between 500 and 5000 nodes
with a 500 step and a preferential attachment value of m = 3. We found that
for this specific value of m and for the network sizes considered, the networks lie
within the phase transition region, as is the case with RCC-8. However, we note
that the phase transition for IA occurs for a different value of m (viz., m = 3)
than the value of m for RCC-8 (viz., m = 2). This is probably because IA is a big-
ger calculus than RCC-8, containing 13 base relations instead of 8 respectively,
which allows for consistent networks to be denser as there are more relations to
be pruned and more relations that can support consistency in the network. On
the average case, iPPC+ runs around 27.4% faster than PPC, and 34.4% faster
in the final step where networks of 5000 nodes are considered; for the networks
of 5000 nodes iPPC+ runs in an average time of 44 sec, and PPC in 67.1 sec.

http://www.python.org/
http://www.cril.fr/~sioutis/work.php
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A(n, d, l) model: Due to space constraints it is not possible to give analytical
figures regarding this model. However, it should suffice to note that experimen-
tation using this model yielded qualitatively similar results with those using the
BA(n,m) model, i.e., we had roughly the same trends and speed-ups for both
RCC-8 and IA calculi. In particular, for 50 RCC-8 networks of 1000 nodes and 50
IA networks of 500 nodes in the phase transition region there was a speed-up of
around 20% and 30% respectively.

Real datasets. Both admingeo and gadm-rdf are consistent RCC-8 networks com-
prising 11761/77907 nodes/edges and 276728/590865 nodes/edges respectively.
iPPC+ was able to enforce partial path consistency on admingeo in 267.6 sec,
and PPC in 349.08 sec. Hence, regarding admingeo, iPPC+ runs 22.6% faster
than PPC. Regarding gadm-rdf, iPPC+ outruns PPC even more significantly.
In particular, iPPC+ was able to enforce partial path consistency on gadm-rdf

in 6.27 sec, and PPC in 10.88 sec. This translates to iPPC+ running 42.4%
faster than PPC regarding gadm-rdf. We note that our findings concerning real
datasets agree with the findings concerning random datasets. Surprisingly, both
algorithms run the gadm-rdf experiment faster than the admingeo one, but this
is due to more relations being inferred in the latter case as a result of dataset
particularities that affect the reasoning process.

At this point we conclude our experimentation. We have demonstrated that
iPPC+ performs better than PPC on average for random QCNs of IA and RCC-8,
and real QCNs of RCC-8. It should be noted that since iPPC+ works with a small
queue at each incrementation step (as it considers the edges of a subnetwork of
the whole network), as opposed to a full queue utilized by PPC (as it considers
the edges of the whole network), iPPC+ is also much more memory efficient. To
the best of our knowledge, the networks of IA and RCC-8 used in this paper are
the biggest ones to date of all others that exist in literature (which scale up to
a few hundred nodes only).

5 Conclusion and Future Work

In this paper we presented an algorithm, viz., iPPC+, for maintaining or en-
forcing partial path consistency for growing constraint networks, i.e., networks
that grow with new temporal or spatial entities over time. Through a complexity
analysis, and thorough experimental evaluation, we showed that iPPC+ is able
to perform better than the state-of-the-art one-shot partial path consistency al-
gorithm (PPC) originally presented in [9] for IA and in [21] for RCC-8, which
is an advancement in the field of qualitative reasoning. The importance of our
results can be roughly compared with those of Bessiére in [6], in that we also
present an improvement of the state-of-the-art path consistency algorithm that
on average increases its performance by avoiding redundant consistency checks,
and, thus, table lookups. However, in our case, our approach is both more time
and memory efficient and appropriate for all network sizes. Thus, state-of-the-
art reasoners can immediately gain a performance boost by opting for iPPC+
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as the preprocessing step in their backtracking algorithms for general networks,
but also for solving tractable QCNs.

Future work consists of exploring if we can also have an approach for incremen-
tally building consistent QCNs by using iPPC+ as the consistency checking step
of a backtracking algorithm, i.e., we would like to investigate if in backtracking
there is any benefit in reasoning with a smaller network, as a result of reversing
the incremental building process. Finally, iPPC+ is tailored for dynamic spatial
and temporal reasoning and, in this regard, it can become completely online by
implementing a mechanism to incrementally maintain chordality [5].
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Abstract. Knowledge Representation and Reasoning has been quite
successfull in dealing with the concepts of time and space separately.
However, not much has been done in designing qualitative spatiotem-
poral representation formalisms, let alone reasoning systems for that
formalisms. We introduce a qualitative constraint-based spatiotempo-
ral framework using Point Algebra (PA), that allows for defining for-
malisms based on several qualitative spatial constraint languages, such
as RCC-8, Cardinal Direction Algebra (CDA), and Rectangle Algebra
(RA). We define the notion of a qualitative spatiotemporal constraint
network (QSTCN) to capture such formalisms, where pairs of spatial
networks are associated to every base relation of the underlying network
of PA. Finally, we analyse the computational properties of our framework
and provide algorithms for reasoning with the derived formalisms.

Keywords: point algebra, qualitative spatiotemporal reasoning, quali-
tative spatiotemporal framework, satisfiability, minimality, algorithm.

1 Introduction

Qualitative Reasoning is based on qualitative abstractions of aspects of the
common-sense background knowledge, such as space and time, on which our
human perspective on the physical reality is based. Spatiotemporal reasoning
has become a significant field of research in Qualitative Reasoning, and, more
generally, in Knowledge Representation and Reasoning. This field is essential for
a plethora of areas and domains that include dynamic GIS, cognitive robotics,
spatiotemporal design, and planning [5, 13].

The Point Algebra (PA) [2,3,21] is one of the dominant Artificial Intelligence
approaches for representing and reasoning about qualitative temporal relations,
and forms the basis of several richer temporal languages, such as Interval Algebra
(IA) [1]. In particular, PA encodes temporal relations between two points in the
timeline. Likewise, a fragment of the Region Connection Calculus [16], namely,
RCC-8, Cardinal Direction Algebra (CDA) [8], and Rectangle Algebra (RA) [12],
are among the dominant Artificial Intelligence approaches for representing and
reasoning about qualitative spatial relations. In particular, RCC-8 encodes topo-
logical relations between two regions that are non-empty regular subsets of some
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topological space, CDA encodes direction relations between spatial objects, and
RA encodes relative position relations between multi-dimensional objects. All
these qualitative constraint languages have been extensively studied separately,
but there has not been a framework so far that allows for combining them in
unique formalisms in order to reason about both time and space effectively.

The spectrum of spatiotemporal formalisms has mainly focused on adopting
the propositional temporal logic (PTL), and combining it with RCC-8 [22] or
even richer fragments than RCC-8, such as the modal logic S4u [9] interpreted
over topological spaces. A study of such formalisms along with their computa-
tional properties can be found in [23]. Most of the PTL-based formalisms are
very elegant and expressive, but deciding their satisfiability is PSPACE-complete
at best [9]. Delving deeper into modal logics, there have been multimodal logic
approaches to qualitative spatiotemporal reasoning studied in the works of Bur-
rieza et al. [6, 7], Muñoz-Velasco et al. [15], and Golinska-Pilarek et al. [11].

Unfortunately, constraint-based formalisms have not been paid the attention
they deserve except in the work of Gerevini et al. [10] where the Interval Algebra
(IA) [1] is combined with RCC-8 in a unique spatiotemporal formalism called
STCC.

We take a similar approach to that of Gerevini et al. [10] by creating a frame-
work that allows for combining a qualitative temporal constraint language with
a spatial one, namely, PA with any spatial language such as RCC-8, CDA, and
RA, and make the following contributions: (i) we define our framework in de-
tail and describe the notion of a qualitative spatiotemporal constraint network
(QSTCN), (ii) we analyse the computational properties of our framework and
provide algorithms for reasoning with the derived formalisms.

Our approach is different to that of Gerevini et al. [10] in that we associate
pairs of spatial networks to every base relation of a network of PA, while Gerevini
et al. associate a spatial network to every variable of a network of Interval Al-
gebra (IA) [10]. Thus, our approach is more flexible and richer. In particular,
Gerevini et al. associate a static spatial configuration to a temporal interval (a
variable of IA) which leads to a very rigid framework; every time two temporal
intervals overlap in any way, it is clear that the associated spatial configurations
must be identical for both intervals, as we can only have a unique spatial config-
uration within a period of time. This leads to NP-completeness even in trivial
cases where one only uses base relations and the two universal1 relations of the
qualitative constraint languages considered (Theorem 2 in [10]). On the other
hand, and as we will explore later in the paper, our framework allows for many
tractability cases that include large fragments of the relations of the qualitative
constraint languages considered. Further, Gerevini et al. handle a maximum of
O(n) spatial configurations for a IA network of n variables. Since we associate
spatial configurations to every base relation of a network of PA, and every such
network of n variables can have O(n2) relations, we consider in total O(n2)

1 The universal relation of a qualitative constraint language is the non-restrictive
relation that contains all base relations. It signifies the lack of knowledge between
two entities in a qualitative constraint network.
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pairs of spatial configurations. Moreover, taking into account the semantics of
the base relations {<,=, >} of PA, that is, their natural interpretation over time
points in Q, a pair allows us to capture both the past and the future of a spatial
configuration with a particular base relation. For example, we can think of base
relation < as a relation that associates the past of a spatial configuration with
its future. Therefore, we have the ability to define general laws about qualitative
change, which the formalization proposed by Gerevini et al. lacks [10].

The paper is organized as follows. Section 2 introduces the notion of qualita-
tive constraint languages. In Section 3 we define our framework and the concept
of a QSTCN, analyse its computational properties, and present algorithms for
reasoning with derived formalisms. Finally, in Section 4 we conclude and discuss
future work.

2 Preliminaries

A (binary) qualitative temporal or spatial constraint language [18] is based on a
finite set B of jointly exhaustive and pairwise disjoint (JEPD) relations defined
on a domain D, called the set of base relations. The set of base relations B
of a particular qualitative constraint language can be used to represent definite
knowledge between any two entities with respect to the given level of granularity.
B contains the identity relation Id, and is closed under the converse operation
(−1). Indefinite knowledge can be specified by unions of possible base relations,
and is represented by the set containing them. Hence, 2B will represent the
set of relations. 2B is equipped with the usual set-theoretic operations (union
and intersection), the converse operation, and the weak composition operation.
The converse of a relation is the union of the converses of its base relations.
The weak composition � of two relations s and t for a set of base relations B
is defined as the strongest relation r ∈ 2B which contains s ◦ t, or formally,
s � t = {b ∈ B | b ∩(s ◦ t) �= ∅}, where s ◦ t = {(x, y) | ∃z : (x, z) ∈ s ∧ (z, y) ∈ t}
is the relational composition.

The qualitative temporal constraint language PA [2, 3, 21] consists of the set
of base relations {<,=, >}, where the relation symbols display the natural in-
terpretation over time points in Q. We denote the set of base relations of PA
by BPA. Thus, 2

BPA represents the set of relations {∅, <,=, >,≤,≥, �=,= ∨ �=},
with = being the identity relation. (Note that �= is an abbreviation for > ∨ <,
≥ an abbreviation for > ∨ =, and ≤ an abbreviation for < ∨ =.) Likewise,
qualitative spatial constraint languages RCC-8 [16], CDA [8], and RA [12] have
their own set of base relations. As an example, RCC-8 consists of the set of base
relations BRCC8 = {DC (disconnected), EC (externally connected), PO (par-
tially overlaps), TPP (tangential proper part), NTPP (non-tangential proper
part), TPPi (tangential proper part inverse), NTPPi (non-tangential proper
part inverse), EQ (equals)}, with EQ being the identity relation, and 2BRCC8

enumerates a total of 256 relations.
Qualitative temporal or spatial constraint languages can be formulated as

qualitative constraint networks (QCNs) as follows:
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Definition 1. A QCN is a pair N = (V,C) where V is a finite set of variables
and C a mapping associating a relation C(v, v′) ∈ 2B, to each pair (v, v′) of
V ×V . C is such that C(v, v) ⊆ Id and C(v, v′) = (C(v′, v))−1 for every v, v′ ∈ V .

Note that we always regard a QCN as a complete network. Given two QCNs
N = (V,C) and N ′ = (V,C′), N ∩ N ′ denotes the QCN N ′′ = (V,C′′) where
C′′ = C(v, v′) ∩ C′(v, v′) for every v, v′ ∈ V .

Definition 2. A solution of a QCN N = (V,C) is a mapping σ defined from V
to the domain D, such that ∀(v, v′) ∈ V ×V , (σ(v), σ(v′)) satisfies C(v, v′), i.e.,
the base relation b defined by (σ(v), σ(v′)) exists in C(v, v′). N is consistent or
satisfiable iff it admits a solution. A sub-QCN N ′ of N is a QCN (V,C′) such that
C′(v, v′) ⊆ C(v, v′) for every v, v′ ∈ V . An atomic QCN is a QCN where each
constraint is defined by a base relation. A scenario of N is an atomic consistent
sub-QCN of N . N admits a solution iff it admits a scenario. Given a QCN N =
(V,C), base relation r is feasible iff there exists a scenario Natomic = (V,Catomic)
of N such that Catomic(v, v

′) = {r}. A QCN N is minimal iff it comprises only
feasible relations.

Checking the consistency of a QCN of PA can be done in polynomial time,
O(n3), using a path consistency algorithm [2].2 It follows that the whole set
of relations of PA, viz., 2BPA , is tractable. On the other hand, QCNs of RCC-8,
CDA, and RA are intractable in the general case. However, there exist large max-
imal tractable subclasses of their relations, for which the satisfiability problem
is tractable. As an example, checking the consistency of a QCN of RCC-8 is NP-
complete in general [19], but there exist the maximal tractable subclasses Ĥ8, C8,
and Q8 [17] for which the satisfibility problem is tractable. Checking the consis-
tency of a QCN of RCC-8, CDA, or RA comprising only relations from maximal
tractable subclasses can be done in polynomial time, O(n3) in particular, using
a path consistency algorithm.

3 A Spatio-Temporal Framework Based on Point Algebra

We obtain a spatiotemporal framework by defining the concept of a qualita-
tive spatiotemporal constraint network (QSTCN) that builds on PA and allows
plugging in any spatial constraint language, such as RCC-8, CDA, and RA. In
particular, in a QSTCN we assign a pair of spatial QCNs to every base relation
of the underlying QCN of PA. We formally define a QSTCN as follows.

Definition 3. A QSTCN is a tuple N = (VT, VS, C, α), where VT is a finite
set of temporal variables, VS is a finite set of spatial variables, C a mapping
associating a relation C(v, v′) ∈ 2BPA to each pair (v, v′) ∈ VT × VT, and α

a mapping associating a pair of spatial QCNs (N r(v,v′)
v ,N r(v,v′)

v′ ) to each base

2 Actually, in [2, chap. 3] there exists an even faster, but very particular algorithm,
that checks the consistency of a QCN of PA in O(n2) time. The path consistency
algorithm is a more general approach that applies to most qualitative calculi.



A Qualitative Spatio-Temporal Framework Based on Point Algebra 121

x y z< <

<

x < y y < z

x < z

N x<y
x N x<y

y N y<z
y N y<z

z

N x<z
x N x<z

z

Fig. 1. Example of a QSTCN

relation r(v, v′) ∈ C(v, v′), i.e., α(r(v, v′)) = (N r(v,v′)
v ,N r(v,v′)

v′ ). By overloading
notation α(C(v, v′)) = {α(r(v, v′)) | r(v, v′) ∈ C(v, v′)}. C is such that C(v, v) ⊆
{=} and C(v, v′) = (C(v′, v))−1 ∀v, v′ ∈ VT, and α is such that all spatial QCNs
Nv, where v ∈ VT, share the same set of spatial variables VS, N v=v′

v ≡ N v=v′
v′ ,

and α(C(v, v′)) = {(second entry of 2-tuple t, first entry of 2-tuple t) | t ∈
α(C(v′, v)))} for all v, v′ ∈ VT.

Example 1. An example of aQSTCNN is presented in Figure 1. To begin with,N
builds upon aQCN of PA that comprises the set of temporal variables {x, y, z} and
the set of constraints {x < y, y < z, x < z} (using infix notation). In a sense, a sce-
nario of aQCN ofPA yields a totally ordered set of points in a finite timeline ranging
over values in Q. Thus, it allows us to a acquire a description of how a spatial con-
figuration evolves over time. For every base relation between every pair of variables
of the QCN of PA, a pair of spatial configurations is attached. For the sake of our
example, we can view these configurations as QCNs of RCC-8. All QCNs of RCC-8
share the same set of spatial variables VS, which in our case comprises the image of
the moon and the sun. In fact, our example describes an eclipse. The pair of QCNs
of RCC-8 attached to the base relation < between temporal variables x and y is
the pair (N x<y

x ,N x<y
y ). N x<y

x comprises the set of constraints {PO(moon, sun)},
andN x<y

y comprises the set of constraints {EQ(moon, sun)}. Upon instatiation of
the base relation< between variables x and y, variable x acquires QCNN x<y

x and
variable y acquires QCN N x<y

y .

In the above example, we can think of relation < as a relation that associates
the past of a spatial configuration with its future. Likewise, relation > associates
the future of a spatial configuration with its past, and relation = describes only
one unique spatial configuration at a point of time, i.e., N v=v′

v ≡ N v=v′
v′ for all

v, v′ ∈ VT. Another way to think of a base relation of a QCN of PA is like the
command c of a Hoare triple {p} c {q}, where p and q are its assertions, p is
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named the precondition and q the postcondition. When the precondition is met,
executing the command establishes the postcondition. In our example, N x<y

y is
identical to N y<z

y . However, in general we do not require spatial QCNs associated
to a variable v ∈ VT from different sources to be identical to one another.

The formalization that we propose does not only permit us to describe a
spatial configuration that changes over time, but also to state general laws of
how the spatial configuration changes by describing the transition from its past
to its future within a pair. The formalization proposed by Gerevini et al. [10],
lacks this ability to define general laws about qualitative change. Depending on
the qualitative spatial constraint language considered, one can use the pairs of
spatial configurations to restrict the movement, the direction, the position, the
topology, or any other sort of property of a spatial configuration between two
different points in time. This makes our approach very favorable for applications
in many fields that deal with qualitative change, such as dynamic GIS, cognitive
robotics, spatiotemporal design, and spatiotemporal planning [5, 13].

Definition 4. A solution of a QSTCN N = (VT, VS, C, α) is a solution of the
underlying QCN of PA, that is compatible with a solution of every spatial QCN
associated to every v ∈ VT. N is consistent or satisfiable iff it admits a solution.
A sub-QSTCN N ′ of N is a QSTCN where the underlying QCN of PA is a sub-
QCN of the underlying QCN of PA of N and all associated spatial QCNs are sub-
QCNs of the corresponding spatial QCNs of N . An atomic QSTCN is a QSTCN
where the underlying QCN of PA is atomic and all associated spatial QCNs are
atomic. A scenario of N is an atomic consistent sub-QSTCN of N . N admits a
solution iff it admits a scenario.

Theorem 1. Checking the consistency of a given QSTCN N is NP-complete.

Proof. Suppose that you are provided with a candidate scenario of a given
QSTCN N = (VT, VS, C, α). To check whether the candidate scenario is indeed a
scenario of the given QSTCN, we must first use the path consistency algorithm
to check if the temporal scenario is consistent, which takes O(n3) time, where
n = |VT|. Then, we can check the consistency of all the linear in the number n
of temporal variables spatial QCNs in O(n · m3) time, where m = |VS|, again
with the path consistency algorithm. NP-hardness follows from the fact that
checking the consistency of a single spatial QCN is NP-complete (intractable).
Hence, checking the consistency of a given QSTCN N is NP-complete. ��

The rest of this section is devoted to characterizing cases for which we have
tractability.

We first define a classical constraint satisfaction problem (CSP [14]) NS that
corresponds to the spatial aspect of a QSTCN N where the spatial QCNs rep-
resent definite knowledge between entities, i.e., they are atomic. Inconsistent
atomic QCNs are filtered out with a path consistency algorithm. An atomic
QCN can be seen as a constant value, as it yields a unique minimal signature of
itself.
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Definition 5. Given a QSTCN N = (VT, VS, C, α) where the associated spatial
QCNs are atomic, NS = 〈X,D,R〉 will correspond to the constraint satisfaction
problem where:
– the set of variables X = {x1, . . . , xn} with n = |VT|,
– the set of domains D = {d1, . . . , dn} where di = {

⋂
({first entry of 2-tuple t

| t ∈ α(C(vi, vj))} or {second entry of 2-tuple t | t ∈ α(C(vj , vi))}) | vj ∈ VT}
for all i with 0 ≤ i ≤ n,

– and the set of binary constraints R = {r(xi, xj) | 0 ≤ i, j ≤ n} where
each r(xi, xj) = {first entry of 2-tuple t ∈ di and second entry of 2-tuple t
∈ dj | t ∈ α(C(vi, vj))}.

The observant reader will note that constructing the set of variables X , the
set of domains D, and the set of constraints R for NS in that particular order,
as defined, will result in a node and arc consistent network.

Example 2. Let us consider the QSTCNN = (VT, VS, C, α), where VT = {x, y, z},
C(x, y) ⊆ {<}, C(y, z) ⊆ {>}, C(x, z) ⊆ {<,=}, α(C(x, y)) = {(ax<y

x , bx<y
y )},

α(C(y, z)) = {(by>z
y , cy>z

z )}, and α(C(x, z)) = {(ax<z
x , cx<z

z ),(bx=z
x , bx=z

z )}. Note
that a, b, and c correspond to different atomic spatial QCNs over a set of variables
VS, i.e., we can consider them as constant domain values. We can view the CSP
NS with a set of variables {xs, ys, zs}, value domain {a} for variable xs, value
domain {b} for variable ys, value domain {c} for variable zs, and constraints
r(xs, ys) = {(ax<y

x , bx<y
y )}, r(ys, zs) = {(by>z

y , cy>z
z )}, and r(xs, zs) = {(ax<z

x ,
cx<z
z )}. (Note that r(xs, zs) ⊂ α(C(x, z)).)

Proposition 1. Given a QSTCN N = (VT, VS, C, α) where the associated spatial
QCNs are atomic, we have that for NS = 〈X,D,R〉 the size of domain di for
each variable xi ∈ X is at most 3, and each constraint r ∈ R contains at most
three 2-tuples.

Proof. It is easy to see that each v ∈ VT can be associated with at most three
different atomic QCNs, as there can be at most three PA base relations in any
constraint C(v, v′), where v′ ∈ VT, and each PA base relation contributes a
single atomic spatial QCN to v (and a single atomic spatial QCN to v′). Thus,
the possible atomic spatial QCNs for each v ∈ VT will be the intersection of
all atomic spatial QCNs contributed from each constraint C(v, v′), which can
be at most three. Further, each PA base relation can contribute a single unique
2-tuple, thus, each constraint C(v, v′) can contribute at most three. ��

We note that in a CSP a binary constraint r(xi, xj) between variables xi

and xj can be represented as a (0, 1)-matrix with |di| rows and |dj | columns
by imposing an ordering on the domains of the variables [14]. The entries that
correspond to the 2-tuples of a binary constraint have value 1, and all others
have value 0.

Definition 6 ([4]). A binary relation r(xi, xj) represented as a (0, 1)-matrix is
row convex iff in each row all of the 1s are consecutive; that is, no two 1s within
a single row are separated by a 0 in that same row.
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Based on the definition of the notion of row convexity we can obtain the
definition of the weaker notion of directional row convexity which is sufficient
for the results in our paper.

Definition 7 ([4]). Given a binary CSP N = 〈X,D,R〉 and an ordering xi . . . xn

of its variables, network N is directionally row convex if each of the binary rela-
tions r(xi, xj) represented as a (0, 1)-matrix, where xi occurs before variable xj

in the ordering, is row convex.

Then we have the following result from literature:

Theorem 2 ([4]). Let N = 〈X,D,R〉 be a path consistent binary CSP. If there
exists an ordering of the domains di, . . . , dn of D such that the constraints of R
are directionally row convex then a solution for N can be found without back-
tracking.

By Proposition 1 we can deduce that for a CSP NS = 〈X,D,R〉 that corre-
sponds to a QSTCN N = (VT, VS, C, α) where the associated spatial QCNs are
atomic, all binary constraints in the set of constraints R can be represented by a
i× j (0, 1)-matrix, with i, j ≤ 3, with at most three entries of 1s. By exhaustive
enumeration of all the possible constraints of a CSP NS it can be found that
such a network always is, or can be made, directionally row convex. Therefore,
by Theorem 2 we can have the following result:

Theorem 3. Given a QSTCN N = (VT, VS, C, α) where the associated spatial
QCNs are atomic, applying path consistency on the derived CSP NS = 〈X,D,R〉
is sufficient to guarantee a backtrack-free solution.

Proof. As noted earlier, given a CSP NS = 〈X,D,R〉 that corresponds to a
QSTCN N = (VT, VS, C, α) where the associated spatial QCNs are atomic, all
binary constraints in the set of constraints R can be represented by a i × j
(0, 1)-matrix, with i, j ≤ 3, with at most three entries of 1s. This property will
obviously hold even after path consistency is applied on NS as the size of the
domains can only decrease. Thus, we will obtain a path consistent CSP NS where
the maximum domain size will be at most 3. Then, we can sort the variables of
NS according to their domain size in decreasing order and we will obtain i × j
(0, 1)-matrices, with i, j ≤ 3 and i ≥ j. All 3× 3 (0, 1)-matrices are row convex
since they can have at most three entries of 1s and, thus, only a single 1 can exist
at each row and column, otherwise it would be a i × j (0, 1)-matrix with i < 3
or j < 3. The rest of the matrices of NS, always assuming the aforementioned
ordering, will be i× j (0, 1)-matrices with i ≤ 3 and j ≤ 2 and j ≤ i. It is clear
that for a number of columns less than or equal to 2 (j ≤ 2) the corresponding
matrix is row convex, as we need at least three colummns for a 0 to exist between
two 1s in a single row. Thus, there exists an ordering for which NS is directionally
row convex. The result follows directly from the implication of Theorem 2. ��

It is time to introduce our path consistency algorithm, that operates both on
the temporal and the spatial aspect of a QSTCN N . We note that the composi-
tion of two constraints for the corresponding CSP NS is the standard relational
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Algorithm 1. stPC(N , NS)

in : A QSTCN N = (VT, VS, C, α), and CSP NS = 〈X,D,R〉.
output : False if network N results in a trivial inconsistency (contains the

empty relation), True if the modified network N is path consistent.
1 begin
2 Q ← {(i, j) | (i, j) ∈ VT × VT};
3 while Q �= ∅ do
4 (i, j) ← Q.pop();
5 foreach k ← 1 to VT, (i �= k �= j) do
6 t ← C(i, k) ∩ ((C(i, j) 
 C(j, k)) ∩ α−1(r(is, js) ◦ r(js, ks)));
7 if t �= C(i, k) then
8 if t = ∅ then return False;
9 C(i, k) ← t; C(k, i) ← t−1;

10 Q ← Q ∪ {(i, k)};
11 t ← C(k, j) ∩ ((C(k, i) 
 C(i, j)) ∩ α−1(r(ks, is) ◦ r(is, js)));
12 if t �= C(k, j) then
13 if t = ∅ then return False;
14 C(k, j) ← t; C(j, k) ← t−1;
15 Q ← Q ∪ {(k, j)};

16 return True;

composition. Given for example two 2-tuples of atomic QCNs (a, b) and (b, c),
(a, b) ◦ (b, c) yields 2-tuple (a, c).

Algorithm stPC presented in Algorithm 1 receives as input a QSTCNN and its
spatialCSPNS , and performs path consistency on both the underlyingPA network
and network NS. This is achieved by iteratively performing a composition opera-
tion both on the temporal and the spatial aspect of networkN in lines 6 and 11. Let
us refer to Example 2.We have aQSTCNN = (VT, VS, C, α), where VT = {x, y, z},
C(x, y) ⊆ {<}, C(y, z) ⊆ {>}, C(x, z) ⊆ {<,=}, α(C(x, y)) = {(ax<y

x , bx<y
y )},

α(C(y, z)) = {(by>z
y , cy>z

z )}, and α(C(x, z)) = {(ax<z
x , cx<z

z ),(bx=z
x , bx=z

z )}, and
CSPNS with a set of variables {xs, ys, zs}, value domain {a} for variable xs, value
domain {b} for variable ys, value domain {c} for variable zs, and constraints
r(xs, ys) = {(ax<y

x , bx<y
y )}, r(ys, zs) = {(by>z

y , cy>z
z )}, and r(xs, zs) = {(ax<z

x ,
cx<z
z )}. The composition C(x, y) � C(y, z) regarding PA, yields the set of rela-
tions {<,=, >} which is the universal relation BPA. Since C(x, z) ⊆ {<,=} ⊂
BPA, the underlying PA network of QSTCN N is path consistent. However, the
composition r(xs, ys) ◦ r(ys, zs) yields the set {(ax<z

x , cx<z
z )}. Therefore, since

α−1(r(xs, ys) ◦ r(ys, zs)) = {<}, we must intersect {<} with {<,=} to acquire
the set of relations {<} for C(x, z). As a result, networkN will be path consistent
for both its temporal and spatial aspect.

We can assert the following proposition for the case of an atomic QSTCN:

Proposition 2. Given an atomic QSTCN N = (VT, VS, C, α) algorithm stPC
enforces path consistency on N and is able to correctly decide its consistency in
O(n3) time, where n = |VT|.
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Proof. It is clear that algorithm stPC enforces path consistency on the underly-
ing QCN of PA and the corresponding CSP NS. Suppose though that the path
consistency of the temporal aspect is not interdependent to the path consistency
of the spatial aspect, and vice versa. Then, there should exist a triple of variables
i, j, and k for which we have that (C(i, j) � C(j, k)) ∩ α−1(r(is, js ◦ C(js, ks))
= ∅. Because of line 6 in the algorithm this is a contradiction, as stPC would
have returned False if this was the case. Since path consistency decides the con-
sistency of an atomic QCN of PA, and it also decides the consistency of CSP NS

by Theorem 3, it holds that it is able to decide the consistency of QSTCN N .
Algorithm stPC is a standard path consistency algorithm as the one described
in [20] for qualitative spatial reasoning which runs in O(n3) time. In our case
we only extend the usual composition operation with an additional check on the
spatial aspect of a given QSTCN N which can be done in constant time. ��

Let us now consider the more complicated case, where a QSTCN N =
(VT, VS, C, α) comprises atomic spatial QCNs and an underlying QCN of PA with
relations from the convex class of relations {∅, <,=, >,≤,≥,= ∨ �=}, i.e., rela-
tion �= is not premitted [2]. Then we have the following result from literature:

Theorem 4 ([2]). Let N be a path consistent QCN of PA. If N comprises
relations from the convex class of relations {∅, <,=, >,≤,≥,= ∨ �=} then N is
minimal and globally consistent and a solution is found with no backtracking.

By Proposition 2, Theorem 3, and Theorem 4, we have the following result:

Theorem 5. Given a QSTCN N = (VT, VS, C, α) that comprises atomic spatial
QCNs and an underlying QCN of PA with relations from the convex class of
relations {∅, <,=, >,≤,≥,= ∨ �=}, algorithm stPC enforces path consistency on
N and is able to correctly decide its consistency in O(n3) time, where n = |VT|.

Proof. Enforcing path consistency with stPC on QSTCN N will result in a glob-
ally consistent underlying QCN of PA by Theorem 4, denoted by NPA, and a
path consistent corresponding spatial CSP NS, in a total of O(n3) time, where
n = |VT|. All the scenarios (path consistent atomic networks) that exist for NPA

are interdependent to respective scenarios of NS due to Proposition 2, and vice
versa. Thus, all scenarios of N , are both scenarios of NPA and NS. Due to global
consistency for NPA and the implication of Theorem 3 for NS, a solution of N
can be obtained by instantiating a single base relation of N , and consistently
extending it to a scenario of N in a backtrack-free manner. ��

Up to this point, and as long as tractability was the issue, we have been con-
cerned with a QSTCN N = (VT, VS, C, α) that comprises atomic spatial QCNs.
If the associated spatial QCNs are not atomic, it is not possible to construct the
corresponing spatial CSP NS as provided by Definition 5. This is mainly because
there is no way to know the possible values of the spatial QCNs that we will
obtain in a scenario of QSTCN N , i.e., it is no longer the case that spatial QCNs
yield unique constant values of themselves. Two non-atomic QCNs can intersect
and yield a different value, not just the empty relation ∅. A possible approach
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would be to enumerate all the scenarios for each non-atomic QCN and use stPC
in the way that we described so far. However, for a QSTCN that comprises an
atomic underlying QCN of PA we can have the following result and a simple
algorithm sketched in its proof.

Theorem 6. Checking the consistency of a QSTCN N = (VT, VS, C, α) that
comprises an atomic underlying QCN of PA, has the same complexity with check-
ing the consistency of the associated spatial QCNs.

Proof. We can check the consistency of the underlying QCN of PA in O(n3) time,
where n = |VT|, with a path consistency algorithm. We then have to obtain the
set of spatial QCNs that correspond to each v ∈ VT. This would be the set
S = {N1, . . . ,N|VT|} where Ni = {

⋂
({first entry of 2-tuple t | t ∈ α(C(vi, vj))}

or {second entry of 2-tuple t | t ∈ α(C(vj , vi))}) | vj ∈ VT} for all i with
0 ≤ i ≤ |VT|. Set S can be constructed in O(n2 · m2) time, where m = |VS|.
In the case of atomic QCNs we could create constant values out of them, hash
values, and compare them in constant time. In this case, we need to go over the
O(m2) constraints for each spatial QCN and intersect them with the constraints
of another QCN. After that, checking the consistency of the spatial QCNs is in P
if they are tractable (in O(n ·m3) time with a path consistency algorithm that
will go over n spatial QCNs), and in NP if the they are not tractable. ��

4 Conclusion and Future Work

In this paper, we defined a qualitative constraint-based spatiotemporal frame-
work using Point Algebra (PA), that allows for defining formalisms based on
several qualitative spatial constraint languages, such as RCC-8, Cardinal Di-
rection Algebra (CDA), and Rectangle Algebra (RA). We formally defined the
notion of a qualitative spatiotemporal constraint network (QSTCN), studied its
computational properties for the consistency checking problem, and presented
algorithms for reasoning with derived formalisms.

Future work consists of further exploring cases of tractability, especially for
QSTCNs that comprise non-atomic spatialQCNs. Then, we would like to formally
define algorithms for these generalQSTCNs, explore heuristics, introduce random
and real datasets, identify the phase transition region for such datasets, and
create and experiment with a benchmark of QSTCN instances for evaluation.
Further, we would like to extend our framework to pointisable IA [2].
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11. Golińska-Pilarek, J., Muñoz-Velasco, E.: Reasoning with Qualitative Velocity: To-
wards a Hybrid Approach. In: Corchado, E., Snášel, V., Abraham, A., Woźniak,
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Abstract. This paper focuses on the main aspects of development of a
qualitative system for dynamic content filtering. These aspects include
collection of meaningful training data and the feature selection tech-
niques. The Web changes rapidly so the classifier needs to be regularly
re-trained. The problem of training data collection is treated as a spe-
cial case of the focused crawling. A simple and easy-to-tune technique
was proposed, implemented and tested. The proposed feature selection
technique tends to minimize the feature set size without loss of accu-
racy and to consider interlinked nature of the Web. This is essential to
make a content filtering solution fast and non-burdensome for end users,
especially when content filtering is performed using a restricted hard-
ware. Evaluation and comparison of various classifiers and techniques
are provided.

Keywords: Dynamic content filtering, text classification, automatic
topic identification, active content recognition, feature selection, TF-IDF,
thematic importance characteristic, information gain, focused crawling.

1 Introduction

The problem of improper use of the Web has been worrying rather broad cat-
egories of people such as employers and parents since the Web came to each
house. A number of various attempts to solve this problem have been proposed
by the society: FOSI (former ICRA) content labeling initiative, thematic cata-
logs of resources, lists of URLs and regular expressions, methods for dynamic
content filtering. Due to the nature of the Web only the dynamic content filter-
ing can be considered as an adequate solution: all other approaches require hard
and conscientious labor to keep databases up-to-date. The latter task is hardly
solvable because of fast growth of the Web and existence of Web-anonymizers.

A good dynamic content filtering system must classify content on-the-fly with
high quality. In most cases it is a compromise: the faster method is, the more
often it makes errors. There are a number of commercial systems that declare use
of dynamic classification: PureSight Owl c©, Blue Coat WebFilter c©, NetNanny
c© etc. Most systems target web resources grouped not only by theme but also by
type (forums, shops etc). In this paper we will refer to such groups as categories.

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 129–138, 2014.
c© Springer International Publishing Switzerland 2014
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In most cases content filters detect the following categories of content: purchase of
alcohol, tobacco and drugs; web-anonymizers and proxies; chats, forums, instant
messengers, dating sites and social networks; materials with cruelty and criminal
information; suicide methods and stories; religious sects; news sites; file sharing
sites, warez, video, image and music hostings, torrent trackers; travelling and
entertainment; health and beauty; gambling and online games; popularization of
various kinds of discrimination; job search websites; adult content; online shops;
hobbies: sports, cars, pets etc; sites about weapons purchase and construction.

To summarize, the problem of content filtering differs from the text classifi-
cation in the following aspects:

– Processing time and memory consumption is crucial (web filters perform in
real time and often run on restricted hardware).

– Rates of various classification errors may vary depending on the situation
(filtering may be configured more or less strict).

– The target data constantly changes (new lexis can be introduced in order
to bypass filters; such resources as chats and forums don’t have any specific
fixed lexis).

These differences restrict the classification method that can be used: it cannot
use complex techniques for feature extraction and the procedure of retraining of
the classifier must be simplified.

The research presented in this paper continues the work [1]. We introduce
some extensions to the original method, evaluate them in near-real conditions
and compare with other classification methods. Such conditions were established
using a simple thematic web crawler. The thematic web crawler is a particular
case of a focused crawler that aims at collecting web pages on a certain topic [2].

The rest of the paper is organized as follows: in Chapter 2 we review available
information about the dynamic content filtering and the focused crawling; in
Chapter 3 we describe the modifications proposed to the original method; in
Chapter 4 we discuss difficulties in collecting data for training and evaluation
and ways to overcome these difficulties; Chapter 5 presents the experiment setup
and the results; in Chapter 6 we sum up the work done and discuss the future
research.

2 Related Work

Text categorization is a well explored area and many surveys and comparisons
have been published [3, 4]. As mentioned above, the problem of the dynamic
content filtering is similar to the text categorization but has several significant
distinctions that have not yet been considered in the existing comparisons.

The focused crawler is a program that collects data from the Web accord-
ing to some complex criteria (e.g. only scientific publications with no regard to
their knowledge domain or pages on a certain topic). Rather extensive research
was done in this field. According to [5] the following major approaches were de-
veloped: ontology-based, metadata abstraction, user modeling-based and other.



Training Datasets Collection and Evaluation of Feature Selection Methods 131

Most of them require resources (ontologies or models) that are expensive to gen-
erate. Babouk [2] is a keyword-based thematic web crawler that needs nearly
no pre-training. It starts from a small number of keywords or URLs and crawls
documents on the same topic. It uses BootCaT [6] procedure to expand the
set of keywords describing the topic of interest. BootCaT itself can be used for
crawling but it’s not as effective as specialized crawlers are because it retrieves
pages only through global search engines (search engines ban clients that try to
use them intensively).

3 Method

The method discussed and improved in this paper was described in detail in [1].
According to this method a document is considered to belong to a category
if its normalized Thematic Importance Characteristic (nTIC) exceeds the cor-
responding threshold derived during the training stage. Thematic Importance
Characteristic estimates how specific the term to a particular collection of docu-
ments is comparing to another collection. To achieve this TIC relies on principles
that are similar to ones that information gain relies on. nTIC of a document is
estimated as a weighted sum of words TICs in it. We will refer to this method
as nTIC.

Let’s clarify the terms used. Category is a label that is assigned to a group
of documents sharing similar features (e.g. web pages downloaded from a forum
about cars have labels ”forums” and ”cars” assigned to them). To belong to a
category is to have the corresponding label. A web site is a group of web pages
that are accessible through URLs which have the same host domain name (in-
cluding subdomains). Web sites and web pages can belong to multiple categories.

In this paper we propose two modifications that take into account interlinked
nature of the Web. These modifications are:

– Take into account categories of the Web-sites that the currently classified
page refers to.

– Tokenize URLs found on the classified page and treat these tokens as the
usual lexis.

The first modification roots in the so-called thematic isolation: web pages often
refer to pages from the same website or to thematically similar resources. This
principle can be generalized by introducing a frequency distribution of topics of
the referred resources. We propose to treat topics of resources as usual lexical
features in context of the TIC-based classifier [1]. The corresponding part of the
feature set is generated according to the following algorithm.

1. Extract URLs from the body of a page.
2. Extract server domain names from the retrieved URLs.
3. Map domains to categories labels using a gazetteer.
4. Calculate weights as if these labels were usual words.
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The most crucial part of this algorithm is the domain-category mapping. It
can be initially constructed from a catalog such as Open Directory Project [7]
(e.g. an online tobacco shop would get a label ”url shopping tobacco”). Later on
it can be iteratively expanded with domains of pages that got class label with
high confidence (margin between the rating of a page and the corresponding
threshold is large). Each domain may correspond to multiple topics. Each topic
is represented by a unique label constructed from a prefix ”url ” and a title of
the topic (e.g. adult, chats etc.). The goal of using the prefix is to distinguish
topics of the referred pages from the usual lexis.

The second modification makes sense because human-readable URLs become
more widespread (e.g. http://example.com/catalog/pages-on-some-topic instead
of http://example.com/catalog.php?topicId=31415). Similar ideas were devel-
oped in [8, 9]. We propose to tokenize URLs found in the body of the page and
to treat all the extracted tokens as a part of usual lexis. By tokenization we
mean splitting the URL using a set of delimiters, e.g. an URL ”http://mega-
news/catalog/news?q=tech” is converted to the following list of tokens: url mega,
url news, url example, url catalog, url news, url tech. Short tokens and numbers
are ignored.

4 Data Sets

A good evaluation of a method for content filtering is not a trivial task because
of absence of reliably marked data sets. Such standard data sets for text catego-
rization and clustering as 20 Newsgroups and Reuters-21578 don’t fit the task
because they contain only textual features (no hyperlinks and markup) and sets
of labels used in these corpora differ from ones that make sense for content filter-
ing (they are less thematic and more associative). Public access lists are updated
rarely and contain addresses of pages that have disappeared or have been sold
to another owner. Therefore, it is useless to collect pages from such lists.

There are a couple of ways to overcome this issue:

– Use unsupervised methods of machine learning (datasets marking is not
necessary).

– Use methods that require few examples to learn (in this case datasets can
be marked manually).

– Introduce a technique of collecting datasets that does not require much ad-
ditional manual marking.

In modern conditions such corpora cannot be easily created manually because
the Web changes rapidly and it is necessary to retrain the filter periodically in
order to fit it to the current state of the Web. Moreover, when training on a
small dataset one cannot guarantee that recall of the lexis-based filter in real life
will be the same as during the experimental evaluation.

Therefore, we have chosen the third way. We created a special web crawler
to collect web pages only on the topics of interest. This crawler addresses the
focused crawling problem [5, 10, 11]. However, this problem in general is very
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difficult. Our goal was to create a rather simple system that collects pages on
the specified topic and needs no or almost no manual configuration. Babouk [2]
is a thematic web crawler that is similar to the one proposed in this paper. Our
system differs from it in the web resouces walk order and the decision rule.

The general idea of data collection was to reproduce behavior of the end
users. To achieve this, experts tried to find pages of each category of interest
using global search engines (Google, Bing etc). Then the system automatically
addressed other search engines using the most productive queries. Finally, the
found pages were crawled. During the crawling, the topic of the downloaded page
is compared with topics of the previous pages and only the pages on similar topics
are added to the dataset.

Seed URLs are addresses of pages retrieved from the global search engines.
Seed pages are the pages the seed URLs refer to. Root pages are main (home)
pages of web sites.

General algorithm of this crawler contains two major steps: seed URLs col-
lection and recursive crawling.

To collect the seed URLs, we applied the following approach. An expert tried
to simulate behavior of a user. To accomplish this, the expert looked for web
pages on the topic of interest using the global search engines and wrote down
the most productive queries. Then the system automatically sent these queries
to the other global search engines and collected addresses of the found pages
(seeds URLs). Duplicate URLs were then removed from the resulting list.

Before describing the crawling algorithm let us make some definitions. Let K
be the number of keywords that should be extracted from the analyzed page. Let
T be the list of keywords describing the subject of crawling. It consists of pairs
(word, weight) where weight is the number of pages that contained word since
the last reduction of T . T is periodically reduced to increase recall of crawling.
P is the list of keywords of the currently processed page.

The system recursively crawls the specified number of pages starting from the
seed list according to the following rules:

– Web sites are traversed in the breadth-first order.

– If a seed URL points to a root page (path and query string of its URL are
empty) then the system will crawl recursively the referred pages.

– If a seed URL points to a non-root page (path or query are not empty) then
the system will download it but will not proceed recursively. We decided to
do that to reduce amount of candidate pages.

– If the current page is a seed page then the system will extract K keywords
from it and add them to the list T containing keywords that describe the
topic of interest.

– If the current page is not a seed page then:

1. Extract K keywords from the current page and put them to the list P .

2. If |P ∩ T | < M , where M is a minimal number of keywords set by an
expert, then stop processing the current page.

3. Update T using P (details of this step will be described below).
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References found in the current page are enqueued for crawling with no regard
to the topic of the page. It is done so because there is no general topic-relevant
order of the web site traversal and thus we cannot guarantee that non-relevant
pages do not refer to the relevant ones and vice versa. There are works on more
advanced focused crawling techniques [2, 10, 11] that try to reduce amount of
considered pages.

The list of keywords of a page consists of K stems of tokens that have the
greatest TF-IDF rating [12]. We used Snowball algorithm [13] to extract stems.
IDFs were calculated over rather large subsets of English and RussianWikipedia.
If the table of IDFs does not contain a stem, the corresponding token will be
ignored. The table of IDFs was built using POS-tagging and contains only stems
of verbs, nouns and adjectives. Thus, the stopwords, numbers and misspelled
words are naturally filtered out from the list of keywords of a page.

If the current page belongs to the topic of interest and is not a seed page, list
of topic keywords T will be updated according to the following algorithm.

1. For each keyword w in the list P of the current page do
(a) if w in T then increment its weight by 1;
(b) otherwise add (w, 1) to T .

2. If reduction of T has not been performed forR times, reduce it. The reduction
consists of two steps:
(a) remove from T |T | −MaxT entries that have the smallest weights;
(b) decrease weights of the rest entries by the maximal weight of the removed

ones.

The crawling algorithm has the following configuration parameters:

– K - the number of keywords to extract from each page;
– MaxT - maximal number of terms representing the topic of interest (maximal

size of T );
– M - minimal number of keywords of a page that must be in T for this page

to be added to the dataset;
– R - the number of pages to process before next reduction of T .

This algorithm allows collecting web pages on the restricted topic that is
specified by a set of initial pages (seeds). Periodical updates and reductions of
T give some freedom to the crawler: it can slightly diverge from initial topic.
The degree of the divergence depends on the configuration parameters. We do
not have a technique to estimate these parameters automatically at the moment.
Furthermore, we doubt that such technique can exist because of the vicious circle:
to build a classifier we already need a classifier. Fortunately, these parameters
seem to be rather easy for an expert to set.

5 Evaluation

The aim of the evaluation within this work is to estimate quality of the content
filtering in conditions that are rather close to the real life. To achieve this goal,
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we collected about 170000 web pages on 17 topics (10000 pages per topic) in
English and Russian (5000 pages in each language) according to the technique
described in Chapter 3. These topics are:

– Adult content - resources with pornographic and erotic videos, images and
animations.

– Chats and forums - resources for chatting on non-professional topics and
dating including most popular social networks.

– Criminals - resources exposing violent and related to criminal materials.
– Drugs - resources on how to purchase drugs including legal ones (spice, al-

cohol, tobacco) or how to make them at home.
– Entertainment - websites with advertisements and recommendations on how

to spend the spare time.
– Online games - browser games, MMORPG, online shooters, racing games,

online casino.
– Health - resources ”for women”, articles on wellness, fitness, health etc.
– Hostings - sites for sharing files, videos and images (including torrents).
– Jobs - resources with job descriptions and advertisements.
– Pets - resources on pets care.
– Proxy - Web-anonymizers, lists of proxy servers and virtual private networks.
– Sect - materials containing information on possibly dangerous religious sect

stories, meetings, ceremonies etc.
– Shopping - online shops, and auctions.
– Sports - news about sports events, articles for sports lovers.
– Suicide - suicide methods, stories of self-murderers.
– Tech - news about modern technologies (IT, cars etc).
– Weapons - information on how to buy, use or create weapons at home.

The topics above are considered as ”bad”. The system must block docu-
ments of these topics. We also added about 20000 ”good” pages to the dataset.
These pages were collected from Wikipedia and other informational resources
and should not be blocked.

We treat this problem as a multi-class and multi-label classification problem.
It means that the system must assign zero or more labels to each document. If
no labels are assigned to a document, it is considered to be ”good” and is not
blocked. We reduce this problem to a set of binary problems using ”one-vs-all”
technique.

Quality of the classification is measured using macro-averaged precision, recall
and F1-measure.

The following combinations of features were used during the experiment:

– Base - only usual lexis.
– Cat&Tok - Base feature set extended with categories and tokens of links.

The results are present in table 1.
The most difficult categories were ”Jobs”, ”Adult” and ”Sect”, probably be-

cause of their breadth and fuzzy boundaries. The easiest ones were ”Sports”,
”Games” and ”Drugs”.
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Table 1. Comparison of classifiers and feature extraction techniques

Classifier Feature set Precision Recall F1

Min Max Avg Min Max Avg Min Max Avg

nTIC Base 0.739 0.972 0.895 0.918 0.994 0.968 0.819 0.983 0.929

nTIC Cat&Tok 0.812 0.986 0.934 0.909 0.988 0.963 0.878 0.986 0.948

SVM Base 0.98 0.999 0.996 0.962 0.996 0.988 0.971 0.997 0.992

SVM Cat&Tok 0.98 0.999 0.996 0.953 0.996 0.985 0.973 0.997 0.991

Table 2. Results of experiments on feature selection

Technique IDF nTIC IG

N P R F1 P R F1 P R F1

5 000 0.977 0.948 0.962 1 0.852 0.921 0.99 0.83 0.908

10 000 0.983 0.962 0.972 0.981 0.955 0.968 0.99 0.908 0.951

100 000 0.992 0.975 0.984 0.995 0.951 0.972 0.997 0.958 0.977

As one can see, the extended feature set yields 7% increase in precision and 2%
increase in F1. SVM performs better than nTIC on most categories, but it trains
about 3 times slower and requires 2 times more memory in production. Memory
consumption can become a bottleneck when working with many categories.

Often content filtering solutions work on hardware that is far from state-
of-the-art (e.g. in schools, on smartphones). It means that consumption of the
computational resources should be reduced as much as possible. Each category
needs memory for feature selection and classifier model: e.g. if we have about
100000 features, we need about 500KB for classifier model and about 100KB to
represent a document. This means that if we have 50 categories (as most modern
content filters do), we need about 25MB of working memory only to classify a
page (besides additional memory needed for preprocessing). Memory is a very
scarce resource on most mobile devices. Furthermore, smaller feature set allows
the system to work faster.

The second series of experiments addresses this issue: its goal is to determine
how quality of classification depends on the feature selection technique used.
During this series quality indices were evaluated over four-dimensional grid using
SVM classifier with linear kernel. Dimensions were:

– Category (the same as above).

– Technique for feature selection (Inverse Document Frequency, Thematic Im-
portance Characteristic, Information Gain) [14, 15].

– N - the number of top-rated features that must be included into the resulting
feature set;

– Threshold - minimal number of documents that must use a feature in order
to the feature to be significant (not considered as noise).
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Results of the second series of evaluation are present in table 2. The present
quality indices are macro-averaged over categories. Threshold values are also
omitted for brevity (only the best values are taken into account). The numbers
present in Table 2 are slightly smaller than in Table 1 because the original feature
set contained about 600000 features.

6 Conclusion

In this work we evaluated and compared two classifiers, two techniques for fea-
ture extraction and three techniques for feature set reduction (feature selection)
in near-real conditions. Techniques for feature extraction address the idea of
using interlinked nature of the Web and the thematic isolation to improve the
classification quality. We think that adding categories and tokens of URLs to
the feature set does not improve the SVM accuracy because of optimization (it
is already rather good). Taking into account tokens and categories of URLs may
be useful to filter results of image search like Google Images. Such pages usually
contain almost no text and refer to the search engine itself, but references often
include addresses of the found web resources as parameters. Without the URL
tokenization there are no other text-based features to classify such page.

Methods for feature selection address the need of deploying content filtering
systems on any hardware (including old servers and mobile devices). Thematic
Importance Characteristic gains better accuracy with small feature sets. Feature
selection technique is not that important with middle-scale and large feature sets
(all techniques show similar performance). The difference in quality between var-
ious feature sets originates in the way the technique resolves the tradeoff between
frequent but non-special lexis and very special but rare. The more special the
used lexis is the better precision is but the worse recall is.

Furthermore, a simple and easy-to-tune method for thematic web crawling
is proposed and applied for collection of training data. The method is based
on metasearch, keyword extraction and IDF term weighting. It is similar to
Babouk [2] but due to the dynamic topic representation (i.e. reduction of the list
of keywords) should provide higher control over the area of crawling. Evaluation
and comparison of such web crawlers should be a subject of another research.

The main direction of the future work is the development of a heterogeneous
filter. It should include a functional classifier, an analyzer of graphical content
and take into account user behavior. Functional classification should improve
detection of forums, shops and other types of resources that do not have very
special lexis. It also probably will allow stripping out only parts of pages that
contain, e.g. ”dirty” advertisements. Analysis of graphics should improve de-
tection of violent materials and pornography resources that do not use text to
describe images or videos.
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Expert [16, 17] project and the results are used in the TSA WebFilter software.
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Abstract. We consider the problem of selection the set of features that
are the most significant for partitioning two given data sets. The criterion
for selection which is to be maximized is the symmetric information dis-
tance between distributions of the features subset in the two classes. These
distributions are estimated using Bayesian approach for uniform priors,
the symmetric information distance is given by the lower estimate for cor-
responding average risk functional usingRademacher penalty and inequal-
ities from the empirical processes theory. The approach was applied to a
real example for selection a set of manufacture process parameters to pre-
dict one of two states of the process. It was found that only 2 parameters
from 10 were enough to recognize the true state of the process with error
level 8%. The set of parameters was found on the base of 550 independent
observations in training sample. Performance of the approach was evalu-
ated using 270 independent observations in test sample.

Keywords: classification, features selection, information distance be-
tween in-class distributions, Rademacher penalty, set of manufacture
process parameters.

1 Introduction

The problem of features selection is very important due to three reasons [16].
First, most machine learning algorithms don’t operate well on the big amount
of features, the number of training examples can grow exponentially with the
number of inconclusive features. Second, as the number of features increases the
algorithm run-time grows dramatically. And the last but not the least, accuracy
of the algorithm decreases and the over-fitting problem can occur [6].

The benefits of feature selection include better algorithm accuracy, improved
stability, better understanding and possibly better visualization of the data,
reduced measurement and storage requirements, reduced training and inference
time [16]. And the main point is that algorithm worked on the selected features
has better generalization ability.

There are methods of feature selection that are performed as a preprocessing
step: they are independent of the main data analysis algorithm [2]. These meth-
ods reduce the space dimension by using space transformations (e.g. Fourier
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decomposition, principal component analysis) or ranking features by level of
relevance to classes (e.g. RELIEF [5]).

Another feature selection methodology proposes to create sets of features that
can be useful in the main machine learning algorithm. These methods optimize
the accuracy of the algorithm by exhaustive or partial search for features subsets.
For example, finding the resulting subset of features that optimizes Support
Vector Machine accuracy. But the exponential growth of the number of subsets
in the exhaustive enumeration process makes it impractical for tasks with more
than 20-30 features. Often subsets search methods, such as sequential features
adding or removing, depth- or breadth-first search, genetic algorithms, are used
in the present-day complex problems of data mining.

A frequent practice in feature selection is to maximize the divergence between
features distributions in classes. According to the method from [1] frequencies
of features occurring in the data were calculated and features with the maximal
difference of these frequencies in different classes were selected . In [12] the
method of features selection was focused on the maximization of dependence
between selected features and the target variable.

Ideas from Information Theory [4] are commonly used for feature selection.
In [6] the algorithm is based on selection of such features subset that minimize
modified Kullback-Leibler divergence [9] between classes distributions estimated
for all features set and a certain subset. In [3] the main idea of the approach is
to select such features subset that maximize the Kullback-Leibler divergence or
its modifications between the resulting class conditional probability densities.

Since we don’t know the real distributions of random variables Kullback-
Leibler divergence is estimated on the empirical data. The accuracy of this
estimation depends on the sample size and on the complexity of the class of
distributions [14].

This article is devoted to the description of the feature selection procedure that
considers the complexity of the distributions class in which the Kullback-Leibler
divergence is estimated. We consider the features selection problem in case of two
classes, which are described by the conditional distributions of the features. The
goal of the method is to find the set of features for which conditional distributions
in classes have the maximal difference. This difference is characterized by a
functional of average risk. Maximization of it is equivalent to the Kullback-
Leibler divergence maximization between the two in-class distributions.

The form of the proposed average risk functional allows us to implement the
results of the empirical process theory and obtain statistically reliable estima-
tions. The estimation of the average risk functional relies on the empirical risk
corrected by the Rademacher penalty term, which takes into account the com-
plexity of distribution functions in the features subset. The proposed method
selects a set of features that provides the average risk maximum with the guar-
anteed probability. The method was applied to empirical data of a manufacturing
process.
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2 Distributions Contrasting Algorithm

2.1 Average Risk

A lot of data analysis problems like classification, regression, probability density
reconstruction could be formulated in terms of average risk minimization. Prob-
lem of distribution contrasting can be set in the same way. Let x be a random
vector of continuous features, ϕ0(x) and ϕ1(x) be probability density functions
(pdfs) which estimate the conditional distribution of x under hypotheses H0

and H1 respectively, y be a class label variable which takes values 0 or 1 and
states the number of hypothesis. The loss function is defined in following form

fϕ0,ϕ1(x, y) = −y lnϕ0(x)− (1− y) lnϕ1(x).

The functional of average risk is defined as an expectation of the loss func-
tion [14]:

M(ϕ0, ϕ1) = −Ex,y(y lnϕ0(x) + (1 − y) lnϕ1(x)), (1)

where expectation is taken by joint distribution of x and y.
The functional has the meaning of ϕ0(x) and ϕ1(x) pdfs crossentropy weighted

by a priori probabilities of the hypothesesH0 andH1. Minimization of it by ϕ0(x)
and ϕ1(x) is equivalent to probability density reconstruction under different
hypotheses. If the class label y is unobserved in the data then minimization
of (1) is equivalent to a clusterization problem [11].

In this paper we consider a different problem of average risk maximization.
Rewrite the functional of average risk gives

M(ϕ0, ϕ1) = I(ϕ0, ϕ1)− Ex,y(y ln p(x|H1) + (1 − y) ln p(x|H0)),

where

I(ϕ0, ϕ1) = −Ex,y

(
y ln

ϕ0(x)

p(x|H1)
+ (1− y) ln

ϕ1(x)

p(x|H0)

)
.

Maximization of the average risk functional by ϕ0(x) and ϕ1(x) is equivalent
to maximization of I(ϕ0, ϕ1) which is close to the Kullback-Leibler divergence
between two pairs of distributions ϕ0(x), p(x|H1) and ϕ1(x), p(x|H0) [9]. Func-
tional I(ϕ0, ϕ1) equals half of J-divergence functional if prior probabilities of
the hypothesis H0 and H1 are equal. In other words, optimally selected func-
tions ϕ̂0, ϕ̂1 should maximally differ from the true pdfs of x under the hypothe-
sis H1 and H0 respectively.

In the paper wemaximize the functional of average risk over the sets of features.
In each set for probability density functionsϕ0(x), ϕ1(x)we useBayesian estimates
of conditional distributions p(x|H0) and p(x|H1) in form of histogram [15]

ϕb
y(x) =

k∑
i=1

I(x ∈ σi)
(1− y)ni + ymi + 1

(1− y)l0 + yl1 + k
, (2)

where k is the number of bins in the histogram used in estimations, I(x ∈ σi)
is indicator which equals to 1 if vector x belongs to bin σi, l0 and l1 denotes
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the sizes of independent samples obtained under hypotheses H0 and H1 respec-
tively, ni and mi are the numbers of observations from independent samples
obtained under hypotheses H0 and H1 respectively that put into the bin σi.
Given formula represents Bayesian probability estimation in case of uniform
prior distribution on a k-fold simplex. We use Bayesian estimates to avoid zero
values of probabilities under the logarithm function.

With defined estimations the average risk for ϕb
0(x) and ϕb

1(x) is obtained by
substituting them in (1). Maximization of it over the sets of features in the way
explained further gives the set of features for which the Bayesian estimates of
conditional distributions under different hypotheses maximally differ. It allows
us to conclude that the constructed set includes features for which the hypothesis
can be tested with less error than in case of using all features in the data sets.

2.2 Empirical Risk

Average risk (1) can not be calculated directly because pdfs p(x|H0) and p(x|H1)
are unknown. We will maximize a sample estimate for average risk - empirical
risk with penalization term to incorporate difference between mathematical ex-
pectation and sample mean.

Let x0
1, . . . , x

0
l0

be a sample with the pdf p(x|H0) and x1
1, . . . , x

1
l1

be a sample
with the pdf p(x|H1). The formula for pdf (2) is based on Bayesian estimates
of histograms with k bins for first and the second classes. We denote these
estimates [15] of probability density of the bin i as

ϕb
0(i) =

ni + 1
k∑

j=1

nj + k

, ϕb
1(i) =

mi + 1
k∑

j=1

mj + k

. (3)

It is clear, that

0 < c ≤ ϕb
y(i), y = 0, 1, i = 1, . . . , k, c =

1

k + l0 + l1
; (4)

k∑
i=1

ϕb
y(i) = 1, y = 0, 1, (5)

and the vector ϕb
y = (ϕb

y(1), . . . , ϕ
b
y(k)) which satisfies conditions (4), (5) defines

a histogram. Finally, let F denote a set of histograms pairs (ϕb
0, ϕ

b
1) calculated

from empirical data using (3) for all subsets of features set.
The average riskM(ϕb

0, ϕ
b
1) reflects the divergence between Bayesian estimates

and real densities. In order to evaluate the average risk we calculate an empirical
risk by using average of empirical data instead of expectation. Applying Ey(y) =
l1/(l0 + l1) we get a formula for the functional of empirical risk

Me(ϕ
b
0, ϕ

b
1) = −

1

l0 + l1

(
k∑

i=1

mi lnϕ
b
0(i) +

k∑
i=1

ni lnϕ
b
1(i)

)
. (6)
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The relation between the average risk and the empirical risk was discussed
in [14]. Consideration of this relation allows us to switch from the maximization
of the average risk problem to the maximization of the empirical risk corrected
by a penalty term. A form of the penalty term will be discussed below.

2.3 Rademacher Penalization

The functional of empirical risk (6) can be presented in the form

Me(ϕ
b
0, ϕ

b
1) = −

1

l0 + l1

(
l1∑
i=1

lnϕb
0,x1

i
+

l0∑
i=1

lnϕb
1,x0

i

)
,

where ϕb
y,xt

i
– the Bayesian estimate of conditional probability under the hypoth-

esis Hy for the bin to which xt
i belongs.

Let δ01 , . . . , δ
0
l0
, δ11 , . . . , δ

1
l1

be a sequence of independent and identically dis-
tributed random variables which take values +1 and -1 with probability 1/2 each
independently of (x0

1, . . . , x
0
l0
, x1

1, . . . , x
1
l1
). The Rademacher penalty term [8,10]

is defined then as

R = sup
ϕb

0,ϕ
b
1∈F

∣∣∣∣∣ 1

l0 + l1

(
l1∑
i=1

δ1i lnϕ
b
0,x1

i
+

l0∑
i=1

δ0i lnϕ
b
1,x0

i

)∣∣∣∣∣ . (7)

With Δy
i denoting the sum of δyt that correspond to the same bin i it could be

represented as

R = sup
ϕb

0,ϕ
b
1∈F

∣∣∣∣∣ 1

l0 + l1

k∑
i=1

(
Δ1

i lnϕ
b
0(i) +Δ0

i lnϕ
b
1(i)

)∣∣∣∣∣ .
In order to solve the optimization problem we remove the modulus be repre-

senting the penalty term in form

R =
1

l0 + l1
max {A, −A} , (8)

where

A = sup
ϕb

0∈F

k∑
i=1

Δ1
i lnϕ

b
0(i) + sup

ϕb
1∈F

k∑
i=1

Δ0
i lnϕ

b
1(i).

Thus, in order to find the optimal solution of initial problem we consider the
optimization subproblem, which is to find

R′ = sup
ϕb∈F

k∑
i=1

Δi lnϕ
b(i). (9)

Mind that ϕb(i) satisfy constraints (4) and (5).
The solution is given by the rules 1-3:
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1. If Δi > 0, i = 1 . . . , k then

R′ =
k∑

i=1

Δi ln
Δi

k∑
t=1

Δt

2. If Δi ≤ 0, i = 1, . . . , k then

R′ =
k∑

i=1

Δi ln c+Δm ln
1− c(1 − k)

c
,

where m = argmaxiΔi

3. If Δi > 0, i = 1, . . . , s and Δi ≤ 0, i = s+ 1, . . . , k then

R′ =
s∑

i=1

Δi ln
Δi(1 − c(k − s))

s∑
t=1

Δt

+
k∑

i=s+1

Δi ln c.

It’s important to notice that particular relation between Δi, c and size of
empirical data set is significant. The solution for more general case, when Δi

can take any values, is quite similar, but the rules become more complex.
By substitution of extremal values of (9) into (8) we obtain the value for the

Rademacher penalty term.

2.4 Average Risk Evaluation

Values of the penalty term and the empirical risk can be used for estimation
of the average risk using the symmetrization inequality [7,8]. For the class of
functions uniformly bounded by a constant U and for all t > 0 the following
holds

P

{
sup
ϕ∈F
|M(ϕ)−Me(ϕ)| ≥ 2R+

3tU√
l0 + l1

}
≤ exp

(
− t2

2

)
. (10)

For Bayesian estimates (3) it is valid that 1
l0+l1+k ≤ ϕb

y < 1, from which we

obtain 0 < | lnϕb
y | ≤ ln (l0 + l1 + k) = U .

Using (10) and fixing the probability η = exp
(
− t2

2

)
we derive the following

inequality

P

{
sup
ϕ∈F
|M(ϕ)−Me(ϕ)| < 2R+

3
√
−2 ln η ln (l0 + l1 + k)√

l0 + l1

}
≥ 1− η.

Hence, with the probability not less than 1−η the lower bound of the functional
of average risk is

M(ϕ) > Me(ϕ) − 2R− 3
√
−2 ln η ln (l0 + l1 + k)√

l0 + l1
. (11)
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2.5 Distributions Contrasting Algorithm

We consider a set of features X = (f1, f2, . . . , fn) measured in two different
classes. The goal is to find such subset Xj of X for which two classes maximally
differ in terms of the conditional distributions divergence. There are two stages:
first task is to form the sequence of features subsets, second is to define the
subset satisfied the goal.

We start with building histograms of k bins for each feature in a class. Then
the value of the empirical risk (6) is calculated and the feature with maximum
value of the empirical risk forms the beginning of sequence. Without restricting
the generality let the feature f1 be the one with a maximum value of the empirical
risk functional, so X1 = f1 ∈ X .

Then all possible pairs of features are constructed with one feature f1 obtained
in the first step and two-dimensional histograms for each pair in two classes are
built. Selecting the pair with the maximum value of the empirical risk, e.g. the
pair will be (f1, f2), leads to the second subset in the target sequence X2 =
(X1, f2) = (f1, f2) ∈ X which is a superset for X1.

At the third step we create all possible triplets of features with two features
fixed on the previous step obtaining X3 in a similar way. The process continues
until all features are put in the sequence. As the result of the first stage we
obtain the sorted subsets of the features.

At the second stage of the algorithm we evaluate the average risk value (1)
using the estimation (11) for the features in Xj for each j ∈ {1, . . . , n}. The
result is a set of estimates of the average risk : MX1 ,MX2 , . . . ,MX . Finally, we
select the average risk MXj with the maximum value and corresponding subset
of features Xj .

Proposed algorithm of distributions contrasting has O(n2) complexity.

3 Experimental Results

The algorithm of distributions contrasting was evaluated using the empirical data
from a real manufacturing process presented by time records of 10 parameters.
The two states of the process were matter of interest and data were labeled by
an expert with the class label for each time point: 562 points in the first class
and 258 points in the second class. For evaluation purpose the data were divided
into a test sample and a training sample in proportion 1 : 2.

Then the distributions contrasting algorithm was applied to the training sam-
ple. We sorted the sequence of ten parameters and evaluated lower bound of the
average risk. The value of the empirical risk and the 90% lower bound of the
average risk for the features sequences are shown in the Table 1.

The lower bound of average risk riches its maximum on the pair of features.
With increasing number of features in the set the lower bound of the average
risk goes down. So the optimal number of parameters to distinguish two given
states of the system is two and it includes parameters #10 and #1.

To verify the results both training and test samples were classified using dif-
ferent sets of parameters described above. The Naive Bayes Classifier [11] was
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Table 1. Results of the distributions contrasting

Number of Parameters included Empirical Lower bound
parameters in the set risk of average
in the set risk

1 10 4.799 2.1275
2 10, 1 6.884 2.9038
3 10, 1, 4 10.1013 1.9058
4 10, 1, 4, 5 13.4695 0.6662
5 10, 1, 4, 5, 2 16.8365 -0.4554
6 10, 1, 4, 5, 2, 7 20.2038 -1.5773
7 10, 1, 4, 5, 2, 7, 3 23.5711 -2.6551
8 10, 1, 4, 5, 2, 7, 3, 6 26.9384 -3.738
9 10, 1, 4, 5, 2, 7, 3, 6, 8 30.3057 -4.8208
10 10, 1, 4, 5, 2, 7, 3, 6, 8, 9 33.673 -5.9037

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

1 2 3 4 5 6 7 8 9 10

Training error

Test error

Fig. 1. Naive Bayes Classifier errors

used for classification. Figure 1 illustrates errors of classification for ten classi-
fiers. Each pair of columns reflects classification errors on the training sample
and on the test sample. The vertical axis describes the absolute value of error
and horizontal axis shows the number of features in the set.

The figure 1 shows that the error on the training sample, which was used for
features selection, is minimal for the set composed by parameters #10 and #1.
Exactly the same set was selected by the algorithm of distributions contrasting
as optimal one to distinguish the two classes. The training error is about 6%,
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Table 2. Results of the algorithms comparison

Number of Parameters included J-divergence Γ
parameters in the set
in the set

1 10 1.68 0.70822
2 10, 1 1.5357 0.82617
3 10, 1, 4 3.6693 1.0676
4 10, 1, 4, 5 6.9196 1.0762
5 10, 1, 4, 5, 2 10.3001 1.07664
6 10, 1, 4, 5, 2, 7 13.6979 1.07673
7 10, 1, 4, 5, 2, 7, 3 17.0991 1.07673
8 10, 1, 4, 5, 2, 7, 3, 6 20.5003 1.07673
9 10, 1, 4, 5, 2, 7, 3, 6, 8 23.9015 1.07673
10 10, 1, 4, 5, 2, 7, 3, 6, 8, 9 27.3027 1.07673

the test error is minimal on the same set of features and equals 8%. For sets
with more features both errors are greater because of higher dimension of feature
space. For the one parameter set both errors are greater because single parameter
is not enough for good classification of the considering process states. Results of
Naive Bayes classification show that the set of features obtained by the algorithm
of distributions contrasting gives precise and stable results of classification.

To evaluate the performance of the distributions contrasting algorithm we
compared it with feature selection algorithm from [3]. The author of the paper [3]
proposes several functionals to evaluate the distance between two densities and
makes an assumption that class-conditioned likelihood ratio is approximately
Gaussian. We calculated the J-divergence for two conditional distributions and
its modification Γ defined for the features sequences obtained by distribution
contrasting. Mentioned functionals defined in [3] using the Kullback-Leibler di-
vergence which is

D(p0 : p1) =
∑
x

p0(x) ln
p0(x)

p1(x)
,

where pi = pi(x) = p(x|Hi), i = 0, 1. The J-divergence then defined as the
symmetric Kullback-Leibler divergence

J(p0, p1) = D(p0 : p1) +D(p1 : p0),

and the functional Γ is the modification of J-divergence

Γ (p0, p1) =
J(p0, p1)

[Ψ(p0 : p1)−D2(p0 : p1)]1/2 + [Ψ(p1 : p0)−D2(p1 : p0)]1/2
,

where Ψ(p0 : p1) is given by following equation

Ψ(p0 : p1) =
∑
x

p0(x)

(
ln

p0(x)

p1(x)

)2

.
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The values of J-divergence and the functional Γ for ten feature subsets are
presented in Table 2. The functional achieves the maximum on the set of six
features. For this set both the training error and the test error are higher than
for the set selected by the distributions contrasting algorithm. In the presented
example the distributions contrasting algorithm demonstrates better generaliza-
tion ability and doesn’t make additional assumptions about in-class likelihood
ratio pdfs.

4 Conclusion

In this paper two modern directions in data analysis are combined. One direc-
tion is an Information Theoretical approach to data analysis and the other is an
Average Risk estimation on small samples of empirical data. It is shown that
J-divergence functional between conditional in-class distributions is a partic-
ular case of average risk functional defined as mathematical expectation of a
logarithm of a probability density function. This fact allows to implement well
developed techniques for estimation of average risk by empirical risk calculated
on data. We use Rademacher penalization to incorporate both sample size and
complexity in the reliable estimation of the average risk. In the paper the average
risk functional is used for feature selection problem. Presented approach aims
to find a feature set for which divergence between distributions in two classes
is maximal. This method is kind of opposite to often considered problem of
approximation of “real” distribution, which implies minimization of divergence
between distributions.

Proposed algorithm of feature selection was applied to select a set of param-
eters to classify two states on real data. Two considered classes were related to
the two different states of the manufacture process. The constructed features
subset contains two parameters which allows to predict the state of the process
with high enough precision. This fact was confirmed by test sample classification
with Naive Bayes approach. Implementation of alternative approach for feature
selection using the information divergence criterion resulted with more features
and lower percent of correct classification of as training, so test samples.

In other applications classes can be formed differently and features set can
have more specific meaning. One of example is described in [13]. The features
space was formed by ICD-10 codes of diseases that a person had at the end of
his life. The class label in that case was formed by the logical condition “did
the person have a cancer?”. By selection the features set for which lower bound
estimates for distance between distributions of diseases in the two classes had
maximal value we obtained a list of diseases related to the cancer. All those
diseases act the cancer stimulation role and should be cured at the initial state
to lower the risk of cancer incidence.
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Abstract. We introduce a novel method for analysis of logical proofs
constructed by undergraduate students that employs sequence mining
for manipulation with temporal information about all actions that a
student performed, and also graph mining for finding frequent subgraphs
on different levels of generalisation. We show that this representation
allows one to find interesting subgroups of similar solutions and also
to detect outlying solutions. Specifically, distribution of errors is not
independent of behavioural patterns and we are able to find clusters of
erroneous solutions. We also observed significant dependence between
time duration and an appearance of the most serious error.

Keywords: educational data mining, logical proofs, clustering, outlier
detection, sequence mining.

1 Introduction

Teaching constructive tasks, i.e. tasks that a student has to build in several steps,
like tasks in descriptive geometry or logical and math proofs, requires advanced
evaluation techniques. For example, in the case of resolution proofs in logic, see
examples in Fig. 1, it is not sufficient to assign the mark based only on the
conclusion that the student reached. To evaluate a student solution properly, a
teacher needs not only to check the final result of a solution (the set of clauses is
or is not contradictory) but also to analyse the sequence of steps that a student
performed, with respect to correctness of each step and with respect to correct-
ness of that sequence. We show that novel machine learning methods, such as
graph mining and sequence mining, can be very helpful in that situation because
of their capability to process structural and temporal information. Specifically,
graph mining methods work with data represented as graphs, in our case one
graph for each instance, and take into account the structural information of
the graphs. An overview of graph mining methods can be found in [5]. Sequence
mining is another topic of data mining oriented to structured data. In compar-
ison to graph mining, data are arranged in sequences, usually ordered by time,
and they are assumed to be discrete. More information on sequence mining can
be found in [6].

Up to our knowledge, there is no work on analysis of student solutions of logical
proofs by means of graph mining. Definitely, solving logical proofs, especially

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 150–161, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. An example of a correct and an incorrect resolution proof

by means of resolution principle, is one of basic graph-based models of problem
solving in logic. In problem-solving processes, graph mining has been used in [21]
for mining concept maps, i.e. structures that model knowledge and behaviour
patterns of a student, for finding commonly observed subconcept structures.
The combination of multivariate pattern analysis and hidden Markov models
for the discovery of major phases that students go through in solving complex
problems in algebra is introduced in [1]. Markov decision processes for generating
hints to students in logical proof tutoring from historical data has been solved
in [2,3,18]. Authors of [11] analyzed students’ ordinary handwritten coursework
with a digital pen by means of sequence mining techniques to identify patterns
of actions that are more frequently exhibited by either good- or poor-performing
students. In [14] sequential pattern mining was used for analysis of activity
around an interactive tabletop and finding frequent sequences that differentiate
high achieving from low achieving groups.

In our previous work [19] we presented a method for analysis of students’
solutions of resolution proofs that employed graph mining. It used frequent sub-
graph mining algorithm Sleuth [23] for finding frequently occurring subgraphs.
These subgraphs were then generalized and used as new features for representing
the data. In [20] we extended this procedure and left out the frequent subgraph
mining algorithm. More information can be found in Section 5.1. Although the
method displayed very high accuracy in classification, it was unable to exploit
temporal information about how the students solve the task, neither was appro-
priate for finding outliers – anomalous solutions.

In this paper we propose a novel method that is much more robust and
is actually independent of a particular student task. In addition, it processes
also information about the sequence of steps that a student performed, like
adding/deleting a node or edge in the proof and also about text (i.e. a formula)
modification. It also exploits information about the time a particular operation
was performed and uses temporal information for finding outlying solutions. We
use three different feature extraction methods and show that by using those
new temporal and structural features we are able to find clusters of erroneous
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solutions. We also show that there is a significant dependence between time du-
ration and appearance of errors in a student solution. Moreover, by means of
class outlier detection we are able to find solutions that are anomalous and for
that reason difficult to detect automatically.

It has to be stressed at the very beginning that we do not aim at building
a tool for automatic classification of students’ solutions. The goal that we cope
with here is different: to find typical and abnormal patterns in data that are
strongly correlated with wrong solutions and with particular errors. We show
that with the proposed feature extraction methods we are able to find students
that are at risk of producing wrong solutions. We are also able to detect outliers,
i.e. solutions that are hard to detect as incorrect.

The paper is structured as follows. Section 2 contains a description of data
and two representations of frequent subsequences (episodes). In Section 3 we
use clustering on those two representations and show our first results about the
distribution of errors in the clustered data. In Section 4 we analyse explicit time
stamps and show that there is a significant dependence between time intervals
of particular operations (as well as total time duration) and an appearance of
the most serious error. Outlier detection in resolution proofs is solved in Section
5. A discussion and conclusion are presented in the last two sections.

2 Data and Data Pre-Processing

The data, 873 solutions altogether, was obtained in the course on Introduction to
logic. Via a web-based tool, each of the 351 students solved at least three tasks
randomly chosen from 19 exercises. The data set contained the resolution tree and
also dynamics of the solutions, i.e. all the actions performed togetherwith temporal
information. Among these 873 different students’ solutions of resolution proofs in
propositional calculus, 101 of them were classified as incorrect and 772 as correct.

The most serious error in resolution is resolving on two literals. In this text
we denote this error as E3. Other common errors in resolution proofs are the
following: repetition of the same literal in the clause, a literal is missing in
the resolved clause, resolving on the same literals (not on one positive and one
negative), resolving within one clause, resolved literal is not removed, the clause
is incorrectly copied, switching the order of literals in the clause, proof is not
finished, intentional negation of literals in a clause. Information about the error
that appeared in the logical proof is also part of the data.

All actions that a student performed, such as adding/deleting a node, draw-
ing/removing an edge, writing/deleting a text into a node, were saved into a
database. The collected data contains also a timestamp for each action per-
formed by a student. The timestamps also allow us to get the order of actions
and use techniques for sequence mining as discussed in the following sections.

2.1 Types of Sequences

For processing temporal information, we used two sequence representations
of the data. Each resolution proof can be represented as a sequence in either
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representation. The first one is composed of two events: addition of a node
(clause) into a proof and addition of an edge. An example of such sequence is
CCCCCEEEE, where C denotes node addition and E denotes edge addition. The
second representation uses the same events as the first one, but it also contains
events of text modification1. An example of a sequence in the second representa-
tion is CTCTCTCTCTEEEE, where elements C, T and E denote node addition,
text modification and edge addition, respectively. From now on, we will use CE
and CET abbreviations for the representations.

2.2 Frequent Subsequences

As sequences cannot be processed by commonly used machine learning algo-
rithms, such as classification, clustering or outlier detection algorithms, we need
to transform the data. Simple and common practice is to use subsequences as
features [6]. We considered only subsequences consisting of elements that are
consecutive in original sequences, i.e. without gaps, because subsequences with
gaps are not descriptive in case of our sequences. Formally, we say that a se-
quence α = α1α2...αn is a subsequence of another sequence β = β1β2...βm with
m ≥ n, if there exists an integer 1 ≤ k ≤ m − n+ 1 such that αj = βk+j−1 for
each 1 ≤ j ≤ n.

To find all potentially useful subsequences, we employed cSpade [22] algo-
rithm for frequent sequence mining. For a given value min support ∈ [0, 1], this
algorithm finds all subsequences whose support ≥ min support. Support of a
subsequence α is a fraction of input sequences which contain α as a subsequence.
Specifically, we set min support = 0.1 to get only subsequences that occur at
least in 10% of all input sequences. We obtained 121 frequent subsequences from
sequences in CE representation, and 242 subsequences in case of CET represen-
tation. Each frequent subsequence is used as a new feature with value equal to
1 if the subsequence appears in the given sequence, and 0 otherwise.

3 Sequence Clustering

3.1 Method

Having the resolution proofs represented by features constructed from the two
representations of sequences, we performed clustering on features of each repre-
sentation. For the purpose of clustering, we set the values of features as follows:
if the sequence contains the corresponding subsequence, we set the value as the
squared length of the subsequence. Otherwise we set the value to 0. The ratio-
nale for this is that long subsequences should be more explanatory so they carry
more weight.

On this representation of data we performed cluster analysis using the AGNES
(AGglomerative NESting) hierarchical clustering and PAM (Partitioning Around

1 We also tried sequences with node- and edge-deletion events, but these events did
not affect the results due to their sparse occurrence.
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Table 1. Internal evaluation of CE-2, CE-8, CET-2, and CET-8 clusterings by Dunn
index (DI) and avg. silhouette width (SIL)

AGNES PAM

clustering DI SIL DI SIL

CE-2 0.14 0.60 0.01 0.60

CE-8 0.35 0.78 0.05 0.76

CET-2 0.09 0.53 0.14 0.57

CET-8 0.16 0.64 0.02 0.61

Medoids) algorithms, description of both algorithms can be found in [13]. In case
of AGNES we used average linkage method and for both algorithms we used
Manhattan distance metric.

To evaluate different numbers of clusters, i.e. different cuts in AGNES den-
drogram and different number of PAM medoids, we utilized two metrics, Dunn
index [7] and average silhouette width [17]. Higher value of either metric indi-
cates better clustering. For each algorithm we performed clustering with different
numbers of clusters, specifically we used all integers from the interval [2, 12]. To
select the most appropriate number of clusters, we ranked the values of the two
metrics for each algorithm. The higher the value of a metric, the lower the rank.
Then we calculated the total rank by summing over all four ranks. For the CE
representation, the value of total rank decreased with larger number of clusters,
but from 8 clusters onward, the change was not substantial, so we selected 8
clusters as sufficient. Specifically, the values of total rank from 2 to 12 clusters
were following: 60, 56, 50, 43, 46, 31, 25, 31, 24, 21, and 21. In case of CET
representation, the lowest value of total rank was calculated for 8 clusters. Re-
sults for both cases are depicted in Table 1, clustering is encoded as [sequence
representation]–[# of clusters ]. We also included results for CE-2 and CET-2,
cases with the smallest number of clusters, for comparison. These two clustering
divisions are also considered in statistical tests described later. In Table 1 we can
see that the Dunn index was generally quite low, especially for PAM algorithm.

For each cluster we also looked for the most representative sequence. In case
of PAM algorithm, it was enough to take the medoids. However, hierarchical
clustering algorithms does not use medoids, so we designed and used the follow-
ing procedure. First, we computed the average value for each feature on the set
of sequences from a specific cluster. The features were the same as for clustering.
Then we used the same distance metric, Manhattan distance, to find a sequence
most similar to the average.

3.2 Clustering Results

Resulting representative sequences for the above mentioned clusterings are shown
in Table 2. By comparing both algorithms, we can see that they share a lot of
similar representatives. Simple division of the proofs can be seen in case of the
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CE-2 clustering for both algorithms, see the first two rows of the table. The first
cluster groups proofs solved in a step-by-step fashion, where a step means an
application of the resolution rule and relevant edges are added immediately after
clauses (nodes) in each step. The second cluster groups proofs solved in such a
way that the nodes are added first and all the edges afterwards.

Table 2. Cluster representatives of CE-2, CE-8, CET-2, and CET-8 clusterings

Clustering AGNES PAM

CE-2 CCCEECCCCEECEECEE CCCEECCEECCCCEEEE

CCCCCCCCCEEEEEEEE CCCCCCCCCEEEEEEEE

CE-8 CCCEECCEECCEECCEE CCCEECCEECCEECCEE

CCCCEECEECCCCEEEE CCCCCEEEECCCCEEEE

CCCCCCCEEEEEE CCCCCCCEEEEEE

CCCEECCEECCEE CCCEECCEECCEE

CCCCCCCCCEEEEEEEE CCCCCCCCCCCEEEEEEEEEE

CCCEECCCECEEE CCCEECCEECCEECCEECCEE

CCCCCEEEE CCCCCEEEE

CCCEECCEE CCCCCCCCCEEEEEEEE

CET-2 CTTCTCTCTCTCTCTCTEEEEEECTEE CTCTCTCTEECEETCTCEECTTCTEE

CCCCCCTTTTTTCTEEEEEE CTCTCTCTCTCTCTCTCTEEEEEEEE

CET-8 CTCTCTCTCTCTCTCTCTEEEEEEEE CTCTCTCTCTCTCTCTCTEEEEEEEE

CCCCCCTTTTTTCCCTTTEEEEEEEE CCCCCTTTTTCCCTTTCTEEEEEEEE

CCCCCCCTTTTTTTEEEEEE CCCCCCCTTTTTTTEEEEEE

CTCTCTCTCTEEEE CTCTCTCTCTEEEE

CTTCTCTEETCTCEETCTCTEECTCTEE CTTCTCTEECTCEETCTECTE

CTCTCTEECTCTEE CTCTTCTCTCTCTCTEEEEEE

CCCCTTEETTTCCCEETTEETCTCTEET CTCTCTCTEECEETCTCEECTTCTEE

CTCTCTEE CCCCCCCCTTTTTTTTTTTCTEEEEEEEE

On the other hand, CET-8 clustering of AGNES, for example, is slightly more
difficult to analyse than CE-2. Nevertheless, several distinctive characteristics
can be seen from the representatives. In the first half of sequences, all edges
are added last, and in the second half, they are added approximately after each
step. Similar phenomenon can be observed for the T events with respect to the
C events – in some cases, most of the C events are added first, and in some cases,
these events are alternating with the T events.

In addition, the first and the fifth clusters from CET-8 of AGNES contained
most of the instances, precisely 696 out of 873 instances. This means that for
most of the proofs, it should hold that they are not short, node and text addition
is alternating, and there is no prevailing way of edge addition. The last cluster
in the table, represented by the CTCTCTEE sequence, was also interesting, as
its 12 out of 16 instances contained E3 error. Let us remind that there were only
53 instances with E3 error in total. It means that almost 1/4 of all erroneous
solutions appeared in that cluster. We can exploit the information from the
representative sequence for detecting potential error and maybe warn a student
or offer them a hint even before finishing their solution.
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3.3 Analysis of Sequence Clusters

As we want to find whether some behavioural patterns of students are connected
with errors in solutions, we analysed our sequential data with respect to solution
errors. From the set of common errors, we considered the most serious error –
the error of resolving on two or more literals at the same time, i.e. the E3 error.
This error is the most common and also the only one with occurrence rate greater
than 5%. We performed Fisher’s exact test [9] to compare the occurrence of the
E3 error and each of the four sequence clusterings, taken for both clustering algo-
rithms. Considering the 5% significance level, we can conclude from the test results
that the data provides convincing evidence that the occurrence of E3 error is not
independent of any of those four clusterings of any of the two algorithms. More-
over, by analysing clusters as in the previous section, we can discover more useful
patterns, such that for CET-8 there was a cluster withmajority of wrong solutions.
Such information may help early detect students that are at risk of performing the
E3 error.

4 Time Duration

4.1 Time Features

We also analysed explicit time information. For each resolution proof, we com-
puted several time characteristics. They are expressed in seconds and can be
divided into two groups. The first group reflects time duration between simple
events such as node addition and deletion, edge addition and deletion, and text
modification. As there was no time limit for solving a resolution proof, students
could keep the web tool opened for a long time without actually solving the ex-
ercise. Therefore we marked 5% of the longest durations as outliers and replaced
each such outlier by a mean value of non-outlying durations of the correspond-
ing proof. Specifically, the threshold for outliers was 15 seconds in this case.
From these new values of durations we calculated the mean and the maximum
value2 and also the sum of durations, which represents the total duration of
proof solving.

The second group was derived from durations of resolution rule application.
In particular, for each application of resolution rule, we calculated time interval
between text modification of parents and text modification of the corresponding
resolvent. We omitted cases in which a parent was modified after its resolvent
and, again, 5% of the longest durations were replaced by mean values. In this
case, the outlier threshold was 60 seconds exactly. At the end, the maximum, the
minimum and the mean values were calculated as well as the sum of the values.

4.2 Analysis of Time Duration

Then we investigated the relation between errors and time duration of a res-
olution proof solution. Although the duration is a continuous variable, we did

2 We omitted the minimum value as it was almost always equal to zero because some
actions were saved simultaneously.
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Fig. 2. Density plots for mean duration (top) and total duration (bottom) with respect
to E3 error

not use the Kolmogorov-Smirnov test because the data contains mostly integer
values with many ties between groups. Instead, we performed a permutation test
which is based on a comparison of means. More precisely, we used two-sample
exact permutation test estimated by Monte Carlo [8] on data consisting of du-
ration summary statistics of simple events. For each summary statistic, this test
compared distributions corresponding to erroneous and correct solutions for a
given type of error.

Significant results were obtained only for the E3 error and for mean values of
durations and sums of durations, i.e. total durations of resolution proofs. The
significance level was 0.05. In both cases, the test even yielded the p-value of
0.002. This means that the distribution of mean values of durations for solutions
without the E3 error is different from the distribution for solutions with the error.
The same holds for the two distributions of sums of durations. Distributions of
mean values can be found in the density plot at the top of Fig. 2. At the bottom
of the same figure, the density plot of the distributions of total durations is
depicted. We can conclude that solutions built in short time but on the basis of
slow actions are more likely to contain the E3 error.

5 Outlier Detection in Resolution Graphs

5.1 Generalized Subgraphs

As in the case of sequences, graph features may be constructed from graph sub-
structures found by an algorithm for frequent subgraph mining [5]. The task
of frequent subgraph mining is very similar to the frequent sequence mining,
but now the frequently occurring subgraphs are looked up in a set of graphs.
Next, boolean features are used and the value of a feature depends on whether
the corresponding substructure occurs in the given instance or not. Because the
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node labels of incorrect solutions have very small support and frequent subgraph
mining can be inefficient for small values of minimum support, we created a new
method for finding interesting patterns. The other reason was that similar sub-
graphs differed only in alphabet letters and in the order of literals in text labels or
in the order of parent nodes. The main idea is to generalize and unify subgraphs
consisting of two parent nodes and a resolvent. Such generalized subgraphs may
be expressed shortly in the following form: parent1; parent2−− > resolvent. An
example of generalized subgraph is {¬Y, Z}; {¬Y,¬Z}−− > {¬Y }, where Y, Z
are variables that can match any propositional letter. We also created a new,
higher-level, generalization [20], which further generalizes the patterns found
earlier. As a result, new patterns in added; dropped form are created. The added
component simply denotes literals which were added erroneously to the resolvent
and the dropped component denotes literals from parents which participated in
the resolution process. Continuing with the example, the higher-level pattern
will be {}; {¬Z,Z}. The detailed description can be found in [20].

5.2 Method

The data we process has been labeled. We focused only on the E3 error as it
was the most common and the most serious error. Specifically, there were two
values of the class attribute, corresponding to the occurrence or nonoccurrence
of the error. Unlike in common outlier detection, where we look for outliers that
differ from the rest of “normal” data, we need to exploit information about
a class. That is why we used weka-peka [16] that looks for class outliers [15]
using Random Forests (RF) [4]. It extends the outlier detection method in RF
implemented in Weka [10] that actually works for classical settings – normal
vs. anomalous data to manage class information. The main idea lies in different
computation of the proximity matrix that exploits also information about a class
label [16].

5.3 Results

When analysing the strongest outliers that weka-peka discovered, we found three
groups according to the outlier score. The two most outlying examples, with
outlier factor overcoming 130, significantly differ from the others. The second
cluster consists of four examples with the outlier score between 50 and 100, and
the last group is comprised of instances with the lowest score of 15.91. Analysis of
individual outliers let us draw several conclusions. Two most outlying instances
contain one specific pattern, looping. This pattern represents the ellipsis in a
resolution tree, which is used for tree termination if the tree cannot lead to a
refutation. Both instances contain this pattern, but neither of them contains
the pattern of correct usage of the resolution rule. The important thing is that
these two instances contain neither the E3 error nor other errors. This shows
that it is not sufficient to find all errors and check the termination of proofs,
but we should also check whether the student performed at least few steps by
using the resolution rule. Otherwise we are not able to evaluate the student’s
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skills. Instances with the outlier score less than 100 are less different from other
instances.

6 Discussion

The other method that we used for outlier detection was CODB [12]. However,
when compared with weka-peka, CODB returned much worse results mainly
because of using density and distances (to nearest neighbours and to all members
of the class) for outlier detection. Such poor results may be caused by the fact
that those metrics are too rough for our task. Moreover, it is much more difficult
to obtain a comprehensive explanation of why a particular solution is an outlier.

As we stressed in the introduction, this method has not been developed for
recognition of correct or incorrect solutions. However, to verify that the feature
construction is appropriate, we also learned various classifiers of that kind. Best
result was achieved by SMO (SVM implementation in Weka) – 96.9% accuracy3.
Similar results were obtained when only the higher level of subgraph generaliza-
tion was used, again with SMO.

7 Conclusion

We proposed three different feature extraction methods for temporal as well as
structural information in logical proof solutions. We showed that by using those
new features we are able to find clusters of erroneous solutions, dependence
between time duration and errors in a student solution, and also solutions that
are anomalous and for that reason difficult to detect automatically.

We believe that this method can be used even by non-expert in machine
learning. There are only few parameters to be set: the minimum support for
frequent subsequences and also frequent subgraphs, maximum number of clusters
in sequence clustering, and the length of delay that indicates outliers in time
duration analysis.

This method is general. It can be used also for other logical proofs, such as
tableaux proofs, and for any construction tasks that are based on graphs. The
main idea, frequent subgraph mining and sequential frequent mining, can be
used without a change. However, a new way of subgraph pattern generalization
must be developed for a specific construction task.

There is a big potential of the results displayed above in practical education.
By using the detection and the analysis of clusters with higher frequency of
erroneous solutions a teacher can detect potential reasons of errors and find
shortcomings in tutoring. Even in the process of solving the task, it is possible
to detect behavioural patterns before completing the proof and warn the student.
Outlier detection particularly helps to discover picturesque students’ solutions
and fix drawbacks in automatic evaluation.

3 The rate of correct predictions made by the model.
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In future we will use this method for resolution in predicate logic and also for
tableaux proofs. This may require an extraction of different structural features
(frequent subgraphs) but the rest can be used without changes. A challenge is
also the use of inductive logic programming that can better cope with domain
knowledge.

Acknowledgments. This work has been supported by Faculty of Informat-
ics, Masaryk University and the grant CZ.1.07/2.2.00/28.0209 Computer-aided-
teaching for computational and constructional exercises. We would like to thank
Alex Popa and members of KD lab for their help.

References

1. Anderson, J.R.: Discovering the Structure of Mathematical Problem Solving. In:
Proceedings of EDM (2013)

2. Barnes, T., Stamper, J.: Toward automatic hint generation for logic proof tutoring
using historical student data. In: Woolf, B.P., Aı̈meur, E., Nkambou, R., Lajoie,
S. (eds.) ITS 2008. LNCS, vol. 5091, pp. 373–382. Springer, Heidelberg (2008)

3. Barnes, T., Stamper, J.: Automatic Hint Generation for Logic Proof Tutoring Using
Historical Data. Educational Technology and Society 13(1), 3–12 (2010)

4. Breiman, L.: Random Forests. Machine Learning 45(1), 5–32 (2001)
5. Cook, D.J., Holder, L.B.: Mining graph data. Wiley-Interscience, Hoboken (2007)
6. Dong, G., Pei, J.: Sequence data mining. Springer, New York (2007)
7. Dunn, J.C.: A Fuzzy Relative of the ISODATA Process and Its Use in Detecting

Compact Well-Separated Clusters. Journal of Cybernetics 3(3), 32–57 (1973)
8. Fay, M.P., Shaw, P.A.: Exact and Asymptotic Weighted Logrank Tests for Interval

Censored Data: The interval R package. Journal of Statistical Software 36(2), 1–34
(2010), http://www.jstatsoft.org/v36/i02/

9. Fisher, R.A.: Statistical Methods for Research Workers. Oliver & Boyd (1970)
10. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The

WEKA Data Mining Software: An Update. SIGKDD Explor. Newsl. 11(1), 10–18
(2009)

11. Herold, J., Zundal, A., Stahovich, T.F.: Mining Meaningful Patterns from Students’
Handwritten Coursework. In: Proceedings of EDM (2013)

12. Hewahi, N., Saad, M.: Class outliers mining: Distance-based approach. Interna-
tional Journal of Intelligent Technology 2(1), 55–68 (2007)

13. Kaufman, L., Rousseeuw, P.J.: Finding groups in data: an introduction to cluster
analysis. Wiley, Hoboken (2005)

14. Martinez, R., Yacef, K., Kay, J., Al-Qaraghuli, A., Kharrufa, A.: Analysing frequent
sequential patterns of collaborative learning activity around an interactive tabletop.
In: Proceedings of EDM (2011)

15. Papadimitriou, S., Faloutsos, C.: Cross-outlier detection. In: Hadzilacos, T.,
Manolopoulos, Y., Roddick, J., Theodoridis, Y. (eds.) SSTD 2003. LNCS, vol. 2750,
pp. 199–213. Springer, Heidelberg (2003)
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Abstract. The paper proposed an algorithm for script discrimination
using adjacent local binary patterns (ALBP). In the first stage, each
letter is modeled according to its height. The real data are extracted
from the probability distribution of the letter heights. Then, the gray
scale co-occurrence matrix is computed. It is used as a starting point for
the feature extraction. The extracted features are classified according
to ALBP. Because of the variety in script characteristics, the statistical
analysis shows the differences between scripts. Accordingly, the linear
discrimination function is proposed to distinct the scripts. The proposed
method is tested on the samples of the printed documents, which include
Cyrillic and Glagolitic script. The results of experiments are encouraging.

Keywords: Cryptography, Optical character recognition, Script recog-
nition, Statistical analysis, Typographical features.

1 Introduction

Script identification represents a key step in multi script and multilingual doc-
ument image analysis [1]. The existing approaches can be classified in two cate-
gories: global and local [2]. Global approaches utilize the statistical feature and
frequency-domain analysis of wider regions, i.e. text blocks in document images
[3]. Their correctness is highly sensitive to the quality of the document images
and to the level of the noise included in these images. Local approaches segment
the characters, words or lines as connected components and analyze the feature
that lists the black pixel runs [4]. Hence, this type of the analysis is convenient
for low quality document images. It is insensitive to noise, too. However, it is
more computer time intensive than global approaches.

This paper proposes the combination of the local and global approach. It is
established by extracting all characters in text, which are classified and subjected
to the statistical analysis. In this way, the modeling of document is performed in
the manner like the cryptography. Each letter from text document is superseded
with the cipher [5]. The cipher is extracted from the probability distribution of

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 162–169, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. The flow of the algorithm

the letter heights. Then, the feature extraction based on spatial micro pattern is
carried out. It is achieved with statistical measures extracted from the gray-level
co-occurrence matrix (GLCM) [6]. Furthermore, adjacent local binary pattern
(ALBP) is used as classification to [7]. Taking into account the results, a linear
discrimination function is determined. It is used as criteria for characterization
of a certain script.

The rest of the paper is organized as follows. Section 2 addresses all aspects of
the proposed algorithm. It describes the text-line definition and script modeling.
Furthermore, ALBP is defined in order to extract and classify the features of the
script. Section 3 defines the experiment and shows the elements of the custom
oriented database. Section 4 presents and discusses the effect of the experimen-
tation. As a consequence, the criteria for the script identification are proposed.
Section 5 draws conclusions and points out further research direction.

2 The Proposed Algorithm

2.1 Procedure

Suppose that exists the same printed document written in Glagolitic and Cyrillic
script. First, the probability distribution of the letter heights in each text file is
computed. The script types as in ref. [5] are extracted from these distributions.
As a result, the cipher is obtained. It is subjected to co-occurrence analysis. The
extracted features are classified by ABLP. It is a starting point for discrimination
of the scripts. At the end, criteria for the script identification is determined. Fig. 1
shows the flow of the proposed algorithm.

2.2 Probability Distribution Feature Analysis

In ref. [5] the elements of the script are mapped in the similar manner like hash
function. This approach is based on their position in the text-line structure.
Each text-line consists of the following vertical zones [8]: (i) upper zone, (ii)
middle zone, (iii) lower zone. All letters, diacritics, ligatures or signs represent
the constituents of any script. They can be classified according to aforementioned
zones. Fig. 2 illustrates types of script elements according to vertical zones.
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Fig. 2. Script type classification

Furthermore, there exists four different script types: (i) base letter, (ii) ascen-
der letter, (iii) descender letter, (iv) full letter. The middle zone only is occupied
by the base letter (B), which height is the smallest. Hence, it is mapped to 1.
The upper and middle zones are occupied by the ascender letter (A). Its height
is slightly bigger. Hence, it is mapped to 2. The lower and middle zones are
occupied by the descender letter (D). It is mapped to 3. The upper, middle and
lower zones are occupied by a full letter (F). Accordingly, it is mapped to 4. All
letters from different scripts are mapped according to the script type set S:

S = {B,A,D,F}, (1)

or according to height set C:

C = {1, 2, 3, 4}. (2)

If we consider the proposed concept, then the possible probability function of
the letter heights will be multi-mode, i.e. four-mode type (maximum number of
script type elements).

2.3 Feature Extraction

To apply the proposed concept, the probability function of the letter heights
have to be investigated. Fig. 3(a) presents a typical four-mode probability dis-
tribution, while Fig. 3(b) shows a typical letter heights distribution obtained
from the real text sample.

The histogram of distributions can be divided into left and right part. The left
part of the histogram represents the distributions of the punctuation elements, or
similar ones. In contrast, the right part of the histogram shows the distribution
of letter heights. Hence, the right part of the histogram is the only one which is
important for further analysis.

It incorporates the four-mode distribution. Each region represents the different
script type region. The expected probability of the script type can be extracted
by summing up the probability from each of these regions. In this way, the
probability of each script type represents the feature that has to be extracted.

2.4 Adjacent Local Binary Pattern (ALBP)

The local binary pattern (LBP) is an image operator which transforms an image
into an array of integer labels [9]. Initially, itr works on a 3 × 3 pixel image
block. LBP represents the magnitude relation between the center pixel and its
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(a) (b)

Fig. 3. The probability heights distribution: (a) Four-mode histogram, (b) Histogram
from the real text sample

neighboring pixels [9]. It is obtained by thresholding the image intensity of the
surrounding pixels with the strength of the center pixel. Because the neighbor-
hood consists of 8 pixels, then the total number of different labels is 28 = 256.
After that, the analysis is managed by LBP histogram. The obtained binary
patterns are converted into a decimal number representing a label. Then, the
histogram is generated from the labels of all local image regions.

Let I be an image intensity, and r = (x, y)T be a position vector. LBP is
defined as follows:

bj =

{
1, I(r) ≤ I(r +Δri)
0, otherwise

, (3)

where i = 1, ..., Nn. Nn is the number of neighbor pixels, while Δri are displace-
ment vectors from the position of center pixel r to neighbor pixels [7],[9]. For
8-connected neighborhood, Nn is equal to 8, while the displacement distance
d(Δri) is equal to 1 (pixel). Next, LBP b(r) is converted into a decimal number.
At the final stage, the LBP histogram is made by considering the decimals as
labels. Fig. 4 shows an example of a micro pattern and corresponding LBP.

(a) (b) (c)

Fig. 4. LBP example of image (8-connected neighborhood): (a) Local image block,
(b) Local binary pattern block, (c) Binary label
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Fig. 4 (a) shows a local image block. It is thresholded according to the intensity
of the center pixel. Its value is set to 100. Fig. 4 (b) shows the resultant local
binary pattern block. The resultant value is equal to 0, if the intensity is smaller,
else it is equal to 1. As the final result, the binary label is obtained (See Fig. 4
(c) for reference).

To analyze a script we shall consider characteristics of a text. Text represents
a 1-D image. Hence, the total number of the micro patterns is 22 = 4 instead of
28 = 256. Fig. 5 illustrates such example of a micro pattern.

(a) (b) (c)

Fig. 5. LBP example of text (2-connected neighborhood): (a) Local text block,
(b) Local binary pattern block, (c) Binary label

The binary pattern is converted to its decimal equivalent ’01’. Then, analysis is
managed by LBP histograms generated from decimal values of all micro patterns.
Because the number of micro patterns is only 22 = 4, the extension of LBP is
mandatory.

Ref. [7] proposed a new approach called ALBP, which is called a multiple LBP.
The approach starts up with the initial LBP. The, two subset LBPs are created
[7]: (i) LBP(+), and (ii) LBP(×). LBP(+) considers only two horizontal and two
vertical pixels. The other configuration is the LBP(×), which considers the four
diagonal pixels. Furthermore, the combination of adjacent LBP(+) and LBP(×)
establish ALBP [7]. LBP (+) can be linked to another LBP (+) horizontally or
vertically. In contrast, LBP (×) can be linked to another LBP (×) diagonally
(two diagonal directions) [7]. In our conditions, LBP(+) only matters. Due to
the nature of text, the horizontal direction is only valid. Hence, ALBP is created
using two adjacent LBP(+) only. In this way, a combination of two local 2-digit
binary label will establish a 4-bit binary label. Hence, it represents the total
number of 24 = 16 micro patterns. In contrast, these labels are qualitatively
different from those obtained from single LBP, because they represent the co-
occurrence of LBP. This way, the results of the analysis are much more credible.

2.5 Criteria for Decision-making

The histograms are created using into account ALBP distribution. These results
are the basis for establishing a linear discrimination function, which is used as
criteria for the script discrimination. In this way, the procedure for the script
identification is established.

3 Experiments

The experiment is created in order to estimate the quality of the proposed ap-
proach. Therefore, a custom-oriented database of 50 documents is created. These
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(a) (b)

Fig. 6. Document samples from database: (a) Cyrillic, and (b) Glagolitic

documents are based on the texts form the web site [10]. The author of the ini-
tial text from the site is Juraj Slovinac (Latin: Georgius de Sclavonia, French:
Georges d’Esclavonie, 1355/60 - 1416), which was the professor at College de
Sorbonne around 1400. The text from the site was written in Tours, France in
1411. It represents the parts of the book ”Castle of the Virginity.” The text is
divided into the number of separated documents. The excerpt is given in Fig. 6.
All documents are scanned as bi-level images at the resolution of 300 dpi.

4 Results and Discussion

The feature extraction based on the ALBP gives 16 referent micro patterns from
’0000’ to ’1111’. However, seven micro patterns only give a valuable results, i.e.:
’0000’, ’0010’, ’0011’, ’1000’, ’1010’, ’1011’, and ’1100’. To quantify the results,
the normalized micro patterns evaluated by their minimum, maximum and mean
values were used. The typical values of the ALBP micro patterns for text written
in Glagolitic and Cyrillic script is given in Tables 1-2, respectively.

Table 1. ALBP micro pattern normalized distribution for Glagolitic documents

Glagolitic 0000 0010 0011 1000 1010 1011 1100

Minimum 0.5787 0.1292 0.0369 0.1266 0.0000 0.0058 0.0622
Maximum 0.6093 0.1487 0.0618 0.1348 0.0169 0.0112 0.0765

Mean 0.6012 0.1408 0.0463 0.1284 0.0037 0.0078 0.0717

Because of the difference in script characteristics, the analysis shows sig-
nificant diversity between both scripts. Hence, it represents the key point for
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Table 2. ALBP micro pattern normalized distribution for Cyrillic documents

Cyrillic 0000 0010 0011 1000 1010 1011 1100

Minimum 0.6436 0.0972 0.0410 0.1056 0.0055 0.0000 0.0234
Maximum 0.6667 0.1485 0.0585 0.1250 0.0175 0.0028 0.0528

Mean 0.6561 0.1285 0.0475 0.1132 0.0106 0.0006 0.0435

Table 3. Comparison of ALBP micro pattern distribution ratio between Glagolitic
and Cyrillic script

Glagolitic/Cyrillic 0000 0010 0011 1000 1010 1011 1100

Minimum 0.8991 1.3291 0.9013 1.1986 0.0000 0.0000 2.6603
Maximum 0.9139 1.0015 1.0567 1.0787 0.9607 4.0449 1.4490

Criteria < 1 > 1 - > 1 < 1 - > 1

decision-making process of script identification. Tables 3 gives the comparison
between ALBP measures needed for decision-making process.

It is very important to use only measures with distinct difference in values for
the different scripts. Establishing the ratio between these measures gives their
relation that can be utilized as a part of the identification criteria. Considering
the results, the candidates for confident ALBP micro pattern ratios are: ’0000’,
’1000’, and ’1100’. By combining logical relation, the criteria can be described
with the following pseudo-code:

program ALBP_Script_Distinction (Output)

If [(’0000’ < 1) and (’1000’ > 1) and (’1100’ > 1)]

then Output = "Glagolitic text"

else Output = "Cyrillic text"

end

end.

The aforementioned criteria distinct Glagolitic and Cyrillic script in at least
99% of document samples while typical recognition rate is between 93.5% and
98.5% [2]. The proposed method is computationally non-intensive, which is a
real advance because it is classified as a local approach. The algorithm is coded
in Matlab. Typical ALBP processing time is as low as 0.1 sec per 2K characters
(typical text page length), while the feature extraction takes up to 4-5 sec for
the same document.

5 Conclusions

The paper introduced a novel method for the script characterization in OCR.
The algorithm incorporated the statistical analysis of the letters in text doc-
ument based on their baseline status, i.e. its height. This way, the number of
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analyzing variables was considerably reduced. Furthermore, the analysis of the
height distribution achieved the feature extraction. Then, the extended LBP
called ALBP was performed to classify the features. Because of the differences
in the script characteristics, the ALBP micro patterns showed significant diver-
sity between scripts. Hence, it was used as a cornerstone for decision-making
process of the script discrimination. The proposed method was tested on docu-
ments from custom oriented database. The document was written in Glagolitic
and Cyrillic scripts. The experiments gave encouraging results.

The research presented in the manuscript can be used in preprocessing stages
of OCR. Further research direction will be toward ALBP analysis of different
scripts, including Latin, Fraktur, Bangla, etc., and its integration into the pre-
processing stage of the optical character recognition (OCR).
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5. Brodić, D., Milivojević, Z.N., Maluckov, Č.A.: Recognition of the Script in Serbian
Documents using Frequency Occurrence and Co-occurrence Analysis. The Scientific
World Journal 2013(896328), 1–14 (2013)

6. Haralick, R., Shanmugam, K., Dinstein, I.: Textural Features for Image Classifica-
tion. IEEE Transactions on Systems, Man, and Cybernetics 3(6), 610–621 (1973)

7. Nosaka, R., Ohkawa, Y., Fukui, K.: Feature Extraction Based on Co-occurrence of
Adjacent Local Binary Patterns. In: Ho, Y.-S. (ed.) PSIVT 2011, Part II. LNCS,
vol. 7088, pp. 82–91. Springer, Heidelberg (2011)

8. Zramdini, A.W., Ingold, R.: Optical Font Recognition Using Typographical Fea-
tures. IEEE Transaction on Pattern Analysis and Machine Intelligence 20(8), 877–
882 (1998)

9. Ojala, T., Pietikainen, M., Harwood, D.: A comparative study of texture measures
with classification based on featured distributions. Pattern Recognition 29(1), 51–
59 (1996)

10. http://www.croatianhistory.net/etf/juraj_slovinac_misli.html

http://www.croatianhistory.net/etf/juraj_slovinac_misli.html


G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 170–177, 2014. 
© Springer International Publishing Switzerland 2014 

New Technology Trends Watch:  
An Approach and Case Study* 

Irina V. Efimenko1 and Vladimir F. Khoroshevsky2 

1 Center for Information Intelligence Applications of Institute for Statistical Studies  
and Economics of Knowledge, NRU HSE, Moscow, Russia 

{iefimenko,vkhoroshevsky}@hse.ru 
2 Dorodnicyn Computing Center of RAS, Moscow, Russia 

khor@ccas.ru 

Abstract. A hybrid approach to automated identification and monitoring of 
technology trends is presented. The hybrid approach combines methods of on-
tology based information extraction and statistical methods for processing 
OBIE results. The key point of the approach is the so called ‘black box’ prin-
ciple. It is related to identification of trends on the basis of heuristics stemming 
from an elaborate ontology of a technology trend. 
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1 Introduction 

One of the hot topics in science and technology (S&T) mapping is the identification 
of new technology trends (technology trend monitoring, trend hunting, trend watch). 
Most of approaches in this field are based on bibliometrics, patterns and time series 
analysis aimed at description of current and forecasted processes, technology road-
mapping and foresight methodologies.  

In this paper we focus on automated identification of new technology trends (TT) 
based on hybrid approach to natural language processing. The hybrid approach com-
bines methods of ontology-driven information extraction (ontology based information 
extraction, OBIE) and statistical methods for processing OBIE results. The key point 
of the approach is the so called ‘black box’ principle proposed by the authors. TTs are 
identified on the basis of heuristics stemming from an elaborate ontology of a tech-
nology trend. 

2 Related Works and Main Challenges 

The task of monitoring the TTs initiates from scientometrics and bibliometrics [1]. In the 
early stages, S&T mapping tasks were usually solved manually, then semi-automatically 
                                                           
* This paper is based on the results of the project ‘Identification of the prominent research areas 

in Social Science and Humanities aimed at improving efficiency of S&T management’ 
(Agreement № 02.602.21.0003, Identification number: RFMEFI60214X0003) which was in-
itiated and sponsored by the Russian Ministry of Education and Science 



 New Technology Trends Watch: An Approach and Case Study 171 

with the use of statistical methods of information extraction (IE). Statistical approach is 
aimed at building thematic, probabilistic thematic and dynamic thematic models, with 
document and / or term clusters as main results [2]. Important constraints of such ap-
proaches in case of TT monitoring are related to the use of a ‘bag of words’ model, lack 
of consideration of a document structure, and the need to preset a number of topics. 
Moreover, defining a TT purely as a set of words which are weighted based on probabili-
ty of term attribution to a topic contradicts an intuitive understanding of a TT. However, 
it still facilitates the routine work. For this reason, many commercial tools are based on 
statistical methods. Most popular tools are focused on bibliometric analysis (Vantage-
Point1, SJR2, etc.). 

In recent works, the mentioned problems are partially solved by the use of compu-
tational linguistics and various IE methods which provide key expressions instead of 
key words. Thesauri and ontologies are used for information extraction, labeling and 
synonymy analysis [3]. Thus, the current stage of research and developments (R&D) 
involves combination of powerful statistical models and fairly simple methods of IE 
[2, 3]. Most of the works however deal with the task of trend monitoring in social 
networks or media [4]. The minority of them pose the problem of technology trend 
monitoring with patent analysis as the most popular approach to solve this task [5].  

Despite many beneficial results, almost no solutions allow users to escape from 
getting too general (e.g. ‘semantic technologies’ for IT) or garbage (e.g. ‘research’ for 
collections of scientific papers) results which make it impossible to identify trends at 
the stage of weak signals. Lack of attention is paid to automated labeling and merging 
(for the ‘same’ trends). 

We assume that the main problems faced by developers in the field of automated 
TT monitoring arise from the fact that they focus solely on bibliometrics or attempt to 
identify trends based on key players (persons, institutes, companies, countries) while 
there are no semantic models for a TT notion itself. This makes it impossible to speci-
fy semantic indicators of trends in texts of various genres (papers, patents, technology 
news, techno blogs, etc.). 

An approach proposed in the paper involves the following methods: 

1. We build an elaborate ontology of a TT and form a system of indicators of a TT 
presence (description of a TT) in documents of different genres. The indicators are 
interrelated with the domain ontology of a TT through linguistic and extra linguis-
tic markers which build lexical and, more generally, linguistic ontology. 

2. The ontology-driven processing is carried out not for the complete initial text collec-
tions, but for the preprocessed documents which include only meaningful fragments 
identified on the basis of TT indicators (‘precompressed’ documents, digests). 

3. Specific OBIE models are used for each type of information sources. The results 
are integrated within a common knowledge representation model.  

IE methods provide domain (IT, medicine, nanotechnologies, etc.) independent 
processing within the ‘black box’ framework and are used to build characteristic vec-
tors consisting of meaningful elements. Statistical methods are used for clustering and 
time series analysis. As a result, analysts should receive meaningful and interpretable 
information on new TTs. 
                                                           
1 https://www.thevantagepoint.com/ 
2 http://www.scimagojr.com/ 
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Thus, the paper presents a hybrid approach which is based on the use and evolu-
tion of methods proposed recently in [4, 5, 6], and extrapolates them for multilingual, 
multi genre domain independent text collections within OBIE framework. Ontologies 
drive the process of ‘bag of terms’ construction. Linguistic and statistical processing 
of texts is followed by an automated generation of OWL representation of the pro-
posed TT ontology on the instance level. Merging OWL representations for document 
collections of the same and different genres is carried out with consideration of the 
models of time. 

3 ‘Black Box’ Principle and Hybrid Approach to New 
Technology Trend Monitoring 

3.1 Basic Hypotheses and Assumptions 

We employ Gartner’s Hype Cycle model as an element of our foresight methodology. 
It is well known that each Hype Cycle drills down into the five key phases of a tech-
nology life cycle: Technology Trigger, Peak of Inflated Expectations, Through of 
Disillusionment, Slope of Enlightenment, Plateau of Productivity. We use the follow-
ing basic hypotheses: 
1. Specific (extra) linguistic markers should be used for each phase. 
2. TT monitoring should be carried out based on a combination of text genres. How-

ever, different genres correspond to each phase as the most relevant. 
3. Patent analysis is most important for the phases of Slope of Enlightenment and Pla-

teau of Productivity. 
4. Surge and loss of interest could be fixed based on processing technology news and 

some types of foresight and analytical reports. It is relevant for the Peak of Inflated 
Expectations and the Through of Disillusionment. 

5. Scientific papers and R&D reports are the most relevant genres for the Technology 
Trigger. It seems to be the most interesting phase for the TT monitoring task. 

Integration of processing results for text collections of different genres is 
performed via the union and / or intersection of partial results.  

3.2 Black-Box Principle 

Our approach is based on the so called ‘black box’ principle. The concept of a TT is 
characterized by a complex nature, low formalization level (with almost no formal 
and commonly accepted definitions), blurred boundaries, and high degree of domain 
dependency leading to the need for expert knowledge. For all that, ‘Big Data’ in IT 
and ‘Genome Editing’ in Healthcare should have some similar features which actually 
allow us to name both phenomena ‘a TT’. This leads us to an idea of hunting for do-
main independent ‘external signs’ (trend indicators) while letting a TT itself stay a 
black box for an observer. A similar principle appears in the fact that, in a sense, the 
number of technological solutions is much greater than the number of tasks they are 
created for. Globally, technological progress in all domains and periods is aimed at 
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satisfaction of a restricted number of needs (stability, safety, health, etc.) and at fight-
ing for a restricted number of parameters (price, efficiency, size, reliability, etc.). 

Thus, the black box idea is related to extraction of knowledge on TTs based on 
heuristics, or trend indicators. E.g. the fact of forming a new regulatory committee is 
a potential evidence for a TT (the need for regulation means that the phenomenon is 
newish, but already having significant impact). All indicators are grouped into the 
corresponding semantic fields. These fields all together build an ontology system 
which is used for the ontology-driven information extraction. Most of indicators are 
either an event or a linguistic marker. Weights are assigned to each indicator or a 
group of indicators. Some of them are genre-specific, others are universal. All heuris-
tics based on indicators correspond to a level of (a) external extra linguistic context; 
(b) metadata for a text collection; (c) document structure; (d) linguistic markers in a 
document body. Digests of texts and text collections are built based on identification 
of indicators. The most meaningful fragments are included into the digests for further 
processing. 

The indicators may be of an abstract nature. One of the key groups of indicators 
includes linguistic scales which appear in the texts. They correspond to (a) new / ex-
isting needs (customers’ pains); (b) resources, values; (c) S&T issues (tasks); (d) 
technological parameters (the change of). Indicators of this group have proved to be 
extremely reliable. A test subcollection for evaluation of indicators was formed (500 
scientific papers and technology news). Indicators related to linguistic scales appeared 
in every text (100%). In the example below, expressions which contain indicators are 
underlined; indicator modifiers (quantification markers) are given in italics: “For the 
marine industry where unpredictable dynamic loading conditions are the case, MRE 
isolators could greatly decrease the level of vibrations transmitted from the machines 
to the shell of the ship and the opposite, resulting to smaller fatigue loads and a much 
more comfortable journey”.  

Semantic ‘stop fields’ for specification of garbage terms are also included into the 
ontologies. 

3.3 Technology Trends Watch Ontologies 

The system of ontologies was developed to automate the processes of new TT identi-
fication.  The Protégé3 system (version 4.2) was used for specification of ontologies. 
Key objects include concepts which are related to all phases of a technology life cycle 
(innovation, driver, regulatory measures, etc.). A TT is understood as a complex no-
tion consisting of a number of objects with attributes and semantic relations between 
them (the set of objects differs depending on the level of a TT maturity). TT indica-
tors and the corresponding linguistic and extra linguistic markers are also specified 
(within the ‘black box’ framework). Some of them are related to a TT as a whole, 
others are for TT components, objects or relations. The designed system of ontologies 
is used at the IE stage and for generation of OWL representation of ontology in-
stances. On the level of IE results, a TT is represented as a set of weighted terms. 

                                                           
3 http://protege.stanford.edu/ 
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4 Implementation of Technology Trends Watch System  

Common architecture of the software system aimed at identification of new TTs is 
shown in Fig. 1. Two platforms were used as key tools: the Protégé ontology editor and 
GATE4 environment. Tools for knowledge-based analytics (time series analysis toolkit 
[7], tag clouds plugin TagCrowd5 and plugin OntoGraf6 for Protégé) were also used. 

Protégé was used to build (a system of) ontologies for (a) TTs and indicators for 
identification of TTs in scientific and technical texts; (b) genre models of texts being 
processed, and (c) processes of trends watch (TT monitoring). Besides, Protégé can be 
used by analysts and experts for the analysis of the final or interim results and for 
adding new indicators, markers, and new domain terms into ontologies based on the 
processing results. GATE was used in OBIE component, and allowed us to implement 
the ‘black box’ principle through linguistic rules. 

 

 

Fig. 1. Common Architecture of the TT Watch System 

5 Case Study 

5.1 Documents Collections 

The developed system was tested using text collections in Green energy domain for 
the period 2002-2012. The total number of texts equals 131,477 documents in English 

                                                           
4 https://gate.ac.uk/ 
5 http://tagcrowd.com/ 
6 http://protegewiki.stanford.edu/wiki/OntoGraf 
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and in Russian. Collections include scientific papers (130,867), blog fragments (21), 
texts from news sites (560), PhD theses (29). 

During the research, each document was processed according to two different 
schemes. According to the first one, initial documents were processed with no exclu-
sions. The second scheme involved only text fragments containing markers with  
consideration of their weights and other parameters. Thus, the digests consisting of 
meaningful fragments (which potentially included trend descriptions) were prepared 
for the further processing within the ‘black box’ framework. The results were pro-
posed to 10 experts for comparative analysis. Decisions on enlargement of ontologies 
were made. 

5.2 Evaluation Results  

26279 single-word and 341596 multi-word terms have been extracted from the input 
collections according to the first processing scheme. 6636 single-word and 15693 
multi-word terms have been extracted from the same collections within the second 
processing scheme. For frequency DF>2500, 284 one-word and 35 multi-word terms 
were extracted according to the first scheme, while 170 one-word and 20 multi-word 
terms were extracted according to the second one.  

Terms extracted under the second scheme are much more relevant, according to 
the experts. Both relevant and general (garbage) concepts were found in the lists of 
single-word terms, while 99% of multi-word terms were assessed as relevant by ex-
perts. Some examples are given below (Table 1). 

 

Table 1. Multi-word Terms, the Second Processing Scheme. DF > 1000. 

 

Further analysis was carried out by (a) processing synonyms and quasi-synonyms, 
(b) constructing time series for multi-word terms according to TF*IDF for identifica-
tion of ‘Bull’, ‘Side’, and ‘Bear’ trends. Discussion of the results with experts shows 
that terms demonstrating ‘Bull’ trend identify an emerging TT at the Technology 
Trigger stage, while ‘Side’ and ‘Bear’ trends are evidence for shifting to the plateau. 

Tag clouds of the most frequent terms were formed for further analysis. Results al-
lowed us to specify new indicators of an emerging TT. ‘Splitting term’ is an example. 
Thus, results for 2002 include no terms related to biocomposite materials. In 2005, the 
term ‘biocomposite material’ appears, but it is the only ‘bio’-term in all possible 
clouds  (‘the number of top words shown in a cloud’ equals 100, 200, or 500). In 

Multiwords Terms DF TF IDF TF*IDF
carbon_nanotubes 1100 0.001621 4.770939 0.007733
composite_materials 4842 0.008848 3.288921 0.029101
electron_microscopy 2557 0.003771 3.927414 0.014812
tensile_strength 1091 0.001809 4.779154 0.008644
thermal_conductivity 1151 0.001755 4.725618 0.008293
thermal_stability 1102 0.001719 4.769122 0.008197
thermogravimetric_analysis 1056 0.001584 4.811761 0.007624
transmission_electron_microscopy 1143 0.001532 4.732593 0.007249
x_ray_diffraction 2177 0.002983 4.088301 0.012196
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2012, the term ‘biocomposite material’ is still the only ‘bio’-term for the top-100 
word cloud. However, new terms such as ‘bioactive’, ‘biodegradable’, ‘biomimetic’, 
etc. appear as elements of multi-word terms in the 200 word cloud already. Clouds 
related to other indicators also demonstrate results considered to be relevant and in-
terpretable by experts.  

6 Conclusions and Future Work 

The paper presents methods and tools for automated identification of new technology 
trends. The developed algorithms are based on a hybrid approach which combines 
methods of ontology-driven information extraction and statistical methods for 
processing OBIE results. Gartner’s Hype Cycle model and the ‘black box’ principle 
proposed by the authors are the key elements of the methodology. Case study and 
analytical insights are provided. The results of experiments and conclusions made by 
experts confirm the applicability of the approach. 

Further R&D are to be focused on: 

─ Extension of ontologies with elaborate domain thesauri for deeper processing of 
synonyms, term generalization, and for getting enhanced domain-oriented (medi-
cine, IT, nanotechnologies, etc.) versions of the system. 

─ Extension of OBIE models with new semantic ‘stop fields’ for (a) filtering the 
resulting sets of terms; (b) identification of a wider context (e.g. the term ‘manu-
facturer’ can be considered either as garbage or as an indicator of a certain phase of 
a TT life cycle); (c) multidisciplinary TT monitoring. 

─ Deeper examination of relations between indicators and a TT life cycle. 
─ New algorithms for merging, labeling and visualizing TTs. 

Development of tools for automated generation of TT ontologies based on FCA-
methods [8] integrated with the hybrid approach is also assumed. 
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Abstract. A modified version of particle swarm optimization algorithm is 
proposed for minimization of maximal real part of a polytopic system 
eigenvalues. New initialization procedure and special projection operation are 
introduced to keep all particles working effectively inside a simplex of feasible 
positions. The algorithm is tested on several benchmarks and statistical 
evidences for its’ high efficiency are provided. 

Keywords: polytopic systems, eigenvalue optimization, particle swam 
optimization, constrained optimization. 

1 Introduction 

Optimization problems involving the eigenvalues of symmetric and nonsymmetric 
matrices present continuous challenge for mathematicians and engineers [1]. The 
most popular problem is minimization of maximum real part of system eigenvalues. 
The distance between the set of system eigenvalues and the imaginary axis is for 
example a measure of linear continuous system robustness. Instability measures of 
dynamical systems, that provide key information related to stabilizability and 
performance, are also defined by eigenvalue optimization problems [2]. Eigenvalue 
optimization has a wide spectrum of applications, far wider than linear system theory 
or design of linear electronic circuits. One may mention for example applications in 
physics, numerical analysis, chemistry, structural design, mechanics (vibration 
control), quantum mechanics, structural engineering problems, chemical engineering 
pertinent models and many more [1,3,4,5].  

The eigenvalue optimization theory for symmetric matrices may be solved by 
several approaches, for example in the context of singular value optimization [5]. 
Unfortunately the objective function in optimization of non-symmetric matrix 
eigenvalues is generally non-convex, non-differentiable and possesses several local 
minima. Standard, smooth optimization algorithms fail to solve the problem. Some 
non-smooth optimization algorithms [3] are proposed in the literature and some 
solutions base on smooth, convex approximations may be found [4] but the problem 
is still opened as the proposed solutions are complicated, difficult to apply and do not 
have the ability to avoid dropping into local minima. 



 Optimization of Polytopic System Eigenvalues by Swarm of Particles 179 

In this paper we consider linear polytopic systems i.e. the system matrix belongs to 
a convex hull of several matrices (called vertices) and coefficients of this convex 
combination are optimized parameters. Such description of a linear system is useful if 
we consider uncertainty caused by parameters variations, fault diagnosis or fault-
tolerant control, or linear systems synthesis. Polytopic representation is one of the 
most general ways to describe, without any conservatism, the physical parameter 
uncertainty. We propose to apply particle swarm optimization (PSO) algorithm to 
solve the eigenvalue optimization problem for polytopic systems. Because of the 
special features of the formulated problem we introduce several modifications of the 
standard PSO algorithm to ensure efficient utilization of all particles. 

1.1 Problem Formulation and Features 

Let us consider a  matrix  belonging to a convex-hull of   
matrices , , , . 

 ∑ , (1) 

 α α , α , , αN T,     α 0, i 1,2, , N     ∑ αN 1. (2) 

Linear dynamical system 

 A α x (3) 

is called a polytopic system (with vertices , , , ). The concept of polytopic 
systems is useful to describe system uncertainty or design flexibility. As a special 
case for 2 we obtain a dynamic interval system. We will investigate the 
following optimization problem: 

 minα max Reλ A α  (4) 

where  denotes real part of the i’th eigenvalue of . Because of the 
equality constraint in (2) we have 1 independent optimization variables and the 
problem may be posted as: 

 Minimize α max Reλ A α  (5) 

subject to: 

α α , α , , αN T, α 0, i 1,2, , N 1, ∑ αN 1, αN 1 ∑ αN  (6) 

So the constraints form a 1 dimensional simplex of feasible solutions , , , .It is well known that even if the vertices of the polytopic system 
are all stable, it is not enough for all systems defined by (1), (2) to be stable. For 

example both matrices 0.1 20 0.2  and 2 1.91.9 2  are stable whereas their 

midpoint 1.05 1.950.95 1.1   is not – eigenvalues 0.2863, -2.4363. The objective 

function (5) in general case of non-symmetric matrices is non-convex, non-
differentiable (at any point generating multiple eigenvalues) and may possess several 
local minima. 
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 - the best position of the ’  particle, 1,2, … ,  during iterations 1,2, … . , , 
 - the best position in the ‘neighborhood’ of the ’  particle 1,2, … ,  

which consists of the particles numbered , 1, , , , during 
iterations 1,2, … . , . 

Next two position update (‘velocity’) components are built for 1,2, … , : 

 vG t 1 χ v t c RG ° p t x t c RG ° pG t x t  (7) 

 vL t 1 χ v t c RL ° p t x t c RL ° pL t x t  (8)  

where: 
–constriction coefficient, usually 0.729 [7], , – cognitive and social parameters, usually 2.05 [7], 

 - is the previous ‘velocity’ of the ’  particle, , , ,  - are random  –dimensional vectors, which components are 
uniformly distributed in [0,1] and ° denotes component-wise multiplication. 

Then the final ‘velocity’ of each particle is build from ‘global’ and ‘local’ 
components: 

 v t 1 uvG t 1 1 u vL t 1  (9) 

( ∈ 0,1 is a ‘unification factor’) and positions of particles are updated: 

 x t 1 x t v t 1 . (10) 

The iterations are repeated until the stopping criterion is fulfilled. The algorithm 
parameters are: number of particles , radius of neighborhood , and unification 
factor . In the standard UPSO algorithm it is usually assumed that the search space 
of feasible solution is a –dimensional hyperrectangle defined by the bounds ,  and the velocity components are also bounded by , . 
Initialization of particle positions is usually performed on random, uniformly in a –
dimensional search space hyperrectangle and the first velocities are also chosen on 
random with the prescribed bounds. 

2 Proposed Modifications of PSO 

The main difference between the considered problem (5), (6) and the standard PSO 
challenge is the presence of constraints (6). The standard initialization generates 
starting particles position on random inside a –dimensional hyperrectangle. It 
allows to use any pseudo-random number generator in a simple manner. For problem 
(5), (6) we have to create starting position inside a 1 – dimensional simplex. We 
propose the following approach: 

1. Generate the particle position , , , ,     on random in the 1 
– dimensional unit hypercube: 0,1  ,   1, , 1. 

2. If ∑ 1 replace the particle with an another one obtained by dividing 
 by a random coefficient bigger then  i.e.: 
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 α α
σ

,   (10) 

where  is random coefficient uniformly distributed in 0, . 
3. Repeat steps 1 and 2 as long as all  particles are initialized. 

The standard approach to cope with feasible space constraints is to apply a penalty 
function outside the constraints. In the considered problem (5), (6) the constraints are 
‘hard’ and quite often the global minimum is located on a simplex face or in a vertex. 
A particle outside the simplex is useless – it will not contribute to the movement 
towards the solution, while a particle on the boundary may bring valuable 
information. The effectiveness of optimization will be increased if particles will 
possess the ability to ‘slide’ along a face or an edge. Motivated by the presented 
discussion we propose the following procedure to handle the constraints: 

1. Assume that the velocity of this particle is v, the updated particle position is , , ,  and the previous particle position is , , , . The updated position may be outside the feasible simplex 
(6). 

2. Calculate the minimum distance tmin from position  to the intersection of the 
half-line parallel to v starting in  and hyper-planes bounding the search space, 
i.e. ∑ 1 and 0 for i=1, …, N-1. Distances are normalized to the 
velocity of the particle, hence the intersection point is given by: 

 α′ β t · v (11) 

3. Calculate the new updated particle position according to (11) and neutralize the 
component of v orthogonal to the hyper-plane. In case of intersection with one of 
the 0 hyper-planes, the appropriate component of v is zeroed. In case of ∑ 1 the velocity is set to the component of v parallel to the hyper-plane. 

4. Repeat steps 2, and 3 until particles are bounded. 

3 Numerical Experiments 

The proposed algorithm has been used to find the solution of randomly generated 
problems. For every problem of a given n and N, i.e. dimension and number of 
matrices respectively, elements of matrices A1, ..., AN were selected as random 
numbers in the range [-5,5]. The N-dimensional problem space limited by (6) was 
sampled using a regular grid pattern covering all N-1optimization variables at a 
resolution of 0.1. A value of function (5) (hereafter ‘fitness function’) in every sample 
point was calculated and a local optimization algorithm was employed to search for a 
local minimum starting from the sample point. The coordinates of the local minimum 
having the lowest fitness function value were assumed to be a global minimum and 
stored. Locations and fitness values of all local minima found were also stored. 
Global minima were inspected and problems were split into two categories according 
to whether the minimum is located at the search space boundary or not. 
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Generated problems have ∈ 3,5 , ∈ 2,6 . Performed sampling revealed that 
the number of local minima ranged from 1 to 20 with about 80% of problems being 
multimodal. In about 50% of problems the global minimum was located at the search 
space boundary. 

To examine whether the performance improvement is significant statistical tests 
were performed. 150 problems were generated with the aforementioned approach. 
The solution of every problem was searched for by: 
- the proposed constrained UPSO algorithm, 
- a UPSO algorithm with search space constrained by a constant penalty function. 

 

Fig. 2. Comparison of algorithm convergence for an exemplary problem 

The algorithms were run 50 times for 200 iterations with the stopping criterion 
defined as any of the two conditions: 

a) the maximum number of iterations being reached, 
b) the global best fitness value found by the swarm being close to the value of global 
minimum for the problem with the accuracy of 10-3. 

A search was assumed to be successful if the condition b) was fulfilled. 
Both algorithms showed a similar performance in terms of success rate: the 

Constrained UPSO success rate was higher by 5%, however the convergence was 
faster by up to 50%. The difference in the convergence of both algorithms is shown in 
fig. 2 for an exemplary function having N=4, n=3 and three local minima. Presented 
is an average best fitness for 20 executions of both algorithms. 

In order to inspect the difference in algorithm performances all test problems were 
divided into categories according to the number of local minima, location of the 
global minimum - i.e. if it is located on the boundary of the search space. 
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Table 1. Average success rate and number of iterations depending on the number of local 
minima 

Local minima 2 3 4 5 6 7 8 9 10 >10 

Success 
rate 

Constr. UPSO 88% 93% 83% 64% 83% 39% 62% 44% 88% 34% 

Penalty 82% 86% 87% 59% 72% 40% 71% 38% 83% 33% 

Iterations 
Constr. UPSO 36 31 52 65 48 116 65 68 20 93 

Penalty 77 63 93 100 92 141 78 61 34 107 

Table 2. Average success rate and number of iterations depending on the location of global 
minimum 

Location of the global 
minimum 

Not on the boundary On the boundary 

Success 
rate 

Constr. UPSO 68% 86% 

Penalty 67% 80% 

Iterations 
Constr. UPSO 68 33 

Penalty 82 83 

 
The number of local minima (Table 1) appears to have similar influence on success 

rate and convergence of both algorithms. The Constrained UPSO required 41% less 
iterations to succeed at an average.  

The location of the global minimum (Table 2) has a substantial influence on the 
convergence of Constrained UPSO - the number of required iterations is 60% lower if 
the global minimum is located on the boundary of the search space. Therefore the 
proposed method of constraining particles and introducing the ability of the particles 
to move along the edge of the feasible search space provides a great performance 
improvement. 

4 Conclusion 

Following the previous research in PSO applications in the eigenvalue problem [10] 
we demonstrate PSO capability to solve eigenvalue optimization problems. Proposed 
modifications of standard PSO allow to recommend this algorithm as an effective tool 
to solve eigenvalue optimization problems for polytopic systems. Although the 
presented discussion was limited to the case of minimization of maximum real part of 
system eigenvalues – objective function (5), but it is obvious that the proposed 
approach will work similarly for another eigenvalue optimization problems like 
maximization of the minimum eigenvalue (what corresponds to maximization of the 
lowest natural vibration frequency) or minimization of maximal eigenvalue modulus 
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(stability investigation of discrete, linear systems). PSO application may be also 
generalized to eigenvalue optimization in case when a matrix depends nonlinearly on 
design parameters, as addressed in [9], or to the constraints defined by many 
nonlinear inequalities.  
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Abstract. The present paper describes the back-propagation learning
of a partial functional differential equation with reaction-diffusion term.
The time-dependent recurrent learning algorithm is developed for a de-
layed recurrent neural network with the reaction-diffusion term. The
proposed simulation methods are illustrated by the back-propagation
learning of continuous multilayer Hopfield neural network with a dis-
crete time delay and reaction-diffusion term using the prey-predator sys-
tem as a teacher signal. The results show that the continuous Hopfield
neural networks are able to approximate the signals generated from the
predator-prey system with Hopf bifurcation.

Keywords: feed-forward neural network, multilayer Hopfield neural
network with a discrete time delay and diffusion-reaction term, time-
dependent learning, prey-predator system with a discrete time delay and
diffusion-reaction term, numerical solution.

1 Introduction

Partial functional differential equations with a discrete time delay arise in many
biological, chemical, and physical systems which are characterized by both spa-
tial and temporal variables and exhibit various spatio-temporal patterns [13].
The recurrent neural network with a time delay and diffusion term are described
by a special type of such equations. One of the fundamental ideas of the re-
current neural network is its application to the dynamical memory, a desired
attractor embedded into the dynamical system [1],[11]. It is well known that
a neural network can be used to approximate the smooth time-invariant func-
tions and the uniformly time-varying function [3], [9]. Besides, it has been used
for the universal function approximation to solve optimal control problems with
a discrete time delay forward in time to approximate the costate variable [5],
[12]. The costate variables play an important role also in the back-propagation
learning of infinite-dimensional dynamical systems [10], [11] in the case of time-
dependent recurrent learning. Our interest here is in supervised learning of a
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partial functional Hopfield neural network (PFHNN) with a discrete time de-
lay. The supervised learning is to teach the spatio-temporal dynamics to the
PFHNN by applying the back propagation algorithm [8]. In order to learn the
dynamic behaviours of the partial functional differential equations based on [10],
a time-dependent recurrent learning algorithm has been developed. For the neu-
ral network which determines the right hand side of PFHNN, a feed-forward
neural network with one hidden layer for the state variable and one hidden layer
for the delay state, a steepest descent error backpropagation rule, a hyperbolic
tangent sigmoid transfer function and a linear transfer function were used.

This paper is organized as follows. In Section 2 we present a description of
the back-propagation learning of infinite-dimensional dynamical systems and
propose a new algorithm to calculate the gradient of cost function. Section 3
presents a short description of the prey-predator system and numerical results
of the time-dependent recurrent learning using Lagrange multipliers to compute
the gradients of the cost function. Conclusions are presented in Section 4.

2 Partial Functional Hopfield Neural Network Learning
with a Discrete Time Delay

Let us consider supervised learning to teach the discrete time delay dynamic to
the discrete time delay partial functional Hopfield neural network. We utilize the
following form of multilayer continuous Hopfield neural network with a discrete
time delay in the learning of complex nonlinear dynamics:

ẋ(t) = D
∂2x(s, t)

∂s2
+ F (x(s, t), x(s, t − τ),W )

= D
∂2xi(s, t)

∂s2
−Ax(s, t) +W of(Whx(s, t) +Whdx(s, t− τ)), (1)

with Neumann boundary condition ∂xi

∂s (a, t) = ∂xi

∂s (b, t) = 0 and initial con-
ditions xi (s, t) = φi (s, t) ≥ 0, a ≤ s ≤ b, t ∈ 〈−τ, 0〉 , i = 1, . . . , n, where
x = (x1, . . . , xn), F = (F1, . . . , Fn), Anxn, Dnxn are diagonal matrices, W o

nxn is
a weight matrix between the hidden and output layer,Wh

nxn,W
hd
nxn are the weight

matrices between the input and hidden layer and W = (A,Wh,Whd,W o). Func-
tion f is tanh(.) the activation function. t denotes the time, s represents the
spatial location and D is a diagonal matrix of the diffusion coefficients. For the
given continuous initial condition φ(s, t), s ∈ 〈a, b〉, t ∈ 〈−τ, 0〉 there exists a
unique solution x(s, t) satisfying Eq. (1) for s ∈ 〈a, b〉, t ∈ 〈0, T 〉. The aim is to
find the weight parameters W that give rise to a solution x(s, t) approximately
following the teacher signal p(s, t) = (p1(s, t), . . . , pn(s, t)), where p(s, t) is a
solution of the following delay partial functional differential equation:

ṗ(s, t) = D
∂2p(s, t)

∂s2
+G(p(s, t), p(s, t− τ)), (2)
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with Neumann boundary condition ∂pi

∂s (a, t) =
∂pi

∂s (b, t) = 0 and initial conditions
pi (s, t) = φi (s, t) ≥ 0, a ≤ s ≤ b, t ∈ 〈−τ, 0〉 , i = 1, . . . , n. First, the cost
function is defined for the weight parameters W as

E(W ) =

∫ b

a

∫ T

0

1

2

n∑
i=1

(xi(s, t)− pi(s, t))
2dtds. (3)

Then the cost function (3) is minimized by the steepest descent method

wj+1 = wj − α
∂E

∂w
(W j), (4)

where w ∈ W. To compute the gradient of function (3), we use time-dependent
recurrent learning (TDRL) [11]. In the TDRL algorithm, the gradients are com-
puted by using the Lagrange multipliers λ(t) = (λ1(s, t), . . . , λn(s, t)). For a
detailed explanation, see [11]. We can rewrite the cost function E(W ) as

L(W ) =

∫ b

a

∫ T

0

n∑
i=1

[
1

2
((xi(s, t)− pi(s, t))

2 −

λi(s, t)(ẋi(s, t)− di
∂2xi(s, t)

∂s2
− Fi(x(s, t), x(s, t − τ),W ))]dtds.

The partial derivatives with respect to the weight coefficients w ∈ W are calcu-
lated as

∂L

∂w
=

∫ b

a

∫ T

0

n∑
i=1

[(xi(s, t)− pi(s, t))
∂xi(s, t)

∂w
− λi(s, t)

∂ẋi(s, t)

∂w
+

λi(s, t)
Fi(x(s, t), x(s, t − τ),W )

∂w
+

λi(s, t)

n∑
j=1

Fi(x(s, t), x(s, t − τ),W )

∂xj(s, t)

∂xj(s, t)

∂w
+

λi(s, t)

n∑
j=1

Fi(x(s, t), x(s, t − τ),W )

∂xj(s, t− τ)

∂xj(s, t− τ)

∂w
+

λi(s, t)
∂

∂w

(
di
∂2xi(s, t)

∂s2

)
−

λi(s, t)

∂w
(ẋi(s, t)− di

∂2xi(s, t)

∂s2
Fi(x(s, t), x(s, t − τ),W ))]dtds. (5)

If x(s, t) is a solution of Eq. (1) then the final term of Eq. (5) vanishes. Since
∂x(s,t)
∂w = 0 for t ∈ 〈−τ, 0〉 the fourth term of (5) can be written by the transfor-

mation t′ = t− τ as
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∫ b

a

∫ T

0

n∑
i=1

λi(s, t)

n∑
j=1

Fi(x(s, t), x(s, t − τ),W )

∂xj(s, t− τ)

∂xj(s, t− τ)

∂w
dtds =

∫ T

0

∫ T−τ

−τ

n∑
i=1

λi(s, t+ τ)
n∑

j=1

Fi(x(s, t+ τ), x(s, t),W )

∂xj(s, t)

∂xj(s, t)

∂w
dtds =

∫ T

0

∫ T

0

n∑
i=1

λi(s, t+ τ)
n∑

j=1

Fi(x(s, t+ τ), x(s, t),W )

∂xj(s, t)

∂xj(s, t)

∂w
χ〈0,T−τ〉dtds.

Using intergation by parts with the Neumann boundary condition ∂λi(a, t)/∂s =
∂λi(b, t)/∂s = 0 we get∫ b

a

λi(s, t)
∂

∂w

(
di
∂2xi(s, t)

∂s2

)
ds =

∫ b

a

di
∂2λi(s, t)

∂s2
∂xi(s, t)

∂w
ds.

The derivatives ∂L
∂w become

∂L

∂w
=

∫ b

a

∫ T

0

n∑
i=1

[(xi(s, t)− pi(s, t))
∂xi(s, t)

∂w
− λi(s, t)

∂ẋi(s, t)

∂w
+

λi(s, t)
Fi(x(s, t), x(s, t − τ),W )

∂w
+ di

∂2λi(s, t)

∂s2
∂xi(s, t)

∂w
+

λi(s, t)
n∑

j=1

Fi(x(s, t), x(s, t − τ),W )

∂xj(s, t)

∂xj(s, t)

∂w
+ (6)

λi(s, t+ τ)
n∑

j=1

Fi(x(s, t+ τ), x(s, t),W )

∂xj(s, t)

∂xj(s, t)

∂w
χ〈0,T−τ〉]dtds.

The Lagrangemultipliers are solutions of the following partial functional differen-
tial equations with the Neumann boundary condition ∂λi(a, t)/∂s = ∂λi(b, t)/∂s
= 0 and terminal condition λ(s, T ) = 0.

− λ̇i(s, t) = di
∂2λi(s, t)

∂s2
+

n∑

j=1

λj(t)
Fj(x(s, t), x(s, t− τ ),W )

∂xi(s, t)
+ (7)

n∑

j=1

λj(s, t+ τ )
Fj(x(s, t+ τ ), x(s, t),W )

∂xi(s, t)
χ〈0,T−τ〉 + (xi(s, t)− pi(s, t)).

Since the Lagrange multipliers λ(s, t) satisfy Eq. (7) with Neumann boundary
condition ∂λi(a, t)/∂s = ∂λi(b, t)/∂s = 0 and terminal condition λ(s, T ) = 0,

and ∂x(s,t)
∂w = 0 for t ∈ 〈−τ, 0〉 all the terms of Eq. (6) but the third vanish. The

partial derivatives ∂J
∂w can be calculated by the following form:

∂L

∂w
=

∫ b

a

∫ T

0

n∑
i=1

λi(s, t)
Fi(x(s, t), x(s, t − τ),W )

∂w
dtds. (8)
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Algorithm 1. Time dependent recurrent learning algorithm to determine
the weight matrix of a time delay continuous Hopfield neural network

Input: Choose T, τ, p(s, t) - teacher signal, maxit, εE , - stopping tolerance,
φ(s, t), t ∈ 〈−τ, 0〉, s ∈ 〈a, b〉, - initial condition.

Output: Weight matrix W = (A,W o,W h,W dh);
1 Set the initial weight W = (A,W o,W h,W dh), i = 0

while errE ≥ εE and i ≤ maxit do
2 Compute solution x(s, t) of Eq. (1) on the interval 〈0, T 〉 with initial

condition φ(s, t), t ∈ 〈−τ, 0〉, s ∈ 〈a, b〉
3 Compute solution λ(s, t) of Eq. (7) on the interval 〈T, 0〉 with terminal

condition λ(s, T ) = 0
4 Compute E(W ) by Eq. (2)

5 Compute ∂L
∂W

=
∫ b

a

∫ T

0

∑n
i=1 λi(s, t)

Fi(x(s,t),x(s,t−τ),W )
∂W

dtds by Eq. (8)

6 Compute α∗ = min g(α) = E
(
W i − α ∂J(W i)

∂W

)

7 Set W i+1 = W i − α∗ ∂L(W i)
∂W

8 Compute E(W i+1) by Eq. (2)

9 Set errE = abs(E(W i+1 − E(W i))

10 return Wi+1 = (Ai+1,W o,i+1,W h,i+1,W dh,i+1)

We can state the following algorithm for time dependent recurrent learning. To
find the minimizer weight matrix W using the Algorithm 1 we can also use
the Fletcher-Reeves, DFP and BFGS methods [7]. For the PFHNN Eq. (1) the
gradients are calculated as:

∂L

∂aii
=

∫ b

a

∫ T

0

xi(s, t)λi(s, t)dtds,
∂L

∂wo
ij

=

∫ b

a

∫ T

0

λi(s, t)fj(s, t)dtds

∂L

∂wh
ij

=

∫ b

a

∫ T

0

n∑
k=1

λk(s, t)w
o
kif

′
i(s, t)xj(s, t)dtds,

∂L

∂whd
ij

=

∫ b

a

∫ T

0

n∑
k=1

λk(s, t)w
o
kif

′
i(s, t)xj(s, t− τ)dtds,

where fj(s, t) = tanh
(∑n

k=1(w
h
jkxk(s, t) + whd

jk xk(s, t− τ))
)
.

The derivatives ∂L/∂ω are computed by the discretization of the diffusion
term by finite dimensional approximation [6]. The resulting semidiscrete ap-
proximation of (1) amounts to an N ×N system of delay differential equations.
The delay differential equations are integrated by the Euler methods using linear
spline approximation described in [2].

3 Discrete Time Delay Prey-Predator Ecological Model

This section presents experimental studies of applying the time-dependent learn-
ing algorithm developed in Section 2. Let us consider the following prey-predator
model [4] with the discrete time delay τ and diffusion term.
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ṗ1(s, t) = d1
∂2p1(s, t)

∂s2
+ rp1(s, t)(1− p1(s, t)/K)− σ1p1(s, t) + σ2p2(s, t),

ṗ2(s, t) = d2
∂2p2(s, t)

∂s2
+ zp2(s, t)(1 − p2(s, t)/L) + σ1p1(s, t)− σ2p2(s, t)−

αp2(s, t)p3(s, t)

a+ p2(s, t)
, (9)

ṗ3(s, t) = d3
∂2p3(s, t)

∂s2
+

βαp2(s, t− τ)p3(s, t− τ)

a+ p2(s, t− τ)
− dp3(s, t)− γp3(s, t)

2,

with Neumann boundary condition

∂pi
∂s

(a, t) =
∂pi
∂s

(b, t) = 0 (10)

and initial conditions

pi (s, t) = φi (s, t) ≥ 0, a ≤ s ≤ b, t ∈ 〈−τ, 0〉 , i = 1, . . . , 3, (11)

where p1, p2 denote the prey populations and p3 is a predator population. The
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Fig. 1. Numerical solution of the prey-predator model described by Eq. (9) (right part)
and numerical solution of the PFHNN Eq. (1) (left part) for τ = 3.7, with teacher
initial condition φ1(s, t) = 7(1 + cos(2πs)), φ2(s, t) = 3(1 + cos(2πs)), φ3(s, t) =
2(1 + cos(2πs)), for t ∈ 〈−τ, 0〉.

equilibria of the model were determined and the behavior of the system was
investigated around the equilibria in [4]. Jana et al. [4] obtain that the time
delay can cause a stable equilibrium to become unstable and even a simple Hopf
bifurcation occurs when the time delay passes through its critical value. The
prey-predator model (9) was numerically analyzed in [4] for the given set of
parameters (r = 0.9, K = 9, σ1 = 0.2, σ2 = 0.15, z = 0.8, L = 14, α =
2.5, a = 1.2, β = 0.32, d = 0.3, γ = 0.1 It was obtained that the solution
of Eq. (9) for τ = 0.5 converges to an equilibrium point for τ = 3.7 Eq. (9)
has periodic solution [4]. We can use the periodic solution p(s, t) of Eq. (9) for
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τ = 3.7 as teacher signals to verify Alg. 1. After 1896-iterative learning the
following network weight matrix was obtained for τ = 3.7:

W
(τ=3.7)

=
(
A,W

o
,W

h
,W

hd
)

=

⎛
⎝ 0.124 0 0 0.6976 0.3013 0.1362 0.0587 0.0203 0.0128 0.4667 -0.0324 0.1636

0 0.0728 0 -1.2416 1.7255 1.4959 -0.1268 0.2905 0.0064 0.5857 -0.8518 -0.2421
0 0 0.1591 0.3649 -0.1866 1.0633 0.0386 -0.0933 -0.1187 0.0794 0.0771 -0.3198

⎞
⎠ .
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Fig. 2. Numerical solution of the prey-predator model described by Eq. (9) (right
part) and numerical solution of the PFHNN Eq. (1) (left part) for τ = 0.5, with the
initial condition φ1(s, t) = 7(1 + cos(2πs)), φ2(s, t) = 3(1 + cos(2πs)), φ3(s, t) =
2(1 + cos(2πs)), for t ∈ 〈−τ, 0〉 and weight matrix W (τ=3.7).

The numerical solutions are shown in Figs. 1, 2. The PFRNN achieved qual-
itatively similar dynamics in the original predator-prey model. For the τ = 0.5
solutions of Eq. (1) and Eq. (9) converge to the equilibrium point. If τ = 3.7
then we obtain periodic solutions for both systems. It follows from Figs. 1, 2 that
the proposed discrete time delay continuous Hopfield neural network is able to
approximate the discrete time delay partial functional differential equations.

4 Conclusion

The purpose of the paper is to develop an efficient time-dependent recurrent
learning algorithm to determine the weight matrix of the discrete time delay
partial functional Hopfield neural network. A signal generated from the simple
predator-prey model is used as a learning example. Depending on the discrete
time delay τ , the Hopf bifurcation incurred into the system for a given set of
parameters of the model. The MATLAB simulations show that the proposed
time-dependent learning algorithm is able to determine the weight matrix W
and the partial functional Hopfiel neural network gives a good approximation of
the predator-prey model.

Acknowledgment. The present paper was made possible thanks to the scien-
tific project VEGA 1/0699/12.
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Abstract. In the presented investigation a recently proposed approach for mul-
tidimensional data clustering was applied to create a 3D “sound picture” of the 
data collected by a microphone array antenna. For this purpose records of 
acoustic pressure at each point (a microphone in the array) collected for a given 
period of time were used. Features for classification are extracted using over-
lapping receptive fields based on the model of direction selective cells in the 
middle temporal (MT) cortex. Next the clustering procedure using Echo state 
network and subtractive clustering algorithm is applied to separate these recep-
tive fields into proper number of classes. Obtained for each time step two di-
mensional “sound pictures” were combined to create a 3D representation of  
dynamic changes in the sound pressure. We compare our results with the sono-
grams created by the original software of the producer of microphone array.  
Although our approach did not account for the distance to the noise source, it 
allows consideration of dynamically changing sounds. 

Keywords: acoustic pressure, Echo state networks, subtractive clustering, re-
ceptive field, direction selective cells. 

1 Introduction 

Localization of sound sources is a task with numerous applications varying from mili-
tary locators, seismic surveys, medical and machine diagnostic systems etc. For dif-
ferent practical applications there were created many specialized equipments and 
corresponding mathematical methods for signal processing aimed at accurate noise 
source localization. An example of such device is acoustic camera that consists of 
several microphones operating in tandem. 

There are developed two basic approaches for processing of acoustic pressure 
measured by the microphone arrays: acoustic holography and beam forming. The first 
one reconstructs sound fields near to the camera and has established two realizations: 
near-field acoustic holography (NAH) [16] and statistically optimal near-field acous-
tic holography (SONAH) [4]. There are several strong requirements that cumber 
NAH implementation and limit its application to small sound sources at low frequen-
cies. That is why SONAH was developed to alleviate some of these requirements. The 
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other basic approach – beam forming (BF) – was created for localization of medium 
and long distance sound sources. In both cases the core of the task to be solved is to 
divide the area observed by the acoustic camera into sub-areas in dependence on mul-
tidimensional measurement data. Hence we decided to apply a clustering approach to 
solve it. 

In spite of numerous developments, clustering of multidimensional data sets is still 
a challenging task [6]. There are numerous approaches for solving it including intelli-
gent techniques based on fuzzy logic and neural networks. In [8, 11] we proposed a 
new multidimensional data clustering approach that combines model of direction 
selective cells in the middle temporal (MT) cortex and recurrent neural networks for 
features extraction and fuzzy subtractive clustering for blind separation of data into 
clusters. Variations of the algorithm were successfully applied by now to different 
static and dynamic data sets: landscape classification using multi-spectral satellite 
image of a mountain region in Bulgaria [9, 10], clustering of dynamic data taken from 
an experiment that tests visual discrimination of complex dot motions [11] and classi-
fication of accumulated acoustic pressure measured by a microphone array [12].  

By far the algorithm was used to create 2D picture of clusters of multidimensional 
data sets. The present investigation extends application of the algorithm to 3D visuali-
zation including time course of data as third dimension. The suggested approach is 
simplified one – it uses sound intensity only and doesn’t account for the distance to 
the sound source. However it will allow detecting not only of static but also of mov-
ing sound sources – function that is not included in the original software version sup-
plied by Brüel & Kjær. The obtained results were compared with the 2D sonograms 
created by original software. Our future intention is to incorporate it in the system we 
have and to extend it with ability to detect moving sound sources.  

The paper is organized as follows: in next section we describe the experimental 
set-up, the equipment (acoustic antenna) and data collection procedure; section 3 
gives short description of our algorithm with accent to its extension to 3D dynamic 
task; in section 4 results of dynamic data clustering and 3D visualization are presented 
and discussed in comparison with the sonograms created by the original software of 
Brüel&Kjær; the paper finishes with conclusions and directions for future work. 

2 Experiment Set-up 

2.1 Brüel and Kjær Microphone Array 

Multidimensional data for testing of our approach was collected using the system 
from Brüel & Kjær for sound analysis shown on Figure 1 (a). It consists of 18 micro-
phones array placed randomly in a wheel grid called antenna. At the center of antenna 
is mounted camera. All microphones are connected to a front-end panel. Both camera 
and front-end are connected to a computer (via USB and LAN cables corresponding-
ly) with software for sensor information processing. The system measures acoustic 
pressure and visualizes “sound picture” of the observed by camera area as it is shown 
on Figure 1 (b).  
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(a)                                                                            (b) 

Fig. 1. Brüel & Kjær system for sound analysis (a) and created by it “sound picture” (b) 

2.2 Raw Data Collection 

Our multidimensional data set consists of raw measurement data from all 18 micro-
phones in antenna array. A piezo beeper WB 3509 (standard Brüel & Kjær equipment 
– the red box in the right low corner on the picture on Figure 1 (b)) with frequency of 
2.43 kHz was used as sound source. After switching on the beeper the system collects 
acoustic pressure in Pa for 15.9ms – period of time predetermined by the system 
software – from all 18 microphones. The measurements were taken with time step 

1.53*10-5 s. The collected data are periodic signals with variable amplitude and con-
stant frequency of the noise source (the beeper). The input signal amplitude is differ-
ent for each microphone due to attenuation of different beeper – microphone path 
loss. 

3 Clusterization Algorithm 

3.1 Initial Feature Extraction Procedure 

In [11], following the model of human visual perception from [1, 2], we used the 
receptive fields of MST neurons to pre-process time series of our dot motion data. 
This model has been widely used to examine the emergence of complex motion pat-
tern properties [1, 2]. The receptive fields are direction selective cells in middle 
temporal (MT) cortex described by the following equation [1]: 

 ( )
( )( )


= 














 −−
=
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tksi
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tilf
1 22

2
exp

1

σ

μ
 (1) 

Here fil(t) is the response of i-th MT unit to k-th input stimuli sk(t) for the l-th re-

ceptive field (area of stimuli collection) at time t; μi is center and σ is variance of 

Gaussian curve defining each filter response; N is number of inputs, i.e. stimuli  
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received in the l-th field. In present work we divide the area of stimuli (in considered 
example these are microphone sensors readings) into several overlapping regions, 
each containing at least one stimulus (sensor) input. In [12] we accumulate receptive 
fields’ outputs at each area and average them over all time period of measurements 
thus accounting for accumulated acoustic pressure. In present work we use receptive 
fields’ outputs for a given moment in the time in order to account for time changes in 
the sound picture. 

Division of observed by acoustic camera area into 16 overlapping square regions is 
shown on Figure 2 (each region is surrounded by a dashed line square with rounded 
edges). The small red dots with numbers represent corresponding microphone posi-
tion and the big red dot in the center marks camera position. Each region contains at 
least one microphone (e.g. microphone 5 is the only one in upper right region). Max-
imal number of microphones in region is four and it is situated at the center of anten-
na (e.g. region containing microphones 1, 3, 8 and 7). 
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Fig. 2. Regions positions at the antenna area 

Next, in order to design our receptive filed units, we divide the dynamic range of 
raw data (that is from -0.4 to 0.4 Pa) into 11 intervals. For each interval we define a 
filter with center μi at the center of interval and variance σ equal to one third of inter-

val size. Thus our receptive fields overlap covering intervals from -3σ to +3σ around 
their centers. 

Equation (1) describes obtained at this first step feature vectors of area number l 
where i=1÷n

f
  and n

f 
=11 is number of filters in our experiment. Thus the obtained for 

the period of time from 0 to t
f
  data set of features is: 
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 ( )
161,111,1 ÷=÷=÷= litt f

tilf  (2) 

These features are inputs to the recurrent neural network used in the second step of 
feature extraction procedure.  

3.2 Final Feature Extraction 

At this step we exploit the equilibrium states of neurons of a special kind of recurrent 
neural network – Echo state network (ESN) [5, 13] – as final features extracted from 
multidimensional data. The basic idea was proposed for the first time in [8]. Here 
we’ll describe it briefly. 

The structure of ESN is presented on Figure 3 bellow. It consists of a randomly 
generated dynamic reservoir of interconnected neurons having also feedback from 

their own outputs. The reservoir connections weight matrix is denoted by Wres. All 
reservoir neurons receive as input a vector denoted here by u multiplied by input 

weight matrix denoted by Win. The output of reservoir is a simple sigmoid function 
(usually hyperbolic tangent) that depends on current input as well as on previous state 
of the reservoir neurons. 

r

reservoir

Wres

Win

u

 

Fig. 3. Echo state network (ESN) structure 

Following the proposed in [14, 15] algorithm for initial tuning of reservoir weights 
and conclusions from [7] that achieved equilibrium states of reservoir neurons after 
such tuning reflect the structure of training data set, in [8] emerged the idea that the 
reservoir equilibrium can serve as a feature vector.  

Inputs to our second feature extractor – ESN – are initial features extracted by re-
ceptive fields, i.e. for l-th area of stimuli collection: 

 ( ) [ ] 161,11121 )()()( ÷=÷== lttlll f
tftftftlu   (3) 

Final features used for data clustering are equilibrium states re of trained ESN neu-

rons that are calculated by presenting each vector as constant input to the ESN until 
all neurons outputs settle down, i.e.: 
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 ( ) ( ) ( ) ( ) ( )( )btuWadiagtrWadiagtelr l
in

el
res ++= tanh  (4) 

Here a and b are additional vectors of parameters used to tune the reservoir according 
to [13, 14]. 

3.3 Overall Clustering Procedure 

Measurement data (stimuli) are collected for given period of time from all sensors in 
considered area. The clustering algorithm is as follows: 

• The collected data are pre-processed using first step feature extraction procedure 
and data set (2) is generated; 

• A random ESN reservoir is generated and tuned to these data; 
• The trained reservoir equilibriums are determined according to (4); then they are 

scaled within interval [-1, +1]; 
• All possible two dimensional projections between equilibrium states of every two 

different neurons in the reservoir i and j and for each period of time step t are gen-
erated as follows: 

 ( ) ( ) ( )[ ]
161, ÷== l

j
el

i
elij trtrtP  (5) 

• Subtractive clustering procedure [17] is applied to all projections (5) in order to 
determine number and centers of data clusters. This procedure was chosen since it 
is reported as one of the best options in the case of unknown number of clusters 
[3]; 

• The projections with highest number of clusters are selected; 

4 Results and Discussion 

It was observed that acoustic pressure data is periodic with period of about 0.412 ms 
or approximately 28 time steps as it is shown on Figure 4. Hence we decided to inves-
tigate time changes of “sound picture” during one period as well as for all the time of 
measurements with 0.412 ms time step. 

At the second step of described above feature extraction algorithm we used ESN 
reservoirs with different sizes: 10, 30 and 50 neurons. In all cases the number of in-
puts of ESN was determined by the number of features, i.e. 11 according to the num-
ber of receptive fields. For each new generation of reservoir number of obtained by 
our algorithm clusters varies but in most cases we have mainly 3 or 4 clusters. 
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Fig. 4. Microphone signals for the first 28 time steps (approximately one period of signal) 

The bigger was number of neurons in ESN reservoir, the bigger is number of poss-
ible two dimensional projections with maximal number of clusters. The number of 
obtained clusters however is smaller in comparison with those obtained in [12] (2D 
clusters case) where we had about 6 clusters. 

We consider each sub-region in antenna area as an area in the picture taken from 
camera that has to be classified. Each cluster is covered by rectangles with different 
color. Figures 5, 6 and 7 present classification results obtained by using ESN reser-
voirs with 10, 30 and 50 neurons respectively. On each figure (a) is “unfolded” 3D 
picture for the first period of measurements and (b) – for all periods of measurements 
with time step equal to period duration (0.412 ms). 

From all figures (a) we can observe “movement” of the sound wave coming from 
the noise source through receptive fields for the first period of time. The last picture 
(beginning of new period) is the same as the first one, i.e. our classification is able to 
reveal periodical characteristics of data. In spite of roughness of our sensing fields, 
the position of the beeper can be exactly estimated without usage of any information 
about free-space path loss formula and propagation delay. 

On figures (b) we observe time changes of “sound picture during all time of mea-
surements. The “unfolded” 3D picture reveals changes in the acoustic pressure ampli-
tude with time. Although all pictures are from the beginning of current period, they 
gradually change from the beginning of the measurements to their end. The change in 
pictures is due to beating frequency of inexact correspondence of sampling frequency 
and beeper frequency. The pictures visualize 2D beating frequency propagation and 
can serve as an instrument for spectral analysis of the input signal. 

Comparison with Figure 1 (b) is to rough but it is clear that in all pictures the area 
with noise source (low right corner) is recognized to be different from the other areas 
in the picture. Having in mind that “sound picture” form original software is accumu-
lative for all time of collecting data and our “sound pictures” are for different time 
steps, the observed differences reveal dynamic nature of the sound signal. 
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(a) 

 

(b) 

Fig. 5. Clusters obtained with 10 neurons (a) for the first period and (b) for all the time with 
step 0.412 ms 
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(a) 

 

(b) 

Fig. 6. Clusters obtained with 30 neurons (a) for the first period and (b) for all the time with 
step 0.412 ms 
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(a) 

 

(b) 

Fig. 7. Clusters obtained with 50 neurons (a) for the first period and (b) for all the time with 
step 0.412 ms 
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5 Conclusions 

The presented in the paper application of currently developed algorithm for multidi-
mensional data clustering and its extension to dynamic data representation in 3D 
showed promising results and pointed out to directions for future developments. 

First of all, testing of our approach on yet another multidimensional data set and 
comparison of the results with a professional signal processing software demonstrated 
that our  approach although not that refined is promising and gives similar results. 

Possible refinement of the results could be obtained via fuzzy visualization of clus-
ters. By the moment although we use fuzzy clustering algorithm, we classify each dot 
on the picture based on only its distance to the cluster centers. However subtractive 
clustering allows us to have also overlapping clusters with fuzzy membership of each 
dot. Hence we can obtain pictures with gradual change of colors that will be much 
closer to that of original software. 

Another interesting way for further improvement is the application of described 
scheme for multisource input signal, localization of each source and spectral identifi-
cation. 
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Abstract. The subject of the presented research is to determine the
complete neural procedure for classifying inaccurate information, as given
in the form of an interval vector. For such a formulated task, a basic func-
tionality Probabilistic Neural Network was extended upon the interval
type of information. As a consequence, a new type of neural network has
been proposed. The presented methodology was positively verified using
random and benchmark data sets. In addition, a comparative analysis of
existing algorithms with similar conditions was made.

Keywords: neural networks, probabilistic neural networks, data analy-
sis, classification, interval data, imprecise information.

1 Introduction

Recently, in many applications, there has been a growth of interest in interval
analysis. The basis of this concept is the assumption that the only possessed
information about the tested quantity x, is the fact that it fulfils the relationship
x ≤ x ≤ x, and, consequently, it may be identified with the interval:

[x, x]. (1)

Interval analysis is a separate area of mathematics which has its own formal
apparatus based on the axiom theory [15]. Formerly, its primary use was to
provide the required accuracy within numerical calculations, as these are often
affected by the control error resulting from rounding [1]. However, as a result of
its continuous development, this area is becoming frequently used in engineering,
econometrics, and other related fields [5]. Its main advantage is the fact that,
by its nature, it is modelling the uncertainty of an examined quantity by using
the simplest possible formula. In many applications, interval analysis has found
to be completely sufficient, and it requires low computation effort (which allows
its employment in very complex tasks). Moreover, this methodology is easy to
identify and interpret, while also having a convenient formalism based on a
mathematical apparatus.

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 206–213, 2014.
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The goal of the research is to reveal the complete neural procedure for clas-
sifying inaccurate information (1) as applied in cases of multi-dimensional data
that are expressed in the form of the interval vector:

[[x1, x1], [x2, x2], . . . [xn, xn]]
T , (2)

where xk � xk for k = 1, 2, ..., n, when the patterns of individual classes are
determined on the basis of unambiguously defined sets of items, that is

xk = xk for k = 1, 2, ..., n. (3)

The concept of classification is based on employing the Probabilistic Neu-
ral Network approach by way of using Bayes theorem, when provided with a
minimum of potential losses resulting from misclassification. For such a task, a
formulated statistical kernel estimator methodology is used. This procedure is
not dependent on arbitrary assumptions about character patterns. Their identi-
fication will be an integral part of the presented algorithm.

2 Kernel Density Estimator

The Statistical Kernel Density Estimators (KDE) belong to the set of non-
parametric methods. They allow the designation and illustration of the char-
acteristics of random variable distribution, without possessing the information
on the membership of a particular class.

Consider a n-dimensional random variable whose distribution has density
function f . Its kernel estimator f̂ is determined on the basis of the m-element
random sample:

x1, x2, . . . , xm (4)

and is defined by the formula:

f̂(x) =
1

mhn

m∑
i=1

K

(
x− xi

h

)
. (5)

The positive coefficient h is called ’smoothing parameter’. A measurable function
K, symmetric with respect to zero at this point, having weak local maximum and
satisfying the condition K(x):R → [0,∞), is referred as a ’kernel’. The form of
the kernel K practically does not affect the statistical quality of the estimation.
In this work, we will use the one-dimensional Cauchy kernel

K(x) = 2/π(x2 + 1)2. (6)

In the case of multivariate situation, this will be generalized using the concept
of a kernel product.

More detailed information about the practical issues of employing KDE meth-
ods, as well as usage examples, can be found in cited references [11] and [19].
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3 Neural Network for Interval Imprecise Information

The Probabilistic Neural Network (PNN), which is very often considered as
being a neural realization of a set of KDE, is a special type of a Radial Neural
Network. It is used mainly for regression [16], prediction [18], classification [14]
[3] and identification [2] tasks, but also for non-linear time series analysis.

In this part of this paper, the generalization of PNN as used in processing in-
terval information, will be introduced. This neural structure is based on Specht’s
Probabilistic Network [17], but it has a several new elements which enable us to
classify interval information. Figure 1 reveals the topological scheme of a gener-
alized probabilistic neural network. This structure, in this paper, is treated as a
network implementation of the interval information classifier.

Fig. 1. The structure of a PNN extended for processing imprecise information

In this created network, there are four layers. The first is the input layer, with
size equal m, wherein the inputs correspond to the dimensions of the interval
element (3) under classification. The next layer is a subset of neurons represent-
ing the successive patterns of classes. Each of these consists of an appropriate
number of neurons whose function is to bring about the operation of integration
(9). The third layer provides a summation of neuronal signals within a pattern
class, as well as a multiplication of the result value by group cardinality (8). The
final single neuron, located in the output layer, determines the highest values
obtained from the pattern layer and fixes the final result of this classification
task.

In a situation wherein information is given by the interval [x, x], the tested
element, based on Bayes Theorem, belongs to the class for which the value:

m1

x− x

∫ x

x

f̂1(x) dx,
m2

x− x

∫ x

x

f̂2(x) dx, . . . ,
mJ

x− x

∫ x

x

f̂J(x) dx (7)

is the largest. This is a natural extension of Bayes’ theorem into interval in-
formation type. In the above formula, the positive constants 1/(x − x), can be
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omitted as these are negligible for the optimization problem under consideration.
Therefore finally, it can be presented in the following form:

m1

∫ x

x

f̂1(x) dx, m2

∫ x

x

f̂2(x) dx, . . . , mJ

∫ x

x

f̂J(x) dx (8)

Moreover, for every f̂1, f̂2, . . . , f̂J one can note:∫ x

x

f̂(x) dx = F̂ (x)− F̂ (x), (9)

where F̂ means the primitive of the function f̂ . For the Cauchy Kernel (6) used
here, the following analytical formula can be obtained:

F̂ (x) =
1

m

m∑
i=1

[
(x2 − 2xxi + x2

i + h2) arctan(x−xi

h ) + h(x− xi)

x2 − 2xxi + x2
i + h2

+
π

2

]
(10)

(note that the constant π/2 could be again omitted for equal cardinality of
pattern sets). In the multidimensional case, when information is represented by
the interval vector (3), this can be easily extended by using the concept of a
product kernel [9,13] .

4 Numerical Verification

The correctness of the presented method was verified through was conducted by
the way of numerical simulation. Due to the specific conditioning of the presented
method, this type of data was not found in public repositories. The following
are the results for data obtained using the random number generator with nor-
mal distribution. This was done using a given vector of expected value and a
covariance matrix. This, in turn, was derived from the implemented multivariate
normal distribution generator based on the concept of Box-Muller [4].

The quality assessment methods presented here were obtained by generating
a set of random numbers of the assumed distribution, and provide an analysis of
the correctness of the results of the classification procedures used for data that
was either of an interval type, or (for comparison) of an unambiguous type. In
order to ensure the reproducibility of the results, for each of the pseudo-random
sets, the seed value that defines it was strictly determined.

After obtaining the sequences of pseudo-random patterns representing the
different classes, test data consisting of classified items was generated. These
included those of an interval type, and occasionally those that were of an un-
ambiguous type, for comparative purposes. Each class corresponded to a set of
a size of 1,000 items.

4.1 Basic Synthetic Data

This section will firstly put forward the basic form of the research conducted for
the classification method developed herein that is build upon the information in-
terval and upon uniform given patterns. In the case of a one-dimensional (n = 1)
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pattern the first class was obtained by using a pseudo-random number generator
with a normal distribution N(0, 1) and the other as N(2, 1). The results of this
example are presented in Table 1.

The classified elements were obtained through generation by one of the afore-
mentioned generators with normal distribution of the first pseudo-random num-
ber, as well as the second taken from a generator with uniform distribution. This
defines the location of the first as within an interval of an arbitrarily assumed
length. Moreover, this represents information of interval type when there are no
circumstances for the considered imprecision, although its size is known. Such
an interpretation seems to be the most appropriate for the majority of practi-
cal interval analysis applications. The tables below show the results with the
following size of patterns: 10, 20, 50, 100, 200, 500 and 1000. In the mentioned
tables, each cell contains the results obtained from 100 tests, giving an average
classification error that is defined on the basis of these 100 random samples.

Table 1. Average classification error for the basic concept of Neural Classification

interval length 0.00 0.1 0.25 0.5 1.00 2.00 5.00
no. of elements

10 0.1713 0.1720 0.1720 0.1723 0.1729 0.1761 0.1944
20 0.1655 0.1669 0.1669 0.1672 0.1680 0.1713 0.1888
50 0.1602 0.1605 0.1606 0.1609 0.1617 0.1652 0.1848
100 0.1596 0.1601 0.1602 0.1604 0.1615 0.1650 0.1827
200 0.1596 0.1602 0.1604 0.1609 0.1618 0.1650 0.1840
500 0.1591 0.1595 0.1596 0.1602 0.1613 0.1647 0.1844
1000 0.1579 0.1584 0.1588 0.1591 0.1603 0.1637 0.1833

4.2 Iris Benchmark Data

In the following studies, a real data set was employed. This is derived from a
well-known repository located at the Center for Machine Learning and Intelligent
Systems at the University of California, Irvine. The pattern set and the reference
sample testing are not distinguished. For this reason, in the study, data elements
were randomly divided into subsets of elements which include both reference
patterns and test samples. The results shown in Table 2 are the average of 1000
tests made into random divisions. The intervals were generated in the same
manner as in previous studies.

The results that are displayed, underline the many positive features of em-
ploying the classification methods mentioned in this paper. The first is small in
practice, and, while sensitivity is often mentioned as being the curse of dimen-
sionality, yet, herein, the classification of a four-dimensional feature vector has
been satisfactorily performed on the basis of patterns containing about 25 items.
Additional confirmation of the effectiveness of the method proposed within this
paper was obtained by comparison with the results presented in [7] for the un-
ambiguous data. In the aforementioned article, a classification error of no less
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Table 2. The results of the numerical verification for the Iris data

interval length 0.00×0.00 0.10×0.10 0.25×0.25 0.50×0.50 1.00×1.00 2.00×2.00

mean error 0.041 0.045 0.047 0.048 0.049 0.066

than 4.5 % was obtained. A similar result was obtained in this study for the
unambiguous data (cf. second column of the Table 2). Despite reducing the ac-
curacy of the classified information by processing it into inaccurate information,
the results had not deteriorated to the length of the interval of 1.0 - which is
worth especially underlining.

4.3 Comparison with Similar Algorithms Used for Classification

The purpose of the following research is to compare the quality of classification
of inaccurate information with other works available in the literature which are
suitable for adoption.

The first one is based on a method very broadly used today due to its certain
advantages, that of support vectors machines; while the other is employed for
comparing the number of elements of each pattern contained in the investigated
interval.

The results were obtained using the technique of supporting vectors, according
to the algorithm presented in the work [20]. As a result of this procedure, three
types of decisions are generated: assignment of an interval element to the first
or to the second class, or the lack thereof. The study considered the amount of
misclassification, lack of decision, and, in addition, the total error which is the
sum of bad decisions and those of the elements for which there is no decision.
Information found inside the latter was classified by drawing lots in relations
proportional to the number of patterns. Upon comparing the results in the base
case, it is clear that the results obtained using the method of support vectors
are worse by 5% to up to 50%.

The second, relatively simple method of classifying interval type information
is the procedure for patterns counting. This consists of reckoning how many
elements of the learning sample are contained in the interval which is under
consideration. In each case study of this algorithm, the obtained results were
distinguished to be within four situations: the amount of misclassification is
equal to the cardinality of elements drawn from both patterns belonging to the
tested element of the interval; that the interval elements do not contain any
element that is referenced; that further total error is the sum of wrong decisions;
and that the consequential errors draw a ratio of 0.5 and 0.5 for those cases
where the number of elements of both patterns were the same.

The effects obtained from the use of the concept of counting, revealed them-
selves to be absolutely worse than those obtained using the method developed in
this article. However, current methods for classifying interval data are not limited
to those presented this subsection. There is also a very interesting algorithm with
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similar conditions described in [6]. A comparison of the proposed neural algorithm
with the cited method will be the subject of further research.

5 Conclusions

In conclusion, the results presented in the previous section, through numeric
verification, confirm the correctness of the developed herein neural classification
method of the interval type for dealing with contained inaccurate information.
The results were compared with those obtained when the element was classified
as being uniquely defined, as well as with those gained through utilizing other
algorithms commonly employed for classifying interval data. In all the studies,
enlarging the cardinality patterns resulted in a decrease of the average value
of the error classification. This, in practice, allows the gradual improvement of
the quality of the classification as new data is acquired. Furthermore, with the
increasing length of the interval, classification errors were seen to increase to a
certain limit that is justified by the data structure.

These conclusions are worth emphasizing from the application point of view.
This is because they indicate that it is possible to increase the quality of classifi-
cation by way of enlarging the available information through placing this in the
form of numerous patterns, and by accurately classifying the interval element.
In practical matters, therefore, it becomes necessary to establish a compromise
between the amount of available data and the quality of the results. In situa-
tions in which there are very large representations of classes, the neural networks
size rapidly increases. For this reason, we recommend using a method of reduc-
ing the sample size. With respect to employing a generalized PNN on interval
information, particularly advantageous results are gained through enlisting the
reduction method described in [10].

What is more, if there are no previously distinguished classes before the learn-
ing process is undertaken, the data set should be divided into smaller groups by
the way of utilising a clustering method. If the number of classes is known, the
application of the simple k-means method is recommended. Otherwise, the al-
gorithm that is required should determine the optimal number of groups during
the process of clustering. An example of a procedure satisfying the above task
is an algorithm based on the Kernel Estimators Methodology [8,12].

The issue of information classification on the basis of interval data can be
illustratively interpreted when unambiguous examples of the patterns contain
specific, precisely measured data, while the compartments represent limitations
within the plans or estimates, or when it is difficult to perform the measurements.
In particular, this neural method can be used for generating a classification where
a set of unambiguous data is treated as being specific information from the past
(for example, temperature or exchange rates), while the classification element
represents the inaccuracies forecast as being naturally limiting.
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Abstract. Formal Concept Analysis Research Toolbox (FCART) is an inte-
grated environment for knowledge and data engineers with a set of research 
tools based on Formal Concept Analysis. FCART allows a user to load struc-
tured and unstructured data (including texts with various metadata) from hete-
rogeneous data sources into local data storage, compose scaling queries for data 
snapshots, and then research classical and some innovative FCA artifacts in 
analytic sessions. 

Keywords: Data Analysis, Formal Concept Analysis, Knowledge Extraction, 
Text Mining, Software.  

1 Introduction 

Formal Concept Analysis [1] is a mature group of mathematical models and good 
foundation for methods of intelligent system construction. In previous articles [2] we 
described the stages of development of a software system for information retrieval 
and knowledge discovery from various data sources (textual data, structured databas-
es, etc.). Formal Concept Analysis Research Toolbox (FCART) was designed espe-
cially for the analysis of unstructured (textual) data. The core of the system supports 
knowledge discovery techniques, including those based on Formal Concept Analysis 
[1], clustering [2], multimodal clustering [2, 3], pattern structures [4, 5] and others. 
FCART was already successfully applied to analyzing data in medicine, criminalis-
tics, and trend detection. 

There are many FCA-based tools. The most well-known open source projects are 
ConExp [6], Conexp-clj [7], Galicia [8], Tockit [9], ToscanaJ [10], FCAStone [11], 
Lattice Miner [12], OpenFCA [13], Coron [14], Cubist [15]. These tools have many 
advantages. However, they suffer from the lack of the abilities to communicate with 
various data sources and poor data preprocessing. It prevents researchers from using 
these programs for analyzing complex big data without additional third party tools. 

In this article, we describe distributed architecture of FCART, data access tools and 
analyst session (for data and knowledge accumulation with experiment reproducibili-
ty). The main goal of the current release is to develop architecture, which can work 
with really big datasets. We have tested external data access and querying on Amazon 
movie review dataset [16] and other collections of CSV, SQL, XML and JSON data 
with unstructured text fields. 
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2 Methodology and Technology 

The DOD-DMS is a universal and extensible software platform intended for building 
data mining and knowledge discovery tools for various application fields. The crea-
tion of this platform was inspired by the CORDIET methodology (abbreviation of 
Concept Relation Discovery and Innovation Enabling Technology) [17] developed by 
J. Poelmans at K.U. Leuven and P. Elzinga at the Amsterdam-Amstelland police. The 
methodology allows one to obtain new knowledge from data in an iterative ontology-
driven process. The software is based on modern methods and algorithms of data 
analysis, technologies for processing big data collections, data visualization, report-
ing, and interactive processing techniques. It implements several basic principles: 

1. Iterative process of data analysis using ontology-driven queries and interactive arti-
facts (such as concept lattice, clusters, etc.).  

2. Separation of processes of data querying (from various data sources), data prepro-
cessing (of locally saved immutable snapshots), data analysis (in interactive visua-
lizers of immutable analytic artifacts), and results presentation (in report editor). 

3. Extendibility on three levels: customizing settings of data access components, 
query builders, solvers and visualizers; writing scripts (macros); developing com-
ponents (add-ins). 

4. Explicit definition of analytic artifacts and their types. It allows one to check the 
integrity of session data and provides links between artifacts for end-user. 

5. Realization of integrated performance estimation tools. 
6. Integrated documentation of software tools and methods of data analysis. 

FCART uses all these principles, but does not have an ontology editor and does not 
support the full C-K cycle. Current version of FCART consists of the following com-
ponents.  

─ Core component includes 
• multiple-document user interface of research environment with session manager 

and extensions manager, 
• snapshot profiles editor (SHPE),  
• snapshot query editor (SHQE),  
• query rules database (RDB),  
• session database (SDB),  
• main part of report builder. 

─ Local Data Storage (LDS) for preprocessed data.  
─ Internal solvers and visualizers. 
─ Additional plugins, scripts and report templates. 

We use Microsoft and Embarcadero programming environments and different pro-
gramming languages (C++, C#, Delphi, Python and other). Native executable (the 
core of the system) is compatible with Microsoft Windows 2000 and later and has not 
any additional dependences. Scripting is an important feature of FCART: generating 
and transforming artifacts, drawing, and building reports can be done by scripts. For 
scripting we use Delphi Web Script and Python languages. 
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From the analyst point of view, basic FCA workflow in FCART has four stages 
(see Fig. 1). On each stage, a user has the ability to import/export every artifact or add 
it to report. 

1. Filling Local Data Storage (LDS) of FCART from various external SQL, XML or 
JSON-like data sources (querying external source described by External Data 
Query Description - EDQD). EDQD can be produced by some External Data 
Browser. 

2. Loading a data snapshot from local storage into current analytic session (snapshot 
described by Snapshot Profile). Data snapshot is a data table with annotated  
structured and text attributes, loaded in the system by accessing LDS. 

3. Transforming the snapshot to a binary context (transformation described by  
Scaling Query). 

4. Building and visualizing formal concept lattice and other artifacts based on the  
binary context in a scope of analytic session. 

 

Fig. 1. Main data workflow in FCART 
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3 Working with Analytical Session 

3.1 Analytical Session Structure 

Some of FCA entities appear to be fundamental to information representation. In 
FCART, we use the term “analytic artifact” to denote the definition of abstract inter-
face, describing the entity of the analytic process.  

The basic artifact for FCA-based methods is that of “formal context”, i.e., object-
attribute representation of a subject domain. Most important artifacts also include 
“concept lattice” and “formal concept”. 

Artifact instances can be linked by “origination” relationship. For example, we can 
generate the concept lattice from the formal context. In this case, the formal concept 
will be an "origin artifact" or simply “origin” for the lattice. Another example is lat-
tice and “association rules”: the lattice is the origin of the rules. Any artifact instance 
is immutable. It means that an instance cannot be changed after creation, but can be 
visualized in various ways.  

If we have the predefined set of artifacts in most cases we can use the term “arti-
fact” instead of “artifact instance” without ambiguity. Collection of all artifacts in 
current analytic cycle forms so-called analytical session. 

3.2 Solvers, Visualizers, and Reports 

Analyst works with analytic artifacts using solvers, visualizers and reports. 
Solvers. All types of artifacts are generated by solvers. Each solver requires one or 

many artifact instances of preassigned types as input and produces one artifact in-
stance of preassigned type as output (Fig. 2). 

 

Solver Output Artifacts

Parameters
Profile

Input Artifacts

 

Fig. 2. Solver, it’s input and output 

Parameters profile of a solver allow to save/load parameters and automatically 
create dialogs for user input. Each parameter has Id, title, data type, hint, group and 
default value.  

Having predefined types of artifacts and links (assigned by solvers) between im-
mutable artifact instances we can check an integrity of data of particular analytical 
session. Without explicit user action a session cannot lose any artifact instances and 
links, and guarantees integrity of a session. 
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Solver without input artifacts is called Generator. Generator can use 1) predefined 
import format for loading artifact from session or external file, 2) script for automatic 
building artifact from scratch, 3) manual editor for changing artifact by user. 

Visualizers. Artifact visualizer is a special solver that generates user-oriented vis-
ual representation of input artifact (or several artifacts) instance. From a technical 
point of view, visualizer produces interactive or non-interactive window with some 
elements of user interface. Of course, one artifact can have different kinds of visual 
appearance. 

Each artifact type has default visualizer, which invoked by clicking on artifact in 
session. The parameters profile of visualizer defines common visual properties and 
drawing parameters (for example, coordinates of concepts in concept lattice). In inter-
active visualizer, a user has the set of tools for changing the drawing parameters “on 
the fly”. 

Usually, visualizer is the last in a chain of solvers. However, we can get a visual 
representation of each artifact in a session. For example, lattice browser generates a 
diagram of a lattice and allows a user to manipulate the diagram, but this browser 
itself does not generate new artifacts. We need to distinguish generation of new arti-
fact and drawing of existing artifact for various purposes: working in the batch mode, 
increasing efficiency of long chains of solvers, benchmarking, etc. Of course, com-
plex visualizer can help invoking next solvers by simplifying select of some input 
artifacts.  

Fig. 3 illustrates all above concepts as a state of a session of simple FCA workflow 
from manually created binary context to visual representation of formal concept lat-
tice and concepts indices (with default names of all artifacts). 

 

BiCont -> FCL
“Lattice Builder 

(InClose)”

Concept Lattice 
(“Full lattice for 

Cont1”)

No ParamsBinary Context 
(“Cont1”)

?->BiCont
“Manual Context 

Editor”

 

No Params

 

ConcS -> ConcSInds
“Indices by script”

Concepts Indices 
(“CInds(“Ind_DII2_2”) of 
All concepts for Cont1”)

Script: “Ind_DII2_2”

Concepts 
(“All concepts 

for Cont1”)

FCL -> Interactive
“Complex Full 

Lattice Vis”
 

Fig. 3. Session state for simple FCA workflow 
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Reports. Report is a result of research. Every scientific environment must provide 
rich text editor of a report with additional functionality to avoid mistakes while con-
verting and moving multiple results with metadata into an external editor. The main 
feature of the editor is the automatic insertion of fully decorated artifact representa-
tion in the resulting report 

4 External Data Access and Preprocessing in FCART 

4.1 Role of Local Data Storage 

FCART Local Data Storage (LDS) plays important role in effectiveness of whole data 
analysis process because all data from external data storages, session data and inter-
mediate analytic artifacts saves in LDS. All interaction between user and external data 
storages goes through the LDS. There are many data storages, which contain peta-
bytes of collected data. For analyzing such Big Data analyst cannot use any of the 
tools mentioned above. FCART provides different scenarios for working with local 
and external data storages. In the previous release of  FCART analyst can work with 
quite small external data storage because all data from external storage converts into 
JSON files and saves into LDS. In the current release, we have improved strategies of 
working with external data. Now analyst can choose between loading all data from 
external data storage to LDS and accessing external data by chunks using paging me-
chanism. FCART analyst should specify the way of accessing external data at the 
property page of the generator.  

4.2 Abilities of Web-service Interface to LDS 

All interaction between client program and LDS goes through the web-service. Client 
construct http-request to the web-service. The http-request to web service constructed 
from two parts: prefix part and command part. Prefix part contains domain name and 
local path (e.g. http://zeus.hse.ru/lds/). The command part describes what LDS has to 
do and represents some function of web-service API (See Table 1). Using described 
commands FCART client can query data from external data storage to the LDS. 
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Table 1. Main LDS web-service commands 

№ Command Description 

1 db.count get the number of databases 

2 db.names get the names of databases 

3 <dbName>.cnum 
get the number of collections in 
<dbName> 

4 <dbName>.cnames 
get the names of collections in 
<dbName> 

5  <dbName>.<collectionName>.load|{<EDQDText>} load data using EDQD to the collection 

6 <dbName>.<collectionName>.elnum 
get the number of elements in the 
Collection 

7 <dbName>.<collectionName>.elids 
get the field id of elements if they are 
present 

8 <dbName>.<collectionName>.elems get all elements from the collection 

9 <dbName>.<collectionName>.find(<QueryText>) get the elements by query <query text> 

10 <dbName>.<collectionName>.insert|{<JsonText>} insert element to the collection 

11 .<dbName>.<collectionName>.iter|NUMBER: NUMBER 
gets one element or slice from the 
collection 

12 <dbName>.<collectionName>.niter|NUMBER:NUMBER create new iterator 

13 <dbName>.<collectionName>.niter|next get next value from last created niter 

14 <dbName>.<collectionName>.niter|cur return value of niter current position 

5 Conclusion and Future Work 

In this paper we have introduced the version 0.9.3 of FCART client in the form of 
local Windows application and version 0.2 of LDS Web-service. The demo-version of 
FCART client can be downloaded from http://ami.hse.ru/issa/Proj_FCART. 

We have tested the current release with Amazon movie reviews dataset (7.8 mil-
lions of documents). This dataset was loaded to FCART LDS and can be accessed 
from http://zeus2.hse.ru:8443. 

The release of the version 1.0 of FCART is planned for August 2014. It will be a 
useful research environment and prototype for other practical applications. LDS will 
be appended with new universal indexer API. We already test new solvers based on 
concept stability [17] and similarity [18]. Biclustering techniques [2] are being active-
ly tested; we are going to extend our platform to triadic concept analysis and noise-
robust triclustering methods [3]. 
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Abstract. Enabling applications with natural language processing capabilities 
facilitates user interaction, especially in the case of complex applications such 
as a mobile banking. In this paper we introduce the steps required for building 
such a system, starting from the presentation of different alternatives alongside 
their problems and benefits, and ending up with integrating them within our 
implemented system. However, one of the main problems with voice 
recognition models is that they tend to use different approximations and 
thresholds that aren’t completely reliable; therefore, the best solution consists of 
combining multiple approaches. Consequently, we opted to implement two 
different and complementary recognition models, and to detail in the end how 
their integration within the framework’s architecture leads to encouraging 
results. 

Keywords: Voice recognition, Natural Language Processing, Sentence 
similarity, Internet banking application, Discourse analysis. 

1 Introduction 

As the number of mobile devices connected to the Internet increased along with their 
bandwidth capabilities, life tends to become easier as multiple facilities have become 
available: realtime navigation with GPS, applications for ordering taxies, for scheduling 
events, office functionalities (e.g. document viewing and editing, e-mails), etc. Most of 
these applications run on devices with touch screens, so they tend to have simple and 
user-friendly interfaces. But if we look at some applications that require completing 
many fields inside forms, or perform complex actions that require multiple inputs from 
the user, we could harder adapt them to the small screen of a mobile device. 

In this case, the adaptation of complex applications like Internet banking can be 
achieved by extending the touch screen interface of the mobile device with a voice 
recognition interface. Therefore, instead of completing many fields and finding the 
submenu of payments, users can expresses their desires in oral form (e.g., "Go to the 
payments screen." or "Make a payment of 100 EURO to Mother. Confirm."). Also, 
receiving a sound feedback from the application would increase interactivity. 

In this paper we propose a system built to integrate voice recognition models, as to 
obtain better and more accurate results. The final framework contains two different 
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models that are used separately to match a spoken input command to an application 
state and to perform a specific action. After describing the overall architecture and the 
two integrated models, the forth section is focused on experimental results that 
support our approach, while the last section is centered on conclusions and future 
improvements. 

2 State of the Art 

Before applying complex processing models to the input text, basic preprocessing 
such as tokenization, stop words removal, stemming, lemmatization and spelling 
correction [1] needs to be applied. In many cases, due to the lack of sound quality and 
environmental noise, the obtained text transcriptions is not that good; therefore, using 
a proper processing pipeline is essential. This section focuses on presenting the 
methods used to assign actions from the application space to a user's input command. 

Firstly, Pucella and Chong [2] provided an initial framework suitable for assigning 
user commands to an action based application. The main problem with their approach 
is that it turned out to be unfeasible to implement, as it is very hard to assign 
categories to every element from an input phrase, due to the complexity of the 
vocabulary. Nevertheless, the main steps of processing an user command in natural 
language can be generalized and applied to subsequent approaches: 

1. Parsing: use categorical grammars to test whether the user phrase is or not well 
formed; for each atom of the phrase, a category is associated from the lexicon and 
the final parsing structure of the sentence is computed; at this stage, the user 
interface is divided into constants and predicates; 

2. Evaluation: evaluate the command using a Lambda-calculus model capable to 
match the input to a state and an associated action from the application model; 

3. Reporting: Report the result to the application interface, such that the user will 
check in real time whether his command executed successfully or not. 

Secondly, Li, Mclean, Bandar, O'Shea and Crockett [3] proposed a model that 
focuses on sentence similarity using word semantic information and the order in 
which they appear. Unlike Latent Semantic Analysis [4] that extracts semantic 
relations from a large and sparse term-document matrix, their approach concentrates 
on small texts and sentences rather than big documents, which is better suited for the 
problem at hand. More specifically, for every two phrases from the input set, the 
model composes two semantic word vectors alongside the two corresponding word 
order vectors or feature vectors that reflect words occurring in the sentence pair. The 
semantic vector is extended with the general meaning of the whole phrase/corpus and 
the model computes a semantic similarity along with an order similarity, later on to 
combine them as a weighted average in order to obtain a general sentence similarity 
measure. Within our implemented model we opted to experiment different semantic 
similarity functions between two individual words [5]. 
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The model uses the input text received from the client and finds for the current 
screen (sent from the mobile client) the matched action using a predefined list of 
verbs and objects. To find the phrase’s verb, the underlying algorithm comprises of 
the following steps: 

1. Build the phrase’s dependency graph [7]; 
2. Build a recursive function on this graph in order to determine the central verb – 

induced action; 
3. Lemmatize the verb; 
4. Compare the verb to all of the verbs that exist in the current screen (using Wu-

Palmer, Lin and path length [5]); 
5. Iterate through the previous list and try to match using similarity measures the 

objects with any other words that appear in the dependency sub-graph of the 
current phrase's verb; 

6. Retrieve the most probable action and execute if overall reliability is above a pre-
imposed threshold. 

However, it is very hard to define a sufficient number of predefined actions to 
consider all the possible input commands. Another problem arises from the fact that 
the same action can be expressed in more complex ways than a simple verb and 
object: for example "Go back" and "Application, change the page where I was 
before". The solution is therefore to integrate additional voice recognition models and 
facilities. The current recognition system receives simple input commands, which can 
be seen as small sentences, and thus some phrases associated with each command can 
be predefined (later on extended in an automatic manner).  

Our optimization considers extracting the contextual possible sentences for the 
current application screen along with their command ids. For each screen and possible 
command, a large number of instructions can be defined to better describe that 
specific action. When the engine receives a command, it extracts all the possible 
sentences for the current page, it finds the most probable sentence over a predefined 
threshold, and returns its associated action identifier. 

We have presented in the third section two different methods that return an action 
id starting from a given command. Overall, the methods are complementary one to 
another as their main focuses are different (identification of verb and corresponding 
object, respectively pattern matching on given instructions), but they enlarge the 
horizon of searching feasible actions to be performed. Because the verb/object model 
does not return a score, but a true/false response, a boolean response was enforced for 
the second model, as well; the final combination of partial results uses the following 
logic: 

• If the models return the same action id, the specific action it is returned; 
• If only one of the models found an action id, the available action is returned; 
• If the models return two different action ids, the input command is considered 

unclear and the user is requested to repeat the command. 
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By executing the two models in parallel a faster response was obtained, a critical 
criterion in such a system, as the user should receive feedback from the application 
almost immediately. Moreover, the overall accuracy of the system was increased. 

4 Results 

In order to better understand how the current model can be applied to a real life 
situation, we opted to focus on a concrete scenario tightly connected to the 
introduction – a mobile banking application. For example, if a user wants to make a 
small payment, he/she must issue a command like ‘Make a new payment’, followed 
by ‘Amount’ and ‘Select account’; in the end, the user would say ‘Make the payment’ 
in order to complete the transaction. Such a scenario was given to the initial testers of 
the application to notice how many of them would manage to control the application 
using simple voice commands. 

The first tests were made on a small set of people (10 users) with no previous 
knowledge of the predefined actions and screens, that were asked to just open the 
application and follow the scenario. We observed that by using a simple interface 
with suggestive labels, they got used to the voice command interpreter quite easily as 
a natural representation of desired action. Also, users were guided as the interface 
outputted all the possible actions when first entering a screen. All initial testers 
reacted positively to the natural language extension of the application, and moreover 
many of them said that they would use it in their real life when performing other 
concomitant complex actions such as driving their car or riding a bike. Only a few 
users started by inputting complex commands such as ‘Make a payment of 1000 to 
the account RO30XX1234’, that are not supported in the current version, but, after 
seeing that the interface responds to simple commands, they got used to them quickly 
and started to effectively exploit the application. 

Overall, only 3 of the 10 alpha testers managed to fully complete the test scenario. 
This is not a very good result, but the conclusions taken from the experiment will 
certainly help us improve the model. The precision of the system was around 70% for 
the input commands issued by the previous users. Many errors came from speech-to-
text recognition, mostly because of environmental noise and bad pronunciations due 
to a non-native speaker. In conclusion, the positive reactions of the first testers 
approved the future applicability of our model. The key is to clearly define the user 
interface along with its possible actions, and to generate as many expressions as 
possible, task that can be automated as well. 

5 Conclusions and Future Work 

Enabling complex form based applications with natural language processing 
capabilities can increase user interactivity while performing other complex actions 
like driving or bicycling. Our method simplifies the interaction with an application 
with many complex forms, but can be used as well to support people with disabilities 
(mainly visually impaired) to interact with such systems. 
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From a different point of view, the most important aspects to consider when 
developing a framework used directly by users are its responsiveness, accuracy and 
simplicity. The current architecture, the proposed evaluation models and the received 
user feedbacks support the previous evaluation dimensions. Moreover, the 
extensibility towards other languages is limited only by the required integration of 
additional dependency parsing libraries and lexicalized ontologies. 

The next step in extending the system will be to integrate it with a complex 
discourse analysis model such as the cohesion graph implemented in ReaderBench [8, 
9] developed within our research group, and try to add more interactivity to the 
system such that the user will better interact with the mobile device. Moreover, we 
will try to improve the complexity of the input phrases as to include more than one 
simple command. 
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Abstract. The implementation of effective Semantic Web Services (SWS) plat-
forms allowing the composition and, in general, the orchestration of services
presents several problems. Some of them are intrinsic within the formalisms
adopted to describe SWS, especially when trying to combine the dynamic as-
pect of SWS effects and the static nature of their ontological representation in
Description Logic (DL). This paper proposes a mapping of OWL-S with a DL
action formalism in order to evaluate executability and projection by means of
the notion of Contexts.

1 Introduction

OWL-S1 is an OWL ontology that enables semantic description of Web services. One of
its purposes is the automation of four use cases, namely Discovery, Selection, Compo-
sition and Invocation. In OWL-S, preconditions and effects are represented with logical
formulas. These formulas cannot always be translated into OWL DL without losing
some of their original semantics. The reasons are manifold. Firstly, the OWL-S spec-
ification enables to describe such logical formulas with different languages. Secondly,
incompatibility between those languages and Description Logic (DL) makes not feasi-
ble the translation between candidate languages into DL themselves. Last, but not least,
even if we restrict the representation to formalisms which are compatible with DL, the
dynamicity of effects is not expressible natively in DL. In particular, the language at
the state of the art that offers a greatest level of compatibility with DLs is the Semantic
Web Rule Language (SWRL) [1] in its decidable fragment [2]. The adoption of this
formalism for encoding preconditions and effects (partially) solves the first two com-
patibility issues mentioned above. However, the problem of managing effects without
breaking DL semantics remains open. The issues are of ontological nature because DLs
are monotonic languages. Although some DLs extensions could be used to deal with the
dynamic aspects mentioned above, they are not included in the current OWL specifica-
tions. Moreover, DL monotonicity rules out any retraction primitives, i.e., there is no
way of removing an axiom from a knowledge base, making it hard to deal with knowl-
edge that changes over time. The consequences vary from wrong results for queries to
inconsistencies in the knowledge base. This happens because the effect of a service is
intended as an alteration of the state of the world. It is quite obvious that the new infor-
mation should replace the old one, rather than just be added to the knowledge base.

1 OWL for Services. http://www.w3.org/Submission/OWL-S/

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 228–235, 2014.
c© Springer International Publishing Switzerland 2014
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2 OWL-S and SWRL Characteristics

OWL-S enables semantic descriptions of Web services using the Service Model on-
tology, which defines the OWL-S process model. Each process is based on the IOPR
(Inputs, Outputs, Preconditions, and Results) model. Inputs represent the information
required for the execution of the process. Outputs represent the information the process
returns to the requester2. Preconditions are conditions imposed on Inputs that have to
hold in order to invoke the process in a correct manner. Since an OWL-S process may
have several results with corresponding outputs, the Results provide a mean to specify
this situation. Each result can be associated to a result condition, called inCondition,
which specifies when that particular result can occur. It is assumed that such conditions
are mutually exclusive, so that only one result can be obtained for each possible situ-
ation. When an inCondition is satisfied, there are properties associated with this event
that specify the corresponding output and, possibly, the Effects produced by the execu-
tion of the process. The OWL-S conditions (Preconditions, inConditions and Effects)
are represented as logical formulas. Since OWL-DL offers limited support to formulate
constructs like property compositions without becoming undecidable, a more powerful
language is required for the representation of OWL-S conditions. One of the proposed
languages is Semantic Web Rule Language (SWRL) [1]. Although SWRL is undecid-
able, a solution has been proposed in [2] where decidability is achieved by restricting
the application of SWRL rules only to the individuals explicitly introduced in the ABox.
This kind of SWRL rules, called DL-safe, makes this language the best candidate to de-
scribe OWL-S conditions [3]. Let us now briefly mention the characteristic of SWRL
that are relevant to our scope. SWRL extends the set of OWL axioms to include Horn-
like rules in the form of implications between an antecedent (body) and consequent
(head), both consist of zero or more conjunctive atoms having one of the following
forms:

– C(x), with C an OWL class, P (x, y), with P an OWL property,
– sameAs(x, y) or differentFrom(x, y), equivalent to the respective OWL properties,
– builtIn(r, z1, . . . , zn), functions over primitive datatypes.

where x, y are variables, OWL individuals or OWL data values, and r is a built-in rela-
tion between z1, . . . , zn (e.g., builtIn(greaterThan, z1, z2)). The intended meaning
can be read as: whenever the conditions specified in the antecedent hold, then the con-
ditions specified in the consequent hold also. A rule with conjunctive consequent can
be transformed into multiple rules by means of Lloyd-Topor transformations. Each rule
has an atomic consequent.

3 Action Formalism for OWL-S

The OWL-S composition methodology based on SWRL DL-safe rules presented in [3]
explain the procedure to encode the OWL-S services process model by means of the
following (abstract) SWRL rule:

2 Inputs, Outputs and Local variables (entities used within the process) are SWRL variables and
their types are defined in the domain ontology.
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Preconditions ∧ inCondition → {output} ∧ Effect

If the service has more Results, multiple rules having different inCondition, output
and/or Effect are used. In order to evaluate executability and projection we propose
to map this abstract rule with the action formalism proposed in [4] based onALCQIO,
an OWL-DL fragment. In detail, given:

– NX and NI disjoint and countably infinite sets of variables and individual names;
– an acyclic TBox T ;
– a set of primitive literals for T corresponding to the ABox assertions A(a), ¬A(a),
r(a, b), ¬r(a, b), with A primitive concept in T , r a role name, a,b ∈ NI .

An atomic action is defined as α = (pre; post) where:

– pre is a finite set of ABox assertions, the preconditions;
– post is a finite set of conditional postconditions of the form ϕ/ψ, where ϕ is an

ABox assertion and ψ is a primitive literal for T .

An operator for T is a parametrised atomic action for T , i.e., an action in which some
variables from NX may occur in place of individual names. The postconditions of the
form�(t)/ψ are called unconditional and denoted just by ψ. For the sake of simplicity,
we consider an OWL-S atomic service with an arbitrary number of preconditions and
results, with a single effect3. This implies that there are as many inConditions as Ef-
fects. Supposing that inConditions and Effects are formed by single SWRL atoms, the
proposed mapping with the DL action formalism is:

pre :{pre1(at1), . . . , pre1(atl), pre2(at1), . . . , pre2(atm), pret(at1), . . . , pret(atn)}
post:{inConda/Effecta, . . . , inCondz/Effectz}

with pret(atn) the n-th atom of the t-th OWL-S precondition, and inCondz/Effectz
the z-th conditional post-condition. The traceability amongst the atoms in the action pre
and the service preconditions is guaranteed by the corresponding SWRL rule. The for-
malism in [4] allows to encode only simple inCondition and Effect of the form specified
above (A(a), ¬A(a), r(a, b), ¬r(a, b)).

4 A Mapping Example

To describe the proposed mapping, we use a simplified version of the OWL-S Atomic
Service ExpressCongoBuy4, based on a subset of inputs (renamed here to improve the
readability of service conditions), and with simplified inConditions and Effects so that
the limitation imposed by the definition of action in [4] are respected. The service fea-
tures are described in Figure 1,a); the SWRL rules representing the service are depicted
in Figure 1,b); finally, the resulting service described in terms of actions is described in
Figure 1,c). When OWL-S atomic services present a single result, the inCondition can
be omitted. In this case the service effect will be an unconditional postcondition.

3 Outputs are not logical conditions and can be omitted because do not generate KB variations.
Generally, built-in atoms are not a single OWL class or property; they are left as future work.

4 http://www.ai.sri.com/daml/services/owl-s/1.2/CongoProcess.owl

http://www.ai.sri.com/daml/services/owl-s/1.2/CongoProcess.owl
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a) ExpressCongoBuy Service Characteristics
INPUTS: Type

x : ECBCreditCardType CreditCardType
y : ECBBookISBN profileHierarchy : Book
z : ECBSignInInfo SignInData
t : ECBCreditCardNumber xsd : decimal

OUTPUT:
o : ECBOutput ECBOutputType [ECBOT ]

LOCAL variables (SWRL variables):
u : ECBAcctID AcctID [AID]
v : ECBCreditCard [ECBCC] CreditCard

PRECONDITIONS:
precond1 : validity(?v, V alid) ∧ cardNumber(?v, ?t) [V (?v, V alid) ∧CN(?v, ?t)]
precond2 : hasAcctID(?z, ?u) [hasAID(?z, ?u)]

RESULT 1:
inCondition : OutOfStockBook(?y) [OSBook(?y)]

Effect : FailureNotification(?o) [FN(?o)]
RESULT 2:

inCondition : InStockBook(?y) [ISBook(?y)]
Effect : OrderShippedAcknowledgement(?o) [OSA(?o)]

* The namespace is the base one for the service. ExpressCongoBuy is shortened to ECB for readability. Further shortenings are in [. . . ].

b) The service described with SWRL rules
1 : [inputs]∧hasAID(?z, ?u) ∧ CN(?v, ?t) ∧ V (?v, V alid) ∧ safe(?y, ?o)

∧OSBook(?y) → ECBOT (?o) ∧ FN(?o)
2 : [inputs]∧hasAID(?z, ?u) ∧ CN(?v, ?t) ∧ V (?v, V alid) ∧ safe(?y, ?o)

∧ ISBook(?y) → ECBOT (?o) ∧ OSA(?o)

*safe is an always true property needed to guard the SWRL safety condition.

c) The resulting service described in terms of actions

pre : { CN(?v, ?t), ECBCC(?v, V alid), hasAID(?z, ?u) }
post : { holds(?y, ?o), OSBook(?y) /FN(?o), ISBook(?y) / OSA(?o) }

Fig. 1. ExpressCongoBuy mapping with Action formalism

The proposed mapping allows to exploit the theoretical results about projection and
executability working in DL. In detail, executability and projection together grant that
a composite action, i.e., a service or sequence of services, can be executed to com-
pletion, thus obtaining the original goal. However, this is subject on each action in
the sequence being consistent with the knowledge base as it evolves. When this is
not the case, in order to obtain the goal, either a new plan must be computed, or
a solution to inconsistent actions must be designed, so that the knowledge base can
be modified to be consistent with the actions. Let us introduce an example of incon-
sistency due to the Effects of rules being applied, based on the service in Figure 1.
The service is invoked twice, with ?o matched to an individual, io. The first invoca-
tion generates OrderShippedAcknowledgement(io) assertion, while the second gener-
ates FailureNotification(io). Both assertions end up in the knowledge base. If these two
classes are disjoint in the ontology defining them, the two type of assertions would force
io to belong to a class and its complement, therefore making the knowledge base incon-
sistent. This is an example of the kind of inconsistencies arising from lack of retraction
primitives that this paper aims at addressing.

5 Contexts for Incompatibility Management

In this work, the notion of contexts is used to justify a mechanism able to handle actions
which are inconsistent with respect to a knowledge base. Recalling the definition 2 in
Milicic et al. [4], given T an acyclic TBox, α = (pre, post) an atomic action for T ,
and I, I ′ models of T respecting the unique name assumption (UNA) and sharing the
same domain and interpretation of all individual names. We say that α may transform
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I to I ′ (I ⇒T
α I ′) iff, for each primitive concept A and role name r, a change of the

interpretation is defined as follows:

AI′
:= (AI � AI′

A(a)) \AI′
¬A(a), r

I′
:= (rI � rI

′
r(a,b)) \ rI

′
¬r(a,b)

where:

AI′
A(a) = {aI | ϕ/A(a) ∈ post ∧ I |= ϕ}

AI′
¬A(a) = {aI | ϕ/¬A(a) ∈ post ∧ I |= ϕ}

rI
′

r(a,b) = {(aI , bI) | ϕ/r(a, b) ∈ post ∧ I |= ϕ}
rI

′
¬r(a,b) = {((aI , bI) | ϕ/¬r(a, b) ∈ post ∧ I |= ϕ}

The composite action α1, . . . αk may transform I to I ′ (I ⇒T
α1,...,αk

I ′) iff there are
models I0, . . . , Ik of T with I = I0, I ′ = Ik , and Ii−1 ⇒T

α Ii for 1 ≤ i ≤ k.
This definition does not cover the situation in which a postcondition generates an incon-
sistency due to the lack of retraction primitives, as in the example presented in Sect. 4.
OWL contexts are introduced as a possible solution to this kind of problems. In par-
ticular, by identifying contexts with the portions of ABox it is possible to manage this
kind of inconsistencies without modifying the definition of interpretation change. This
is done by defining context relations that enable a dynamic partitioning of the knowl-
edge base, simulating the retraction of conflicting assertions. The proposed solution is
inspired to the work presented in [5], even though the work proposed in [6], if suitably
adapted for the contexts, could be a valuable alternative. For our aims, the content of a
context is a set of complete OWL axioms.

Definition 1 (Content of an OWL context). Given a context CTX , a signature S =
C ∪ R ∪ I where C are concept names, R are role names, and I are individuals, the
content of CTX consists of the union of:

– a TBox TC whose concepts and nominals are included in C ∪ I;
– a RBoxRC whose roles are included in R;
– an ABoxAC whose individuals are included in I .

TC ,RC and AC are expressed in OWL.

The parameters representation adopted is the one outlined in [5]:

Definition 2 (Parameter or Contextual Relation). Given a context CTX , a parame-
ter P and a value X for P , the relation P (CTX , X) associates CTX with X and is
represented with the triple (C′

TX , P ′, X ′) where C′
TX and P ′ are URIs assigned to

CTX and P respectively, and X ′ is a RDF node identifying a resource, another context
or a datatype value.

Two parameters or contextual relations (CR) are defined as:

Definition 3 (EXTENDS Contextual Relationship). Given contextsCTX1 andCTX2,
the expression CTX2 EXTENDS CTX1 is interpreted as:
the content of CTX2 includes the content of CTX1, and therefore transitively the content
of any context Di that CTX1 is declared to EXTEND.
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Definition 4 (INCOMPATIBLE Contextual Relationship). Given contextsCTX1 and
CTX2, the expression CTX2 INCOMPATIBLE CTX1 is interpreted as:
calledK the knowledge base containing the content of CTX1 and CTX2, K is inconsis-
tent. The INCOMPATIBLE relation is symmetric: CTX2 INCOMPATIBLE
CTX1 is equivalent to CTX1 INCOMPATIBLE CTX2.

These definitions allow to describe a situation where two contexts CTX2 and CTX3

extend a third context C′
TX1 in two different, incompatible ways, i.e., CTX3 contains

¬A(x) and CTX2 contains A(x) (where A is defined in TCTX3 and x is a named in-
dividual belonging to ACTX1 and ACTX2 , but not necessarily to ACTX3 ). CTX2 and
CTX3 are incompatible, since any knowledge base containing both ¬A(x) and A(x)
will be inconsistent. With reference to the definition for change of interpretation given
at the beginning of this section, CTX2 and CTX3 correspond to AI′

A(a) and AI′
¬A(a),

and therefore implement the operator for the change of interpretation. This implies that
the change needed to fulfil the goal of the action sequence (i.e. the right context and
therefore the right change of interpretation) is chosen as the actual state of the knowl-
edge base. It is straightforward that a means to know when to apply contextualization is
needed. A possible strategy can be summarized as follows. We keep track of the current
model and use a heuristic function t(e) (where e is a type or role assertion) to estimate
whether the change produced by e affects a constrained part of the model, therefore
possibly producing inconsistencies, or an unconstrained part, in which case the change
can be applied safely.

6 Executability and Projection Evaluation by Means of Contexts

This section presents the algorithm for verifying the validity of a sequence of services.
Suppose that we have a set of sequences of SWRL rules that achieve an input goal.
Then the procedure can be summarized as follows:

– For each sequence Si, every SWRL rule is mapped with an action, as described in
Sect. 3, resulting in the sequence of actions ASi;

– Executability and projection are then used to determine whether the sequence
of actions ASi = {α1, . . . , αn} is executable and produces the required effect.

Assuming that the sequence ASi is executable in A w.r.t. T , the projection verifies
that the assertion ϕ is a consequence of applying α1, . . . , αn in A w.r.t. T iff for all the
models I ofA and T and for all I ′ with I ⇒T

α1,...,αn
I ′, I ′ |= ϕ.

Consider a sequence S containing an action αi, e.g., the action described in Figure 1.
For this action, the postcondition ϕi/ψi is OSBook(?y) / FN(?o).
When the projectability verification reaches αi, it is evaluated according to the heuristic
t(e) delineated in Sect. 5. If t does not detect the need for a contextualization of the
knowledge base, i.e., no potential inconsistency is detected, the projection can continue
to i+1. When, instead, a possible inconsistency is detected by t, e.g., because OSA(?o)
has been asserted previously by an action αj with j < i, the proposed contextualization
will be applied, creating alternate ABoxes for the conflicting assertions, while the TBox
will be left untouched. With reference to the example given in sect. 4, the Knowledge
base at i− 1: Ki−1 = T � Ci−1 produce the following contexts and context relations:



234 D. Redavid, S. Ferilli, and F. Esposito

– Content of context CTXi−1 = A � {OSA(?o)}
– Content of context C

′
TXi−1 = CTXi−1 \ {OSA(?o)}

– Content of context C
′
TXi = {OSA(?o)}

– Content of context C
′′
TXi = {FN(?o)}

– C
′
TXi EXTENDS C

′
TXi−1

– C
′′
TXi EXTENDS C

′
TXi−1

– C
′
TXi INCOMPATIBLE C

′′
TXi

If the projection requires one or more contextualizations, it is necessary to verify the ex-
ecutability in the new contexts. Since C

′′
TXi is the new KB for the sequence αi, . . . , αn,

we need to verify whether the preconditions belonging to αi+1, . . . , αn actions hold in
C

′′
TXi. This is equivalent to split in two parts the actions sequence: the executability of

the new sequence S
′′
= {αi+1, . . . , αn} must be verified against A′

w.r.t. T , where
A′

= C
′′
TXi. If this new sequence is not executable, the original sequence S will not

be considered valid, since it cannot be automatically executed. In fact, its execution
would either result in an inconsistent knowledge base (if executed without contextual-
ization) or some preconditions would not be verified when the services mapped by S

′

are executed, resulting in unreliable behavior of the system.

7 Related Work

In [7], the notion of contexts is used for the operation of SWS composition. The adopted
meaning of context, i.e. any information that can be used to characterize the situation
of an entity, comes from context-aware computing [8]. The dynamic description logic
adopted in [9] uses static and dynamic context information in order to compose Web
services adapting user, provider and broker contexts. A dynamic DL knowledge base
has, in addition to TBox and ABox, an ActionBox that contains assertions about ac-
tions. The reasoning tasks about actions proposed, i.e. executability and projection, are
based on [4]. However, all the approaches above do not provide a concrete mapping
with OWL-S services, and the management of non-monotonic problematic situations
that can be caused by service Effects is missing as well. A representative work on OWL
contexts is [10]. It proposes a modification of OWL semantics in order to contextual-
ize ontologies, and formalizes a particular type of rules, called bridge-rules, allowing
the creation of explicit mappings for the contexts management. Furthermore, it han-
dles, among the others, the management of localized inconsistency and its propagation
in this type of contexts. The OWL contexts we proposed in this paper do not require
modifications to OWL semantics, nor the use of rules for their management.

8 Conclusions

In this paper we analyzed the current limitations that prevent the implementation of
an OWL-S based service management platform. We observed that even removing or
mitigating the incompatibility between the languages for specifying domain ontologies
and those for annotating services that operate in such domains, the problem of static
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ontology against the dynamic services remains. We proposed the adoption of a theoret-
ical framework that accomodates dynamicity inside DL [4]. However, such framework
requires the implementation of non standard operations on the interpretations of Knowl-
edge base. In particular, these operations allow for overcoming the absence of retraction
primitives and avoiding inconsistencies due to DLs monotonicity property. We describe
a possible solution based on the notion of contexts for an OWL knowledge base. As
future work, we plan the integration of SWRL built-in atoms and design of a concrete
implementation of heuristic function.

Acknowledgments. This work fulfills the objectives of the PON 02 00563 3489339
project ”Puglia@Service - Internet-based Service Engineering enabling Smart Terri-
tory structural development” funded by the Italian Ministry of University and Research
(MIUR).

References

1. Horrocks, I., Patel-Schneider, P.F., Bechhofer, S., Tsarkov, D.: OWL rules: A proposal and
prototype implementation. J. of Web Semantics 3, 23–40 (2005)

2. Motik, B., Sattler, U., Studer, R.: Query answering for owl-dl with rules. Journal of Web
Semantics: Science, Services and Agents on the World Wide Web 3, 41–60 (2005)

3. Redavid, D., Ferilli, S., Esposito, F.: Towards dynamic orchestration of semantic web ser-
vices. T. Computational Collective Intelligence 10, 16–30 (2013)

4. Milicic, M.: Planning in action formalisms based on dls: First results. In: Calvanese, D.,
Franconi, E., Haarslev, V., Lembo, D., Motik, B., Turhan, A.Y., Tessaris, S. (eds.) Description
Logics. CEUR Workshop Proceedings, vol. 250. CEUR-WS.org (2007)

5. Stoermer, H., Bouquet, P., Palmisano, I., Redavid, D.: A context-based architecture for RDF
knowledge bases: Approach, implementation and preliminary results. In: Marchiori, M., Pan,
J.Z., de Sainte Marie, C. (eds.) RR 2007. LNCS, vol. 4524, pp. 209–218. Springer, Heidel-
berg (2007)

6. Rosati, R.: On the complexity of dealing with inconsistency in description logic ontologies.
In: Walsh, T. (ed.) Proceedings of the 22nd International Joint Conference on Artificial Intel-
ligence, IJCAI 2011, Barcelona, Catalonia, Spain, July 16-22, pp. 1057–1062. IJCAI/AAAI
(2011)

7. Niu, W., Shi, Z., Chang, L.: A context model for service composition based on dynamic
description logic. In: Shi, Z., Mercier-Laurent, E., Leake, D. (eds.) Intelligent Information
Processing IV. IFIP, vol. 288, pp. 7–16. Springer, Boston (2008)

8. Schilit, B.N., Adams, N., Want, R.: Context-aware computing applications. In: Proceedings
of the Workshop on Mobile Computing Systems and Applications, pp. 85–90. IEEE Com-
puter Society (1994)

9. Chang, L., Shi, Z., Qiu, L., Lin, F.: Dynamic description logic: Embracing actions into de-
scription logic. In: Calvanese, D., Franconi, E., Haarslev, V., Lembo, D., Motik, B., Turhan,
A.Y., Tessaris, S. (eds.) Description Logics. CEUR Workshop Proceedings, vol. 250. CEUR-
WS.org (2007)

10. Serafini, L., Borgida, A., Tamilin, A.: Aspects of distributed and modular ontology reasoning.
In: Kaelbling, L.P., Saffiotti, A. (eds.) IJCAI, pp. 570–575. Professional Book Center (2005)



Computational Experience with

Pseudoinversion-Based Training of Neural
Networks Using Random Projection Matrices

Luca Rubini1, Rossella Cancelliere1, Patrick Gallinari2,
Andrea Grosso1, and Antonino Raiti1

1 Università di Torino,
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Université Pierre et Marie Curie

Paris, France
patrick.gallinari@lip6.fr

Abstract. Recently some novel strategies have been proposed for neu-
ral network training that set randomly the weights from input to hidden
layer, while weights from hidden to output layer are analytically deter-
mined by Moore-Penrose generalised inverse; such non-iterative strate-
gies are appealing since they allow fast learning. Aim of this study is to
investigate the performance variability when random projections are used
for convenient setting of the input weights: we compare them with state
of the art setting i.e. weights randomly chosen according to a continu-
ous uniform distribution. We compare the solutions obtained by different
methods testing this approach on some UCI datasets for both regression
and classification tasks; this results in a significant performance improve-
ment with respect to conventional method.

Keywords: random projections, weights setting, pseudoinverse matrix.

1 Introduction

Methods based on gradient descent (and among them the large family of tech-
niques based on backpropagation [1]) have largely been used for training of one
of the most common neural architecture, the single hidden layer feedforward
neural network (SLFN). The start-up of these techniques assigns random values
to the weights connecting input, hidden and output nodes; such values are then
iteratively modified according to the error gradient steepest descent direction.
The main criticisms about gradient descent-based learning are concerned with
high computational cost because of slow convergence and zigzagging behavior
showed by such methods, and relevant risk of converging to poor local minima
on the landscape of the error function [2].
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The reduction of computational efforts in training is of great interest and
may become imperative for learning the kind of complicated high-level relations
required e.g. in vision [3,4], natural language processing [5,6], and other typical
artificial intelligence tasks.

A wave of interest has recently grown around some non-iterative procedures
based on the evaluation of generalized pseudoinverse matrices. The idea of using
these appealing techniques, usually employed to train radial basis function neural
networks [7], also for different neural architectures was suggested e.g. in [8]. The
work by Huang et al. [9] gave rise to a great interest in neural network community,
originating many application-oriented studies in the last years devoted to the
use of these single-pass techniques, easy to implement and computationally fast;
some are described e.g. in [10, 11, 12, 13]. A yearly conference is currently being
held on the subject, the International Conference on Extreme Learning Machines
(ELM), and the method is currently dealt with in some journal special issue, e.g.
Soft Computing [14] and the International Journal of Uncertainty, Fuzziness and
Knowledge-Based Systems [15].

In the pseudoinverse framework input weights and hidden neurons biases are
selected randomly, usually according to a uniform distribution in the interval
[−1, 1], and no longer modified, while output weights are analytically determined
by a single computation of the Moore-Penrose (MP) generalized inverse. Since
incremental adjustment of weights is completely avoided these techniques turn
out to be very fast when compared to classical gradient descent approaches; the
problem of the possible convergence to poor local minima is handled by repeat-
edly applying the method with a number of random initializations (multistart),
thereby obtaining a sampling “at large” of the landscape of the error function.

This paper proposes an improvement to the state-of-the-art and focuses in ini-
tializing input weights and hidden neurons biases with “special” random struc-
tures — specifically, random projection matrices. The theoretical rationale for
this approach can be found in many studies, showing random projections as a
powerful method for dimensionality treatment [16, 17, 18] thanks to their prop-
erty to be almost orthogonal projections. This feature makes them a potentially
useful tool in order to improve performace when dealing with input data relevant
features. This argument will be deepened in section 3.

The paper is organized as follows. We recall main ideas on SLFN learning
by pseudoinversion in section 2; in section 3 we present fundamentals ideas on
random projection and finally in section 4 we report results comparing weights
setting.

2 Training by Pseudoinversion

In this section we introduce notation and we recall basic idea concerning the use
of generalized inverse for neural training.

Fig. 1 shows a standard SLFN with P input neurons, M hidden neurons and
Q output neurons, non-linear activation functions φ in the hidden layer and
linear activation functions in the output layer.
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Fig. 1. A Single Layer Feedforward Neural Network

Considering a dataset of N distinct training samples of (input, output) pairs
(xj , tj), where xj ∈ RP and tj ∈ RQ, the learning process for a SLFN aims at
producing the matrix of desired outputs T ∈ RN×Q when the matrix of all input
instances X ∈ RN×P is presented as input.

As stated in the introduction, in the state of the art pseudoinverse approach
input weights cij (and hidden neurons biases) are randomly sampled from a
uniform distribution in a fixed interval and no longer modified.

After having fixed input weights C, the use of linear output units allows to
determine output weights wij as the solution of the linear system H W = T,
where H ∈ RN×M is the hidden layer output matrix of the neural network,
H = Φ(X C).

Since H is a rectangular matrix, the least square solution W ∗ that minimises
the cost functional ED = ||HW − T ||22, as shown e.g. in [19, 20] is:

W ∗ = H+T. (1)

H+ is the Moore-Penrose generalised inverse (or pseudoinverse) of matrix H .
Direct use of expression (1) is not anyway the best choice because most learn-

ing problems are ill-posed; regularisation methods have to be used [21,22] to turn
the original problem into a well-posed one, i.e. roughly speaking into a problem
insensitive to small changes in initial conditions. Among them, Tikhonov regu-
larisation is one of the most common [23, 24]: it minimises the error functional

E ≡ ED + ER = ||HW − T ||22 + λ||W ||22. (2)

With regularisation we introduce a penalty term that not only improves on
stability, but also contains model complexity avoiding overfitting, as largely dis-
cussed in [25]. Applications to different neural network models are discussed for
instance in [26, 27, 28].

If we consider the singular value decomposition (SVD) of H

H = UΣV T , (3)
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the regularised solution Ŵ that minimises the error functional (2) has the form
(see e.g. [29]):

Ŵ = V DUTT . (4)

U ∈ RN×N and V ∈ RM×M are orthogonal matrices and D ∈ RM×N is a
rectangular diagonal matrix whose elements, built using the singular values σi

of matrix Σ, are:

Di =
σi

σ2
i + λ

. (5)

Therefore in our work we always utilise regularised pseudoinversion. Input
weights setting is discussed in next section.

3 Basic Ideas on Random Projections

If XN×P is the original set of N P -dimensional observations,

XRP
N×K = XN×PCP×K (6)

is the projection of the data onto the new K-dimensional space.
Strictly speaking, a linear mapping such as (6) is not a projection because C

is generally not orthogonal and it can cause significant distortions in the data
set. However, and unfortunately, orthogonalizing C is computationally expen-
sive. Instead, we can rely on a result presented by Hecht-Nielsen [30]: in a high-
dimensional space, there exists a much larger number of almost orthogonal than
strictly orthogonal directions. Besides, Bingham and Mannila [31] performed an
extensive experimentation which allows them to claim that vectors having ran-
dom directions might be sufficiently close to orthogonality and equivalently that
CTC would approximate an identity matrix. They estimate the mean squared
difference between CTC and the identity matrix is about 1/K per element.

This key idea is confirmed also by the Johnson-Lindenstrauss lemma [32]: if
a set of points in a vector space is randomly projected onto a selected space of
suitable dimension, then the original distances between the points are approxi-
mately preserved in the new space, with only minimal distortions. For a simple
proof of this result, see [33]. This property appears to be really appealing be-
cause suggests the possibility to preserve the topological structure of the initial
input space while allowing the creation of a new optimal data representation
in the hidden layer space, able to easy the classification/diagnosis task and to
increase performance.

Therefore we can use random projections to project the original P -dimensional
data into a K-dimensional space, using a random entries matrix CK×P whose
columns have unit norm.

Besides, random projection is very simple from a computational standpoint:
the process of forming the random matrix C and projecting the data matrix
X into K dimensions has complexity of order O(PKN); moreover, if the data
matrix X is sparse with about G nonzero entries per column, the complexity is
of order O(GKN).
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Table 1. UCI datasets characteristics

Dataset Type N. Instances N. Attributes N. Classes

Abalone Regression 4177 8 -
Cpu Regression 209 6 -
Delta Ailerons Regression 7129 5 -
Housing Regression 506 13 -
Iris Classification 150 4 3
Wine Classification 178 13 3
Diabetes Classification 768 8 2
Landsat Classification 4435 36 7

Actually, a large variety of zero mean, unit variance distributions of elements
cij result in a mapping that still satisfies the Johnson-Lindenstrauss lemma:
among them, entries of C can be randomly sampled from a gaussian distribution.
Another appealing possibility is using sparse random projections which have only
a small fraction of nonzero elements. For example, Achlioptas [34] shows that
generating random entries cij by

cij =
√
3 ·

⎧⎨⎩
+1 with probability 1/6
0 with probability 2/3
−1 with probability 1/6

(7)

one obtains a valid random projection with (expected) density 33%.
A difficulty arises because random projections are mainly used for linearly

separable tasks although many real world problems are not linearly separable.
Neural networks feature among the tools available to deal with the latter class
of problems, so we propose to join these techniques using random projections
matrices for the setting of input weights while the subsequent processing by
hidden nodes nonlinear activation function will account for the non-linearity of
the problem.

4 Experimental Investigation

In this section we report results of some numerical experiments performed on
the eight benchmark datasets from the UCI repository [35] listed in Table 1, and
investigate neural networks with the architecture shown in Fig. 1 and sigmoidal
hidden neuron activation functions. The number of input and output neurons is
determined by dataset features.

For the sake of comparison input weights are selected according to i) the
conventional strategy, where cij is sampled from a uniform random distribution
in the interval [−1, 1], that in the following will be referred to as Unif. or ii)
using random projection matrices with elements cij gaussian distributed, with
mean value 0 and variance 1 (in the following referred to as Gauss.), or iii) using
sparse random projection matrices with 33% average density. All simulations are
carried out in Matlab 7.10 environment.
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4.1 Regularisation Parameter Calibration

To determine the regularisation parameter value for the three cases, for each
dataset we gradually increase the number of hidden nodes by unit steps in an
unregularised framework (eq. (2), λ = 0); for each selected hidden layer size,
average RMSE (for regression tasks), or average misclassification rate (for clas-
sification tasks) were computed over 100 different initial trials for each input
weight setting, i.e. uniform and gaussian.

All datasets show, after an initial steep decrease, a fast error growth as a func-
tion of the hidden layer size, opposite to the monotonically decreasing training
error.

This effect is typically caused by overfitting, arising when a large amount of
free parameters is available to reproduce almost exactly training data.

The best performance is associated to an interval of hidden neurons, that we
name critical dimension, in which we decided to look for, according to a cross
validation scheme, the value of λ resulting in the best score: its determination
concludes the calibration phase.

4.2 Computational Results

Comparison of the relative strengths of the approaches studied in this work is
assessed by evaluation of the mean test error resulting from 100 trials for each
fixed size of SLFN in the regularised framework: the test performance is reported
in Table 2.

We underline that the regularised test error features a monotonic decrease as
a function of hidden neurons number, proving that regularisation is necessary
to provide overfitting control, and to allow optimal exploitation of the superior
potential of larger architectures.

In the “Error” columns we report the average value (of 100 trials) and stan-
dard deviation of the RMSE for regression datasets; for classification datasets,
we report average value (of 100 trials) and standard deviation for the percent-
age missclassification error. On each row, the lowest average error figure is high-
lighted in bold whenever we can prove a statistically significant dominance of the
random-projection initialization over the random-uniform initialization, assessed
with at least a confidence level of 95%in the Student’s test.

We also report the number of hidden neurons NH and the value of λ emerged
from the calibration phase.

As far as the testing performance is concerned, we can claim a substantial
dominance of the random projections based approach over the classical uniform
initialization.

We then compared the test performance of networks with initialization based
on random projections and trained by pseudoinversion against the test perfor-
mances of networks trained with a classical backpropagation method. The com-
parison is shown in Table 3; for each dataset, the “PINV” columns report the
error statistics for the winner observed in Table 2. Statistics for backpropaga-
tion are taken from tunedit.org, except for the Wine dataset, for which we got
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Table 2. Random projections vs. random-uniform setting. For Delta Ailerons, the
average errors and standard deviations are multiplied by 10−4.

Dataset Unif . Gauss. Sparse

Error Error Error

Avg StD NH λ Avg StD NH λ Avg StD NH λ

Abalone 2.165 0.004 128 3 · 10−2 2.169 0.009 129 3 · 10−1 2.162 0.006 118 3 · 10−2

Mach. Cpu 57.35 1.7 98 4 · 10−2 56.85 2.8 61 8 · 10−1 57.86 1.6 89 5 · 10−1

Delta Ail.(10−4) 1.636 2 · 10−3 244 3 · 10−3 1.630 4 · 10−3 272 3 · 10−2 1.636 2 · 10−3 225 3 · 10−3

Housing 3.61 0.21 130 8 · 10−3 3.58 0.19 200 5 · 10−2 3.64 0.18 180 7 · 10−2

Iris 1.00 1.1 102 3 · 10−4 1.88 1.1 120 3 · 10−2 1.08 1.0 266 3 · 10−3

Diabetes 20.312 0.8 266 3 · 10−3 20.430 1.0 173 3 · 10−2 20.086 1.0 192 3 · 10−3

Landsat 10.438 0.32 579 3 · 10−3 9.848 0.30 600 3 · 10−2 10.394 0.32 600 3 · 10−3

Wine 2.2542 1.5246 60 3 · 10−2 2.0847 1.6313 70 2 · 10−1 2.5593 1.5704 80 8 · 10−2

Table 3. Random projections based training (pseudoinversion) vs. backpropagation

Dataset PINV Backprop.

Avg StDev Avg (Ntests) StDev

Abalone 2.162 0.006 2.3044 (35) 0.1908
Mach. Cpu 56.85 2.8 28.6673 (5) 27.3535
Delta Ail. 1.630 · 10−4 4 · 10−7 2 · 10−3 (10) 0.0
Housing 3.58 0.19 4.5492 (35) 0.9517

Iris 1.00 1.1 1.73 (10) 0.85
Diabetes 20.086 1.0 26.52 (31) 2.38
Landsat 9.848 0.30 13.03 (5) 0.63
Wine 2.0847 1.6313 3.77 (10) 0

better results than tunedit’s ones by running the backpropagation method on
our own under WEKA. For all datasets in the table we can claim dominance of
the pseudoinversion based approach with a 99% confidence level.

In our experiments, the running times of all the pseudoinversion-based ap-
proaches are substantially equivalent, hence we base the comparison only on
the average error. As far as the comparison with backpropagation is concerned,
pseudoinversion based methods save a relevant amount of time, being up to 10
times faster than backpropagation. For example, 10 runs of pseudoinversion-
based training on the Wine dataset require 0.078 seconds on average whereas
backpropagation requires on average 0.721 seconds (times on a laptop with Pen-
tium CPU, 2 GHz clock, 4 GB RAM); other tests gave roughly similar results.

5 Conclusions

We considered pseudoinversion-based techniques for training of neural networks
feeding them by random projections (gaussian and sparse) matrices of input



Computational Experience with Pseudoinversion-Based Training 243

weights and biases instead of the classical uniform-random initialization. We
believe that the computational results presented in this paper assess initialization
by random projection matrices as a useful tool for improving performances

In future research we will consider hybridizing the pseudoinversion-based
training technique with basic descent techniques. The rationale behind this is
that pseudoinversion-based techniques mostly rely on a pure random sampling
of input weights and biases, whereas it could make sense trying to profit also
from some local exploration of the error landscape.
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Abstract. Test Case prioritization having a key role to play in prioritizing test 
scenarios from a pile of scenarios, to best of our knowledge, has not been 
employed in Agile environment for prioritizing test cases in Automated Test 
Plans. Considering automated testing in agile environment esp scrum, a 
prioritized test plan containing high priority test cases is emanated using 
Genetic Algorithms. This prioritization is courtesy to base factors such as 
operational profile, test scenario criticality, and faults uncovered by each test 
case; used to weight test scenarios. Proposed technique exhibits great 
performance by ameliorating the rate of fault detection by dynamically 
prioritizing NUnit based test scenarios.  

Keywords: Test Case Prioritization, Genetic Algorithms, Agile Testing, 
Regression Testing, Automated Test Plans. 

1 Introduction 

Software testing being an ongoing process in development and maintenance of software 
has a crucial role to play in success of any software project. This statement can further be 
complemented by studies showing 50% of effort in software production and maintenance 
involves testing [1]. Furthermore, software bugs cost only US economy $ 59.5 billion 
where one third of this cost can be saved with effective testing [2].  

Our focal point, the phenomenon of testing, is equally vital during software 
maintenance i.e. corrective as well as perfective.  In other words, each time a bug/defect 
is fixed or new functional unit is incorporated in software, testing process is triggered to 
avoid any anomalous behavior of software. This process of testing is termed as 
regression testing. Effectiveness of regression testing is true for all software development 
models i.e. traditional models (waterfall, evolutionary etc.) as well as agile models 
(Xtreme Programming, Scrum etc.). However, we will take into account regression 
testing in agile environment for practicing scrum model in our organization. Soon after 
new build is produced during maintenance phase, we perform very brief testing exercise 
involving execution of manual as well as automated test plans acronym ATPs (such as 
smoke test, performance test and test scripts for User Interface testing). However, 
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execution of all manual and automated test plans is a tiresome activity consuming a lot of 
time, cost and may not be much effective in uncovering critical defects at earliest. We 
need to be conscious while selecting fewer but important tests (specifically “test cases”) 
from this plethora of test plans. Test coverage, faults unleashed previously by certain test 
case (criticality of test case), and frequency of usage (operational profile) are the aspects 
which distinguish a vital test case from ordinary ones. These highly important test cases 
may be congregated to devise a high priority test plan while exploiting the phenomenon 
of “Test Case Prioritization” [3, 4, 5]. 

Test case prioritization techniques attempt to sort the given test scenarios such a 
way that uncovering of high priority defects, smooth functioning of critical & 
prioritized features is maximized. This has been carried out in various ways [3,4, 5, 6, 
7] where Greedy Algorithms, classification techniques for weighing the test cases, 
neural networks, requirements, coverage and cost criterion have been exploited to 
rightly prioritize the test cases. However, we propose a simple technique that will 
weight a test case based on three factors (1) test case execution frequency (2) test 
scenario criticality and (3) faults uncovered by each test case. These weighted test 
cases will undergo different GA cycles in order to get a set of prioritized test cases 
entailing in generation of a prioritized test plan. Prioritized test plan will be 
automatically updated due to dynamic maneuvering of “test case weights” (based on 
faults uncovered in each run) so that only high priority test cases are retained. Proposed 
approach is purely focusing on the ATPs written using C #.NET that are executed 
through NUnit. Moreover, we will discuss things in the perspective of “scrum”, the 
very development model followed in our organization. The results of proposed 
approach are presented using a slightly modified form of APFD metric [3] where tests 
with higher priority weights appear to uncover maximum number of faults.  

The research efforts asserted in [8,11,12] are evident of how important test case 
prioritization is, however these techniques have some problems as given below: 
 

• These techniques order the test cases for the first time but may not be dynamic 
enough to cater multiple executions and prioritizations each time test plans are 
executed. 

• The factors used in computing the weight(s) of a test cases, sometimes are 
inefficient to comprehend at desired level. 

• None of the techniques presented so far considers development model while 
prioritizing the test cases.        

The paper is organized in the fashion given below: 
Section 2 discusses proposed architecture based on our research, theoretical 

concepts and explains them at lowest level of abstraction. Section 3 discusses 
implementation strategy. The results of experiments with varying parameters are 
presented in section 4. Conclusion and future work are furnished in Section 5. 

2 System Architecture 

The approach is presented keeping in view the above concerns as well as the culture 
and practices in software development organization. We start off from the software 
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development model currently employed i.e. scrum. Such models with slight variations 
are widely applied due to their flexible nature to comprehend highly demanding 
environment. Use of such model defines active involvement of testing and role of test 
engineers. Contrary to traditional models, testing starts much earlier than it used to be. 
Each tester receives two “Builds” of product he is testing and there is a possibility of 
receiving a “Priority Build” (carrying quick fixes or prioritized requirements) for 
testing. He has to run all the test plans as a part of regression testing in addition to 
routine testing of new requirements/enhancements and bug fixes. Now execution of 
all manual test plans will be a cumbersome task requiring approx 30-35 man hours 
and concentration of resources. One solution is to devise Automated Test Plans 
(ATPs) and other is prioritizing them in manual test plans (as all we cannot transform 
all manual test cases to automated test plans. However, we need certain prioritization 
mechanism for ATPs as well as all ATPs may not be equally important. So 
prioritization mechanism objective is to minimize the man-hour effort through 
reduction of prioritized test cased. The constraints are the part of every software 
development practice and man-hours and/or efforts are subject change. 

Minimize                                                           (1) 

Where ci represents the constraints in software testing environment and Xi is 
priorities that may help to reduce m man hours. 
 

These ATPs are scripted using C#.NET and are executed using NUnit. Each ATP 
refers to a test case in the test plan where each test case refers to a single user 
requirement. Normally, every test case in a test plan has following parameters: 
Test Case ID, Description, Priority, Criticality, Fault occurrence frequency, Module 
Rank Number of defects associated with each test case, magnitude of test plan.    

However, only three most important parameters have been selected for prioritizing 
the test cases and promoting them to a prioritized test plan using priority weight for 
each test case. These parameters are 1) Operational Profile of test case (2) test case 
criticality and (3) Number of faults uncovered by each test case. We briefly describe 
these parameters and their usage in the proposed approach as priority weight for each 
test will be computed using these parameters.   

Operational Profile (OP): refers to how many times a specific function is used out 
of the total functional executions. Here it refers to the execution of single test case 
ration all the test cases in specific test plan. This profile will be valued on a scale of 1 – 
10, where rank of each test case will be in accordance to its percent use. 

Test case criticality (TC): is the measure of some parts that may be more critical 
than others in perspective of catastrophic failure and its management.  
 
 
 
 
 
 



 Test Case Prioritization for NUnit Based Test Plans in Agile Environment 249 

 
 
 
 
 
 

 

 

 

 

 

Fig. 1. Proposed Architecture for Prioritized Test Plan Generation 

More critical components need stronger justification. A software criticality allows 
appropriate effort to be directed at each component of the software. It uses domain 
experts to classify high and low criticality. This parameter again is measured on a scale 
of 1 – 10, where 0 refers to least critical and 10 represents most critical component. It 
is worth mentioning that a highly critical test case may not have high operational 
profile and vice versa. 

Number of faults uncovered (D): refers to the number of defects which have been 
detected by certain test case. This parameter will have a key role in evaluating a test 
case and its placement in prioritized test plan so during whole process of prioritizing 
test cases this parameter will be maintained and constantly updated as new faults are 
uncovered by certain test case. Hence this will play a role in dynamically updating the 
prioritized test plans by inducting new test cases and evicting older ones based in 
following phenomenon:  

The faults uncovered by each test case are retained against each test for future 
reference so that weight and priority of such test cases over others is maintained. 
Consequently, these test cases based on their fault count weight can be moved to high 
priority test plan. A threshold of minimum weight will be required for each test case 
for moving it to “prioritized” test plan. The decision for each test case will be made on 
the basis of weight each test case has with respect to weight of test case with highest 
value. For example Test case ‘A’ having weight 10 has the highest weight so far 
among available test cases. Test case ‘B’ having weight 4.5 will be moved to 
prioritized test plan if and only if it meets the minimum threshold i.e. 40% of the 
weight of Test case ‘A’. Each time test plan is executed, new faults are uncovered, 
weights of test cases are updated and test having weight lower than specified threshold 
will be evicted from prioritized test plan. 
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3 Implementation Strategy 

In this section, the information details of proposed architecture are discussed. 
Priority weight for each test case will be computed based on following equation given 
the parameter ranks 

 

Where             
• PW is priority weight for each test case based on factor weight  

• FW is factor weight of each test case where we have ith test cases 

• OP is operational profile where m=10 and 

• TC is test criticality having n= 10.  

Priority weights are normalized with maximum of operation profile as well as test 
criticality. Factor weight is weighted accumulation of operation profile and test 
criticality. Weights the updated number of defects found before regression testing.  
Once we have priority weight(s) associated with each test case, we will place together 
the Test case ID, faults detected by a test case (D) and priority weight (PW) together.  

We applied Genetic Algorithms [13] on these tuples to get an optimized solution of 
prioritized test cases. Stepwise description of applying the GA is given below. 

Each locus is represented by tuple. 
             Chromosome length = 8  
             Initial Population = 400 chromosomes 
            Fitness function = PW 
Selection 
           2 chromosomes with maximum PW be selected 
L1:  For selected chromosomes  
           CrossOver 
          Mutation 
         Remove Duplicates 
Check Optimization or move to L1. 
Place new offspring in population and end the cycle. 
If the end condition is satisfied, stop, and return the best solution in population. 
 
During GA process PW has been used to measure the optimization of a solution. 
However, each time a prioritized test plan is updated new test cases are added to it 
and few of them are evicted. This eviction is made on the basis of phenomenon 
explained in the beginning of this section.   

(2) 
 
(3) 
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4 Results and Evaluations 

In order to assess the effectiveness of proposed technique, total numbers of faults 
detected by a specific test case are used as a metric. JAVA API for Genetic Algorithm 
(JAGA), a free & open source API for evolutionary algorithmic computation allowing 
creating GA applications has been used for GA portion given the required parameters.   

We chose about 500 scenarios, based on their high operational profile, criticality 
and faults detection in previous builds, are subjected them to undergo the process 
mentioned in section 3. The prioritized test plan carried the tests in such a way that 
ones with high PW appeared on top in order higher to lower.  

4.1 Prioritized Vs Non-Prioritized  

The benefits of prioritizing test cases are evident from defect count placing the tests in 
a earlier based on priority weight. Moreover, non-prioritization reveals ordinary 
behavior where no effort has been made to catalyze the process of uncovering faults 
within a given time span.  

The proposed approach, compared to factor oriented prioritization [3] (red as 
shown in figure 5) and time aware approaches [12] (blue as shown in figure 5). The 
better performance has been achieved for factor weight prioritization because of its 
intrinsic ability, the inclusion of test case criticality and use of factor weight of each 
test case.  

 

 

 

 

 

 

Fig. 2. Prioritized vs Non-Prioritized 

 
 
 
 
 
 
 
 

Fig. 3. Comparison of Proposed Technique with Existing techniques 
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Table 1 depicts the numbers of defects found with respect to priority weight. The 
table has been sorted according to priority weight. The numbers of defects with higher 
priority weight are more than those having lesser priority weight. The Test case T125 
has priority weight 38 so it detects 12 defects. The test case T122 has lower priority 
weight so it detects lower number of defects in comparison to T125, where as it has 
detected more number of defects than T126 and so on.  

Table 1. Defects uncovered using proposed Prioritization Approach 

Test Case ID Defects Detected Priority 
Weight 

T125 12 38 
T122 8 31 
T126 7 26 
T128 7 24 
T123 5 21 
T124 2 13 
T121 1 10 
T127 0 5 

 
The prioritized and non-prioritized test case procedures have been compared with 

respect to defect finding. The number of test cases chosen, in each of the technique is 
same but since our prioritized approach uses prior knowledge of defects found (i.e. D 
multiplier in equation 3) therefore the number of defects found in regression testing, 
are more than non-prioritized, while random selection of test cases find lesser number 
of test cases 

Table 2. Defects uncovered using Non - Prioritization Approach 

 
 
 

Comparing the table 1 and 2, it is clear that the number of defects discovered using 
prioritized approach is far better, since it selects the scenarios based on the parameters 
stated in section 3, the operation profile, test case criticality and defect detection. The 
test case IDs stated in Table 2 do not quality in prioritization test plan. 

Keeping in view the data above, it can be stated that proposed approach for test 
prioritization yields better results than conventional way of testing. 

Test Case ID Defects Detected 
T1 0 
T2 1 
T3 0 
T4 2 
T5 1 
T6 0 
T7 1 
T8 0 
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5 Conclusion 

Regression testing technique has been proposed specifically for agile environment 
where scrum is employed. This technique exploits three important parameters to 
calculate the priority weight for each test scenario of ATPs to place it in prioritized 
test plan dynamically. GA when applied on given dataset, acquired from real time test 
plans, provides effective sequence of test cases emanating better fault detection at 
early stage. 
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Abstract. We consider a graph representation for a paragraph of text. It widely 
uses linguistic theories of discourse to extend the set of edges between vertices 
corresponding to words. Parse thickets is a set of syntactic parse trees aug-
mented by a number of inter-sentence coreference links and links based on 
Speech Act and Rhetoric Structures Theories. Similarity of parse thickets is de-
fined by means of intersection operation taking common parts of the thickets. 
Several approaches to computing intersection of parse thickets are proposed and 
compared. Projections as approximation means are considered. 

Keywords: Parse Thickets, Pattern Structures, Text Clustering. 

1 Introduction 

Ranking of search results is one of the essential topics in search engineering. The 
problem of relevance is reduced to the scoring system for search results ranking. In 
industrial search ranking is not only based on relevance, but also on location, time, 
and expected revenue from search results, and other parameters. 

The alternative to displaying search results in a sequence is clustering search re-
sults [5,6]. The advantage is that similar search results are combined together, so a 
user has to navigate through clusters instead of individual search results to find 
what she means or looks for. One of the most promising clustering techniques is con-
ceptual clustering, where clusters are given by pairs of the form (set of search results, 
common features of search results), see [1,2,3,4]. These pairs, called concepts, are 
naturally ordered, this order making an algebraic lattice, called concept lattice [7].  
For various  search tasks, e.g. in social search, when search results are delivered from 
different users by different pathways, it is hard to rank them in a sequence, so the 
lattice diagram is helpful for a receiver to quickly grasp the types and topics of an-
swers obtained in a (social) search session. 

An obvious disadvantage of concept lattices is that its construction starts from a 
binary object-attribute data table, which requires binarization as a preprocessing step. 
The binarization can blow up the representation complexity and can result in a loss of 
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information. In this paper we leverage the structural description of text paragraphs 
and mechanism of computing similarity between paragraphs on syntactic trees and 
semantic relations between them explored in our previous studies [14]. We combine 
this technique with the conceptual clustering idea to provide structural description of 
texts instead of binary attributes and to build a pattern structure [9] based on these 
descriptions. We also introduce a linguistic approximation of this representation in the 
form of projection, which helps us to solve the scalability issue. 

2 Parse Thickets 

Parse thicket [12] is defined as a set of parse trees for each sentence augmented with a 
number of arcs, reflecting inter-sentence relations. We used a few sources of rela-
tions:  

• Coreferences [15] 
• Rhetoric structure theory (RST) [11], 
• Communicative Actions (CA, particular case of Speech Acts theory) [8]. 

We used a vocabulary of Communicative actions to 

1. find their subjects, 
2. add respective arcs to the parse thicket, 
3. index combination of phrases as subjects of communicative actions. 

For RST, we introduce explicit indexing rules which will be applied to each para-
graph and 

1. attempt to extract an RST relation,  
2. build corresponding fragment of the parse thicket, and  
3. index respective combination of formed phrases (noun, verb, prepositional), in-

cluding words from different sentences. 

The process of construction parse thickets is described in previous works.  

3 Pattern Structures and Projections 

Pattern structures gives a formal means for representing similarity of an arbitrary set 
of objects in terms of intersection operation defined on the set of objects descriptions 
[9].  

Let G be a set of objects, ,  - intersection (meet) semilattice on a set of de-
scriptions, :  - a mapping. Triple , , ,  is called a pattern structure if | ∈  generates complete semilattice ,  for , . For a pattern 
structure , ,   the following operations are defined: 

∈  for ⊆  ∈ |  for elements of semilattice ∈  
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A pair ,  is a pattern concept if , . 
For the case of graphs the operation of intersection is defined by taking the set of 

maximal common subgraphs [13]. Pattern concepts are naturally ordered, this order 
making a lattice. This lattice can be exponentially large wrt. the input size and the 
operation of intersection can also be intractable, like, e.g. in the case of graph descrip-
tions. Projections are means for approximating pattern structures to attain scalability. 

Formally, projection of a pattern structure is a function ψ: D→D which is mono-
tone ( ), contracting (ψ x x) and idempotent (ψ ψ xψ x ). In NLP applications where graphs stay for representing text structure and se-
mantics, text projections can consist of meaningful pieces of text, like e.g. noun and 
verb phrases. 

4 Pattern Structures on Parse Thickets 

4.1 Linguistic Projections 

In our study, the set of objects is given by a set of texts, their descriptions are 
represented by parse thickets. Since parse thicket is a graph with special properties, it 
is natural to define the intersection operation as a set of maximal common subgraphs. 
Since the problem of subgraph isomorphism is NP-complete, we use projections to 
decrease the computation complexity. 

We define projection of a parse thicket as a set of maximal syntactic and extended 
(including RST, coreferential and CA arcs) groups (phrases) [12]. In terms of struc-
ture this is a set of maximal subtrees of a parse thicket.  

The intersection operation is defined separately for each type of groups. Intersec-
tion on projections imply pair-wise intersection of groups of each type and filtering 
them by subsumption. Such projections allow us to do the computations faster (since 
we come to processing trees) and to save all connections in the paragraph. 

 

 

Fig. 1. Generalization based on CA (on the left) and RST-evidence (on the right) 
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4.2 Implementation 

The approach described here is implemented as an OpenNLP contribution. It relies on 
the following systems:  

• OpenNLP/Stanford NLP parser; 
• Stanford NLP Coreference (Recas). 

It includes the following components of Apache OpenNLP.similarity project provided 
by authors: 

1. Rhetoric parser 
2. Parse thicket builder and generalizer [12]. 
3. Pattern structure builder (AddIntent [16] is used for constructing the lattice)  
4. A number of applications based on the above components, including search (re-

quest handler for SOLR), speech recognition, content generation and others. 

The textual input is subject to a conventional text processing flow such as sentence 
splitting, tokenizing, stemming, part-of-speech assignment, building of parse trees and 
coreferences assignment for each sentence. Either OpenNLP or StanfordNLP imple-
ments this flow, and the parse thicket is built based on the algorithm presented in this 
paper. The coreferences and RST component strongly rely on Stanford NLP’s rule-
based approach to finding correlated mentions based on the multi-pass sieves. 

The graph-based approach to generalization relies on finding maximal cliques for 
an edge product of the graphs for PTs being generalized. As it was noticed earlier the 
main difference with the traditional edge product is that instead of requiring the same 
label for two edges to be combined, we require non-empty generalization results for 
these edges. Hence although the parse trees are relatively simple graphs, parse thicket 
graphs reach the limit of real-time processing by graph algorithms. 

This framework allows seamless integration into other open source systems availa-
ble in Java for search, information retrieval and machine learning. Moreover, pattern 
structure construction can be embedded into Hadoop framework in the domains where 
offline performance is essential. Code and libraries described here are also available 
at http://code.google.com/p/relevance-based-on-parse-trees and http://svn.apache.org/ 
repos/asf/opennlp/sandbox/opennlp-similarity/.  

4.3 Hierarchical Text Clustering with Pattern Structures 

An outline of the algorithm for text clustering can be described as follows:  

1. Consider the set of texts (search results) T. 

2. For each result 
i

t T∈  we build a parse thicket 
i

p P∈ . 

3. We use the intersection operation of parse thickets to build a pattern structure 

( )( ), , ,T P δΠ  for all texts with AddIntent [16] or CbO [10]. 

If we use projections the algorithm is modified in the following way: 
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1. Consider the set of texts (search results) T. 

2. For each result 
i

t T∈  we build a parse thicket  projection ( ) ( )i
p Pψ ψ∈ . 

3. We use generalization of projections as lattice operation and apply standard algo-

rithm (AddIntent or CbO) to build a pattern structure  ( )( ), , ,T Pψ ψ ψ δΠ   

4.4 Example of Constructing Pattern Structures on Parse Thickets 

Let us consider 3 news: 

1. At least 9 people were killed and 43 others wounded in shootings and bomb at-
tacks, including four car bombings, in central and western Iraq on Thursday, the 
police said. A car bomb parked near the entrance of the local government com-
pound in Anbar's provincial capital of Ramadi, some 110 km west of Baghdad, de-
tonated in the morning near a convoy of vehicles carrying the provincial governor 
Qassim al-Fahdawi, a provincial police source told Xinhua on condition of ano-
nymity. 

2. Officials say a car bomb in northeast Baghdad killed four people, while another 
bombing at a market in the central part of the capital killed at least two and 
wounded many more. Security officials also say at least two policemen were killed 
by a suicide car bomb attack in the northern city of Mosul. No group has claimed 
responsibility for the attacks, which occurred in both Sunni and Shi'ite neighbor-
hoods. 

3. A car bombing in Damascus has killed at least nine security forces, with aid 
groups urging the evacuation of civilians trapped in the embattled Syrian town of 
Qusayr. The Syrian Observatory for Human Rights said on Sunday the explosion, 
in the east of the capital, appeared to have been carried out by the extremist Al-
Nusra Front, which is allied to al-Qaeda, although there was no immediate con-
firmation. In Lebanon, security sources said two rockets fired from Syria landed in 
a border area, and Israeli war planes could be heard flying low over several parts 
of the country. 

The Figure 4 illustrates pattern structure, obtained for these texts. We use the set of 
all possible phrases (noun, pronoun, verb, etc.) as a projection of a parse thicket. In 
intersection operations we strictly match parts of speech tags, but allow leaf vertices 
(corresponding to words) to be labeled by wildcards (*).  

At the first level we get concepts, corresponding to the documents. The descrip-
tions will be set of parse thicket phrases. The top-level concept contains phrases, 
which are common for all texts. In this case, all 3 texts are about car bombing near the 
capitals that is represented by phrases: [DT-a NN-car NN-bombing], [DT-the NN-
capital], [VBN-killed], [JJS-least CD-* NN-*].  

For the level of pair intersections the most interesting is the concept for texts 1 and 
2. Since they describe the same event, specific place is common for them: [NN-* NN-
* IN-in NNP-baghdad]. Both texts use same verbs [NN-* NN-bomb NN-attack], 
[NNS-attacks], and information about preys: [VBD-wounded],  [VBD-were VBN-
killed], as well as the details: [CD-* NNS-people],  [CD-four NNS-*] 
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Abstract. This paper presents a modified natural selection based quan-
tum behaved particle swarm optimization (SelQPSO) algorithm for the
path planning of mobile robot vehicles. To ensure the global searching
and the high efficiency of the QPSO’s searching process, the particle
swarms are sorted by fitness and the group of the particles with worst
fitness are replaced by the group with best fitness in each iteration of the
whole procedure. The effectiveness and feasibility of this algorithm are
demonstrated by the results from numerical experiments on well-known
benchmark functions. Then, this algorithm is employed to estimate the
basic parameters of the mobile robot path planning in the barrier free
environment. The convergency of the estimation method versus particle
numbers and iteration times is studied with variation of particle dimen-
sion. A unary linear regression equation taking the particle number, max-
imum generation and particle dimension as variables is formulated. The
results from experiments for optimal path planning of a mobile robot in
complex environment justifies the estimation method.

Keywords: Quantum behaved particle swarm optimization (QPSO) al-
gorithm, Path planning, Natural selection, Regression equation.

1 Introduction

Quantum behaved particle swarm optimization (QPSO) is one type of parti-
cle swarm optimization based on the principle of quantum mechanics, making
use of properties the δ- potential well model and the quantum motion of parti-
cle swarm. The particles meet the state of aggregation quite differently in the

� Myongchol Tokgo,is currently working toward the Ph.D. degree in the Department
of aerospace engineering, Huazhong University of Science and Technology. His re-
search interests include mobile robot trajectory planning,swarm intelligence algo-
rithm,trajectory control.

�� Renfu(corresponding author), professor and head of the department of aerospace
engineering, Huazhong University of Science and Technology. His main research in-
terests include flight vehicle design, flight control and control optimization.

G. Agre et al. (Eds.): AIMSA 2014, LNAI 8722, pp. 261–269, 2014.
c© Springer International Publishing Switzerland 2014



262 M. Tokgo and R. Li

quantum space than in normal space and can prevail the whole feasible solution
space. The QPSO then have better global searching performance than that of
the standard PSO [1,2,3]. In order to improve the global searching convergence
and accuracy of the QPSO, many methods have been proposed such as random
distribution institution change method, the compression-expansion factor con-
trol approach and hybrid search method [4,5,6]. The introduction of interference
factor into the current search particle position and use of Gaussian potential well
G-QPSO algorithm should prevent premature convergence [7,8]. At present, the
studies of QPSO for mobile robots have become a hot topic, breeding strategy
based HQPSO, phase angle-encoded based θ - QPSO for the three-dimensional
trajectory planning[9,10] and the combination of QPSO and Quadrinomial and
quintic polynomials for online trajectory planning scheme [11].

The global search capability and speed of the optimization procedure have
great importance in mobile robot path planning. As such, this paper propose
a modified natural-selection-based QPSO algorithm and an estimation method
for the basic parameter of path planning. The results from the tests on several
benchmark functions and the experiments of the mobile robot path planning in
complex environment have shown the good performance of the QPSO algorithm
and the feasibility and reliability of estimation method.

The paper is structured as follows: Section 2 is the development of the mod-
ified QPSO algorithm based on natural selection. Numerical results on some
benchmark functions are described in section 3; In section 4, basic parameter
estimation method for mobile robot path planning is formulated, experiments
of mobile robot path planning in the complex environment are conducted; some
conclusions are drawn in section 5.

2 A Modified QPSO Method Based on Natural Selection

The standard QPSO model are as follows[3];

Xi,j(t+ 1) = Pi,j(t)± α · |Pi,j(t)−Xi,j(t)| · ln(1/u). (1)

Pi,j = ϕ · Pi,j(t) + (1− ϕ) ·Gj(t), (1 ≤ i ≤ N, 1 ≤ j ≤M) (2)

C(t)=(C1(t), C2(t), ..., CD(t))= (
1

N

N∑
i=1

Pi,1(t),
1

N

N∑
i=1

Pi,2(t), ...,
1

N

N∑
i=1

Pi,D(t)).

(3)
where ϕ = c1r1/(c1r1 + c2r2), N is the particle number,the maximum genera-
tion (iteration) represented M , P is the local point of each particle, u is random
number distributed uniformly on (0,1),the position vector of particle i in D-
dimension space are represented as Xi = (xi,1(t), xi,2(t), ..., xi,D(t)), c1 and c2
are acceleration coefficients; the parameters r1 and r2 are two random numbers
uniformly distributed in (0,1), i.e. r1, r2 ∼ U(0, 1); the previous position vec-
tor of each individual particle is denoted as Pi = (Pi,1(t), Pi,2(t), ..., Pi,D(t));
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G = (G1(t), G2(t), ..., GD(t)) is the optimal position vector;the mean best posi-
tion (mbest) of the all particles is defined as C = C1(t), C2(t)..., CD(t),α is called
contraction-expansion coefficient,the α is a control parameter without popula-
tion size and particle number, generally take α < 1.781.

In the standard QPSO model, the convergence process of quantum groups can
not always get the same direction. The quantum group often collectively behaves
towards the direction of the best individual evolution, not necessarily depending
on all individuals. Next, we propose an improved QPSO algorithm based on the
natural selection method of quantum-behaved particle swarm evolution: first,
sort the whole particle swarm fitness in each selected generation process; then
replace the half of the state of worst fitness with the group of the best fitness,
while retaining the original each individual historical memory by the optimal
value. As such, the particle’s position vector can be written as⎧⎨⎩Xi(t) = (X1(t), X2(t), · · · , Xs(t), Xs+1(t) · · · , XN−1(t), XN (t)), (QPSO),

Xi(t) = (X̃1(t), X̃2(t), · · · , X̃s(t)︸ ︷︷ ︸, X̃1(t), X̃2(t), · · · , X̃s(t)︸ ︷︷ ︸, · · · ), (SelQPSO).

(4)
where (X̃1(t), X̃2(t), · · · , X̃s(t)) are the position vector of the particles according
to the fitness value,s = N/Tg,Tg represents the number of segmentation for the
fitness value, generally setting as 2. If the number of segmentation is 2, half of
the best position of the particles replaces half of the worst position, but small
particle dimension will encounter premature convergence, also do not guarantee
the global search. All particles in iteration process of the QPSO is attracted to
the global optimal position. So the best and worst position information combina-
tion of particles is of significance in each iteration process. The QPSO algorithm
based on natural selection method is called Natural Selection Quantum-behaved
Particle Swarm Optimization (SelQPSO), which is described as following,

Initialize the population;
Do
find out the mbest of the swarm

for t=1:Iteration

alpha=1-(1-0.5)*t/M;mbest=sum(pbest)/N;

for i=1:population_size

for j=1:Dimention

fi1=rand;fi2=rand;fai=c1*fi1+c2*fi2;

p(i,j)=(c1*fi1*pbest(i,j)+c2*fi2*gbest(j))/fai;

b(i,j)=alpha*abs(mbest(j)-x(i,j));v=-log(rand);

x(i,j)=p(i,j)+(-1)*ceil(0.5+rand)*b(i,j)*v;

end for

if Fitness(x(i,:))<Fitness(pbest(i,:))

pbest(i,:)=x(i,:)

end

if Fitness(Pbest(i,:))<Fitness(gbest)

gbest=pbest(i,:)
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end

fx(i)=fitness(x(i,:));Fitness=fitness(gbest);

end for

[sortf,sortx]=sort(fx);exIndex=round((N-1)/Tg);

x(sortx((N-exIndex+1):N))=x(sortx(1:exIndex));

end for

until the termination criterion is met
The number of segmentation should choose to protect the global searching

capability and improve the precision of the direction. In this article the number
of segmentation 2 and 4 are taken, which are called SelQPSO1 and SelQPSO2
algorithm, respectively.

To evaluate the performance of the SelQPSO1 and SelQPSO2, four well-known
benchmark functions, such as the Sphere, the Rastrigrin, the Greiwank and
Ackley functions, are used. The description of the four benchmark functions is
in Table 1.

Table 1. Expressions of benchmark functions

Functions Initial Range

F1

∑n
i=1 x

2
i (−100 ≤ xi ≤ 100)

F2

∑n
i=1(x

2
i − 10 · cos(2πxi)− 10) (−5.12 ≤ xi ≤ 5.12)

F3

∑n
i=1 xi/400−∏n

i=1 cos(xi/
√
i) + 1 (−600 ≤ xi ≤ 600)

F4 20 + e− 20 exp(−0.2
√∑n

i=1 xi/2)− exp(
∑n

i=1 cos(2πxi)) (−100 ≤ xi ≤ 100)

The population sizes are 20, 40 and 80. The maximum generations use 1000,
1500 and 2000, corresponding to the dimensions of 10, 20 and 30 for five func-
tions, respectively. The acceleration coefficients are set to be c1 = 2 and c2 = 2.1,
contraction-expansion coefficient α varies from 1.0 to 0.5 linearly. The mean val-
ues of best fitness values for 50 runs of each function as shown in Table 2 and
Table 3.

Table 2. Mean best of Sphere and Rastrigrin function

Sphere function Rastrigrin function

N D M QPSO SelPSO1 SelPSO2 QPSO SelPSO1 SelPSO2

10 1000 4.01E-40 2.39E-36 1.28E-35 4.333 4.074 4.055

20 20 1500 2.58E-21 2.31E-21 8.05E-21 15.986 17.026 14.278

30 2000 2.08E-13 8.49E-14 2.32E-13 32.031 33.657 30.726

10 1000 2.73E-67 7.16E-67 1.07E-66 2.271 2.495 2.078

40 20 1500 4.85E-39 1.15E-37 1.04E-39 10.270 11.657 9.691

30 2000 2.04E-27 1.96E-27 4.66E-27 21.203 21.079 21.035

10 1000 7.61E-96 3.08E-197 1.49E-188 2.456 1.758 1.954

80 20 1500 1.61E-59 7.30E-62 3.04E-62 7.391 7.731 8.811

30 2000 2.07E-45 2.79E-46 1.69E-44 16.439 15.645 16.614

For the Sphere function, the average best fitness of SelQPSO1 and SelQPSO2
is better than that by QPSO when population size is 80, but it does not show
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the better performance than QPSO when population size is 20 and 40.On the
Rastrigrin function, it is shown that the SelQPSO2 generates better results than
QPSO and SelQPSO1 do when the number of particles is 20 and 40, but it is
not better than SelQPSO1 when the number of particle is 80. In the Greiwank
function, the performance of SelQPSO2 is better than QPSO and SelQPSO1 for
all number of particles. For the Ackley function, the average fitness of SelQPSO2
is better than that of QPSO and SelQPSO1 with respect to all population sizes.

From the observation of the numerical results, one can find that the SelQPSO2
works best on Greiwank function and Ackley function. However, it does not
perform better on Rastrigrin function and Sphere function than SelQPSO1 when
the number of particle is 80.

Table 3. Mean best of Greiwank and Ackley function

Greiwank function Ackley function

N D M QPSO SelPSO1 SelPSO2 QPSO SelPSO1 SelPSO2

10 1000 0.082 0.0886 0.0721 10.318 10.329 10.268

20 20 1500 0.0218 0.0241 0.0208 10.918 10.793 10.702

30 2000 0.0111 0.00856 0.00971 11.527 11.373 11.342

10 1000 0.0617 0.0584 0.04381 10.183 10.198 10.183

40 20 1500 0.0181 0.0216 0.0145 10.373 10.442 10.223

30 2000 0.0089 0.0115 0.00654 10.831 10.867 10.828

10 1000 0.0426 0.0424 0.0408 10.175 10.174 10.174

80 20 1500 0.0154 0.016 0.0153 10.244 10.251 10.206

30 2000 0.00697 0.0073 0.0063 10.526 10.454 10.458

So, the middle position information of the particles between the best and worst
weights more than the worst information. Therefore, when the last 1/4 of particles
in terms of sorting of fitness value replace the particles with best fitness values, one
can guarantee the precision and possibility of global search of the method.

3 Basic Parameter Estimation Method of Mobile Robot
Path Planning

In this section we will verify the proposed SelQPSO method by the results from
numerical simulation and field experiments of a mobile robot in barrier-free
environment. The mobile robot path planning based on QPSO makes use of
the polar coordinates [12]. Each pair of outcomes is drawn from the QPSO
and SelQPSO running under the same environment and condition. The size of
experiment field sets as 10m × 10m with the starting point at (0,0) and the
target point at (10,10). The particle dimension is chosen as 5 ≤ D ≤ 20, the
acceleration coefficients are set as c1 = 2 and c2 = 2.1, the contraction-expansion
coefficient varies from 1.0 to 0.5 linearly. The initial distribution set as the
average distribution.
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Figure 1 shows the particle number and maximum generation obtained by
QPSO and SelQPSO running for 50 times. It finds that the standard errors of the
optimal value and the average fitness value are both less than 0.05m. In Fig. 1 the
Max and Min represent the maximum value and minimum value of the feasible
particle numbers and maximum generations. One can easily see from the results
in Fig.1 that the change of particle number and the maximum generation follows
the exponent function law. Therefore, basic parameters of the path planning can
be expressed unary linear regression equation. Using MATLAB software regress
command, the regression results are as shown in Table 4.

Table 4. Regression analysis results

Algorithm parameter limit b̂0 b̂1 R2 F σ̂2

N min -1.1045 1.8445 1 1105.6 0.00
max -0.1215 1.5220 0.9683 427.48 0.0148

QPSO M min -0.8112 2.2853 0.9720 485.15 0.0293
max -2.8384 3.0055 0.9706 462.07 0.0532

N min -1.5670 1.9716 0.9832 821.08 0.0129
max -0.6880 1.7098 1 1670.2 0.00

SelQPSO M min -0.6348 2.1495 0.9862 998.98 0.0126
max -2.1246 2.6552 1 1892.3 0.00

Through regression analysis of QPSO, the results of minimum value look
better than those maximum values. A unary linear regression equation for the
basic parameters by QPSO can be written as follows;{

N = round(exp(−1.1045) ·D1.8445) = round(0.3315 ·D1.8445),

M = round(exp(−0.8112) ·D2.2853) = round(0.4445 ·D2.2853).
(5)

The regression analysis of SelQPSO gives that the results of maximum value
look better than minimum value. A unary linear regression equation of the basic
parameters by SelQPSO then can be written as follows;{

N = round(exp(−0.688) ·D1.7098) = round(0.5026 ·D1.7098),

M = round(exp(−2.1246) ·D2.6552) = round(0.1195 ·D2.6552).
(6)

Observations from Fig. 1 show that the Eq.(5) and Eq.(6) can be sued to
estimate variation of the particle number and the maximum generation with the
particle dimension.

Next, we will verify the performances of the basic parameters estimation
method by the mobile robot path planning experiments in a complex environ-
ment containing some obstacles. The mobile robot size is 0.4m × 0.3m, the
path starting point at (0, 0) and target point at (10, 10), particle dimensions
D = 12, 16, 20. Using Eq.(5) and Eq.(6) to calculate the particle number and
the maximum generation. The algorithms are programmed in MATLAB R2009a
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Fig. 1. Population size and Maximum generation analysis results

Table 5. Comparison of the length of path planning

Algorithm Maximum,m Minimum,m Mean best, m St.Dev, m Mean Time, s

D=12 QPSO 14.963 14.551 14.673 0.241 35.023
SelQPSO 14.954 14.534 14.696 0.212 26.672

D=16 QPSO 14.416 14.181 14.286 0.191 146.169
SelQPSO 14.412 14.165 14.228 0.172 112.811

D=20 QPSO 15.043 14.653 14.756 0.136 443.257
SelQPSO 15.036 14.645 14.756 0.099 342.459

Fig. 2. Best path planning by SelQPSO and QPSO
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and ran on a PC with Intel Core i3 CPU, 3.07 GHz. Table 5 shows the best path
found using different algorithm and particle dimension after running 50 times.

As shown in Table 5, the length of the path searched by the proposed SelQPSO
is better than that by QPSO. Mean running time of SelQPSO is 1.271 to 1.362
times shorter than that from QPSO. Standard error is also 1.072 to 1.373 times
smaller than that by QPSO. The simulation results also demonstrate that the
robot path planning time and the global convergence property by SelQPSO is
shorter than that by QPSO.

4 Conclusion

In this paper, a modified quantum-behaved particle swarm optimization algo-
rithm is proposed based on the idea natural selection. Through numerical ex-
periments on well-known benchmark functions, the efficiency of the SelQPSO
method are validated. A unary linear regression equation is formulated by taking
the particle number, maximum generation and particle dimension as variables.
Basic parameter estimation method for the mobile robot path planning is devel-
oped and is employed in the mobile robot path planning field experiments. The
results and observations justify the feasibility of the basic parameter estimation
method.
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Abstract. Knowledge engineering for automated planning is still in its
childhood and there has been little work done on how to model plan-
ning problems. The prevailing approach in the academic community is
using the PDDL language that originated in planning competitions. In
contrast, real applications require more modeling flexibility and different
modeling languages were designed in order to allow efficient planning.
This paper focuses on the role of a domain modeling formalism as an
interface between a domain modeler and a planner.

Keywords: knowledge modeling, automated planning.

1 Introduction

We can imagine problem solving as a journey from problem specification to
problem solution. The approach taken by automated planning is a model-based
one - we first design a model that formally describes our knowledge about a
given area of interest (domain) and later we can exploit this knowledge to solve
various instances of problems in the domain using a general purpose planner.
The journey in this case can be divided to two phases:

1. knowledge modeling - performed by human experts. All relevant information
about the problem is put together in order to create a domain model. The
model is usually described within some knowledge-modeling formalism.

2. planning - performed by an automated planner. The planner is working only
with the domain model specified in the first phase and with the description
of one particular problem instance.

The knowledge modeling formalism is the dividing point between the two phases.
In this paper we will show that the position of this dividing point can define a

tradeoff between simplicity and usability of the modeling formalism on one side
and efficiency of the resulting model on the other side. Finally we will introduce
a new planning formalism designed to balance this tradeoff.
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2 Planning Domain Example

In order to illustrate our point of view we will be refering to the Petrobras plan-
ning domain [6] which was one of the domains of the Challenge track of the Inter-
national Competition on Knowledge Engineering for Planning and Schedulling,
ICKEPS 2012, as part of the ICAPS 2012 conference.

In the Petrobras domain we have a fleet of ships, a list of locations (ports,
waiting areas, and platforms), and cargo. Each ship has limited cargo capacity
and a fuel tank. The ships consume fuel while navigating between the locations.

The main goal is to deliver cargo from ports to platforms. There are six
operations, navigate, dock, undock, load, unload and refuel, that each ship can
do. Only refueling can run in parallel with loading or unloading, while any other
pair of operations for a single ship cannot overlap in time. The ship must be
docked before loading, unloading, and refueling and it must be undocked before
navigating. We are given the initial locations and fuel levels of ships and the
initial location, weight, and destination of each cargo item. The task is to plan
operations for ships in such a way that all cargo items are delivered.

Class hierarchy. When modeling a planning domain it is natural to describe
classes of involved objects. The base class hierarchy can be described indepen-
dently on the formalism used. We will be refering to the following class hierarchy
for the Petrobras domain:

– Ship - a class for the transport ships
– Cargo - a class for the items of cargo
– Location - a generic class for points of interest. Distances between pairs of

locations are part of the planning problem specification.
• WaitingArea - areas designated for idle ships
• LogisticLoc - locations where a ship can be loaded/unloaded
∗ Platform - location with docking capacity for a single ship
∗ Port - location with docking capacity for more than one ship. Refu-
eling is possible only at ports and selected platforms.

3 Domain Designer Perspective

Design of the planning domain model can be done in a modeling formalism that
is completely independent of the planning machinery. This is the case of the
Planning Domain Definition Language (PDDL) [3].

PDDL model. We have already described the class hierarchy earlier. Now we
will give the description of selected object properties with predicates and flu-
ents. Both predicates and fluents represent properties that are subject to change
during the planning process. Predicates in PDDL are used for boolean properties
whereas fluents can take wider range of values (e.g. numeric fluents).

In PDDL we use instances of predicates and fluents to describe a state of the
world and we use actions to model possible transitions between those states.
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Predicates: In PDDL we can represent information about the location of each
ship and item of cargo, using first-order-logic predicates with typed arguments
(e.g. (ship-at ?s - Ship ?l - Location)).

Fluents: For each ship we can express its current fuel level and free cargo capacity
as numeric fluents (e.g. (fuel-level ?s - Ship) - number).

Actions: Legal changes that can turn one state to another state are described
by actions. An example of a PDDL code for action load-cargo follows1:

(:action load-cargo

:parameters (?s - Ship ?c - Cargo ?loc - Location)

:precondition (and

(at ?s ?loc)

(cargo-at ?c ?loc)

(>= (free-cargo-capacity ?s) (cargo-weight ?c))

(isDocked ?s ?loc))

:effect (and

(not (cargo-at ?c ?loc))

(cargo-at ?c ?s)

(decrease (free-cargo-capacity ?s) (cargo-weight ?c))))

Each predicate, fluent, and action declaration in PDDL actually represents a
schema with variables. If we assign constants to these variables we can obtain
many different predicates, fluents, and actions. This process is called grounding.

The set of grounded predicates, that are true at the moment, together with
the values of all fluents are used to describe a world state.

A grounded action is applicable to a given state iff all preconditions are satis-
fied. The state changes according to the effects of the action (i.e. some predicates
are made true/false and values of some fluents are changed).

The main idea of PDDL is to describe domain physics only. However, if we
consider actions one by one, the physics alone may not suffice. For example a
sequential plan can contain a docking action followed immediately by an un-
docking action, which is a valid but not reasonable sub-plan. Additional work
has to be done in order to encode action ordering rules that would be useful
for a planner. Therefore we conclude that the PDDL interface is closer to the
modeler.

4 Planner Perspective

The New Domain Definition Language (NDDL) is an example of a modeling
formalism that is strongly influenced by the target planner. NDDL is a part of
the EUROPA2 planning system [1].

1 PDDL uses Lisp-like syntax.



On Modeling Formalisms for Automated Planning 273

NDDL model. In addition to the base class hierarchy we need to define spe-
cial classes that represent domain attributes. Each ship in the Petrobras do-
main can be described by two numeric attributes (fuelLevel, cargoCapacity)
and one multi-valued state variable shipState, which can take values such as:
Navigating(loc1,loc2) (ship is navigating from loc1 to loc2) or
Loading(loc3,c1) (ship is loading c1 at loc3). All possible values are described
with predicates.

class shipState extends Timeline {

predicate Navigating { Location from; Location to; }

predicate Loading { LogisticLoc dock; Cargo crate; }

... }

Tokens: Each predicate defined in this way can be used in a token which is a
triple (O,P, I) where:

O - is an object i.e. instance of some class (e.g. shipState)
P - is a predicate of the class (e.g. Navigating(X,Y))
I - is a time interval [s, t] where s < t ≤ H for some fixed value H (planning

horizont)

Timelines: A sequence of tokens T = (t1, . . . , tk) with non-overlapping intervals:

∀i �= j : (I(ti) = [a, b] ∧ I(tj) = [c, d])⇒ (b ≤ c ∨ d ≤ a)

is called a timeline, and it describes the history of a state variable. We can indi-
cate this fact by the code class X extends Timeline. If the intervals defined
in T cover all the time from 0 to H then T is a completely specified timeline. If
there are some uncovered intervals the timeline is partially specified.

The planner starts with a set of partially specified timelines and its objective is
filling in the gaps with matching tokens. Any set of partially specified timelines
represents a partial solution of the original problem. In a complete solution all the
timelines are completely specified in a way that satisfies all constraints defined
in the domain model.

Constraints: To decide whether a token can extend a given partial solution, the
NDDL model has to define temporal constraints (based on the Allen’s interval
algebra) among tokens. Figure 1 shows a diagram of token relations for action
LoadCargo. Solid boxes represent tokens that have to exist in the solution in
order to allow the addition of tokens represented by dashed boxes.

We have used only a small subset of NDDL features in our example to illustrate
the position of the interface between a domain modeler and a planner. The
language describes domain knowledge with timelines, tokens, and constraints –
the structures used by the planner in the planning process. Valid sequences of
tokens on a timeline can be deduced from the constraints described in the domain
model. However, this requires an additional effort on the side of a domain modeler
who has to design the constraints. This intuition leads us to conclusion that the
NDDL interface is closer to the planner in this case.
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Fig. 1. Token relations in LoadCargo

5 Comparison

We have seen how two different modeling formalisms can be used to model one
planning domain. Now we will analyze the action LoadCargo in more detail. Let
us suppose that our knowledge can be summarized as follows.

There are three conditions: -

– both ship and cargo have to be at the same location,
– ship has to be docked,
– there has to be enough free cargo capacity on the ship.

If these conditions are satisfied, the action can be executed:

– cargo will be loaded on the ship,
– available cargo capacity on the ship will be decreased by the cargo weight.

Now we will review the modeling decisions taken when using PDDL and
NDDL and we will discuss the differences.

PDDL: The code for the corresponding action can be found in Section 3. Once
we declare the predicates and the fluents that are sufficient to encode all relevant
domain knowledge we can use the PDDL syntax to describe action preconditions
and effects in a way that is very close to the description at the beginning of this
section.

NDDL: By using NDDL we need to take a different point of view. We suggest
one possible sequence of modeling decisions:

1. Choose relevant timelines:
– cargoState(cargo) - a timeline for the state of the loaded cargo,
– shipState(ship) - a timeline for the state of the target ship,
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– cargoCap(ship) - a timeline for free cargo capacity of the target ship,
– ship - a timeline for the target ship.

2. Allocate the token representing the action: LoadCargo(dock,cargo).
3. Allocate tokens representing conditions and effects using temporal constraints.

These tokens represent either conditions or effects as indicated in Figure 1.

In both cases we first need to declare some domain-specific notions (e.g. pred-
icates and fluents in PDDL and timelines with predicates in NDDL). The differ-
ence between the two approaches is in the way that these notions are used.

It is possible to model actions in the PDDL without encoding any explicit
knowledge about their possible ordering (e.g. dock and undock situation de-
scribed earlier). The missing information can be difficult to obtain but there is
a clear notion of action stated as a set of conditions and effects.

On the other side the NDDL model can provide the planner with some addi-
tional information but the notion of action, which is specified as a set of temporal
constraints on tokens, can blur the semantics of the domain model.

6 New Knowledge Modeling Interface

We assume that a domain modeler can treat the planner as a black box. This
is in accord with the physics-only principle employed in the PDDL. In contrast
with this principle we want the modeler to give as much domain-independent
information as possible.

Classes: In our formalism we distinguish between two types of classes:

1. enumerative classes can be used to represent discrete objects such as ships,
2. numeric classes allow description of quantities such as fuel tank capacity.

In addition to the class hierarchy from the Section 2, we need to specify at
least one numeric class to be used for numeric values in the domain.

State variables: Domain properties that are subject to change are described as
state variables of the following form:

s(a1, . . . , an) : r

where s is a name of an n-ary state variable, ai represents classes of its param-
eters, and r is defined as a set of classes, which implicitly defines the range of
values for the state variable (e.g. cargoLocation(Cargo):{Ship,Location} -
an item of cargo can be either stored at some location or loaded on a ship).

The state of the world is described as a vector of values for all state variables
defined in the planning problem instance.

Domain rules: Decisions made during the planning process often require some
kind of computation (e.g. the fuel consumption depends on the trip distance).
We suggest to describe each such computation as an n-ary function:

f : D1 × . . .×Dn → Dn+1

called a domain rule, where Di is a set of constant symbols compatible with
some class Ci. Classes of both numeric and enumerative types are allowed.
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Operators: Possible changes of the world state are described with operators. An
operator is specified as a list of expressions. There are two types of expressions
(we will refer to the example operator code below):

– conditional expressions are used to describe conditions among different state
variable values and their parameters (e.g. line 4). The value of state variable
cargoWeight(C) is constrained by X. The variable X is defined at line 5 where
it represents the original value of the state variable cargoCap(S).

– transitional expressions define both the condition and the change (e.g. line
6). The cargo item C is transfered from D to S.

1 loadCargo(D - LogisticLoc, C - Cargo, S - Ship)

2 shipLoc(S) = D

3 shipState(S) = docked

4 cargoWeight(C) <= X

5 cargoCap(S): X --> (X - cargoWeight(C))

6 cargoLoc(C): D --> S

Terms: The operator expressions use terms that can be constructed recursively
from constants (e.g. docked), variables (e.g. D,C,S,X), state variables (e.g.
shipState(S)), and domain rule instances (e.g. (X - cargoWeight(C))2).

Atomic conditions: For two terms within an enumerative class we use comparison
relations = and �= to build an atomic condition. In case of two terms within a
numeric class we use the combinations of =, <,>. Standard operators of FOL
(∧,∨,¬, ∀, ∃) are used to construct more complex conditional expressions.

In the code above there are three conditional expressions. Two of them are
asserting equality of enumerative terms (lines 2, 3) and one is asserting inequality
of two numeric terms (line 4). There are two transitional expressions (lines 5,
6).

The action ordering can be enforced by introducing a domain rule fsaCheck,
which references a finite state automaton (FSA) that describes all valid action
sequences [2]. The FSA will have the following states: undocked, navigating,
waiting, loading, unloading, and refueling. We replace the line 3 with:

3a exists B: fsaCheck(A,B) = true

3b shipState(S): A --> B

The conditional expression at line 3a constrains the variables A and B according
to the FSA and the transitional expression at line 3b changes the state of the
ship S from A to B. The value of the variable A is defined at line 3b.

2 Arithmetic operators are binary functions.
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We have showcased usage of state variables, domain rules, and operators. The
resulting domain model allows user-defined extensions called domain rules to
restrict action ordering. Arbitrary arithmetic functions can be defined. While
NDDL permits a user to define functions as well, PDDL is less flexible which
can be limiting for some real world applications [4].

7 Conclusion

The interface presented in this paper gives a different view on knowledge mod-
eling which depends on multi-valued state variables. The value ranges of these
variables are defined either by enumerative or numeric classes instead of the
predicates as in the NDDL. The resulting domain model uses operators simmi-
lar to actions from the PDDL. The closest formalism currently in existence is
Action Notation Modeling Language (ANML) [5].

From the perspective of a domain modeler the interface provides an easy way
to integrate various kinds of domain-specific knowledge using the domain rules.

On the planner side a problem instance is described by a finite set of state
variables and domain rules, while the domain specific information is represented
only in the operators.
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Abstract. Path planning is typically considered in Artificial Intelligence as a 
graph searching problem and R* is state-of-the-art algorithm tailored to solve it. 
The algorithm decomposes given path finding task into the series of subtasks 
each of which can be easily (in computational sense) solved by well-known me-
thods (such as A*). Parameterized random choice is used to perform the de-
composition and as a result R* performance largely depends on the choice of its 
input parameters. In our work we formulate a range of assumptions concerning 
possible upper and lower bounds of R* parameters, their interdependency and 
their influence on R* performance. Then we evaluate these assumptions by 
running a large number of experiments. As a result we formulate a set of heuris-
tic rules which can be used to initialize the values of R* parameters in a way 
that leads to algorithm’s best performance. 

Keywords: path planning, grid, 2D, A*, R*, heuristic search. 

1 Introduction 

Ability to plan a path is one of the key features for an intelligent agent. In our work, 
we examine the case when an agent operates in a rectangle-bounded region of static 
2D environment composed of traversable and non-traversable areas (free space and 
obstacles). We use 8-connected grid as a formal model of agent’s environment [1, 2, 
3]. Within this model the task is to find a sequence of unoccupied adjacent grid cells 
connecting given start and goal cells. 

Heuristic search algorithm A* [4] is widely used in AI community for finding 
paths on grids. A* using admissible heuristics guarantees finding a shortest path [5]. 
Plenty of such heuristics for grid-worlds exist: Manhattan distance, octile (diagonal) 
distance etc. These heuristics being natural metrics in grid-worlds are the ”best-
available”, but nevertheless A*-search exercising them explores too much of the 
state-space in case the goal is located beyond the obstacles. The reason of the  
over-exploration is that A* guided locally by one of the abovementioned heuristics 
necessarily (in presence of obstacles) falls into a local minimum – “the portion of 
state-space from which there is no way to states with smaller heuristics without pass-
ing through states with higher heuristics” [6]. There exist a number of approaches to 
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reduce the A* search space (and thus increase the computational effectiveness of path 
planning algorithm). One approach is to modify A* in some way. Using weighted 
heuristics [7, 8, 9], implementing iterative deepening techniques [10, 11], imposing 
limits on the size of the set of candidate cells for exploration [12, 13] are examples of 
such approach. Another approach exploits the idea of decomposition. Methods im-
plementing this approach split the given task to the series of subtasks (local tasks) 
each of which is solved independently (by local planners) and final solution is con-
structed by the composition of local solutions. Decomposition can be performed using 
predefined criteria [14] or in random fashion [15, 16]. 

One of the well-known state-of-the art algorithms suitable for path finding in grid-
worlds based on parameterized random decomposition is R* introduced in [6]. It ex-
ploits the same ideas lying behind RRT planners [16] and uses WA* (A* with 
weighted heuristic) as local planner. To perform a search R* needs to be provided 
with the values of its 3 input parameters (as well as the weight of the heuristic used 
for the local WA* search). Preliminary experiments show that the algorithm perfor-
mance largely depends on these values. At the same time to the best of authors know-
ledge there is no reported research results on how exactly the choice of the parameters 
values influence the performance of R* and which values should be used to solve 
practical path planning tasks with R*. This works aims at filling this gap.  

In our work we theoretically analyze the possible influence of each parameter on 
R* performance along with evaluating its lower and upper bounds. We show that the 
bounds for 2 parameters are either constants or can be expressed as functions of the 
3rd parameter. At the same time, we propose that the value of the latter is the function 
of start and goal positions. Then we perform comprehensive experimental analysis of 
R* solving more than 5000 of 2D path planning tasks to estimate the coefficients of 
the parameters’ bindings proposed before. Thus we end up with a set of rules for R* 
parameterization applying which leads to algorithm’s best performance. 

2 R* Algorithm for Grid Path Planning 

2.1 Path Planning Problem 

Consider a 8-connected grid which is a finite set of cells A=(a, b, c, …) that can be 
represented as a matrix  AMxN={aij}, where: i, j – are cell position indexes (also de-
noted as i(a), j(a)) and M, N – are grid dimensions. Each cell is labeled either travers-
able or un-traversable and agent is allowed to move from a traversable cell to one of 
its traversable neighbors. 

A metric function dist (also known to AI community as diagonal heuristic) is used 
to measure the distance between any two cells: 

dist(aij, akl) = cd ·min(Δi, Δj) + chv·(Δi + Δj – 2·min(Δi, Δj)), 

where Δi=|i–k|, Δj=|j–l|, cd=k·chv (1<k<2), chv=const∈R+. chv is a distance between a 
cell and any of its horizontal or vertical neighbors, cd is a distance between a cell and 
any of its diagonal neighbors. In our work we use integer constants chv=10 and cd=14 
for corresponding distances. 
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Path planning task is considered to be set if two distinct traversable cells – start and 
goal – s, g∈A are set. The solution of the problem is a path π(s, g), e.g. a sequence of 
traversable adjacent cells starting with s and ending with g. The length of the path 
L(π) is the sum of the distances between all pairs of adjacent cells forming the path. 

2.2 Randomized Heuristic Search Algorithm R* Overview 

R* – is state-of-the art heuristic search algorithm that decomposes initial path plan-
ning task into series of subtasks, identifies ones to be solved by local planner (WA*) 
and tries to solve them. If the local solution is found “easily” it is stored and can be 
used lately to reconstruct final solution but if the local solution is “hard to find” R* 
postpones local search and chooses another local task. As its creators say in [6]: “R* 
postpones the ones [local searches] that do not find solutions easily and tries to con-
struct the overall solution using only the results of searches that find solutions easily”. 

We encourage the reader to examine the papers [6, 17] for the detailed explanation 
of R* and now give only a brief overview of the algorithm. 

At each step R* firstly chooses the most promising cell c from OPEN list (initially 
containing only start cell). Then algorithm randomly selects K traversable cells resid-
ing at the distance Δ from c and inserts them into OPEN. These cells (bi) are called 
the successors of c, while c itself is called the predecessor (pred(bi)=c). If dist(g, c)≤Δ 
then the goal cell is also added to OPEN. 

Next R* tries to find a local path π(pred(c), c) with WA* algorithm. If the path is 
not found after the m steps of WA* the cell c is labeled AVOID which means it was 
hard to find the current local path and the local search should be postponed. Cell c is 
kept in OPEN list in that case. If the path is found the cell is removed from OPEN and 
is inserted into CLOSED list. 

The process of generating successors, adding them to OPEN, choosing the best cell 
in OPEN and trying to find a local path is referred as the expansion of the cell c. 

R* chooses the cells from OPEN using the same heuristic rule as WA*. The only 
difference is that R* chooses only such a cell which is not labeled AVOID (initially 
none of the cells has this label) and only if no such cells are left in OPEN it chooses a 
cell amongst AVOID ones. The stop criteria for R* is analogous to WA*.    

One specific thing related to algorithm’s implementation which is not addressed in 
original paper is the procedure of generating successors for the expanding cell. In our 
implementation of R* we use midpoint circle algorithm [18] to generate successors – 
see fig.1. 

 

Fig. 1. Set of successors for cell C. Numbers indicate the distance from C 
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One can think that the circumference of radius Δ/chv (if measured in cells) with the 
center in the cell c is “drawn” and K traversable cells forming this circumference are 
randomly chosen as successors of c. 

2.3 R* Parameters Influence on Algorithm Performance and Their Lower 
and Upper Bounds 

Obviously R* performance depends on the values of its 3 parameters: K – number of 
successors generated for each expanded cell c, Δ – the distance between c and gener-
ated successors, m – number of steps local planner is allowed to perform before aban-
doning the search. Let’s analyze the influence of each parameter and assess its lower 
and upper bounds taking into account R* working principles. 

The value of m affects both execution time and memory usage. The higher the val-
ue of m is the more steps are performed by WA* while finding each local path. At the 
same time it is likely that only small fraction of all local paths compound final solu-
tion which means in case of higher m more chances are that R* wastes much time on 
“useless” computations. Thus high values of m should be avoided. 

The influence of parameter m on path length is less evident. It is likely that the lat-
ter depends primarily on how local goal cells are chosen at each step of R* and that is 
independent of m. 

The lower bound for m can be assessed in the following way. One can show that 
minimum number of steps WA* needs to find a path is m*=max(|i(s)–i(g)|, |j(s)–j(g)|). 
This happens in particular when there are no obstacles in between s and g. As detailed 
above our implementation of R* uses midpoint circle algorithm to form the set of 
possible successors and it can be shown that max(|i(s)–i(g)|, |j(s)–j(g)|) is achieved 
when s (the cell under expansion) and g (the successor of s) lie on the same grid row 
(or column) and in that case m*=Δ/chv. So the value m’=Δ/chv(=Δ/10) is the lower 
bound for m (if m<Δ/10 WA* would simply fail to solve local path finding tasks in 
most cases). 

Theoretically upper bound for m is the number of all traversable cells on grid but 
it’s reasonable to limit m by some value m’’=k·m’ (k∈N) which means that the local 
planner (WA*) is allowed to perform k times more steps to solve local path planning 
tasks than in the most trivial cases (when there are no obstacles present). 

The value of K affects both execution time and memory usage but primarily mem-
ory usage as all K successors for each expanded cell are permanently stored in memo-
ry. So, if we are interested in decreasing memory consumption high values of K 
should be avoided. At the same time, the higher the value of K is the more successors 
for each cell are generated and more chances are R* would pick up “good” candidates 
for further expansion (the candidates that minimize both local and overall path 
lengths). So setting K to high values potentially leads to better quality solutions. 

Upper bound for K can be assessed in the following way. As said above, set of succes-
sors for any expanded grid cell is the subset of cells comprising the discrete circumfe-
rence of radius Δ/chv (if measured in cells). The length of such circumference equals 
2·π·Δ/chv. Thus maximum number of successors K’’≈6·Δ/10. Minimum possible number 
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of successors K’ apparently equals 1. But it’s obvious that in that case we would likely 
get very awkward shaped and very long paths, so we suggest K’=3. 

As shown above upper/lower bounds for m and K can be expressed in relation to Δ 
making Δ the key parameter for R* which value affects both execution time and 
memory usage and solution quality. Considering the influence of Δ independently one 
can say that the higher the value of Δ is (with dist(s, g) being the maximum) the more 
R* relies on local path planning which makes algorithm behave more like typical A*-
family algorithm (the behavior we are trying to avoid). On the other hand setting Δ to 
extremely small values (with chv=10 being the minimum) directly converges R* to A* 
which does not make any sense at all. So, the value of Δ should be picked from the 
middle of the spectrum of possible values. In other words, Δ can be represented as a 
positive monotone function (with known minimum and maximum) of start and goal 
locations, e.g. Δ=dist(s, g)/k and the “right” value for binding coefficient k should be 
estimated via experimental analysis but it is likely to belong to the middle range of 
possible spectrum (defined by minimum and maximum values of Δ). 

By now we have theoretically evaluated lower and upper bounds for the R* para-
meters (m, K and Δ) and showed that m and K can be expressed as linear functions of 
Δ and Δ can be expressed as linear function of start and goal locations. The coeffi-
cients of the bindings are unknown and we are going to evaluate them experimentally. 

3 Experimental Analysis 

3.1 Testbed 

To examine the influence of R* input parameters on the algorithm’s performance and 
find parameters “best” values we have run 5250 of experiments on 3 types of grids: 
- randomly generated grids containing rectangle shaped obstacles of different sizes 
(70 grids * 25 different parameters configurations = 1750 experiments); 
- randomly generated grids containing tetris-shaped obstacles of different sizes (70 
grids * 25 different parameters configurations = 1750 experiments); 
- grids which are models of city landscape (70 grids * 25 different parameters confi-
gurations = 1750 experiments). 

While generating grids containing rectangle and tetris-shaped obstacles the latter were 
added one by one at randomly selected positions until the total number of untraversble 
cells equals or slightly exceeds predefined threshold, e.g. 30%. When adding each ob-
stacle its size and orientation was chosen randomly within predefined thresholds. 

Grids modeling city landscape were generated semi-automatically and the maps of 
the real cities were used as sources. The percentage of blocked cells on these grids 
equals or slightly exceeds 30% (just as on randomly generated grids). 

All grids were of the size 501x501 and start and goal cells were always located on 
the opposite edges of grid in such a way that dist(s, g)=5000. 

The following indicators were used to evaluate R* performance: 
cells – the number of cells stored in OPEN and CLOSED (used to assess memory 

consumption); 
time – time (in ms) used by R* to find a path;  
length – length of the path found. 
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3.2 Results 

There were conducted 3 consecutive series of experiments and a preliminary one. 
Preliminary experiments were aimed at fine tuning local planer (WA*), e.g. esti-

mating the best value for weight of heuristic function. For the sake of space we omit 
the results of experiments but they count in favor value 3 should be used as the 
weight. As R* is supposed to use the same heuristic function as local planner 
weighted by the same weight (to guarantee suboptimality) the later was also set to 3. 

First, we examined the influence of parameter m – number of steps local planner 
(WA*) is allowed to commit before abandoning the search for a local path – on R* 
performance. Then parameter K – number of successors generated for each expanded 
cell – was evaluated with m being set to its best value. Finally, parameter Δ – the 
distance between expanded cell and its successors – was evaluated (with m and K 
being fixed to their best values discovered before). 

The averaged results of the experiments are shown on fig. 2. These averaged results 
correlate well with all “individual” ones, e.g. results obtained on grids of specific 
types, and thus can be used as consistent basis for R* performance evaluation.  

In the first series of experiments values of Δ and K were set to dist(s, g)/10(=500) 
and Δ/10(=50) respectively and m was assigned a range of values: 50, 75, 100, 200, 
300, 500, 750, 1000. 

Obtained results (see fig. 2) support the assumption that m mainly affects running 
time and memory consumption – time and cells values differ (due to different m-
values) ≈5 and 1,5 times respectively – while the influence of m on solution quality is 
less evident. Interesting case which breaks the evident tendency – the higher the value 
of m is the worse the performance of R* is – is setting m to 50. Worst results in that 
case (which are not depicted on diagrams but reported in the table) can be easily ex-
plained: when m is set to 50 local planner is guaranteed to almost always fail in local 
pathfinding (during the first attempt). So in the end more such searches are performed 
which in turn substantially degrades R* performance. 

  Based on gained results value 100(=Δ/5) can be recommended to initialize m.  
This can be interpreted in the following way (see previous section): minimum number 
of steps local planer needs to find a path is Δ/10, so to get “best” results local planner 
should be allowed to use 2 times more steps (than the minimum). 

In the second series of experiments value of Δ remained the same, m was set to its 
best value, e.g Δ/5, and K was assigned a range of values: 3, 5, 7, 10, 25, 50, 70, 100. 

Obtained results support the assumption that K drastically affects memory con-
sumption and running time – cells and time values differ 4 and 3 times (due to differ-
ent K-values) respectively; they also justify that K has a major influence on solution 
quality– difference in length reaches 30-35%. 

Results of the experiments evidently show that higher values of K should be 
avoided due to high computational costs and lower values of K should be avoided due 
to lower solution quality. On this basis the recommended value for K is 25=(Δ/20). 
This can be interpreted as following: maximum number of successors for any cell 
≈6·Δ/10, so to get best results R* should generate round 1/10th -1/12th of that value (1 
out the 10-12 possible successors should be generated).  
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Fig. 2. Experimental results 

In the third series of experiments m and K were assigned their best values, e.g Δ/5 
and Δ/20, and Δ was consequently initialized as: 50, 100, 200, 300, 500, 750, 1000, 
1500, 2500. 

Obtained results (see fig. 2) verify the assumption that Δ (just like K) has more in-
fluence on R* performance rather than m: cells and time differ 4 and 10 times respec-
tively (due to the different values of Δ) and the difference in length reaches 10%. 

As one can see, setting Δ to higher or lower values significantly reduces algo-
rithm’s computational efficiency (the fact we have predicted earlier) so these values 
should be rejected and the values from the middle of the spectrum should be used. 
Based on the obtained results we recommend setting Δ to 500(=dist(s, g)/10). 

Summarizing the results of experimental analysis two main conclusions can be 
made. First, R* performance depends largely on the values of its parameters and as-
signing them in a wrong way can lead to a dramatic fall in computational efficiency. 
Second, there exist a set of rules which can be used to automatically initialize R* 
input parameters in such a way that leads to best performance. These rules can be 
formalized as the set of bindings: 

Δ=dist(s, g)/10; 
K=max(10, Δ/20); 

m=Δ/5.  

Presented bindings are dependent only on start and goal locations which are known 
a priori and thus can be viewed as a universal (heuristic) rule of parameterizing R* 
when solving path planning tasks on 8-connected grids. 

4 Conclusions 

R* is state-of-the-art randomized heuristic search algorithm and a powerful tool to 
solve 2D path planning tasks at low computational costs. But to benefit from using R* 
in actual practice one needs to initialize 3 algorithm’s parameters in a “right” way as 
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R* performance heavily depends on them. In presented work we analyze (both theo-
retically and experimentally) the nature of that dependencies and end up with the set 
of heuristic rules that can be used to automatically parameterize R* in order to get the 
best results (low computational cost and high solution quality). Presented rules are 
easily applicable to any path planning task in any grid-world as they do not require 
any additional knowledge except the positions of start and goal cells. 
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Abstract. In this paper, the analysis of American football strategies is by apply-
ing Nash equilibrium. Up to the offensive or defensive team-role, each player 
usually practices the relevant plays for his role; each play is qualified regarding 
the benefit that could add to the team success. The team’s strategies, that join 
the individual’s plays, are identified by means of the strategy profiles of a nor-
mal game formal setting of American football, and valued by the each player’s 
payoff function. Hence, the Nash equilibrium strategy profiles can be identified 
and used for the actions decision making in a match gaming. 

Keywords: American football, Nash equilibrium, team’s strategies. 

1 Introduction  

Recently, the formal modeling and strategic analysis for support the matches gaming 
of multi-player sports like American football (AF) or baseball [1-3], have led investi-
gations in areas of sport science [4-6], computer science, game theory [7], operation 
research [1, 3], and simulation models [2, 8], among others. In American football 
gaming, the team members are encouraged to do the best individual actions, but they 
must cooperate for the best team’s benefit. The strategies are indicated by the team 
manager regarding on each player’s profile as well as the specific match circums-
tances to obtain the most benefit [9]. A planned-strategy should include both the indi-
vidual and the team motivation. The selection of strategies is an essential aspect to be 
considered for a whole AF automation. In [10] a formal model for automated simula-
tion of AF gaming, using a context-free (grammar) language and finite state machine, 
allows for precise simulation runs on this ever strategic multi-player game. 

1.1 American Football Description 

American football (AF) is one of the top strategic games, played by two teams on a 
rectangular shaped field, 120 yards long by 53.3 yards wide, with goalposts in the end 
of the field. Each team has 11 players and a match lasts 1 hour divided in four quar-
ters. The offensive team goal is advance an oval ball, by running or passing toward 
the adversary’s end field [11-13]. The ways to obtain points are by advancing the ball, 
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ten yards at least, until reach to the end zone for touchdown scoring, or kicking the 
ball such that it passes in the middle of the adversary’s goalposts for a field goal, or 
by the defensive tackling the ball carrier in the offensive end zone for a safety. The 
offensive team should advance the ball at least ten yards in at most four downs (op-
portunities) to get four additional downs; otherwise the defensive team that is avoid-
ing the ten yards advance, changes to the offensive role. The current offensive team’s 
advance starts from the last ball stop position. If the defensive catches the ball before 
a down is completed, it starts the offensive role at this position.  

1.2 Selection of Strategies 

The Nash equilibrium (NE) [14] is a widely used mathematical concept in game 
theory, especially in non-cooperative games. The Nash equilibrium formal account 
for multi-player games follows.  Let 1, … , } be the set of players,  ∈ ,∈  Σ  be an element of the set of simple plays, and …  be a strategy 
of player  is a sequence of actions , ∈  S ,  S  the set of strategies for the  
player. Let  , … , ∈  …  a strategy profile, one strategy per player, and 
let , … ,  be the set of every player payoff functions, such that  , … , ∈ . Let , … , ; , … ,   be the game in normal form  [14]. 

To identify the strategy profiles that satisfy the condition of Nash equilibrium, 
every strategy profile is evaluated with the payoff functions of the players, and the 
chosen profiles are those which, for every player, is the options that produces less loss 
for him regarding the other players’ strategies; so, is the best option, for each player, 
but individually, in non-cooperative way. A NE strategy profile s , … , s , … , s  
maximizes the payoff function in equation (1):  

 u  s , … , s  , … , s  u  s , … , s  , … , s   ∀i ∈ P, s  ∈ S            (1) 

We use the normal game formal account of American football in order to analyze 
the strategies of a team in both, offensive and defensive roles. Each strategy profile 
involves all the players’ actions in certain moment of a match, and NE provides a 
formal way to measure and identify the strategy profile that satisfy the expectative of 
the players, both, given certain action and by regarding the other players’ actions. 

Next, in Section 2 concerns an overview of American football, the team-roles, as 
well as the each role’s most relevant plays. Section 3 describes the each role’s utility 
function for worth the strategy profiles. Section 4 presents the strategy profiles that 
satisfy the Nash equilibrium condition; they are selected and used during actions deci-
sion making in a match. Some remarks feed the Discussion and Conclusion. 

2 Strategies by Team-Role and the Average Occurrence of 
Plays  

In this section, we present some AF plays being divided according to the team-role, 
offensive or defensive (Table 1).  
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Table 1. Offensive and defensive plays 

Off. plays Description  Def. plays Description    Kick the ball  Tackling 

 Catch the ball by product of a pass  Safety 

 Run with the ball  Stop the ball 

 Pass the ball  Interception 

 Scoring yards  Tackling the quarterback 

 Touchdown  Roll back the contraries 

 Extra point (1 point by product of a kick)  Fumble the ball 

 Conversion (2 points)  Turnover the ball 

 Field goal Touchback 

 
Using real statistical from NFL (National Football League) see http://gametheory. 

cs.cinvestav.mx/NFL_statistics.pdf, the probability of occurrence of each play above 
is calculated and listed in descending order in Table 2. These values come from per-
forming statistical averages of values in tables showing data by player-role and not by 
specific player, but for a specific player his individual statistics can be used. 

Table 2. Probability of ocurrence of AF plays 

Play Average   Play Average  

 1050.5 0.232884067 39.4375 0.008742851 

 845 0.187327022 26.96875 0.005978669 

 775.6875 0.171961218  25.125 0.005569931 

 566.75 0.125642118  15.6875 0.003477743 

 348.484375 0.077255077 15.09375 0.003346115 

 346.9375 0.076912152 9.625 0.002133755 

 319.125 0.070746433 5.875 0.001302422 

 78.40625 0.017381786  1.03125 0.000228617 

 40.46875 0.008971468  0.625 0.000138555 

2.1 Offensive Team Plays 

• Offensive linemen players  have two major tasks: 1) block the defensive team 
members which try to tackle to the quarterback ), and 2) open ways in order to 
runners can pass.  The  players are, the center, left guard, right guard, left 
tackle and right tackle. We defined these players as   and the plays to consider 
are , . 

• The quarterback  ) is the offensive leader, whose plays follows, , , , , , . 
• The backfield players  are: the halfback, tailback the fullback. The BF plays 

follow, , , , , , . 
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• Receiver’s role  is to catch the ball passed by the ;  players are the tight 
end and wide. The RC plays follow, , , , , . 

2.2 Defensive Team Plays 

• The defensive linemen players  are: the defensive end, defensive tackle and 
nose tackle, their main task is to stop running plays on the inside and outside, re-
spectively, to pressure the   on passing plays. The  plays follow, , , , , , , . 

• The linebacker players  have several tasks: defend passes in shortest paths, stop 
races that have passed the defensive line or on the same line and attack the   
plays penetration; they can be three or four. The  plays follow, , , , , , . 

• The defensive backfield players  are: the cornerbacks and safeties, which ma-
jor task is to cover the receivers. The  plays follow, , , , . 

2.3 Special Team Plays 

• Kicker player  kicks off the ball and do field goals and extra points. The kicker’s 
plays follow,  , , . 

• The kickoff returner  is the player on the receiving team who catches the ball. 
The plays are , , . 

3 Setting-Up of Payoff Functions  

The each role’s payoff function to value the strategy profiles, selects the own conven-
ience value by regarding:  

• For  is important to make a pass, his characteristic move, even with a touch-
down scoring can generate a greater personal gain.  

• The basic action of  is to increase the score, but to make it happens he must 
catch the ball and run to the touchdown line. 

• The  main function is tackling the adversary to allow  send pass; as well, 
open space for  ball runs, or, in some cases, push back the opposing team. 

• The  preferred score is touchdown or conversion, and should run to get there. 
Other option is to get a first down, or tackling a player of the opposing team. 

• The  should be tackling the opposing , roll back yards to the opposing team 
or get a safety; in descent order of importance the following is to stop the ball, 
tackling and cause fumbles and try to recover it by the opponent. 

• The main function of  is to recover a lost ball and then could be to generate a 
safety. 

• For  intercepting a pass would be best, but it is also important to get the other 
team loses control of the ball. 
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• For , the most important is to make a field goal, followed by an extra point and 
typically perform the corresponding kicks. 

• For , the best choice is to score a touchdown with the return of the kick, but 
usually just run until stopped, or perform touchback for time. 

We propose that the player-roles’ skills are qualified on the base of the player-roles’ 
performance on certain plays, and the statistics resumes these qualifications. 
Let  , … ,  , … ,

  be the payoff function of the player-role , , … ,  , … ,  is a strategy 
profile such that  is one play of player-role , The factors in the payoff function 
are:  represents the player-role ’s preference on the play  , and   is 
the average statistics of the player-role on play  , by regarding the NFL statistics 
[15]; as well, the other elements in the formula are the contributions of the other play-
er-roles whom directly share the play.  

3.1 Offensive Team  

Let define the strategy profile for offensive team as , , , , with ∈  , ∈ , ∈  , ∈ . 

• For , we should consider the  plays as well as the  plays, the payoff 
function (2) follows. 
 

   , , ,                 (2) 
 

• For , we should consider the  plays, the  as well as the  plays, the 
payoff function (3) follows. 
 

     , , ,         (3) 
 

• For , we should consider the  plays, the  plays as well as the  plays, 
the payoff function (4)  follows. 
 

    , , ,      (4) 
  

• For , we should only consider the  plays, the payoff function (5) follows. 
 

           , , ,                                 (5) 

3.2 Defensive Team  

Let define the strategy profile for defensive team as  , ,  where ∈  , ∈  , ∈ . 

• For  and , we should consider  plays as well as plays, the payoff 
function (6) follows. 

     | , ,                   (6) 
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• For , we should only consider the  plays, the payoff function (7) follows. 
 

              , ,                               (7) 

3.3 Special Team  

• For , the payoff function (8) follows. 
 

      where ∈                        (8) 
 

• For , the payoff function (9) follows. 
 

               where ∈                          (9) 

4 Experiments 

We use the set of values in Tables 3 – 4 that are assigned according to each player’s 
preference values on each of the own plays, and are used to calculate the payoff func-
tions, that in turns are used to find out the strategy profiles that fit the Nash equili-
brium condition. 

Table 3. Values of offensive plays by player 

    0.5 0.7 0.5 0.7 0.7 0.7 0.6 0.4 0.6 0.6  0.9 0.8 0.9  0.8 0.9 0.8  0.5 0.5    

Table 4. Values of defensive plays by player 

   0.5 0.5 0.5 0.8 0.8 0.9 0.6 0.6 0.7 0.9 0.9 0.8 0.8 0.7  0.5 0.8  0.4   

 
Now, we define the set of strategy profiles. The set of strategy profiles for offen-

sive team, , , , where  ∈  , ∈ , ∈ , ∈  is f , , , , , , , , … , , , , . The set of 
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strategy profiles for defensive team, , ,  where ∈ , ∈ , ∈
 is f , , , , , , … , , , .  

Using the payoff functions defined in Section 3, each strategy profile is valued by 
respective player’s payoff function. Some illustrative examples follow.  

Offensive Team 

• For , , , , is the payoff 
function that only embrace  and  plays. Reason is that  and  plays 
do not relevant impact the  plays, so not the  payoff function valuations. , , , 0.5 0.077255077 0.5 0.171961218 . , , , 0.124608. 

• For , , , ,  
 is the payoff function, that only embrace ,  and  plays. Reason is 

that the  plays do not relevant impact the  plays, so not the  payoff 
function valuations. , , , 0.7 0.077255077 0.5 0.077255077 0.50.171961218. , , , 0.1786867014. 

• For , , , ,  
 is the payoff function, that only embrace ,  and  plays. Reason is 

that the  plays do not relevant impact the  plays, so not the  payoff 
function valuations. , , , 0.7 0.077255077 0.5 0.077255077 0.50.171961218. , , , 0.1786867014. 

• For , , , ,  is the payoff function, that only 
embrace the  plays. , , , 0.5 0.171961218 . , , , 0.085980609. 

Defensive Team 

• For and , | , ,   is the payoff 
function, that only embrace the  and  plays. Reason is that the   plays 
do not relevant impact the  and  plays, so not the  and  payoff func-
tion valuations. | , , 0.5 0.171961218  0.5 0.171961218 . | , , 0.171961218. 

• For , , ,  is the payoff function, that only  
embrace the  plays. , , 0.5 0.171961218 . , ,0.085980609. 

We should calculate all payoff values on strategy profiles using the players’ payoff 
functions. For the offensive team the strategy profile , , ,  satisfies the 
Nash equilibrium condition, and for the defensive team, the NE profile is , , . 
So, the best combination of offensive plays is by combining a pass from QB, the RC 
running with the ball and the OL and BF opening the way and stopping their oppo-
nents. Notice that the Nash equilibrium strategy profile depends on the player’s prefe-
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rence value as well as on the player’s payoff function. For more examples with  
different preference values and payoff functions, please visit http://gametheory.cs. 
cinvestav.mx/Examples_AF_Analysis_of_Strategies.pdf.  

5 Discussion  

The analysis of strategies in American football gaming can be flexible done using 
both, the players’ preference values on the plays and depending on specific circums-
tances on the match. Once the players’ preference values in Table 3 – 4 are modified, 
we can obtain different payoff values, therefore other strategy profiles that satisfy NE 
conditions for the different valuations. This is a real behavior approach: the individual 
player’s preferences and assessments regulate the actions decision making during a 
match, at least partially. The strategy profiles can be approached by computer simula-
tions of American football gaming [10] and measure how good are these strategy 
profiles to improve the team performance. 

6 Conclusion 

In simulations of American football gaming, the analysis of strategies can use the 
normal form game setting, so the strategy profiles are valued using the every player’s 
payoff functions to find out those that fit the Nash equilibrium conditions for the 
whole team. These Nash equilibrium strategy profiles can be used for actions decision 
making on the basis of a full strategic reasoning, essential for a team’s success. 
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Abstract. Recently, in the field of activity recognition a number of ap-
proaches that utilise probabilistic symbolic models have been proposed.
Such approaches rely on the combination of symbolic state-space models
and probabilistic inference techniques in order to recognise the user ac-
tivities in situations with uncertainty. One problem with such approaches
is the huge state space that can be generated just by a few rules. In this
work we investigate the effects of a mechanism for reducing the model
complexity on symbolic level. To illustrate the approach, we present one
possible strategy and discuss its effects on the model size and the prob-
ability of selecting the correct action in an office scenario.

Keywords: symbolic human behaviour models, context awareness, ac-
tivity recognition.

1 Introduction and Motivation

Recently, a number of emerging approaches for context-aware activity and in-
tention recognition that utilise probabilistic symbolic human behaviour models
have been proposed [3–6, 8]. Such approaches encode prior knowledge about the
user behaviour in the form of rules that are later expanded to form the model
state space. To perform activity or intention recognition the transitions between
the states are assigned probabilities in order to cope with ambiguous data and
missing or erroneous sensor readings. For example, Hiatt et al. use the ACT-R
production system [1] to which probabilistic simulation analysis is performed to
determine the different execution paths and their probabilities. Alternatively,
Ramı́rez et al. use the Planning Domain Definition Language (PDDL) to encode
the user behaviour in the form of precondition-effect action templates. Later, the
model is mapped onto a partially observable Markov decision process and the
transition probabilities are assigned based on the distance from the current state
to the goal [6]. A similar approach is the one proposed by Krüger et al. where
a PDDL-like notation is used but the model is mapped either onto a Hidden
Markov Model or particle filter [4].

One disadvantage in such kind of approaches is that it is easy to generate
huge models by defining several rules. For example, Ramı́rez et al. present the
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recognition of kitchen tasks where 16 actions are considered, the correspond-
ing rules for which generate almost 70 000 model states [6]. This increases the
number of states that are reachable from the current state and the number of
valid execution sequences thus requiring more options for the next action to be
executed. This often causes problems in recognising the correct action especially
in cases where the observations provide ambiguous information.

To solve this problem there are two options. The first one is on the proba-
bilistic level – to introduce better heuristics for calculating the probabilities of
the transitions between the different states. Theoretically, that will result in only
the actions representing the actual user behaviour being selected. Such heuristics
are the goal distance [2, 6], the ACT-R cognitive heuristics [1, p. 132–137], the
landmarks [7] etc.

The second solution is on the modelling level. In it different modelling strate-
gies can be used to reduce the model size. This in turn results in less reachable
states and less possible plans which increase the probabilities assigned to the ac-
tions. In this work we investigate how modelling strategies influence the model
size and dynamics and practically test whether they are able to increase the
probabilities of the correct actions. To do that in Section 2 we present a more
formal definition of symbolic state space models for activity recognition. In Sec-
tion 3, the mechanism for reducing the model complexity on the symbolic level
is discussed and later an example is given to to illustrate its effects on the model.
Finally, the paper concludes with a short discussion and future work (Section
4).

2 Symbolic State Space Models

Symbolic state space models describe the underlying system behaviour in terms
of states and transitions between these states. Representatives of this kind of
models are the combination of PDDL with probabilistic reasoning [4, 6], or the
combination of ACT-R with probabilistic reasoning [3]. Such models have an
initial world state and a goal state that the system strives to reach by making
transitions from state to state. More formally, a symbolic state space model M
is a tuple (Pr, S,A, P l), where Pr is the set of predicates which are boolean
functions that provide statements about the model world state. The predicates
in the model then build up the model states. Given a state s ∈ S where S and
if we have 3 predicates in the model each of which can be either true or false,
then a possible state will be s = (true, true, false). There is one special state in
the model s0 which is the initial model state. Then there is a special subset of
states g ⊆ S called the goal states which represent all the predicates that have
to hold in order the goal to be reached. The model’s state space S is the set
of all valid combinations of the existing predicates that lead from the initial to
the goal state. All states that do not lead to the goal state are not counted.
To reach from one state to another the model has transitions between states
which are denoted by A. In the context of activity and intention recognition we
call them actions. For two states s, s′ ∈ S we say that s′ is reachable from s
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by a ∈ A, if the result of applying a in s is s′. We denote that with s′ = a(s).
Pl = {p1, . . . , pn} is the set of all possible plans from the initial to the goal state,
where pi = (a1, . . . , am) for a goal g ⊆ S and an initial state s0 ∈ S is a finite
sequence of actions aj such that sl ∈ g where sl = am(· · · a2(a1(s0)) · · · ).

Assigning probabilistic structure of symbolic state space models is not dis-
cussed here as it is not the focus of this work.

3 Strategies for Reducing the Model Complexity

The basic mechanism behind reducing the model size is the lock predicates that
are used as constraints. The locks used here allow or block the access to a
certain resource in the shared environment when more than one agents act in
the environment, or when the execution of different actions has influence on the
shared environment. This results in only a small subset of all possible states of
the model being reachable, and only a subset of the plans being valid. Locks are
implemented in the action’s preconditions and effects, where they are defined
like any other predicate.

To illustrate how the locks reduce the model complexity below we present an
example of a behaviour pattern, namely phases. Fig. 1 shows the idea behind

Name: Phases

Intent: reduces the model complexity

Applicability: in problems with high number of elements in the environment

Implementation: Actions can be executed only in certain parts of the graph by defining execution 
phases that activate or block certain actions

Structure: Sample code

(:action activate-phase
   :precondition (and 
         (phase-1)

(not (can-do-something))
)

  :effect (and
        (not (phase-1))
        (phase-2)
        (can-do-something) 

)
)

init

goal

Fig. 1. A pattern describing the modelling of phases

them. They aim at reducing the model complexity by restricting the execution
of certain actions only to parts of the state space graph by forcing the model
to pass through the phases states. In that manner, the number of states that
lead from the initial to the goal state is reduced, in the same time increasing
the probability of selecting the correct action. It can be seen in the sample code,
that the action representing the phase uses a predicated called can-do-something.
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When the action is executed, it allows the execution of all the remaining actions
that have this predicate in their preconditions, which was previously impossible.
In that manner the actions can be restricted to certain phase of the behaviour
execution which is essential for problems where many objects are involved and
where only certain instantiations of the actions are applicable to the objects.
To show the influence of the mechanism, a dummy example was built where
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Fig. 2. Probability of selecting the correct
action

Table 1. M1 does not use phases, while
M2 is a model with phases

for m actions needed to reach goal

Param. M1 M2 M1 M2

A 5 5 n n
Pr 10 10 2n 2n

S 32 12 2n
∑

i∈I 2|Xi|

Pl 120 4 n! p!
∏

i∈I(|Xi| − 1)!

five actions have to be executed in order to reach the goal state. To solve the
problem, two models were built: the first allowing the actions execution in any
part of the problem, and the second using one phase that restricts the execution
of actions 1 and 2 and 3 to the first part of the graph, and actions 4 and 5 to the
second. Fig 2 shows the probability of selecting the correct action in both cases.
It can be seen that the phases increase the probability (the blue line) throughout
the model execution. Additionally, Table 1 shows the model parameters for the
two models as well as their influence on the model in the case of n actions that
have to be executed.

Furthermore, to evaluate the influence of the pattern to an activity recognition
problem, it was applied to an office scenario where one to three users enter a
room with a coffee machine and a printer in it. They want either to print a
document or have a coffee. It is however possible that the printer is out of
paper, or that the coffee machine is out of water or ground coffee. The aim of
the problem is to recognise what are the users doing and which user is doing the
action. The observations used for the problem are noisy observations provided by
sensors in the carpet. They send a signal whenever a person is standing on them.
The formalism used to model the problem is Computational Causal Behaviour
Models [4]. Fig. 3 compares the number of plans, number of states, and the
achieved accuracy for intuitive model and one using phases. The results are for
one to three users acting in the environment. It can be seen that the number of
plans and states is seriously decreased especially for the case of 3 users acting in
the environment, where the states were reduced from more than nine hundred
million to under a million. This also increased the model accuracy in the case
of applying phases, which stands to show that reducing the model complexity
increases the model performance.
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Fig. 3. Comparison between intuitive model and such using phases to reduce the model
complexity

4 Discussion and Conclusion

In this work we presented a mechanism for reducing the model complexity of
probabilistic symbolic models on the symbolic level. We showed that it is possible
to decrease the model size and to increase the probability of selecting the correct
actions by introducing lock mechanisms. Through them it is possible to decrease
the size of the model. This in turn leads to increasing the probability of selecting
the correct action as there are less available actions that can be executed from
a given state.

Applying such mechanism to the model could be essential in improving its
ability to recognise the user behaviour. It also allows dealing with the problem
on symbolic level as opposed to probabilistic level, where in order to select the
correct heuristics one should have a solid background knowledge on the user
cognition and behaviour patterns.

One problem that could arise with reducing the model complexity, is that the
behaviour variability the model is able to explain is also reduced. This indicates
that models utilising locks have less predictive power than general models. Re-
stricting the model too much could lead to model overfitting where it is able to
explain just a small fraction of the behaviour variations. On the other hand, de-
signing a more general model leads to the problem of reducing the probability of
recognising the correct action. In that sense, unless good action selection heuris-
tics are introduced, one should find the middle ground between the model’s ability
to explain behaviour variability, and the model’s performance. In the future, the
effect of different strategies on real activity recognition problems is to be tested.
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