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Abstract One of the key areas of clinical decision making in the field of clinical
medicine involves choosing themost appropriate treatment option for a given patient,
out of many alternative treatment options. This paper introduces a model that is intu-
itive to clinicians for evaluating medication treatment options, and therefore has the
advantage of engaging clinicians actively in a collaborative development of clinical
Decision Support Systems (DSS). This paper also extends the previously introduced
models ofmedical diagnostic reasoning, and case formulation (in psychiatry).Whilst
the proposed model is already implemented as a DSS in psychiatry, it can also be
applied in other branches of clinical medicine.

Keywords Model for selecting treatment options · Medical decision support ·
Medical decision support system

1 Introduction

Clinical reasoning in Medicine can be described in relation to four main areas: diag-
nostic reasoning, case formulation, choosing investigations, and choosing treatment
options. Whilst the authors have previously described a theoretical framework for
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diagnostic reasoning, and case formulation [4, 5], this paper mainly focuses on the
process of selecting treatment options.

For any given clinical situation, often there are a number of potential treatment
options, which are associated with different pros and cons. The process of choosing
‘the best’ option is typically guided by the clinician’s knowledge of the diagnosis and
case formulation. Choosing the best option is often a complex process that requires
careful evaluation of a number of variables related to each treatment option and the
patient’s characteristics. Understandably, it is a critical decision that determines the
recovery, and considers the risks of potential complications associated with each
treatment option. Because of the limitation of human cognitive capacity to process
a large number of variables accurately and efficiently in a timely manner, the choice
process sometimes results in poor or even adverse outcomes. Therefore, having a
theoretical framework for evaluating treatment options in an explicit manner can
improve the quality of clinical decision making, and yield benefits to patients.

The first part of the paper explores the process of treatment evaluation at a concep-
tual level. The next section describes the formalisation of the proposed conceptual
model. An example is used to explain the model, and two alternative approaches,
namelyAnalyticHierarchyProcess (AHP) [8], andGeneticAlgorithms [6] are briefly
comparedwith the proposed approach. Finally, the paper briefly introducesTreatment
Evaluation System (TES), which is an implementation of this model for evaluating
treatment options in Psychiatry.

2 Conceptual Model for Evaluating Treatment Options

In order to develop a formal model for evaluating treatment options, it is important
to have a conceptual understanding of this process. Gaining such understanding can
often be difficult due to the largely implicit nature of clinical reasoning by expert
clinicians, and also the domain expertise required in order to conceive the decision
making process. The general model often used in modern clinical medicine involves
a shared decision making process involving both the clinician and the patient [1].
In this process, the clinician may propose a number of treatment options according
to his/her understanding of the diagnosis and etiological formulation, whereas the
patient makes an informed decision by evaluating pros and cons associated with each
treatment option.

For a given diagnosis, there may be several etiological explanatory models that
attempt to explain ‘why this patient developed this illness at this point of time?’. Each
explanatorymodel may indicate at least a one treatment option, and collectively there
can be a potentially large number of options, out of which a small number of options
have to be chosen. As illustrated in Fig. 1, the clinician may look at a large number
of variables according to the type of treatment option, and these variables have to be
matched against the characteristics of the patient. For example, any given side effect
associated with a medication is a one variable, and the matching of this variable with
the patient characteristics involves evaluating the risk of this side effect occurring in
the patient, and its potential consequences for the patient.
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Fig. 1 Conceptual model of treatment evaluation

3 Formal Model

All possible diagnoses consists of a finite set D = {d1, d2, . . .}, and for any
given diagnosis di , there exists a set of etiological explanatory models M(di ) =
{m1, m2, . . .}. For any given explanatory model m j , there exists a finite set of treat-
ment options T (m j ) = {t1, t2, . . .}. For each treatment option tk there exists a finite
set of profile items E(tk) = {e1, e2, . . .}.

Associatedwith each treatment option, ti there exists a row vector of n dimensions
V (tk) = (v(ek1), . . . v(ekn)) where v is a function defined as follows:

v : E(tk) → [0 . . . 1]

The reason for this is that the likelihood of the occurrence of any outcome, desirable or
undesirable, can be described in terms of their probabilities (e.g. probability of having
a successful surgical outcome, probability of having a particular side effect etc.). For
example, consider v(ek j ) = 0.6 representing the probability of the occurrence of the
outcome associated with the profile item ek j of the treatment tk . On the other hand,
profile items that are not associated with the probabilities of occurrence (e.g. cost
associated with a treatment option) can be assigned a ratio with respect to the largest
possible value. For example, consider the profile item e1 as the treatment cost, and
that there are three treatment options: t1 costs $1, t2 costs $2 and t3 costs $3. Then
the value of the profile item for each treatment option can be calculated as follows:

v(e11) = $1
($1 + $2 + $3)

for t1

v(e21) = $2
($1 + $2 + $3)

for t2
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v(e31) = $3
($1 + $2 + $3)

for t3

The product v(ek j ).p j can be interpreted as the impact of the profile item ek j of the
treatment tk considering its level of significance p j to the patient. Therefore, the
overall ‘fitness’ of the treatment tk can be approximated as a summation of all such
products, using a fitness function defined as:

f (tk) =
n∑

j=1

v(ek j ).p j

Suppose there are m of such treatment options, from which at least one needs to be
chosen. Collection of the corresponding row vectors associated with these treatment
options can be represented as a matrix:

M =
⎛

⎜⎝
v(e11) · · · v(e1n)

...
. . .

...

v(em1) · · · v(emn)

⎞

⎟⎠

A patient profile corresponding to a treatment option with a profile row vector of n
dimensions, can be represented as a column vector of n dimensions:

P =
⎛

⎜⎝
p1
...

pn

⎞

⎟⎠

where p1, . . . pn represents the relative importance assigned to the profile items
ei1, . . . ein associated with the treatment option ti . Each p j is an integer value in the
interval [−9 . . . 9]. This is because each treatment option is associated with only two
categories of profile item: desirables and undesirables. Negative values correspond
to the magnitude of the significance associated with undesirable characteristics of
the patient profile (e.g. side effects and adverse complications) whereas positive
values correspond to the magnitude of the significance associated with desirable
characteristics of the profile (e.g. desirable treatment outcomes). The scales shown
in Figs. 2 and 3 can be used to choose a value for desirable and undesirable profile
items respectively. The positive scale is somewhat similar to the fundamental scale
of absolute numbers used in the Analytic Hierarchy Process (AHP) [8].

Evaluation of the set of m treatment options represented by the m × n matrix M
against the patient profile vector P involves multiplication of M by P resulting in
the column vector O of m dimensions, as follows:

M P = O
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Fig. 2 Scale for scoring desirable profile items

Fig. 3 Scale for scoring undesirable profile items

⎛

⎜⎝
v(e11) · · · v(e1n)

...
. . .

...

v(em1) · · · v(emn)

⎞

⎟⎠

⎛

⎜⎝
p1
...

pn

⎞

⎟⎠ =
⎛

⎜⎝
o1
...

om

⎞

⎟⎠

The outcome vector O consists of elements representing the relative utility of each
treatment option.

4 An Example

In order to explain themodel let us consider the following example. Suppose there are
three treatment options available for a patient who has a particular diagnosis. Each
treatment is associated with a profile vector consisting of five items: probabilities of
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Fig. 4 An example of a matrix of treatment profiles

having each of two side effects, relative cost, and the probabilities of achieving each
of two desirable outcomes as described in Fig. 4.

The matrix M corresponding to this table is given as follows:

M =
⎛

⎝
0.1 0.4 0.2 0.6 0.7
0.4 0.5 0.4 0.3 0.6
0.6 0.2 0.4 0.9 0.8

⎞

⎠

Now, consider the patient profile outlined in Fig. 5. The column vector corresponding
to the patient profile is given as:

P =

⎛

⎜⎜⎜⎜⎝

−8
−5
−2
9
8

⎞

⎟⎟⎟⎟⎠

Fig. 5 An example of a
patient profile
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Evaluation of the three treatment options involves the following calculation:

M P = O

⎛

⎝
0.1 0.4 0.2 0.6 0.7
0.4 0.5 0.4 0.3 0.6
0.6 0.2 0.4 0.9 0.8

⎞

⎠

⎛

⎜⎜⎜⎜⎝

−8
−5
−2
9
8

⎞

⎟⎟⎟⎟⎠
=

⎛

⎝
7.8
1.0
7.9

⎞

⎠

The evaluation outcome vector:

O =
⎛

⎝
7.8
1.0
7.9

⎞

⎠

represents the relative fitness of the three treatment options. Accordingly, Treatment
3, which has the highest outcome value of 7.9, can be considered the best treatment
option.

5 Model Behaviour

Representing the dynamics of the treatment evaluation process as a system of linear
equations leads to the advantage that it is more easy to study the behaviour of the
system. Understanding of the model’s behaviour is necessary for answering some of
the important questions in relation to choosing a treatment option.

For example, consider two treatments t1 and t2, and that clinician and patient are
primarily focused on a particular profile item ek and its probability of occurrence in
this patient in relation to t1 and t2. Let us assume that the respective probabilities
are v(e1k) = 0.6 and v(e2k) = 0.8. In this situation the summation of the products
v(e1 j ).p j and v(e2 j ).p j for i = 1 . . . n and i �= k, are constants; let us assign
the values C1 = 12 and C2 = 10 respectively to these sums. This means, without
considering the profile item ek , that treatment t2 is superior to treatment t1. One of
the useful questions to answer is ‘How high a level of significance do you need to
assign to profile item ek so that the treatment t1 is superior to the treatment t2’?

The above question can be answered by solving the resulting pair of linear equa-
tions:

f (t1) = v(e1k)pk + c1

f (t2) = v(e2k)pk + c2

Setting f (t1) = f (t2) and substituting the values for the above problem in these
equations gives the following result:
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Fig. 6 Behaviour of f (t1) and f (t2) according to pk

0.6pk + 12 = 0.8pk + 10

0.2pk = 2

pk = 10

Given the above value is out of the range [−9 . . . 9] the conclusion is that, no matter
how important the profile item ek , treatment t2 is always superior to treatment t1.
Behaviour of the fitness of each treatment f (t1) and f (t2) according to pk can also
be described graphically as shown in Fig. 6.

Now, suppose v(e2k) = 0.8 changes to v(e2k) = 0.85, whilst v(e1k) = 0.6,
C1 = 12 and C2 = 10 remain the same (i.e. the level of the evidence base associated
with a given treatment propertymay change slightly over time). Solving the equations
for these new values gives:

0.6pk + 12 = 0.85pk + 10

0.25pk = 2

pk = 8

The above value is within the range [−9 . . . 9], and according to the scale given in
Fig. 2, profile item ek is a ‘must’ to achieve. This new result can be interpreted as
saying that both treatments have the same degree of fitness, if the patient considers ek

as a ‘must’ to achieve. Nevertheless, if the patient changes his/her mind and assigns
ek as an ‘absolute must’ to achieve (i.e. pk = 8), then treatment t1 is superior to
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Fig. 7 Behaviour of f (t1) and f (t2) according to pk

treatment t2, and indeed is the only treatment that can satisfy the ‘absolute must’
requirement. Figure7 describes this situation.

The above example can easily be extended to study the behaviour ofmore than two
treatments, and also for more than one profile item. Studying the model’s behaviour
is important to gaining deeper understanding of the treatment evaluation process.
Importantly, the model incorporates the clinician’s expertise by supporting him/her
in adjusting the values of profile items in order to make fair and effective decisions.

6 Alternative Approaches

It is important to recognise that there are problems in other domains that require
similar mathematical models at an abstract level, and therefore there exist alternative
strategies that could potentially be applied for evaluating treatment options.

For example, Analytic Hierarchy Process (AHP) is a well-established and mathe-
matically rigorous procedure [8]. AHPhas beenwidely applied in various application
domains including clinical practice [7]. For example, application of AHP has been
described in relation to optimal management of pharyngitis [9], and also estrogen
replacement therapy and cosmetic eye lid surgery [10]. Application of AHP requires
a pairwise comparison of profile items, and for n profile items, n(n − 1)/2 (i.e.
O(n2)) judgments have to be made. The proposed approach only requires n (i.e.
O(n)) judgments to be made.

For example consider a treatment profile with a vector of four desirable outcomes.
Formulation of the problem in terms ofAHP requires rating the relative importance of
these profile items using a scale of absolute numbers. Suppose the resulting pairwise
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comparison matrix is:

[ai j ] =

⎛

⎜⎜⎝

1 3 6 7
1/3 1 1/5 1/4
1/6 5 1 3
1/7 4 1/3 1

⎞

⎟⎟⎠

Then, for this example, the item a12 = 3 is interpreted as saying that profile item 1
is three times more important than profile item 2.

Whilst comparison of profile items of the same category (e.g. undesirable profile
item with another undesirable, or desirable property with another desirable prop-
erty) is clearly meaningful, in the context of the evaluation of treatment choices,
comparison of profile items in different categories (e.g. cost of the treatment with
a side effect, or an undesirable property with a desirable property) is difficult and
sometimes not meaningful.

On the other hand, the pairwise matrix has to be a positive matrix, and if the
matrix of treatment profile vectors with positive and negative values is transformed
into a positive matrix its interpretation become less intuitive to clinicians. Also, the
AHP algorithm requires many complex calculations (e.g. the principal eigenvec-
tor, Perron vector, and their eigenvalues) and therefore requires more computational
resources. More importantly, as the authors have previously emphasised, engage-
ment of clinicians in a collaborative development environment is a critical step for
successful development of Clinical Decision Support Systems [3]. AHP would be
less appealing due to its complexity, and may appear less intuitive to clinicians.

Genetic Algorithms (GA) can also be applied to solve problems of similar nature.
In GA, for example, profile items can be encoded as genes with their initial values,
and the genetic operations such as cross over andmutations can be applied to produce
a pool of profile vectors with different values. A fitness function can be designed to
select the ‘the fittest’ profile.

GA is better suited to situations which require selecting a best solution out of a
large number of solutions. For example, consider a hypothetical situation in which a
pharmaceutical treatment canbedesignedbyadjusting thedoses of different chemical
components that are correlated with corresponding profile item values. This may
result in a potentially infinite number of possible combinations of different chemical
components, and thus an infinite number of treatment profiles. Given n different
chemical compounds required to synthesise a treatment, a gene can be encoded as
a vector g0 = (w1, . . . , wn) where wi is the amount of the i th required chemical
component. Using the above-mentioned genetic operations a very large (infinitely
many) pool of genes can be replicated. Suppose the functions Ωi where i = 1 . . . n
determines the corresponding values of the profile items ei such that:

v(ei ) = Ωi (wi )

Then the fitness of any given gene gk can be evaluated using a fitness function f as
follows:
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f (gk) =
n∑

i=1

Ωi (wi )

The ‘best’ treatment option can be chosen out of any given set of treatment options
that are encoded in genes by choosing the corresponding gene with the highest fitness
value.

Evaluation of medical treatment options often involves only a few options, and
therefore GA is less desirable.

7 Model Implementation in Psychiatry

The new model described above has been implemented as Treatment Evaluation
System (TES) in psychiatry, and used for choosing psychiatric treatment options.
The design, implementation and its application is presented elsewhere in a separate
paper [2]. Figure8 shows a screenshot of TES, inwhich two antidepressant treatments
are evaluated against a hypothetical patient profile.

Next, Fig. 9 shows approximated values for each treatment profile.
Finally, Fig. 10 shows the evaluation results, after entering the patient profile.

Fig. 8 Implementation of the model as treatment evaluation system in psychiatry

Fig. 9 Treatment profiles and the patient profile
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Fig. 10 Outcome of the treatment evaluation

8 Conclusion

This paper presents a newmodel that can be used for effectively evaluating competing
treatment options. The model has been described at a relatively abstract level, and
encapsulates the essence of treatment decision making across different branches of
clinicalmedicine. Therefore, themodel can be implemented as a decision support tool
in any branch of clinical medicine irrespective of the nature of the involved treatment
options. The proposed model was originally formulated to prescribe psychotropic
medications for complex patients in psychiatric practice, and its implementation,
TES, is currently being evaluated with the view to introduce further enhancements.
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