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Foreword

The purpose of the 13th IEEE/ACIS International Conference on Computer and
Information Science (ICIS 2014) held during June 4-6, 2014 in Taiyuan, China,
was to gather researchers, scientists, engineers, industry practitioners, and students
to discuss, encourage, and exchange new ideas, research results, and experiences on
all aspects of Applied Computers and Information Technology, and to discuss the
practical challenges encountered along the way and the solutions adopted to solve
them. The conference organizers selected the best 14 papers from those papers
accepted for presentation at the conference in order to publish them in this volume.
The papers were chosen based on review scores submitted by members of the
program committee and underwent further rigorous rounds of review.

In “A New Method of Breakpoint Connection for Human Skeleton Image,”
Xiaoping Li, Degui Zhao, Yongliang Hu, Ye Song, Na Fu, Qiongxin Liu present a
new breakpoint algorithm based on layer and partition of the neighborhood. The
algorithm scans skeleton images line by line. The number of other skeleton points is
calculated for each skeleton point in its 8-neighborhood, then judges whether this
skeleton point is a breakpoint or not according to the number of the above obtained
and the distribution of other skeleton points in its 8-neighborhood.

In “Insult Detection in Social Network Comments Using Possibilistic Based
Fusion Approach,” Mohamed Maher Ben Ismail and Ouiem Bchir propose a novel
approach to automatically detect verbal offense in social network comments. It
relies on a local approach that adapts the fusion method to different regions of the
feature space in order to classify comments from social networks as insult or not.
The proposed algorithm is formulated mathematically through the minimization of
some objective function. It combines context identification and multi-algorithm
fusion criteria into a joint objective function.

In “What Information in Software Historical Repositories Do We Need to
Support Software Maintenance Tasks? An Approach Based on Topic Model,”
Xiaobing Sun, Bin Li, Yun Li, and Ying Chen propose a preprocess to facilitate
selection of related SHR to support various software maintenance tasks. The pre-
process uses the topic model to extract the related information from Software
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Historical Repositories (SHR) to help support software maintenance, thus
improving the effectiveness of traditional SHR-based technique. Empirical results
show the effectiveness of this approach.

In “Evaluation Framework for the Dependability of Ubiquitous Learning
Environment,” Manel BenSassi and Mona Laroussi introduce a proposed frame-
work to evaluate ubiquitous learning that treats the issue of considering contextual
dimensions from a technological point of view. This framework is considered in the
research interested in developing ubiquitous learning environments based on
wireless and sensor technologies. Finally, they detail how they exploit this
framework to evaluate a realistic case study.

In “Improving Content Recommendation in Social Streams via Interest Model,”
Junjie Zhang and Yongmei Lei implement three recommendation engines based on
Sina Micro-blog and deploy them online to gather feedback from real users.
Experimental results show that this method can recommend interesting information
to users and improve the precision and stability of personalized information
recommendation by 30 %.

In “Performance Evaluation of Unsupervised Learning Techniques for Intrusion
Detection in Mobile Ad Hoc Networks,” Binh Hy Dang and Wei Li demonstrate a
research effort to evaluate the effectiveness and efficiency of different unsupervised
detection techniques. Different types of experiments were conducted, with each
experiment involving different parameters such as number of nodes, speed, pause
time, among others. The proposed evaluation methodology provides empirical
evidence on the choice of unsupervised learning algorithms, and could shed light on
the future development of novel intrusion detection techniques for MANETS.

In “Live Migration Performance Modelling for Virtual Machines with Resizable
Memory,” Cho-Chin Lin, Zong-De Jian and Shyi-Tsong Wu present a general
model for live migration. An effective strategy for optimizing the service downtime
under this model is suggested. The performance of live migration is evaluated for
virtual machines with resizable memory.

In “A Heuristic Algorithm for Workflow-Based Job Scheduling in Decentralized
Distributed Systems with Heterogeneous Resources,” Nasi Tantitharanukul,
Juggapong Natwichai, and Pruet Boonma address the problem of job scheduling,
so-called workflow-based job scheduling, in decentralized distributed systems with
heterogeneous resources. As this problem is proven to be an NP-complete problem,
an efficient heuristic algorithm to address this problem is proposed. The algorithm is
based on an observation that the heterogeneity of resources can affect the execution
time of scheduling. They compare the effectiveness and efficiency of the proposed
algorithm with a baseline algorithm.

In “Novel Data Integrity Verification Schemes in Cloud Storage,” Thanh Cuong
Nguyen, Wenfeng Shen, Zhaokai Luo, Zhou Lei, and Weimin Xu propose two
alternative schemes, called DIV-I and DIV-I], to verify that cloud data has not been
illegally modified. Compared to S-PDP introduced by Ateniese et al., both DIV-I
and DIV-II use less time to generate tags and verify. In addition, the proposed
schemes fully support dynamic operations as well as public verification.
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In “Generation of Assurance Cases For Medical Devices,” Chung-Ling Lin and
Wuwei Shen take the medical systems industry into account to illustrate how an
assurance case can be generated when a software process is employed. In particular,
we consider the Generic Insulin infusion Pump (GIIP) to show how an assurance
case can be produced via a popular software development process, called Rational
Unified Process (RUP).

In “A Survey on the Categories of Service Value/Quality/Satisfactory Factors,”
Yucong Duan, Nanjangud C. Narendra, Bo Hu, Donghong Li, Wenlong Feng,
Wencai Du, and Junxing Lu work toward a solution for the missing factors in
Service modeling standardization. They use the constructive process to classify the
factors into more than 20 higher level categories with explanations on the process.

In “Effective Domain Modeling for Mobile Business AHMS (Adaptive Human
Management Systems) Requirements,” Haeng-Kon Kim and Roger Lee suggest a
method that systematically defines, analyzes, and designs a domain to enhance
reusability effectively in Mobile Business Domain Modeling (MBDM) in Adaptive
Human Management Systems (AHMS) requirements phase.

In “A New Modified Elman Neural Network with Stable Learning Algorithms
for Identification of Nonlinear Systems,” Fatemeh Nejadmorad Moghanloo, Alireza
Yazdizadeh, and Amir Pouresmael Janbaz Fomani propose a new dynamic neural
network structure, based on the Elman Neural Network (ENN), for identification of
nonlinear. Encouraging simulation results reveal that the idea of using the proposed
structure for identification of nonlinear systems is feasible and very appealing.

In “A Simple Model for Evaluating Medical Treatment Options,” Irosh Fer-
nando, Frans Henskens, Masoud Talebian, and Martin Cohen introduce a model
that is intuitive to clinicians for evaluating medication treatment options, and
therefore has the advantage of engaging clinicians actively in a collaborative
development of clinical Decision Support Systems (DSS).

It is our sincere hope that this volume provides stimulation and inspiration, and
that it will be used as a foundation for works to come.

June 2014 Wenai Song
Simon Xu
Lichao Chen
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A New Method of Breakpoint Connection
for Human Skeleton Image

Xiaoping Li, Degui Zhao, Yongliang Hu, Ye Song, Na Fu and Qiongxin Liu

Abstract There are many discontinuous skeleton points in human skeleton images,
which make human skeleton behavior analysis be a difficult problem. Our paper
presents a new breakpoint algorithm based on layer and partition of the neighbor-
hood. We scan skeleton images line by line. The number of other skeleton points is
calculated for each skeleton point in its 8-neighborhood. Then we judge whether this
skeleton point is a breakpoint or not according to the number of the above-obtained
and the distribution of other skeleton points in its 8-neighborhood. If it is, we will
find available connection skeleton points which can connect the breakpoint. Finally,
we find out the points that need to be updated to complete the breakpoint connec-
tion progress in accordance with linear equations established by the breakpoint and
available connection points. Through of theory analysis and experiment verification,
our method has good effect on connecting breakpoints in skeleton images and the
shapes of skeleton images are undeformed. In addition to the human skeleton images,
this method can also be used for other objects skeleton images on the breakpoints
connection.

Keywords Breakpoint connection + Neighborhood - Skeleton image

1 Introduction

The behavioral status judgement of video object is not only applied in application
fields such as video retrieval [1], intelligent national defense and public security [2],
but also provided high value in a wide range of applications under extreme conditions
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and the environment which is difficult to observe, like the status judgement of extreme
sports, the real-time analysis of astronauts’ extravehicular behavioral status [3] and
the locking of the military targets. However, there are so many types of monitoring
video objects that have big discrepancies and different characteristics among them. So
there is a need to choose a symbolic object as a representative for research. The human
behavior analysis [4] has become the focus issue and representative research in the
field of behavior recognition [5] because there are many features such as complexity,
diversity and covering a wide range in human behavior. One of the important methods
in human behavior analysis is to extract human body contour, skeleton the human
body and at last use vector processing for the human skeleton model. The technology
of modeling human skeleton can reduce amount of information needed to express
the human body and retain the human behavioral characteristics at the same time.
Existing skeleton modeling algorithm can be divided into three categories: the central
axis conversion method [6], iterative morphological method [7] and ZS refinement
[8]. Among these three categories of skeleton modeling algorithm, the first one is
proposed earliest and the most well known. Both the Zhang-Suen thinning algorithm
[9] proposed by Zhang and Fu and the Holt [10] thinning algorithm are belong to
the second category. The third method mentioned above may lead to the location of
nodes offset because it only deals with one side at a time. Due to the fact that some
broken curves in the skeleton image [11] which is obtained by skeleton modeling
algorithm, we can not locate the human skeleton key points and do human behavior
analysis subsequently. That is to say connection of breakpoints plays a vital role in
human behavior analysis.

Until now, many researchers devote themselves to this topic and propose several
kinds of methods to try to solve the problem. The first is Method of the minimum
value [12]: this method takes each breakpoint with the minimum distance or direction
difference as its connection. It will make errors especially when the points are far
away from each other. The second is Method of mathematical morphology [13]:
this method repairs breakpoints by the basic operators like erosion, dilation, opening
and closing. It is suitable for the simple situations but for the complex situations it
works not so well. The last one is Method of graph search [14]: it builds a graph
based on breakpoints and makes the best connections through graph search under
the necessary physical rules. This method has very high time complexity.

Different with the methods of the above-mentioned, we present a method based
on layer and partition of the neighborhood for discontinuous skeleton in this paper.

2 Image Preprocessing

For a human body movement image, we need to get the image of the human body
contour using background subtraction method. For the contour image denoising,
we use mathematical morphology such as opening and closing to preserve details
and smooth non-impulsive noise. Then Otsu method [15] is applied to binarize the
contour image. And next, central axis algorithm [16] and Holt algorithm are utilized
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for image thinning. After the preprocessing, the skeleton image is composed of
discrete fracture curves. So connection operation needs to be done subsequently for
the existing breakpoints and extract the human contour completely.

3 Basic Elements

In this paper, we divide all the breakpoints to two types by the number of other
skeleton points in the breakpoint’s 8-neighborhood. The basic elements are explained
below.

3.1 Neighborhood Layer

Each pixel has 8 neighboring pixels except boundary points in an image. They are
called 8-neighborhood, which is named as the first neighborhood layer in our paper.
And the second neighborhood layer consists of the next 16 nearest pixels which
are called 16-neighborhood shown in Fig. 1. Like this, the third neighborhood layer
includes 24 pixels and the N neighborhood layer has pixels of N multiplied by 8.
The distributions of neighborhood layers are shown in Fig.2. The same color points
belong to a same neighborhood layer.

P1 P2 | P3| P4 | PS5

P16 P6
P15 P P7
P14 P8

P13 | P12 | P11 | P10 | PO

Fig. 1 16-Neighborhood of p point
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Fig. 2 Layers of neighborhood
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3.2 Upper Left Neighborhood and Lower Right Neighborhood

In our paper, a neighborhood is divided into the upper left and lower right neigh-
borhood according to a point is detected or not in the N neighborhood layer. If a
point had been detected before, it belongs to the upper left neighborhood; other-
wise, it is classified into the lower right neighborhood. The upper left and lower
right neighborhood of the second neighborhood layer are shown in Fig.3. The
upper left neighborhood is consist of red points. So the green points belong to the
lower right neighborhood.

3.3 Breakpoint Type

We classify all the breakpoints to two types according to the number of other skeleton
points in the 8-neighborhood:

3.3.1 Isolated Point

When a skeleton point has no other skeleton points in its 8-neighborhood, this skele-
ton point is considered as an isolated point. Then if we try to find its available
skeleton points for connection, we firstly need to search the upper left and lower
right neighborhood of the second neighborhood layer.

3.3.2 Common Breakpoint

We call a breakpoint as a common breakpoint when the number of skeleton points
is 1in the upper left neighborhood of its 8-neighborhood and that of the lower right
neighborhood equals to Oin its 8-neighborhood. This time we only find the lower
right neighborhood for available skeleton points in the second neighborhood layer.
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3.4 Available Connection Point

In breakpoint’s neighborhood, some skeleton points are called available connection
point when they are used for the breakpoint connection. Isolated point need two
available connection points at least and one at least for common breakpoint. We search
available connection points from the lower neighborhood to the high neighborhood.
If there is an available connection point in a lower neighborhood, firstly we connect
the available connection point and the current skeleton breakpoint, then search for
the other skeleton breakpoints.

4 Breakpoint Connection Function

Cartesian coordinate systems are established, in which each one of available con-
nection points is the coordinate origin. The coordinate of the available connection
point is (CpW, CpH) and that of skeleton breakpoint is (BpW, BpH). Then we can
get AW and AH.

AW = BpW — CpW
AH = CpH — BpH

4.1 AW =0

When AW equals to 0, the connection between the available point and the breakpoint
is in a special circumstance. Some points need to be updated to skeleton points as
shown in the Fig.4. In our paper, the black point in the coordinate origin is an
available connection point and another one is the breakpoint. The red color points
will be updated to skeleton points.

Fig. 4 Schematic diagram of
updating a skeleton point
when AW =0
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Fig. 5 Schematic diagram of
updating a skeleton point
when K=1/3
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When AW is not equal to 0, a liner equation is established by an available connec-
tion point and a breakpoint. According to the value of its slope K, we can get the
coordinates of points that need to be updated to skeleton points. All of the following
6 charts illustrate connections of all the conditions between the breakpoint and an
available connection point in the lower right neighborhood. The connection in the
upper left neighborhood is similar.

421 00<K<1.0

Take K = 1/3 for example, the coordinates of points that need to be updated to skeleton
points are (CpW +1, CpH — [i1*K]) and i is an integer from 1 to (BpW - CpW) (Fig.5).
422 K=1.0

When K equals 1.0, the coordinates of points that need to be updated are (CpW +1,
CpH —1i) and i is an integer from 1 to (BpW - CpW) (Fig.6).

Fig. 6 Schematic diagram of
updating a skeleton point
when K = 1.0
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Fig. 7 Schematic diagram of
updating a skeleton point
when K = 3/2
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Fig. 8 Schematic diagram of
updating a skeleton point

when K = —2/3 0000
O®e00
loNo X Xe

Fig. 9 Schematic diagram of
updating a skeleton point
when K = —1.0

423 K> 1.0

Take K = 3/2 for example, the coordinates of points that need to be updated are
(CpW + i/K|, CpH —1i) and i is an integer from 1 to (CpH - BpH) (Fig. 7).

424 -1.0<K < 0.0

Take K = —2/3 for example, the coordinates of points that need to be updated are
(CpW —1i, CpH + [1*K]) and i is an integer from 1 to (CpW -BpW) (Fig. 8).

425 K=-1.0

When K equals —1.0, the coordinates of points that need to be updated are (CpW —1,
CpH —1i) and i is an integer from 1 to (CpW - BpW) (Fig.9).

426 K < -1.0

Take K = —3/2 for example, the coordinates of skeleton points that need to be
updated are (CpW + [i/K], CpH—1) and i is an integer from 1 to (CpH-BpH)
(Fig. 10).
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Fig. 10 Schematic diagram
of updating a skeleton point
when K = —3/2
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Fig. 11 Schematic diagram
of updating a skeleton point
when K = 0.0

427 K=0.0

When equals 0.0, the coordinates of skeleton points that need to be updated are
(CpW —1, CpH) and i is an integer from 1 to (CpW -BpW) (Fig. 11).

5 Procedure of Breakpoint Connection

5.1 Search Skeleton Breakpoint

The skeleton image is a binary image, so we use the following method to search
breakpoints in it. The image is scanned line by line. When a pixel is a skeleton point,
we calculate the number of other skeleton points in its 8-neighborhood and judge the
type of the breakpoint.

5.2 Search Available Connection Point

There are some differences between common breakpoints and isolated points when
we try to search available connection points. If the point is a common breakpoint,
we only need to search the lower right neighborhood of the second neighborhood
layer. But when it is an isolated point, all points of the second neighborhood layer
will be detected. Moreover, all the available connection points will be classified to
the points of the upper left or the lower right neighborhood; note the numbers and
coordinates separately.
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5.3 Connect Breakpoint

If available connection points are found in breakpoint’s second neighborhood layer,
then we can establish a Cartesian coordinate system at every one of available connec-
tion points and calculate the slopes of linear equations which are established by the
breakpoint and each one of the available connection points. Then we use Breakpoint
connection function to update corresponding pixels. But if not, we need to increase
the number of the neighborhood layer and keep on searching. Once we find an
available connection point, stop searching and connect with the skeleton breakpoint.
Record the breakpoint information if we can not find an available connection point
within the range of the threshold Dn of neighborhood layer and keep on searching
for other skeleton breakpoints.

For these breakpoints which are recorded, we increase the threshold Dn of neigh-
borhood layer and find available connection points again. The times of increasing Dn
depends on the value of scanning times which can be set in advance. For example,
when the value of scanning times is 3 and the initial value of the threshold Dn is
2, that means we will only scan the second neighborhood layer the first time for all
breakpoints. The second and third neighborhood layer will be scanned at the second
time for the rest of breakpoints and at the third time we will scan the second, third
and fourth neighborhood for the rest of the second time.

6 Experimental Results

In our paper, the algorithm has been tested with real images as shown in the below
figures. In each group, the original image is at the left side and the right side image is
the connection result from our method. We scan the skeleton image under different
thresholds of neighborhood. The information of image in seven groups are shown in
Fig. 12. The initial value of neighborhood layer is two and increase one in every times
of scanning. We use Windows 7 system to run our program. The system parameters
arei5-3470,3.20 GHz and 4.00 GB RAM. The type of our system is 32-bit operating
system (Fig. 13).

Group A:




Group B:

X. Lietal.
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Group E:
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Name of Image | Width of Image | Height of Image Size of Image Format of Image
A 438 4840 4.79KB¢ .gif
B 338 461+ 3.75KB .gif
Cc 322 447 5.46KB .gif
D 365 4760 4.71K8 gif
Ee 300¢ 501¢ 4.25KB+ .gif
Fe 247¢ 446+ 3.35KB+# .gif
Ge 304¢ 452¢ 4.17KB» .gif

Fig. 12 Information of seven groups images

Before connection of breakpoints After connection of breakpoints
Number of Number of Number of common Number of isolated
common isolated breakpoints under points under

breakpoints points the threshold D, the threshold D,
D, 3 4 3 6 (D, | 3 4 5 6
Group A 100 61 11 3 1 1 1 1 1 0
Group B 88 40 9 4 o 0 o 0 0 0
Group C 91 47+ 10 6 4 2 0 0 0 0
Group D 118 44 7 6 3 1 2 0 0 0
Group E 102+ 75¢ 9 3 |3|1 i1l]0|0]0O
Group F 92 53¢ 11| 4 |4 | 3 o|o|o]|o
Group G 110+ 66+ 11 5 2 2 2 1 1 1

Fig. 13 Contrast of the breakpoints number before and after connections

7 Conclusion

Since there are many breakpoints in human skeleton image and this makes the human
behavior analysis cannot go on. So in our paper, a novel algorithm for breakpoint
connection is proposed based on layer and partition of the neighborhood. The pro-
posed method has been tested by experiments on human skeleton images. And the
whole program works well on those images. The original width of skeleton images is
guaranteed because of the single-pixel connection. In addition to the human skeleton
images, the proposed method also has a good effect on breakpoint connection of
other objects skeleton images.
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Insult Detection in Social Network Comments
Using Possibilistic Based Fusion Approach

Mohamed Maher Ben Ismail and Ouiem Bchir

Abstract This paper aims to propose a novel approach to automatically detect
verbal offense in social network comments. It relies on alocal approach that adapts the
fusion method to different regions of the feature space in order to classify comments
from social networks as insult or not. The proposed algorithm is formulated mathe-
matically through the minimization of some objective function. It combines context
identification and multi-algorithm fusion criteria into a joint objective function. This
optimization is intended to produce contexts as compact clusters in subspaces of the
high-dimensional feature space via possibilistic unsupervised learning and feature
weighting. Our initial experiments have indicated that the proposed fusion approach
outperforms individual classifiers and the global fusion method. Also, in order to val-
idate the obtained results, we compared the performance of the proposed approach
with related fusion methods.

Keywords Supervised learning - Fusion - Social networks - Insult detection

1 Introduction

The widespread of smart devices and broadband internet connections yield an
exponential growth of social networks. These networks are hosted and managed
by very big companies which are employing thousands of people, and investing mil-
lions of dollars in order to improve their services, features, and performance. Also,
millions of users gathered within these virtual societies, and formed several com-
munities sharing the same interest and skills. Thus, blogs and social networks have
become very active spaces where people express, comment, and share their opinions.
However, the cultural heterogeneity of some users yields some misunderstanding of
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each other comment meanings. In fact, a user may consider someone else comment
inappropriate even though it was not meant to offense him. Moreover, sometimes ver-
bal offenses, insults and other defamatory language shared by certain users cause hurt
feelings, especially when they are addressed to “conservative” people. A natural solu-
tion to overcome this problem was to appoint human moderators monitoring online
conversation. However, this solution can be expensive and labor intensive task for
the moderator. Moreover, comments can be very frequent, which makes the process
not efficient enough. The earliest efforts in this area were directed towards matching
comments with a vocabulary of “prohibited” words. In other words, if the comment
contains one or more keywords from the banned word list, then the comment is
denied. These efforts posed the problem of insult detection as a string matching
problem. In [1], the authors outlined a system which relies on a static dictionary and
some patterns based on socio-linguistic. However, the obtained results proved that
the approach suffers from high false positive rates and low coverage. The authors
in [2] proposed an approach which consists in differentiating between insult and
factive statements by parsing the sentences and using the semantic rules. The main
drawback of this approach is its inability to discriminate efficiently between insults
directed to non-participant and participant of conversation. The system proposed in
[3] relies on a dictionary abusing language dictionary which is coupled with a bag-of
words features. However, these state-of-the-arts show two main drawbacks. The first
one consists of the use of seed words and naive matching approach. The second
drawback is that these solutions are not able to distinguish between insults directed
towards people participating in blog/forum conversation and non-participants such
as celebrities, public figures etc. In other words, comments which contain racial slurs
or profanity may not necessarily be insulting to other users. Using machine learn-
ing techniques was a natural alternative to automatically detect verbal offenses in
social network comments. More specifically, the problem has been perceived as text
classification problem.

During the last decade, several researches was proposed to overcome the chal-
lenge of automatic insult detection in social network comments. In [4], topical fea-
tures and lexicon features and various machine learning techniques have been used
in order to detect offensive tweets. In [5], the authors proposed an approach that
exploits linguistic regularities in profane language via statistical topic modeling on
comments corpus. Another flame detection software was proposed in [3]. This tool
applies models from multi-level classifiers, boosted by a dictionary of Insulting and
Abusing Language. One can notice that these state-of-the-art solutions rely on effi-
cient supervised learning algorithms [6]. These algorithms learn models from known
examples (labeled comments) and use them in order to automatically classify new
samples (unlabeled comments).

Supervised learning algorithms have been extensively applied to several chal-
lenges in real world applications. For instance, in [7], the authors outlined how
classification is used to perform opinion mining. The authors in [§-10] proposed
several approaches in order to either automatically classify emails using the subject
or detect junk email [11]. Usually, it is admitted that there is no one best way to solve
the challenges and it may be useless to argue which type of classification technique is
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best [12]. Therefore, many approaches to combine the outputs of several classifiers
were proposed in order to enhance the effectiveness of standard single classifier sys-
tems. Classifier fusion or ensemble classifier has become a very active research field,
and promising results have been obtained with several applications [13]. Namely,
fusion has been applied to pattern recognition, including character recognition [14],
speech recognition [15], and text categorization [16], and have outperformed single
classifier systems both theoretically and experimentally. Motivated by the classifiers’
complementary characteristics, ensemble of classifiers can outperform individual
algorithms by exploiting the advantages of the individual classifiers and limiting the
effect of their disadvantages. Nonetheless, a necessary and sufficient conditions for a
fusion classifier to be more accurate than single classifier are diversity and accuracy
[17]. Classifier fusion methods rely on an effective combination of the classifiers
outputs. This process considers all experts competitive and equally trained on the
whole feature space. For unlabeled point, single experts are launched simultaneously.
Then, the obtained outputs are combined in a way to take a group decision. The clas-
sifier combinations methods can be grouped based on how they assign weights to the
single experts. Namely, global methods assign an average degree of worthiness over
the feature space to each expert. On the other hand, local methods formulate the clas-
sifiers’ worthiness with respect to different feature subspaces. These data-dependent
weights, when learned properly more accurate classifiers. In [18], the authors out-
lined a method where they estimate the accuracy of each expert in local regions of
the feature space neighboring an unlabeled test point. Then, the most accurate clas-
sifier in that specific local region is used for the final decision. However, the need
to estimate the accuracy for each test sample makes the approach time-consuming.
In [19], the clustering-and-selection method was proposed. Basically, this method
selects statistically the best classifier. First, the training samples are clustered to form
the decision regions. Then, the classifier that performed the best in terms of accu-
racy on this local region is chosen. However, the method was not generic enough
to consider more than one classifiers for one region. The authors of [20] extended
the clustering-and-selection approach, and exploited the class labels. In other words,
they divided the training set into correctly and incorrectly classified samples. Then,
they categorized them in order to form a partition of the feature space. For testing,
they pick the most effective classifier based its accuracy in the vicinity of the input
point in order to make the final decision. Thus, each classifier should maintain its
own partition. This makes the decision process computationally expensive. Lately, in
[21, 22] the authors presented a local fusion technique which partitions the feature
space into homogeneous regions based on their features, and adopts the obtained
feature space structure when performing the fusion. On the other hand, the fusion
component assigns an aggregation weight to each detector in each context based on
its relative performance within the context. However, the adopted fuzzy approach
makes the fusion stage sensitive to outliers. In fact, outliers may affect the obtained
partition and reduce the accuracy of the final decision.

To overcome this limitation, we propose a possibilistic based optimization to
partition the feature space and the fusion of the classifiers. The partitioning of the
feature space is based on the standard sum of within cluster distances. However, for
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complex classification problems, the data is usually noisy which yields inaccurate
partitions of the feature space. To alleviate this drawback, we propose a possibilistic
based local approach that adapts the fusion method to different regions of the feature
space. The aggregation weights are then estimated by the fusion component to each
detector. These weights assignment is based on the relative performance of each
detector within the context. Categorizing the input samples into regions during the
training phase is a main requirement of the fusion component. Then, this approach
appoints an expert for each region. These experts represent the best classifiers for
the corresponding region.

2 Fusion Based on Possibilistic Context Extraction

Let N training observations with desired output 77 = {¢;[j = 1,...N}. These
outputs were obtained using K classifiers. Each classifier k extracts its own feature set
Xy = {xj‘.|j =1, ... N} and generates confidence values, Y* = {yjlj=1,...N}.
The K feature sets are then concatenated to generate one global descriptor, x =

UK k ={x; =[x ]1, . K|j =1, ..., N]}. The original Context Extraction for
k=1
Local Fusion algorithm [9] minimizes

2

J—Zzuﬂz“vlkduk-i-zz“ﬂz j,(Zwlkyk]—t]) , (1

j=1i=1 s=1 j=li=1

subject to > uji = 1V, uj; € [0, 11Vi, j, S0, vig = 1Vi, v € [0, 11Vi, k
and Zle wix = 1Vi.

The first term in (1) corresponds to the objective function of the Fuzzy C-Means
(FCM) algorithm [23]. It is intended to categorize the N points into C clusters cen-
tered in ¢;. Each data point x ; will be assigned to all clusters with fuzzy membership
degrees. When a partition of C compact clusters with minimum sum of intra-cluster
distances is discovered this FCM term is minimized. The second term in (1) attempts
to learn cluster-dependent aggregation weights of the K algorithm outputs. w; is the
aggregation weight assigned to classifier k within cluster i. This term is minimized
when the aggregated partial output values match the desired output. When both terms
are combined and g is chosen properly, the algorithm seeks to partition the data into
compact and homogeneous clusters while learning optimal aggregation weights for
each algorithm within each cluster.

For real world classification problems, multiple sources of information and
multiple classifiers for each source may be needed to obtain satisfactory results. In
this case, the resulting feature space can be noisy and high dimensional. This com-
plicates the clustering task, and the true partition of the data cannot be generated.
This is due to the influence of the noisy points on the obtained clusters. To alleviate
this drawback, we propose a possibilistic version of the algorithm. The proposed
algorithm generates possibilistic memberships in order to represent the degree of
typicality of each data point within every category, and reduce the influence of noise
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points on the learning process. We extend the objective function (1), and formulate
the context extraction for local fusion using the following objective function

N C K N C K 2
P S e+ Y (zw,-kykj —z,-)
f=11i = k=1

j=li=1 k=1 j=li=1

N
+ > (L —up)", 2)
i=1  j=1

In (2), u j; represents the possibilistic membership of Xj in cluster i. The M x N
matrix, U = [u;;] is called a possibilistic partition if it satisfies:

3)

uj; €[0, 1], vj
0< Zic=1 uji < NVi, j

On the other hand the M x d matrix of feature subset weight, V = [v;¢] satisfies
4)

vik €10, 1] Vi, k
SK vie=1 Vi

In (2), m € [1, co) is called the fuzzier, and »; are positive constants that controls
the importance of the second term with respect to the first one. This term is minimized
when u j; are close to 1, thus, avoiding the trivial solution of the first term (where
uj; = 0). Note that Zic=1 u j; is not constrained to sum to 1. In fact, points that are not
representative of any cluster will have Ziczl u j; close to zero and will be considered
as noise. This constraint relaxation overcomes the disadvantage of the constrained
fuzzy membership approach which is the high sensitivity to noise and outliers. The
parameter 7; is related to the resolution parameter in the potential function and
the deterministic annealing approaches. It is also related to the idea of “scale” in
robust statistics. In any case, the value of 0.7 determines the distance at which the
membership becomes 0.5. The value of n; determines the “zone of influence” of a
point. A point Xj will have little influence on the estimates of the model parameters of
a cluster if Z,{il vlqk (d,:/k)2 is large when compared with 7;. On the other hand, the
“fuzzier” m determines the rate of decay of the membership value. Whenm = 1, the
memberships are crisp. When m — oo, the membership function does not decay to
zero at all. In this possibilistic approach, increasing values of m represent increased
possibility of all points in the data set completely belonging to a given cluster.

Setting the gradient of J with respect to u j; to zero yields the following necessary
condition to update the possibilistic membership degrees [24]:

-1

1
D"2 m—1
Uji = 1-— (L) . (5)
nj
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2
where D;; = >0, v¥; dl]k +B v (Zlel w1yl — tj) . D;j represents the
total cost when considering point x; in cluster i. As it can be seen, this cost depends
on the distance between point x; and the cluster’s centroid ¢;, and the deviation of
the combined algorithms’ decision from the desired output (weighted by ). More
specifically, points to be assigned to the same cluster: (i) are close to each other in
the feature space, and (ii) their confidence values could be combined linearly with
the same coefficients to match the desired output.
Minimizing J with respect to the feature weights yields

K

vk = Z[(D%k/Du)q'—l} (©)

=1

N
Minimization of J with respect to the prototype parameters, and the aggregation
weights yields

Z,—l u; XJk
o 0
2 =1 Uj

Cijk =

and

N K
D=1 Wi Vkj (fj — 2= wil)’lj) — i
w : s ®)
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N my2
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where ¢; is a Lagrange multiplier that assures that the constraint in (3) is satisfied,
and is defined as

N K
. 2 uiivij (lj—Zk:1 wikwq‘)
Zl:l N L u mVIZ
Jj= 1Ly
&= Z . 9
=15V 2 Z] 1 u

tjylj

The behavior of this algorithm depends on the value of 8. Over estimating it yields
the multi-algorithm fusion criteria to be dominant which results in non-compact
clusters. On the other hand, a small value of 8 reduces the influence of the multi-
algorithm fusion criteria and categorizes the data based mainly on the distances in
the feature space.

The obtained algorithm is an iterative algorithm that starts with an initial partition
and alternates between the update equations of u j;, vix, and cjt. It is summarized
below.
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Algorithm 1 Fusion algorithm based on Possibilistic Context Extraction

Begin
Fix the number of clusters C;
Fixm, q and B.
Initialize the centers and the possibilistic M partition matrix U;
Initialize the relevance weights to 1/K;
Repeat
Computedizik,forl <i<Candl <j<Nandl <k <K ;
Update the relevance weights v;i using equation (6);
Compute Dizj
Update the partition matrix U using equation (5);
Update the partition matrix W using equation (8);
Update the centers using equation (7);
Until (centers stabilize)
End

3 Experiments

A range of experiments were performed to asses the strengths and weaknesses of
the proposed approach. We used the KAGGLE data [25]. This collection of social
commentary consists of two subsets. The first one represents the training set with
3948 comments. The second subset is the testing collection, and it consists of 2235
comments.

First, we preprocessed the comments collection in order to discard some encoding
parts that may affect the results, gather similar words with stemming and discard the
less frequent words. For instance, a raw comments looks like “\ \ xc\ \xaOIf you
take out the fags and booze...”. After preprocessing it, we obtain “If you take out
the fags and booze...”. Also, we deleted words starting with “@”. Then, substituted
words like “u” to “you”, and “da” to “the” etc.

For feature extraction, we used standard TFiDF [26] technique in order to map
comments x; into a compact representation of its content. Thus, each comment x ;
was represented using one 800-dimensional feature vector x; = (wy,j, ..., W, j)-
Where 7 is the vocabulary of words that occur at least once in at least one comment,
and 0 < wy,; < 1 represents how much the kth word contributes to the semantics
of comment x;.

Due to the space limitation, the effect of these parameters cannot be illustrated
in this work. To adapt this data to our application, we assume that we have 3 sets
of features and that we have one classifier for each set. These sets are extracted
as subsets from the original features. Specifically, The first subset includes features
from 1 to 400. The second one includes features from 200 to 600, and the third subset
includes features 400—800. For each set, we use a simple K-NN classifier to generate
confidence values. We classify the training data using the 3 K-NN classifiers with
their appropriate feature subsets. Then, we use the proposed local fusion to partition
the training data into 3 clusters. For each cluster, the algorithm learns the optimal
aggregation weights. The testing phase starts by classifying the test point using the
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Table 1 Confusion matrices obtained using three single classifiers, the Method in [9], and the
proposed method, respectively

Predicted as not insult Predicted as insult

Classifier 1

Not insult 1449 505

Insult 538 155
Classifier 2

Not insult 1352 602

Insult 545 148
Classifier 3

Not insult 1448 506

Insult 535 158
Method in [9]

Not insult 1320 591

Insult 495 198
Proposed method

Not insult 1309 645

Insult 430 290

four classifiers and generating the corresponding partial confidence values. Then, we
assign it to the closest cluster. Finally, the final decision is obtained by combining the
four partial confidence values using the aggregation weights of the closest cluster.

Table 1 shows the confusion matrix obtained using the three single classifiers, the
Method in [9], and the proposed method. One can notice that the proposed method
outperforms the other approaches in terms of Specificity. More specifically, our
approach detected about 50 % more insult comments than single classifiers. On the
other hand, our approach classifies less accurately non-insult comments which yields
lower sensitivity value. Despite this discrepancy between sensitivity and specificity,
we consider these results promising because for the problem of automatic detection
of insults in social network comets, we assume that the True Negative predictions are
not equally relevant to True Positive ones. In other words, we do not consider misclas-
sifying an insult comment as serious as misclassifying a non-insult one. Moreover,
since the testing data contains 720 insulting comments only out of 2674 comments,
the accuracy cannot be an appropriate performance measure for this application. In
Table 1, we show the aggregation weights learned by the proposed algorithms. As
it can be seen, the relative performances of the individual classifiers varies signifi-
cantly from one cluster to another. For instance for cluster 1, classifier 3 outperforms
the other classifiers. Consequently, this classifier is considered the most reliable one
for this cluster and is assigned the highest aggregation weight as shown in Table 2.
Similarly, for cluster 3, classifier 2 is assigned the highest weight.
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Table 2 Learned weights for Cluster # 1 ) 3
each classifier in each cluster -
Classifier 1 0.4295 —0.0475 0.7301
Classifier 2 0.2198 0.6888 —0.0019
Classifier 3 0.3536 0.3297 0.2811
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Fig. 1 Comparison of the three individual classifiers that use subsets of the features with the
proposed fusion

Figure 1 displays Receiver Operating Characteristic (ROC) curve that compare
the performance of the individual classifiers and the proposed fusion performances.
As one can see, the proposed fusion outperforms the three individual classifiers.

To illustrate the local fusion ability of the proposed approach, we display the
accuracy of the three individual classifiers (K-NN) for the 3 clusters. These accuracy
values are obtained based on the crisp partition generated by the proposed algorithm,
and testing the samples within each cluster independently. These results are displayed
in Table 3 As it can be seen, the relative performances of the individual K-NN varies
from one cluster to another. For instance in cluster 1, classifier 1 overcomes the
classifier 2 and classifier 3. Consequently, for cluster 1 the most relevant classifier

Tz?bl'e 3 Per-cluster accuracy Cluster # Cluster 1 Cluster 2 Cluster 3

within each cluster obtained -

using the proposed Fusion Classifier 1 0.9066 0.7923 0.9637
Classifier 2 0.8934 0.8239 0.9592
Classifier 3 0.8574 0.7878 0.9589
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is classifier 1. Thus, the highest aggregation weight is assigned to this classifier as
shown in Table 2. Similarly, in cluster 2, the highest weights is assigned to classifier 2.

4 Conclusion

In this paper we have proposed a novel approach of automatic insult detection in social
network comments. This approach relies on a local multi-classifier fusion method.
Specifically, it categorizes the feature space into homogeneous clusters where a linear
aggregation of the different classifier outputs yields a more accurate decision. The
clustering process generates a possibilistic membership degree that represents the
typicality, and is used to identify and discard noise frames. Moreover, the proposed
algorithm provides optimal fusion parameters for each context. The initial exper-
iments have shown that the fusion approach outperforms the individual classifiers
performance. In order to overcome the need to specify the number of clusters apri-
ori, a nice property of the possibilistic approach to generate duplicated clusters can
be investigated in order to find the optimal number of clusters in an unsupervised
manner.
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What Information in Software Historical
Repositories Do We Need to Support Software
Maintenance Tasks? An Approach Based

on Topic Model

Xiaobing Sun, Bin Li, Yun Li and Ying Chen

Abstract Mining software historical repositories (SHR) has emerged as a research
direction Sun, over the past decade, which achieved substantial success in both
research and practice to support various software maintenance tasks. Use of dif-
ferent types of SHR, or even different versions of the software project may derive
different results for the same technique or approach of a maintenance task. Inclusion
of unrelated information in SHR-based technique may lead to decreased effective-
ness or even wrong results. To the best of our knowledge, few focus is on this
respect in the SE community. This paper attempts to bridge this gap and proposes a
preprocess to facilitate selection of related SHR to support various software mainte-
nance tasks. The preprocess uses the topic model to extract the related information
from SHR to help support software maintenance, thus improving the effectiveness
of traditional SHR-based technique. Empirical results show the effectiveness of our
approach.

Keywords Software historical repositories - Topic model - Information retrieval -
Software maintenance

1 Introduction

Software maintenance has been recognized as the most difficult, costly and labor-
intensive activity in the software development life cycle [21]. Effectively supporting
software maintenance is essential to provide a reliable and high-quality evolution
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of software systems. However, the complexity of source code tends to increase as
it evolves. Recently, the field of software engineering (SE) focused on this field
by mining the repositories related to a software project, for example, source code
changes, bug repository, communication archives, deployment logs, execution logs
[12]. Among these information, software historical repositories (SHR) such as source
control repositories, bug repositories, and archived communications record informa-
tion about the evolution and progress of a project. The information in SHR have been
analyzed to support various software maintenance tasks such as impact analysis, bug
prediction, software measures and metrics, and other fields [2, 12, 16, 23, 27]. All
these studies have shown that interesting and practical results can be obtained from
these historical repositories, thus allowing maintainers or managers to better support
software evolution and ultimately increase its quality.

The mining software repositories field analyzes and explores the rich data available
in SHR to uncover interesting and actionable information about software systems
and projects [12]. The generated information can then be used to support various
software maintenance tasks. These software maintenance tasks are traditional SHR-
based techniques, which directly used the information in SHR in support of these
software maintenance tasks without any filtering process. In practice, use of different
types of software repositories, or even different versions of the software project may
derive different results for the same technique or approach of a maintenance task [12,
13]. Sometimes, appropriate selection of the information in software repositories may
obtain expected effectiveness for some techniques. However, inclusion of unrelated
information in SHR for practical analysis may lead to decreased effectiveness. Hence,
the main research question comes out:

“What information in SHR should be included to support software mainte-
nance tasks?”

To the best of our knowledge, there is still few work to address this issue. In this
paper, we focus on this respect, and attempt to facilitate selection of related SHR to
support various software maintenance tasks. In the software repositories, the data can
be viewed as unstructured text. And topic model is one of the popular ways to analyze
unstructured text in other domains such as social sciences and computer vision [4,
15], which aims to uncover relationships between words and documents. Here, we
proposed a preprocess before directly using SHR, which uses the topic model to help
select the related information from SHR. After the preprocess, the effectiveness of
traditional SHR-based techniques for software maintenance tasks is expected to be
improved.

The rest of the paper is organized as follows: in the next section, we introduce the
background of SHR and the topic model. Section 3 presents our approach to select
the necessary information from SHR. In Sect. 4, empirical evaluation is conducted to
show the effectiveness of our approach. Finally, we conclude and show some future
work in Sect. 5.
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2 Background

As our approach is to use topic model to facilitate selection of appropriate information
from SHR to support software maintenance tasks. In this section, we introduce some
background about SHR and the topic model.

2.1 Software Historical Repositories

Mining software repositories (MSR) has emerged as a research direction over
the past decade, which has achieved great success in both research and practice
[12]. Software repositories contain a wealth of valuable information about soft-
ware projects such as historical repositories, runtime repositories, and code reposi-
tories [12]. Among these repositories, software historical repositories (SHR) record
information about the evolution and progress of a project. SHR collect important
historical dependencies between various software artifacts, such as functions, doc-
umentation files, and configuration files. When performing software maintenance
tasks, software practitioners can depend less on their intuition and experience, and
depend more on historical data. For example, developers can use this information to
propagate changes to related artifacts, instead of using only static or dynamic pro-
gram dependencies, which may fail to capture important evolutionary and process
dependencies [11].

SHR mainly include source control repositories, bug repositories, communication
archives. A description of these repositories is shown in Table 1. The amount of these
information will become lager and larger as software evolves. These information

Table 1 Software historical repositories

Software historical repositories | Description

Source control repositories These repositories record the information of the
development history of a project. They track all

the changes to the source code along with the

meta-data associated with each change, for example,

who and when performed the change and a short message
describing the change. CVS and subversion belong

to these repositories.

Bug repositories These repositories track the resolution history of
bug reports or feature requests that are reported
by users and developers of the projects. Bugzilla is

an example of this type of repositories.

Communication archives These repositories track discussions and communications
about various aspects of the project over its lifetime.

Mailing lists and emails belong to the communication archives.
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can be used to support various software maintenance tasks, such as change impact
analysis, traceability recovery [12, 14]. These traditional SHR-based techniques
directly used the information in the SHR to perform software maintenance. However,
with the evolution of software, some information may be outdated. Therefore, not
all historical information are useful to support software maintenance. In this paper,
we focus on selection of useful or related information from SHR to support practical
software maintenance tasks.

2.2 Topic Model

As information stored in SHR is mostly unstructured text, researchers have proposed
various ways to process such unstructured information. An increasingly popular way
is to use topic models, which focus on uncovering relationships between words and
documents [1]. Topic models were originated from the field of natural language
processing and information retrieval to index, search, and cluster a large amount of
unstructured and unlabeled documents [25]. A topic is a collection of terms that
co-occur frequently in the documents of the corpus. The most used topic models
in software engineering community are Latent Semantic Indexing (LSI) and Latent
Dirichlet Allocation (LDA) [25]. These two topic models have been applied to
support various software engineering tasks: feature location, change impact analysis,
bug localization , and many others [17, 19, 25]. The topic models require no training
data, and can well scale to thousands or millions of documents. Moreover, they are
completely automated.

Among the two topic models, LDA is becoming increasing popular because it
models each document as a mixture of K corpus-wide topics, and each topic as a
mixture of the terms in the corpus [5]. More specifically, it means that there are
a set of topics to describe the entire corpus, each document can contain more than
one of these topics, and each term in the entire repository can be contained in more
than one of these topic. Hence, LDA is able to discover a set of ideas or themes
that well describe the entire corpus. LDA is a probabilistic statistical model that
estimates distributions of latent topics from textual documents [5]. It assumes that
the documents have been generated using the probability distribution of the topics,
and that the words in the documents were generated probabilistically in a similar
way [5]. With LDA, some latent topics can be mined, allowing us to cluster them on
the basis of their shared topics. In this paper, we use LDA to extract the latent topics
from various software artifacts in SHR.

3 Approach
Our main focus in this paper is to provide an effective way to automatically extract

related information from the SHR to provide support of software maintenance tasks.
The process of our approach is shown in Fig. 1, which can be seen as a preprocess to
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traditional SHR-based techniques. Given a maintenance task or request, we need some
related information in SHR to well support comprehension, analysis and implementa-
tion of this request. The data source of our approach includes a maintenance request,
SHR and current software. We extract current software from SHR here because the
current software usually needs some necessary changes to accomplish this change
request. As the data source can be seen as unstructured text, we use LDA on these data
source to extract the latent topics in them. Then, we compare the similarity among the
topics extracted from different data source, and ultimately produce the related soft-
ware repositories which are related to the maintenance request and current software.
For example, in Fig. 1, when there exists a bug repository which has similar topics
with the software maintenance request, we can consider this bug repository as related
data source to analyze the current software maintenance request. In addition, there
is also a feedback from this bug repository to its corresponding version repository in
source control repositories. More specifically, the corresponding version evolution
corresponding to this bug repository is also considered to be a useful data source for
analyzing the request in the current software. Hence, the extracted related informa-
tion from SHR includes the related bug repository, useful communication archive,
and some evolutionary code versions related to this maintenance request and the
current software.

Software maintenance Software historical repositorie

request

Current

Bug
repositories

Communication
archives

Source control repositories

Feed back Feed back

v

Related software

Fig. 1 Process of our approach
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3.1 Extracting Related Information from Bug Repositories
and Communication Archives

First, we extract the related information from bug repositories and communication
archives to see what information is related to the maintenance request. We use the
LDA model to extract the latent topics in these data source, i.e., maintenance request,
bug repositories, and communication archives. The topics extracted from these data
source can be represented with a vector (for maintenance request) and matrices
(for bug repositories and communication archives). Then, we compute the similarity
between the vector and these two matrices, respectively. There are many approaches
to compute the similarity result, for example, distance measures, correlation coeffi-
cients, and association coefficients [22]. Any similarity measure can be used in our
approach. According to the similarity results, the bug repositories and communica-
tion archives which are similar to the maintenance request can be extracted as useful
data source. These extracted information can be helpful to guide the change analysis.
For example, when the maintenance request is to fix a bug and if there is an existing
bug report similar to this bug fixing request, we can use the information in related
bug repositories and communication archives to see “who fixes the bug?”, “how to
fix the bug?”, etc.

3.2 Extracting Related Information from Source Control
Repositories

Source control repositories, a fundamental unit of software evolution, are important
data source in software maintenance research and practice. Source control reposito-
ries include three main different types of information, that is, the software versions,
the differences between the versions, and metadata about the software change [12].
These different types of information have been used in both research and practice to
well support various software maintenance tasks such as impact analysis. However,
most of these research and practice seldom consider the usefulness of the informa-
tion in source control repositories. As software evolves, some information may be
outdated and become awful, or even “noise” to current software analysis. Hence,
we need to extract the related and necessary versions in SHR to support software
maintenance tasks.

To fully obtain the related information from source control repositories, we per-
form this step in two ways. First, we select the versions corresponding to the bug
repositories and communication archives from the previous step, where we have
obtained the bug repositories and communication archives related to the mainte-
nance request. In addition, we can also obtain the consecutive source code versions
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corresponding to the bug repositories and communication archives.! Thus, this kind
of source code versions is produced based on the maintenance request. Second, we
extract the source versions similar to current software. We extract the latent topics
from current software and represent them as a vector. Then, we compute the simi-
larity result between the current software vector and the matrices (for source control
repositories). Here, we also extract consecutive versions which are related to the
current software.

Until here, all the related information have been extracted from various SHR. We
believe that such a preprocess on [12] can effectively improve the effectiveness of
traditional software maintenance activities which are not preprocessed or filtered.

4 Evaluation

Our approach aims to improve traditional SHR-based software maintenance tech-
niques after filtering the unrelated information without decreasing the completeness
of the results.

4.1 Empirical Setup

We conduct our evaluation on an existing benchmark built by Poshyvanyk et al.”> We
select three Java subject programs from open projects for our studies. The first subject
program is ArgoUML, which is an open source UML modeling tool that supports
standard UML 1.4 diagrams. The second subject is JabRef, which is a graphical
application for managing bibliographical databases. The final subject is jEdit, which
is a text editor written in Java. For each subject program, we used four concecutive
versions (VO — V3) for study. Then, we compare the effectiveness of our approach
with traditional software maintenance techniques on this benchmark. Here, we use
change impact analysis as the representation of one of the software maintenance
techniques for study [14]. Change impact analysis is a technique used to identify
the potential effects caused by software changes [6, 14]. In our study, we employ
ROSE (Reengineering of Software Evolution) tool to represent the SHR-based CIA
[28]. ROSE is shown to be effective for change impact prediction [24], and it applies
data mining to version histories to guide impact analysis. The input of ROSE can be
coarser file or class level changes, or finer method-level changes. Its output is the
corresponding likely impacted entities at the same granularity level as the change
set. In this paper, the chosen granularity level is class level.

! Here we need consecutive versions since many software maintenance tasks are performed based
on the differences between consecutive versions in source control repositories.

2 http://www.cs.wm.edu/semeru/data/msr13/.
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To show the effectiveness of CIA, we used precision and recall, two widely used
metrics of information retrieval [26], to validate the accuracy of the CIA techniques.
They are defined as follows:

|Actual Set N Estimated Set|
P = - x 100 %
|Estimated Set|

|Actual Set N Estimated Set|
R_
- |Actual Set|

x 100 %

Actual Set is the set of classes which are really changed to fix the bugs for the
system. Estimated Set is the set of classes potentially impacted by the change set
based on ROSE. The change set is composed of a set of classes used to fix each
bug. The change set is mined from their software repositories. Specific details on
the process of the identification of the bug reports and changed classes can refer to
[20]. With the change set, we applied ROSE to compute the Estimated Set. Then,
precision and recall values are computed based on the Actual Set and Estimated Set.
Here, ROSE is performed twice, one is on the original software historical repositories,
i.e., ROSE; the other is on the extracted repositories preprocessed by our approach,
i.e., ROSE'.

4.2 Empirical Results

We first see the precision results of ROSE before (ROSE) and after (ROSE’) software
historical data filtering. The results are shown in Fig. 2. From the results, we see that
all the precision values of ROSE are improved after software historical data filter-
ing. It shows that there is indeed some unrelated information in software historical
repositories for software maintenance and evolution. Hence, we should filter these
unrelated software historical information to improve the precision of change impact
analysis.

In addition, during the process of filtering the software historical data, there may
be some related information which is filtered by our approach, so we need to see

Fig. 2 Precision of ROSE Precision
befor.e and after information [ ArgoUML = JabRef  JEdH]
filtering

0.4

03

02

jEdit

0.1
ArgoUML

ROSE ROSE' ROSE ROSE' ROSE ROSE'
VO->V1 V1->V2 V2->V3
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Fig. 3 Recall of ROSE before and after information filtering

whether the recall of ROSE is seriously decreased after information filtering. The
recall results are shown in Fig. 3. It shows that most of the recall values are decreased
after information filtering process. However, the degree of the deceasing values is not
big. Hence, we can obtain that only a small amount of related information is filtered
during the process, which has few effect on software maintenance and evolution.

5 Conclusion and Future Work

This paper proposed a novel approach which can improve the effectiveness of
traditional SHR-based software maintenance tasks. Our approach extracted related
information from SHR using the topic model, i.e., LDA. The generated software
repositories can eliminate the information that are outdated during software evolu-
tion, thus improving the effectiveness of the traditional SHR-based software main-
tenance tasks. Finally, this paper evaluated the proposed technique and showed its
effectiveness.

Though we have shown the effectiveness of our approach through real case studies
based on ROSE, it can not indicate its generality for other real environment. And we
will conduct experiments on more real programs to evaluate the generality of our
approach. In addition, we would like to study whether the effectiveness of other
software maintenance tasks (e.g., feature location [8, 9], bad smell detection [10,
18], traceability recovery [3, 7], etc.) can be improved based on the SHR preprocessed
by our approach.
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Evaluation Framework for the Dependability
of Ubiquitous Learning Environment

Manel BenSassi, Mona Laroussi and Henda BenGhezela

Abstract Ubiquitous learning environment confronts a set of challenges. First, how
to make use of technology without losing pedagogical aspect of learning. Second,
how to specify evaluation dimensions, aspects and criteria—what to evaluate, how
we evaluate and what to take into account to evaluate. In order to response to these
questions, we begin by reviewing the literature to determine challenges and evalua-
tion’s dimensions introduced by the ubiquitous learning environment. And then we
introduce a proposed framework of evaluation ubiquitous learning that treat the issue
of how considering contextual dimension from a technological point of view. This
framework is considered in our researches that are interested in developing ubiqui-
tous learning environments based on wireless and sensor technologies. Finally, we
detail how we exploit this framework to evaluate a realistic case study.

Keywords Learning scenario + Pre evaluation - Dependability of ubiquitous learn-
ing environment - Formal modeling - Contextual evaluation

1 Introduction

As mobile and embedded computing devices become more ubiquitous, it is becoming
obvious that the interactions between users and computers must evolve. Learning
environments and applications need to become increasingly not only autonomous
and invisible but also, dependable and reliable.

Dependability is an important pre-requisite for ubiquitous learning [1] and should
be evaluated sufficiently and at early stage to respond user’s requirement. In fact, the
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learning environment had to operate as learners and designers expect and that it will
not fail in normal [2].

Many researchers have defined the dependability in slightly different way. Depend-
ability is an orthogonal issue that depends on QoS. We consider its original meaning
as defined in [3, 4]: Dependability is the quality of the delivered such that reliance
can justifiably be placed on this service. It could be typically divided into a number
of aspects namely Avizienis et al. [4]: (functional) correctness, safety, security, reli-
ability, availability, transparency and traceability. Each dimension includes analysis
techniques, assessment methods and measures. Ubiquitous learning environments
come with requirements from all aspects of dependability. The reason for this lies
in the nature of these ubiquitous scenarios itself. Typically these environments are
very tightly connected with specific users.

The dependability’s evaluation is an important activity as well as the evaluation
of the executed learning scenario. Post-evaluation techniques and approaches take
much time and cost, and an early preventive evaluation could be one of the key factors
to cost effective ubiquitous learning development.

The basic question is: How to evaluate the learning functionalities in their context
of use at early stage in order to ensure the dependability of the conceived scenario?
To answer to this question, we first summarize our definitions. We define learning
scenario as technological environment consisting of one or more activities, correlated
together offering a complete scenario of information and communication services
required for supporting learning. The ubiquitous learning can be defined as environ-
ment that provides an interoperable, mobile, and seamless learning architecture to
connect, integrate, and share three major dimensions of learning resources: learn-
ing collaborators, learning contents, and learning services. Ubiquitous learning is
characterized by providing intuitive ways for identifying right learning collabora-
tors, right learning contents and right learning services in the right place at the right
time [5].

This paper proposes an early preventive evaluation framework: ReStart-Me
(Re-engineering educational Scenario based on timed automata and tracks treatment
for Malleable learning environment) that intends to reduce the time and cost through
using test cases as a means of the evaluation. Test cases are developed in the process
of the leaning scenario design and used to test the target scenario. ReStart-Me checks
formally inclusion relation between dependability requirements and test cases. If the
formal checking succeeds, then we can assure that the dependability requirements
are well implemented in the ubiquitous learning environment.

This paper is organised as follows. The following section will be devoted to define
challenges of ubiquitous learning scenario. Section 3 presents different dimensions
that should be evaluated in order to satisfy dependability’s requirement. Section4
focus on our evaluation methodology based on the timed automata modeling and
formal verification properties while an experiment of our work through ubiquitous
learning scenario is included in Sect.5. Section 6 concludes the paper and suggests
future research directions.
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2 Ubiquitous Learning Scenario Challenges

According to Yahya [6]: “we move from conventional learning to electronic-learning
(e-learning) and from e-learning to mobile-learning (m-learning) and now we are
shifting to u-learning”.

In this section, we present a review of existent learning scenarios paradigms
through a comparative study based on multicriteria classification. This review aims
to discuss issues on ubiquitous learning.

In order to analyse and effectively understand current Learning paradigm, a classi-
fication still remains essential. In fact, we propose four criteria from the combination
of researchers’ ideas [6, 7]:

e Level of embeddedness: This criterion reflects the degree of technology’s visi-
bility to the user when he interacts with the external environment.

e Level of mobility: The learner is mobile and uses mobile technolgies to learn.

e Level of interactivity: The learner can interact with peers, teachers and experts
efficiently and effectively through different media.

e Level of context-awareness: The environment can adapt to the learners real sit-
uation to provide adequate information.

Table 1 summarizes our comparative study based on criteria described above. As
we show in Table 1, the responsibility of the ubiquitous learning infrastructure with
respect to applications, according to [8], includes supporting application require-
ments such as context awareness, adaptation, mobility, distribution and interoper-
ability; facilitating the rapid development and deployment of software components;
providing component discovery services; and providing scalability.

Ubiquitous learning scenario is a context aware environment that is able to sense
the situation of learners and provide various adaptive functionalities and supports.
Many researchers have been investigating the development of such new learning
environments. Nevertheless, the higher cost of its implementation and the complex-
ity of their context emphasize the need to evaluate their correctness and to detect
functional deficiencies at early stage before implementation phase.

Table 1 A comparative study of learning paradigm

Learning paradigm | Level of Level of Level of Level of context-
embeddedness mobility interactivity awareness

E-learning + + + +

Mobile learning + +++ ++ ++

Pervasive learning +++ ++ +++ +++

Ubiquitous learning | +++ +++ +++ +++

legend: +: Low ++: Medium +++: High
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3 What Can We Evaluate in Ubiquitous Learning Scenario?

As computers have become more rapid and powerful, educational software has
flourished and there are numerous claims conceived by designers. Thus evaluation
software is important so that teachers can make an appropriate choice of learning
scenarios and which are suitable to the teaching and learning context.

According to [9], we can evaluate these following dimensions in a learning
scenario: content, technical support, learning process (see Fig. 1). Each dimension
includes a number of sub categories and criteria that could be considered in the eval-
uation process. All these aspects are equally important, as the learning activity has
to be simultaneously pedagogically and technically sound.

Nevertheless, ubiquitous learning infrastructure is centered on a high-level con-
ceptual model consisting of devices, users, software components and user inter-
faces.Then, we propose that the learning activity’s context should also be considered
for evaluation. The context is a set of evolutive elements appropriate to the interac-
tion between learner and learning application including the learner and the learning
environment themselves. Figure 1 presents in a diagram the different aspects that we
can combine and include in the evaluation framework.

Ubiquitous learning could be evaluated from different viewpoints: The first one
is a technical oriented perspective. The content suitable for m-learning needs to be

Learning Activity

\

‘ Coﬁlcul | | Technical Support l

<P <o

l Learning outcomes ‘

Pedagogy
] C Presentation l

Interactivity

Feedback

Fig. 1 Different features that could be evaluate in the learning scenario
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available and adequate to the learning environment. The second one is pedagogical
oriented perspective. It points out that m-learning develops new skills and approaches
to ensure the pedagogical effectiveness. We consider that the context of ubiquitous
environment should be also considered in evaluation process. The features of acti-
vity’s context are: location, network, user, time and device.

e User dimension: A learning scenario may imply different actors or entities found
in the given environment. Thus according to the tasks that learners are asked to
accomplish, they may need to interact with one or many actors, each playing
various roles in the learning process. The malleable learning environment may
include these types of actors or entities:

1. Instructors (I): This role is assigned to a teacher, a professor, a laboratory assistant
or anyone involved in the management of the learning scenario.

2. Learner (L): Learners are the central entities of the learning scenario as the whole
learning process is hinged upon them.

3. Group (G): A group is a set of learners members can cooperate and communicate
between them.

4. Smart entities (E): Like capture, smart sensors in pervasive environment.

These different entities make it possible to illustrate the interactions within the
learning management system. Thus our conceptual framework is designed around
these entities.

e The device dimension: We consider that it is important capabilities of user’s
device, especially hardware attributes, for ubiquitous learning due to the fact they
have a big impact on learning scenario execution.

e The network and connectivity dimension: Nowadays mobile device might be
connected to the “Net” via many technologies: GPRS, UMTS, WiFi, 3G commu-
nication, etc. Mobile devices often have periods of disconnection that had to be
considered in evaluation of the dependability of the learning scenario. The con-
nectivity quality depends on user’s location and mobility. According to the number
of participants and the time the connection is established, a communication will
be classified in one of many possible categories. In order to describe all possible
categories, we will limit the scope of this paper to two types of consideration:

— Quantitative considerations: Number of participants, the presence of a group or
not, the type of established interaction:
Unicast: This is the simplest and most basic type of communication. In this
case, only two active entities are involved in the communication.
Broadcast: This communication is used when the coordinator wants to reach
all learners participating in the learning scenario.
Multicast: Finally, multicast communication occurs when the instructor sends
a message to a specific group of learners.
— Qualitative considerations: Level of technology, the quality of signal in Wireless
connection
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e Temporal dimension: The designed learning scenario may have different temporal
requirements that we classify according to the type of the used activities.

— Synchronous: For this category, activities in learning scenario are usually run-
ning at the same time [10] and they must be mutually synchronized. Furthermore,
different entities participating in the communication progress simultaneously.

— Asynchronous: This type of time constraints is used when the entities partici-
pating in the activity are not present simultaneously at the same time [11].

4 Evaluation of Ubiquitous Learning Scenarios: Related Works
and Issues

There have been several researches to develop methods to evaluate ubiquitous learn-
ing scenario. The most widely used methods are:

e Heuristic evaluation method based on principals and many categorised dimensions
[12]. A wide range of methods has been developed to systematically evaluate the
quality of information technologies.

e Evaluation methods based on Simulations [13] where some user problems are
simulated in details, especially analysing each task from a cognitive point of view.

e Evaluation system based on tracks analysis requests both analytical and technical
staff. The first group is responsible for defining scores for various features of the e
learning scenario according to a specific set of evaluation coefficients. This team
also specify the quality of the learning scenario. The technical staff develops the
system or specify the evaluation framework to the mentioned scores [14, 15].

e Teaching test methods are based on an appropriate testing program that is suitable
to different goals and characteristics of the teaching style. These methods imple-
ment the pre-test, the post-test of the learning scenario, and other steps to test the
knowledge of students and their skills and finally determine the effectiveness of
teaching scenario [16].

As shown, there are several evaluation studies. However, these methods vary widely
in their evaluation scope, outcomes and techniques. In fact, in the one hand, there are
generic methods that, although useful in theory, are not very applicable in practice,
since they do not take into account the situatedness of the courseware evaluation,
determined by the context of the learning scenario. In the other hand, some of these
methods described above have a very specific target (cognitive overview). Never-
theless, with the growth in the use of mobile technologies and the learning scenario
database, an increasing number of teachers want to reuse their scenario in different
contexts.

Instead of adding to the already large number of checklists for learning scenario
evaluation, we are attempting, in the following section, to address contextual evalu-
ation based on formal modeling and verification of educational scenario. Next, the
evaluation framework is discussed.



Evaluation Framework for the Dependability of Ubiquitous Learning Environment 45

5 ReStart-Me: A Formal Evaluation Framework For U-Learning

5.1 ReStart-Me Challenges

In order to fill the gap between learning scenarios evaluation methods and ubiquitous
learning scenarios, we present in this paper, a formal method to evaluate scenarios
at an early stage: ReStart-Me (Re-engineering educational Scenario based on timed
automata and tracks treatment for Malleable learning environment). This formal
evaluation is based on automata theory and formal verification and aims to:

1. Avoid costly and time-consuming scenarios implementation or deployment

2. Simulate scenario execution on real time in order to check properties and to detect
errors (such as deadlocks and liveness) and then to regulate scenario with timing
constraints.

The evaluation framework is based on different kind of context: Actors, Location,
Device, Network and connectivity. These elements are motivated by an empirical
analysis of different definitions of learning context. In fact, these elements represent
core features of any educational scenario supporting any learning approaches such
as hybrid learning, mobile learning, ubiquitous learning, pervasive learning,...

Consequently, they represent interesting evaluation criteria in order to capture at
early stage inconsistencies and design weakness.

5.2 Conceptual Framework

Figure 2 overviews the proposed scenario dependability evaluation framework for
ubiquitous learning. ReStart-Me intends to reduce the cost of learning environ-
ment quality evaluation through using test cases. It uses formal checking techniques
to ascertain inclusion relation between dependability requirements and test cases.
Dependability requirements and test cases are modeled into timed automata. Then,
they are transformed into temporal logical properties to formal checking methods.

The evaluation process contains essentially these three steps (see Fig. 2) inspired
from [17]:

e Step 0: Behavioural Modeling: This phase provides informal or/and semiformal
descriptions of both the learning environment and the correctness properties to be
checked. Pedagogues and designers have to participate in this phase.

e Step 1: Formal Modeling of Educational Scenario: In this step, conceptual
designers identify the entities to be considered. Designers have to successively
refine it and decide which the final actors to be modelled are. The content of
each process is created and redefined by modelling the dynamic behaviour. Then,
we extend the obtained automaton with global and local clocks. We also define
contextual constraints and correlation between different activities. By creating a
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Fig. 2 Dependability evaluation framework for learning scenario

formal specification of the learning scenario, the designers are forced to make and
to define a detailed scenario analysis at early stage before its deployment into the
learning system.

e Step 2: Tracks Simulation: Through simulation, we can observe all possible
interactions between automata corresponding to different entities involved in the
learning scenario. This step generates simulated tracks that facilitate errors detec-
tion. A simulation is equivalent to an execution of the designed learning scenario.
It gives some insight on how the model created behaves.

e Step 3: Properties verification: With formal verification, we check the correctness
of the designed learning scenario. This process aims to build a remedial scenario
and to help designer in the reengineering process by providing Errors and warning
reports.

ReStart-Me can be applied with the help of different developing methods and
tools. To exemplify this, we have selected a tool that is well known, efficient and
provide us with most of what we need. The selected tool is a model checker that has
a modelling language, plus simulation and formal verification capabilities. We think
that our choice is well founded but is not essential. To illustrate the application of
ReStart-Me, we will use UPPAAL model checker [18].
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6 Experiment and Results

6.1 Case Study

The objective of this study reported in this section is twofold: (i) to check practicality
of the proposed framework when building an actual ubiquitous scenario (ii) and
to evaluate qualitatively the benefits of such methodology. A team of researchers
composed mainly by of five designers has prepared a textual description of the
ubiquitous learning scenario.

6.1.1 Evaluation’s Feature

Formal evaluation must pay attention first to dependability’s aspect. Enhancing this
idea, evaluation features can be defined in the form of questions concerning the
evaluation methedology as shown in Table 2.

6.1.2 Learning Scenario Description

The conceptual designers’ meetings have produced a scenario design document that
describes the sequencing of different activities and rules of the ubiquitous learning
scenario. To summarize, the learning scenario can be described as follows:

A high school decides to raise awareness of pupils on the effects of pollution on the
environment by organizing a trial allowing the follow-up of the pupil’s educational
curriculum in the field of “Education about the environment”. This trial enables
pupils to learn through factual cases and to experiment various scenarios using mobile
technologies.

The physical setting of this trial, where activities take place, is an ecological
zone near by an industrial area. It is organized in the morning from 9:00 am to
13:00 am. In order to boost intra-group competition, students were divided in three
groups under the supervision of their coach and each group consisted of six pupils.

Table 2 Evaluation features

Question Response

What is being evaluated? The ubiquitous learning scenario

What is the purpose of the evaluation? The dependability of the contextual learning scenario

‘When should the evaluation be done? At early stage (before learning scenario’s
deployment)

Who should perform the evaluation? Conceptual designer

What is the type of evaluation? A formal evaluation based on timed automata and
model checking
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Additionally, each group was divided in two subgroups of three students. The ultimate
goal behind this clustering is to reinforce teamwork and collaboration within the
individual subgroups and to make it a collaborative and challenging game that takes
place in different locations.

The outdoor subgroup is equipped with a smart phone with a wireless connection.
At the beginning of the first stage, a localization sensor localizes the out door’s
subgroup and a notification is sent to ask students to identify and take a photo of the
QR-code stuck to a tree. Instantly, a text adapted to the pupils’ level and pictures that
visualize and describe the activities to accomplish in the current stage is displayed
on the screen of the smart phone.

In the first stage, the outdoor subgroup can take a photo of a plant and search for
a plant related groups and then share the photo and ask for help in identifying it.

After a pre-defined time, the subgroup will receive a stage-adapted quiz via auto-
matic text message. Pupils need to write an answer using their smartphone and submit
it. If the answer submitted by the group is not correct, the system sends an alert to
the coach informing him/her that pupils need some support. The coach should send
to them some hints.

In order to improve the coaching task, tutor decides that after three wrong attempts,
the pupil is guided to start learning session by using his mobile device. The e-learning
client allow the student to directly mash up widgets to create lesson structure and
add powerful online test widgets, communication widget (chat, forum and personal
messages), content scheduling widgets, communication tracking, announcements,
content flows, cooperative content building widgets.

The student could drag from the widget repository and drops into the elearning
client UI all the widgets needed for providing video, audio and other multimedia
content. The session of learning take 30 min with GPRS connection and 40 min with
EDGE connection (see Table 3).

Else, if the answer is correct the indoor subgroups will receive the list of activities
of the second stage and will get joined by their corresponding outdoor subgroups that
will hand over the picked plant samples. At the end, indoor and outdoor subgroups of
each of the three groups should collaborate in drawing their own conclusions using
the collaborative tool Google Docs and then present the outcome of their study about
effects of pollution on environment.

Table 3 Context information
(network connection quality)

Zone 1 Zone 2
Type of network EDGE GPRS
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6.2 Modelisation and Evaluation

6.2.1 Formal Modelisation

Figures 3 and 4 provide an overview of different automata modeled for the planned
learning activities (outdoor activities, quiz, and lesson) and corresponding to student.
We define a global variable “clock” named Time that gives idea about the duration
of each activity. The timing constraints associated with locations are invariants. It
gives a bound on how long these locations can be active. We also define other integer
global variable Power to calculate the energy of battery of the smartphone.

In order to facilitate the learning scenario analysis, we model each activity sep-
arately. The idea is to define templates for activities that are instantiated to have a
simulation of the whole scenario. The motivation for the use of templates is that
the understanding, the share and the reuse of different components of the learning
scenario become easier.

The whole scenario is modelled as a parallel composition of timed automata. An
automaton may perform a transition separately or synchronise with another automa-
ton (channel synchronisation) or it can be activated after a period of time through
flags.

outdoor_group_phasel

Time:=0

Time:=0, duration:= duration + l'.'D

Time:=0, duration lli--d....n:-_-.-l’

Research_QR_code

Tlime: =0, ActiveQuiz: =1

— |I||'\|- 0, ActiveQuiz: =1

' Quiz

Modelisation of the activity »
for each actor (Student) _

Active_guiz

Time:=0, Tentative ++

duration:=duration+ 10, Time:=0

Time:=0

LessonActive: =true
Over ‘

Fig. 3 The automata model of different activities for one actor (student)
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Fig. 4 The automaton model of the smartphone

Figure 4 shows a timed automaton modeling the behavior of the Smartphone. This
device has several locations (or states):

—_

. Idle: This state is activated when the smartphone is switched on.

2. InQuiz: The learner is responding to the quiz’s questions.

3. Localisation: This state is activated when the learner has to do his lesson. The

smartphone had to be connected to the gived wireless network.

4. LessonGPRS and LessonEDGE: One of these two states is activated. The learner
drags and drops into the elearning client UI all the widgets needed for providing
video, audio and other multimedia content.

. FinLesson: The student has finished the lesson successfully.

6. BatteryOver: This undesirable State is activated when the smartphone is switched

off because the battery state is over.

9]

The dependability of the ubiquitous learning scenario heavily depends on several
contextual contraints, especially the quality of the network connection and the energy
provided by the mobile phone’s battery. In fact, a smartphone is, in general, limited
and for sure not keeping pace as the mobile devices are crammed up with new
functionalities [19]. For this reason, designers elaborate this technical study.

Figure 5 summarizes this study and shows values of power consumption of dif-
ferent activities that learners had to realize in the learning session. The power con-
sumption is quite higher when student download lesson, and drop into the elearning
client all widgets needed for providing video, son and representation.
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Fig. 5 Energy consumption on a smartphone when switched on

6.2.2 Simulation and Formal Verification

Based on automata presented above, tracks simulations are generated visualizing all
possible interactions between different actors. A screen dump of the simulation of
the designed educational scenario is below (see Fig.6). In order to help designers
to improve their educational scenario and to obtain better outcomes, through the
generated simulations, we try to localise design errors, to answer and to verify the
following questions:

[ Editor verifier |

|duration = 10

T, ACrvelez. =

ActiveQuiz = 1

Tentative = O

result = 0

LessonActive = 0

Dead = 0
smartphone.Power = 91
Smariphone.network = 0
outdoor_group_phase1.T
coach.alert = 1
coach.send = 0
coach.Nber_hints = 0
Quiz.phase? = 0

Time « [0,10]

MLeamingSys ‘coach

Quiz |

avw

outdoor_group_phasel ML coach Quiz Lot _Sensor

send_description ORC

Fig. 6 Simulation of the modeled learning scenario
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Table 4 The simulation’s

parameters Parameter Value
Duration of the simulation 240 units of time
Number of learners 40
Phone’s energy 100 %

e Does the description of the learning scenario clearly define time constraints for
each activity and the whole scenario?
e Is there any situation of deadlocks, liveness or starvation?

We fixe different parameters of the learning scenario’s simulation as shown in
Table 4. A possible situation of deadlock is detected within tracks simulation of the
whole scenario; In fact, students could have a period of inactivity especially when
they begin their lesson in the first zone (EDGE) where the network connectivity
is lower and smartphone’ energy is limited. To check this property, we are based
on reachability property that is considered as the simplest form of properties. We
ask whether a given state formula, possibly can be satisfied by any reachable state.
Another way of stating this is: Does there exist a path starting at the initial state,
such that “the battery state” is eventually over along that path?

We traduce this property in temporal logic formula: “E <> Smartphone.
BatteryQOver” and this property is verified as shows Fig.7.

This experiment shows that 37 % of students could be blocked at this stage (see
Fig.8). They couldn’t progress in the lesson because the state of energy is low. Then,
we conclude that dependability is not assured and we had to adapt mobile application
to the learning environment’s context (if the student is located in Zone 1, the mobile
application had to reduce the energy’s consumption by loading only the necessary
widgets.

ey
<> Smarmphone. BaneryOver and duration < 240

Comment
Does Shere £xist & path sarting a1 the intial state, saxth that “The Bamery SEatE” 1§ eventually owtr akong That path during the iaming sesont

Status

E <> Smartphose BameryOver and duration < 240
Verificaion/kemel/elapsed tme used: 1.502s { 05635 | 2.077s.
Residant/virtual memory uiage peaks 54, S16K8 | 65461658

240
Ve hermlieapoes o st 13914105515 / 13315 B
Resident/virnsal mesmary urage peaks: 17,500K8 | 654,616KE.

Fig. 7 Checking the reachability of the battery state



Evaluation Framework for the Dependability of Ubiquitous Learning Environment 53

Proportion of Learners

H deadlock (Battery is over) M Lesson finish successful

Fig. 8 The experiment’s outcomes

6.3 Results and Discussion

The final evaluation was conducted using interviews with five pedagogical designers.
During the interview, the engineers have addressed several points about there experi-
ences with the presented methodology. Hereafter a summary of the main points that
have been discussed:

e Fours engineers of five have found the methodology very useful in identifying the
inconsistencies of functional aspects of the learning scenario. In fact the culture of
classical learning scenario evaluation does not highlight the importance of these
functional aspects (like time, context of learning,...). On the one hand, thanks
to the formal modelisation, we can simulate and check all possible execution
exhaustively. On the other hand, it allows us to redefine the conceived learning
scenario deeply and at early stage in order to avoid the problems highlighted by
the evaluation (or on the contrary, to rethink the first design).

e Two engineers have already some experience in developing large learning scenario.
So they were aware of the cost of their implementation and revision. Consequently,
they pointed out that the early evaluation stage performed before implementation
and deployment has helped to revise some fundamental decision without having to
conduct costly implementation. In fact, the contextual and formal evaluation shows
us if the resulting evaluation is exactly what we expect from the modelisation of
learning scenario (and from the learner) before the implementation stage. It may
happen, for example, that we want to create a correctly and general design for a
complex scenario but the result of the formal evaluation shows that we lack in
contextual constraints definition and specification.

e Three engineers of five have pointed out that the formal modeling and verification is
not so easy to build. Indeed, this formalism is not very well known by all conceptual
designers. For this reason, we are developing a formal modelisation assistant tool
to help no-skilled designers to evaluate the conceived learning scenario.
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7 Conclusion

In this paper, we presented different dimensions that could be evaluated in learn-
ing scenario. We proposed a formal framework evaluation to support a contextual
evaluation in dependable learning environment. This framework based on formal
modelisation and verification allows to designers to simulate the conceived learning
scenario with contextual constraints.

Complex content management is employed in m-learning, when there is an inter-
action between teachers and students. The limit is established by the available tech-
nology. It is still a determinant factor in such technologies, the transmission cost and
speed, which affects the communication logistic between teacher and student and
has a direct repercussion on the learning type. For this reason, we have attempted
to demonstrate the benefits of the proposed approach by presenting a realistic case
study. We think that this formal methodology of evaluation provides useful informa-
tion for the re-use and the reengineering of learning materials. In the one hand, it
can solve many difficulties in getting proper information about the students and their
behaviour (ethical problems, tracks’ collect,...).

In the other hand, the use of a rigorous formalism to describe a model of deploy-
ment allows a better and more precise understanding of the planned scenario. It
provides the designer with an analytical model that helps him to detect errors and
learner’s difficulties through test case generation and deductive verification. Finally,
it creates an environment that simulates an external reality and learner’s behaviour.

For going farther this first result, we are currently working on two directions:
Firstly, we will attempt to deepen our proposal and to apply formal verification
relying on temporal logical formulas and model checking engine. Secondly, in order
to assist the designer in expressing these properties, we are developing a tool that helps
him/her to draw this business requirement and to generate error report automatically.
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Improving Content Recommendation in Social
Streams via Interest Model

Junjie Zhang and Yongmei Lei

Abstract The current microblog recommendation approaches mainly consider
users’ interests. But because user’s interests are changing dynamically and they
have low activity, it’s hard to build user interest model. In this paper, we pro-
pose a new approach to recommend information based on multiaspect similarities
of interest and new dynamic strategy for defining long-term and short-term inter-
ests according to user’s interest changing. Recommended information is ranked by
two factors: the similarity between user’s interest and information, tie-strength of
user interest. We implemented three recommendation engines based on Sina Micro-
blog and deployed them online to gather feedback from real users. Experimental
results show that this method can recommend interesting information to users and
improve the precision and stability of personalized information recommendation
by 30 %.

Keywords Recommender system - Naive bayes - Interest model - Microblog

1 Introduction

Information overload has appeared in many places, such as websites, e-commerce
and so on, but social network has solvedthe problem of information overload for us
to some extent. We read information, which send by our friends, so we avoid much
information that we are not interested. But when we follow more people, we will get
more information, we should spend more time to choose what we are interested. In
the end, information overload appears in social network.
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Recommender can solve information overload problem effectively. The most
famous method is collaborative filtering (CF), which can recommend valuable infor-
mation according users’ preferences. This approach can be divided into different
types according to different directions, such as collaborative filtering based on
items [9], collaborative filtering based on users, but they all require users to rate
items and record their purchase history.

However social network is different, they have no items to rate, although users
can rate every story, but this will lose much information contained in these stories.
For recommending micro-blog, researchers are more like to use other information
such as textual content [1, 17] and LDA topic model [10] etc.

There are many recommendation researches based on micro-blog, Yu et al. [19]
transmit relationships into graph, then recommend friends based on mixed graph.
Weng et al. [18] researched how to find topic-sensitive influential twitterers; Chen J
regarded three factors for recommending conversations in online social streams [4].
In another paper [5], Chen J introduced URL recommendation on Twitter, they
used three properties: recency of content, explicit interaction among users and user-
generated content.

Recent researches research more about recommending friends, conversations and
so on, they referred to comments, tags or replays. However, there are few researches
concerning content recommendation, and not all people in social network are inter-
ested in all the information. To save time for user to get interesting information, social
networks provide effective methods, Facebook used EdgeRank algorithm [8], partic-
ularly favoring recent and long conversations related to close friends, to recommend
social stream. Instead, Twitter adopts simple rules to filter streams. Sina micro-blog
has a function called intelligent ranking, which can recommend information, but if
users don’t use the system usually, its performance begins to decline. However, we
don’t know how they realized.

It’s hard to find interesting information for user because of four difficulties:

It’s difficult to build users’ interests. No matter online or offline, user’s interests
are changing dynamically. Although content can be considered as containing user
interest, but it is valuable within a short time since being published.

e Low activity. Unlike recommendation system, people rate items, and then system
figures out people’s interests according these scores. In social networks, people
are more like to read information rather than write or rate, so it’s difficult for us to
get their explicit information and interests.

e Limit of content’s words. In social network, every status is limited within 140
words. To express within limit words, users minimize the usage of repeated words.
It’s hard to analysis contents using existing models.

e Large amount of data but sparse. Users provide few explicit information in social

network, so we use large amount of implicit information, such as information

contents, time, tags or followees’ interests. However, although there are many
followees, most of them can’t provide effective interests.

To solve these problems when recommending content, we propose an improved
algorithm of building user’s interests and measuring the similarity between user
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and content, and then recommend the most similarity information. We deploy
recommendation system using our algorithm online to gather feedback from real
users. We asked users to rate for each recommending information produced by dif-
ferent algorithms. The result scores can help us to compare the performance of
different algorithms.

The rest of the paper is structured as follows. First, we discuss how existing
research relates to our work. We then propose an improved algorithm and detail our
design of algorithm and deploy recommendation system for studying, and then we
detail our work with results. We conclude with comparison of our recommendation
to others, such as Sina Intelligent Ranking.

2 Related Work

As popular of social network, more and more people use it to get information. But
we’ll find that we are not interested in every information that posted by our friends,
and what’s more, because people’s preferences are quite different. Paek et al. [12]
found that many posts were considered important to one user but worthless to another
user, that is personal preferences is important for content recommendation. In social
networks, there is little explicit information to build user’s interests, we can’t rate
items to indicate our preferences. But statuses contents that posted by us can rep-
resent. We can extract key words that appear many time in our posted contents to
indicate our interests.

There are many recommendations based on textual content, such as websites [13]
and books [11]. For example, to recommend websites, Pazzani et al. [13] created
bag-of-word profiles for individuals from their activities, and chose websites that are
most relevant to the profile as recommendations. Because activities of an individual
are often insufficient for creating useful profiles, Balabanovic et al. created profile
from a group of related individuals [1].

Since the fast update rate of micro-blog and users’ interests are changing dyna-
mically, we divide users’ interests into long-term interests and short-term interests.
To improve the precision of recommendation, we consider three factors to build
users’ interests:

e Tags: People can use tags to represent their interests. We can also find users that
has common interests through tags.

e Contents: When users send a status, they may want to transmit information or
express their status, but these all contains their interests. We use the contents of
the latest one month to build user’s short-term interest.

e Followees: In social networks, most people use it to get information, they rarely
write news, those types of people have low activities. We follow someone to get
useful information from them, we are interested in what followees post and have
some common interests with them, so when constructing interests, we consider
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using their followees’ interests to extend their interests, especially when users
have low activities. Prior work [16] had proved the effectiveness of combining
text content from a group to capture the interest of single user.

As mentioned earlier, user’s contents are interesting within a period of time since
being published. Boyd, D mainly researched the conversational usage of retweets
in Twitter, he thought the time that tweets are posted was important [3]. When
considering contents to build interests, we also consider the influence of time.

In social network, the importance of individuals is different. For example, my
friend David, he always read information from sina micro-blog, but he posts few, so
he is at a normal position , once he post a status, we may think his information is not
very valuable. And my friend Ange, she reads information as well as writes always,
we always get information from her posts, so we think her news or interests are more
important than David to us. So we divided followees, when using their interests to
construct user’s interests, we attach different importance to different followees.

Tie-strength is a characterization of social relationships between people [7].
Gilbert et al. [6] suggested that tie-strength may be a useful factor for filtering mes-
sages in Facebook news feeds and measured tie-strength with many dimensions.
Chen et al. [4] was inspired by Gilbert, they used three dimensions to recommend
conversions: existence of direct communications, frequency of such direct commu-
nications, tie-strength between the two and their mutual friends and Chen J et al.
Measured tie-strength between users according to the frequency of communications
among users and tie-strength between the two and their mutual friends.

People follow someone because of their common interests, so we follow common
friends indirectly indicating that we have common interests. Inspired by Chen, when
measuring tie-strength between users, besides considering the similarity between
their owns’ interests, we also consider their common friends’ tie-strength of interests.

When we want to recommend information to users, we calculate the similarity
between user’s interests and content and tie-strength between users based on interests,
and then recommend high scores information.

3 Multiaspect Similarity of Interest

To find interesting information for users in social streams, we propose a new method
to recommend information based on multiaspect similarities of interest, which con-
siders the similarity between user’s interests and information and tie-strength between
users’ interest. Due to dynamical changing of interest, we use their long-term and
short-term interests to build users’ interest model, and we don’t merely use total num-
ber of common friends to measure tie-strength, we also take their common friends’
interests into account, which will improve the precision in social network based on
interests. We recommend the most similarity information to users according their
interests. Next we will introduce our method through three parts.
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3.1 Interest Model

Due to the dynamical changing of user’s interests, we divided interests into long-term
and short-term interests, which can build user interests more precise.

Users’ short-term interests show change of his recent statuses. In our research, we
followed the approach in Pazzani et al. [13], we build a bag-of-words profile for each
user to represent his short-term interests. Unlike in Pazzani et al., where the profile
consists of words from web pages that the user has rated explicitly, we build the
profiles from users’ recent one month micro-blog contents with TF-IDF model [15].

However, since each status contains less than 140 words, the constructed bag-of-
words had lower weight, so we use TweeTopic technique [2] to enrich the content of
each status. We feed each micro-blog to Google CSE [14] search engine, and extract
the returned documents to get key words to represent this information’s vector.

Users are more interested in recent news, and the value of information begin to
decay with time passing, so to predict users’ interests better, we modified TF-IDF
model, and added time penalty function as (1)

N
f@) =Y D (TEFIDF*T,) (1)

n=1l x

where N is total number of user’s micro-blogs, x is words in document n. TF is the
frequency of word x in micro-blog n; IDF, is log(total number of micro-blogs / total
number of micro-blogs that contain word x). Ty, is time penalty function, there are
many functions, we use one of them as (2)

= o )

1 +a|Ty — T;
where TO represents current time, Ti represents time of micro-blog i that be posted,
o is weight. When « is assigned to different value, the decay speed is different.
Experiment shows that when « is assigned to 0.5, the decay speed is better.

Unlike short-term interests, users’ long-term interests don’t change usually, but
it can increase. User posts a status, which is valuable within a short time, and when
time is passing, the value of this status is decaying, so old statuses only show that
users had ever been interested in them, we can’t only use contents to build use’s
interests.

In our research, when building long-term interests, we consider three factors:
micro-blog’s contents, tags and followees’ interests. For most people read informa-
tion rather than write, using contents and tags merely to build interests maybe not
precise. We are inspired by Chen [5], they researched URLs recommendation on
Twitter, when building URLSs candidate, they considered URLSs posted by followees
and followees of followees. So we use user’s followees’ interests to enrich their
interests.
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However, we have analyzed the recent one month contents for constructing
short-term interests. So to build long-term interests, we don’t need to analyze these
contents any more. We had built all short-term interests every month, then we can
reuse these, but we should add time factor, but this time we use month as unit.

In social relationship, we can’t treat every followees as equal, Some people, who
have unique views and post many valued information, are extremely important. In our
research, we divide followees into two types: Information Source User and Normal
User. Information Source Users always provide unique and valued information or
unique Opinions on something, most of us like to read news from them, hoping to
extend our interests according to their own interests, then we can get more and more
interesting and valuable information. But Normal Users are not as import as the other
type. They mostly like to read and don’t usually express their opinions. So we will
attach more importance to Information Source Users than Normal Users.

We use Naive Bayes to divide them, the method includes four characters: number
of followees, number of fans, number of bi-followers and number of micro-blogs,
the classifier as (3)

P(Ci) [T,—1 P(WiICi)

P(Ci|W) = POW)

3)

where W is consist by four characters, C is the two types.

We build user’s followees’ interests as follows: for each followee F, if he has
been built interest vector, then we use it directly. Otherwise, we use F ’s all contents
that he posted, we then use the modified TF-IDF models to analysis these contents,
but we don’t feed micro-blogs to search engine for improving efficiency, we get an
interest vector as V g, rank the vector by decreasing order of words’ weight in Vf,
then we remove these words that have low weight, and choose the top 10 % of words
to extend user’s long-term interests.

During this operation, we gather many words from their followees, and the weight
of every word may be bigger. When weight of words becomes bigger, that shows
more than one followee are interested in these words, and user is more interested in
them. So after gathering all followees’ interest vector into one, we set a threshold,
only can the weight is larger than the threshold be kept. This will decrease complexity
of future computing.

We build user’s long-term interests with tags, contents and followees’ interests
with weight. And we add long-term and short-term interests to construct user’s inter-
est vector, because users are more eager to get information, what he pays attention to
recently, and we give higher weight to short-term interests than long-term interests.
This will improve recommendation’s breadth without losing accuracy of recommen-
dation.
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3.2 Tie-Strength

Micro-blog’s friendship is based on common interests, when users follow the same
people, they are more likely to have common interests. If we measure tie-strength
by total number of common friends, that lose much information behind relationship,
such as whether we really both have common interests with our common friends,
whether we are more familiar to user A than user B, besides, that can’t make a
distinction between information source users and normal users as well.

So in our research, when measuring tie-strength between users, we don’t use total
number of common friends, we consider the tie-strength of their common friends’
interests with them and the similarity between users own interests. To distinguish
between information source users and normal users, we give higher weight to infor-
mation source users. The detail of this approach as follow, we assume to calculate
tie-strength between A and B in Fig. 1.

In Fig. 1, C, D and E are common friends of user A and user B, C and E are
information source users, they have higher weight as a in (4), D is normal user, he
has low weight. «(is the tie-strength between A and C, others define as same. We
suppose A and C’s common interests are <Vi, Vg, ..., V,>, A’s interest vector
mapping in common interests with weight is <Wy, W», ..., W, >, and is called V,
and Cis <W’'{, W5, ..., W, >, called V., then we use cosine similarity to calculate
o1

a1 =cos(V,,0V,) 05<a<1.0 4)

where a is weight of source users. D is normal user, his weight is 1-a. So the function
of calculating similarity between A and D as (4), but the weight factor a is replaced
by 1-a.

But when calculating A and B’s similarity of interests, we use cosine similarity
without weight, because them are equal, and then we build tie-strength through their
owns and common friends as (5)

Fig. 1 User’s relationship
model with common friends D

1 p2
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Ti(A,B)=S+Zoc1a2 (5)

i=1

where o/ is tie-strength between user i and A, «;is tie-strength between user i and
B, n is total number of A and B’s common friends.

3.3 Calculate Scores

At last we calculate the similarity between user and news as part of final score,
using given user’s interests vector and topic vector of recommending content, and
tie-strength between users as another part of final score, we use weight « to adjust
combination of two parts as (6). We recommend higher scores information to user.

Score(u,i) = dcos(V,,Ci)+ (1 —09)Ti(u, B) (6)

This calculates how user u is interested in new 1. V,, is user u’s interest vector, C;
is a set words of new i, Ti(u,B) is tie-strength between user u and B, which user B is
the owner of new i.

4 Dataset and Experiment

In our research, to improve the precision of recommending, we use followees’ inter-
ests to extend user’s interests, we also use relationships between followees to measure
tie-strength, so we compare the following five ranking algorithms for research:

e Default: When we use social network, we read from social streams, which contains
information that posted by our followees. It’s ranked by time that information is
posted. We use this recommendation as baseline for other algorithms.

e Intelligent Ranking: Sina micro-blog has a recommendation system, which called
Intelligent Ranking, it can rank information according users’ interests.

e No followees’ interests: When building user’s interests, we don’t use their fol-
lowees’ interests. But we use their common friends tie-strength to measure their
tie-strength.

e No tie-strength: Building user’s interest model, we use their followees’ interests,
but we don’t use common friends’ tie-strength to measure their tie-strength.

e With followees’ interests and tie-strength: When building user’s interests, we use
their followees’ interests. And we also consider tie-strength when recommending.

In our recommendation system, we should build users’ interest model firstly. We
use three factors: contents, tags and followees’ interests. When users authorize to
use our system, we get these information and construct their interests using above
algorithms. Then we update their interests incrementally, we just need to analyze
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new parts, such as new followees and new statuses. We put this operation offline at
midnight every day. When information comes, we have had users’ interests already,
we compute the similarity between user’s interests and topic vector of information
and tie-strength between user and owner of this information, and each information
gets a score, we rank information according to these scores and recommend higher
scores information.

When adding followees’ interests to user’s interest model, we need to distinguish
followees. Different type of followees has different weight. We experiment Naive
Bayes to make sure it can help us to divide them. We get 150 users’ data from
sina APIs, each user’s data contains four elements: number of followees, number of
fans, number of bi-followers, number of statuses, and choose 130 users randomly to
compose train set, and rest 20 users compose test set. We use the train set to train
the classifier, and get percentage of influence of each property, and then we use test
set to test the accuracy of classifier. We repeated this operation ten times, and figure
out average error rate, and we use the average percentage of each property in our
recommendation system.

When constructing user’s interests, we separate all contents into groups since users
post first status, each group contains one month’s contents. Short-term interests only
use the last group, long-term interests use all contents exclude last month. So we can
reuse short-term interests rather than analyzing all contents repeatedly. In particular,
user’s followees may be too many, which we are not able to process all of them.
Sarwar et al. [16] have shown that by considering only a small neighborhood of
people around the end user, we can reduce the set of items to consider, we’ll remove
some persons, who have statuses less than 20, this will reduce the amount of dataset
effectively.

We deployed recommendations online for two weeks, and invited 52 active users to
participate in our research. We divided these users into three groups, group one(G1)
will use our system every day, group two(G2) use system every other day, group
three(G3) use system every three day. Every time users came, we achieved first one
hundred news in Sina Intelligent Ranking, and pick up fifty news from beginning,
middle and end position, then we ask users to rate every new with five star according
to their interests, which like Fig. 2. And we feed these fifty news to another four algo-
rithms to rank them, and the five algorithms generate a total of 250 recommendations
each time, every new has a score in each algorithm.

Then we use ASPT(average scores per time) to estimate the accuracy of each
algorithm. Method of calculating ASPT as (7)

N M
1 v T SP
aspr o L, ZLELSE,
N Zi:] Smax

(7

where N is total numbers of groups, M is total numbers of each group, here we
choose 50; S;j is score of new i that users rate. In each recommendation, new i is in
P; position. Spax 1s the max score that one micro-blog can get , we define it as five.
If algorithm has higher ASPT, users are more satisfying with this algorithm.
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Fig. 2 Online test website layout

5 Discuss

We ran our study online for two weeks and invited 52 real users to participate,
each user produced one group score data each time of each algorithm, users in first
group will totally produce 1,190 groups score data; users in second group will totally
produce 595 groups score data; users in third group will totally produce 360 groups
score data, and each group contains 50 scores, because each time we recommend 50
news.

Besides we have experiments for dividing followees types. We use 150 users’ data
for experiments for training and testing the classifier, and we repeat training for ten
times, we get the influence of each property for different types of users.

In the following part, we will discuss our experiments and results from the fol-
lowees division, user’s interest model, tie-strength and stability of algorithms.

5.1 Followees Division

Figures 3 and 4 are the results of test of Naive Bayes. In each figure, every column
represents one experiment, and x- axis is error rate of each test, y-axis is percentage
of influence of each property.

Figure 3 represents information source users. From this figure, bi-followers and
friends have lower influence, but fans and statuses hold higher percentage. Infor-
mation source users always post news, many users follow them to get newer and
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Fig. 3 Error rates of source users and influence percentage of each property
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Fig. 4 Error rates of normal users and influence percentage of each property

valuable information. We found that bi-followers are mostly their followees, that’s
to say their followees mostly follow them back, because the information source users
are more like to follow each other, so they can get more value information from each
other.

Figure 4 represents normal users. From figure, fans and statuses don’t get high
percentage, especially statuses, because this type of users likes to read news, not
to write, they want to get more information from others, so followees get a higher
percentage. But bi-followers has highest percentage of influence, unlikely source
users, normal users’ bi-followers are mostly their fans.
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So we can use the four characters above to divide users’ type, because information
source users have more statuses and fans, and bi-followers are mostly their followees;
normal users have little statuses and fans, and bi-followers are mostly their fans.

5.2 Interest Model and Tie-Strength

When volunteers use our system, we ask them to rate each news according their
interests. At last we use these scores to compare each algorithm. The results as
Fig.5.

To reduce the complexness of figures, we give every algorithm an abbreviation.
We call the default algorithm as M1; Sina Intelligent Ranking as M2; No followees’
interests as M3; No tie-strength as M4; and with followees’ interests and tie-strength
as MS.

From Fig.5, M1 has lowest degree of satisfaction, because M1 ranks by time,
so user should make much time to filter information; the others consider user’s
interests and contents, they get higher scores, and our recommendation is better.
As we mentioned earlier, tags and contents can’t always build our interest model
precisely due to low activity, so M3’s performance is lower than Intelligent Ranking.
When considering followees’ interests, M4 and M5 have higher precision, because
through their followees’ interests, we extend users’ interests. If we consider tie-
strength between users, the satisfaction of recommending improved about 12 %. So
tie-strength is an important factor for recommending.

5.3 Stability of Algorithms

From Fig.6, When user don’t get in website for a long time, Intelligent Ranking
performance begins to decline, We find that Sina Intelligent Ranking recommends
information that is mostly posted by who we always prefer to read from, it mays
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record these persons, who we always read news from, not our interests, so it’s not
precise when we rarely use it.

However, we construct users’ interests from long-term and short-term interests,
through this way, users’ interest model won’t change rapidly, so our algorithms are
more stable.

So When recommending news, we consider users’ long-term and short-term inte-
rests to improve the stability of algorithm, and construct users’ interests with their
followees’ interests to improve the precision of recommending.

6 Conclusion and Future Work

In this paper, we have studied content recommendation on sina micro-blog. We
implemented three algorithms. We compared each algorithm’s performance with
Sina’ Intelligent Ranking algorithm through the usage results of 52 sina users, we
found that our algorithm, which consider user’s long-term and short-term interests
and tie-strength between users, are more precise and stable than Intelligent Ranking
algorithm.

As mentioned above, there is more implicit information than explicit. In our
research, we have used users’ behavior of following, content and tags. Future research
may add more dimensions to construct user’s interests and tie-strength. People use
micro-blog for different purpose, such as information purpose and social purpose [4],
but in our research we don’t distinguish these too much. We’ll pay more attention to
recommendation for different usage purposes in our future work.

In our ranking algorithm, although we consider the importance of individuals is
different, in social network, there are many areas of interest, but we regard every user
from different areas of interest as same. In future research, we will refine grain size,
and divide people into more different groups according their interests, and choose
the highest words from each group.
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Performance Evaluation of Unsupervised
Learning Techniques for Intrusion Detection
in Mobile Ad Hoc Networks

Binh Hy Dang and Wei Li

Abstract Mobile ad hoc network (MANET) is vulnerable to numerous attacks due
to its intrinsic characteristics such as the lack of fixed infrastructure, limited band-
width and battery power, and dynamic topology. Recently, several unsupervised
machine-learning detection techniques have been proposed for anomaly detection in
MANETs. As the number of these detection techniques continues to grow, there is
a lack of evidence to support the use of one unsupervised detection algorithm over
the others. In this paper, we demonstrate a research effort to evaluate the effective-
ness and efficiency of different unsupervised detection techniques. Different types
of experiments were conducted, with each experiment involves different parame-
ters such as number of nodes, speed, pause time, among others. The results indicate
that K-means and C-means deliver the best performance overall. On the other hand,
K-means requires the least resource usage while C-means requires the most resource
usage among all algorithms being evaluated. The proposed evaluation methodology
provides empirical evidence on the choice of unsupervised learning algorithms, and
could shed light on the future development of novel intrusion detection techniques
for MANETs.

Keywords Mobile ad hoc networks (MANETS) - Anomaly detection + Unsuper-
vised learning

1 Introduction

Mobile Ad Hoc Network (MANET) is a self-configuring network in which each
mobile device or node can communicate with every other device or node via wire-
less links [3]. Unlike cellular wireless networks that depend on centralized access
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points (such as routers, gateways, etc.), MANETS lack a fixed infrastructure. Nodes
in MANETS cooperate with each other by relaying packets to each other when they
are within a certain radio transmission range. In MANETS, nodes from different
geographic areas may leave and join the network at any time, and each mobile node
requires battery power to perform its tasks. The lack of a fixed infrastructure, limited
resources (e.g., CPU, memory, battery power, etc.), and frequent changes in the
network topology present numerous challenges in MANET security.

Intrusion detection systems (IDS) intend to provide efficient mechanisms to
identify attacks in MANETSs. There are generally three IDS approaches in the
research literature: misuse based, anomaly based, and specification-based. Misuse
based detection techniques are very accurate, but they impose a serious limitation
on intrusion detection since knowledge of the attacks must be known in advance.
Given the characteristics of MANETS, these techniques are expensive and not able
to detect novel attacks [5]. Specification-based detection techniques use system or
the routing protocol behavioral specifications to detect attacks. However, building
specified behaviors of the system can be time-consuming. Recent research efforts
have been focused on anomaly detection techniques. These anomaly detection tech-
niques include supervised-based and unsupervised-based machine-learning methods.
Although many anomaly detection techniques have been proposed in the literature,
a comprehensive comparative study of unsupervised intrusion detection techniques
has not yet been performed. Different methodologies were tested on a variety of
platforms with different simulation datasets. As a result, there is no clear evidence
to support the use of one unsupervised detection algorithm over the others. Even
if a decision on the detection algorithm can be made, there is no guidance how to
configure the algorithm to achieve better performance.

In this paper, we demonstrate part of an ongoing research effort on the com-
prehensive evaluation of unsupervised learning algorithms, more specifically, the
clustering algorithms, the Principal Component Analysis (PCA), and the Support
Vector Machine (SVM). These algorithms are popular unsupervised learning algo-
rithms, and have been applied in previous research efforts. In our research, we used a
well-defined experiment methodology so that different algorithms can be compared
objectively. Four types of attacks on MANETSs were simulated and the unsupervised
learning intrusion detection techniques were applied. The intrusion detection shows
different levels of success, which will be presented later in this paper.

The remainder of this paper is organized as follows. Section2 reviews recent
research work that is closely related to our research. Section 3 provides an overview
of the AODV protocol and potential attacks against it. Section4 describes a well-
defined methodology to conduct the experiments. Section 5 presents the experimental
results and analysis on these results. Section 6 shows lessons learned in this research
and indicates possible directions for future work.
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2 Related Work

Different machine learning techniques have been applied to the intrusion detection
problem in MANETSs. The first major category is based on supervised learning, in
which the training dataset is labeled. A variety of approaches have been proposed.
For example, Mitrokotsa et al. [10] evaluated the performance of intrusion detection
techniques using different classification algorithms such as Multi-Layer Perceptron
(MLP), the linear classifier, the Gaussian Mixture Model, the Naive Bayes classifier,
and the Support Vector Machine (SVM). The authors concluded that SVM was the
most efficient classifier since its false alarm rate was significantly lower than that
of MLP. It was also found that a sampling interval of 15s was on average the most
efficient.

The main drawback of supervised anomaly detection in MANETS is the need
for the labeling of data, which could be time consuming if not performed automati-
cally. Sometimes such data is not available especially for a highly dynamic network
liked MANETS. To address this issue, several unsupervised learning techniques for
anomaly detection in MANETS have been proposed, and some of them are shown as
follows. Sun et al. [16] proposed an anomaly detection method in MANETS using a
mobility model with different random walk models. Markov Chain was then applied
to calculate the alert signal of recent routing activities. Li and Joshi [9] applied the
Dempster-Shafer theory to reflect the uncertainty or lack of complete information
and to combine observation results from multiple nodes in the context of distrib-
uted intrusion detection. Avram et al. [4] analyzed deceiving attack in AODV and
selective forward attack and black hole attack, a type of node isolation attack, using
self- organizing maps (SOMs). Statistical regularities from the input data vectors
were extracted and encoded into the weights without supervision. Nakayama et al.
[11] proposed an anomaly intrusion detection approach using features based on char-
acteristics of routing disruption and resource consumption attacks. In the proposed
method, the authors applied a dynamic learning process to update normal network
profile using weighted coefficients and a forgetting curve. Similarly, Alikhany and
Abadi [2] applied a weighted fixed width clustering algorithm. The authors con-
cluded that both the detection rate and false alarm rate were improved significantly
when using an adaptive normal profile.

These approaches have shown varied degree of success in MANET intrusion
detection techniques and some are quite promising; however there is a need for a
comprehensive empirical comparison of various unsupervised learning methods on
the same platform.
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3 Attacks on the AODV Routing Protocol

3.1 An Overview of AODV Routing Protocol

Ad hoc On-Demand Distance Vector (AODV) Routing protocol is a core protocol
for MANETS and other ad-hoc networks, and was defined in RFC 3561 [13]. ADOV
is an on-demand protocol that finds a route by flooding the network with requests.
It mainly includes a route discovery process and a route maintenance process. In a
route discovery process, a source node is a node that initiates the route discovery
process when it needs a route to the destination. A source node makes a request by
broadcasting a Route Request (RREQ) packet to its neighboring nodes. If the neigh-
boring node is not the intended destination, it will forward the packet to the next
immediate nodes also known as intermediate, or a forwarding node, and the process
continues until it reaches the destination. When a node determines that it has a route
to the destination, it will send a Route Reply (RREP) packet, which contains the hop
count, life-time, and current sequence number of the destination. When an interme-
diate node receives and has processed the RREP packet, it will forward the RREP
packet towards the source node, which will begin data transmission upon receiv-
ing the first RREP packet. In the route maintenance process, if a source moves, a
new route discovery process is initiated. If the intermediate nodes or the destination
node move, all active neighbors are informed by the Route Error (RERR) message.
When a source node receives the RERR message, it will reinitiate the route discovery
process [13].

There are other routing protocols for MANETS in the literature, such as Opti-
mized Link State Routing Protocol (RFC 3626), Babel Routing Protocol (RFC 6126),
Dynamic Source Routing (RFC 4728), among others. This is an active research area
and new protocols are still being proposed. Despite this, our research effort has been
focused on the AODV and attacks against it. The research methodology shown in
this research can be readily extended to similar or newer routing protocols.

3.2 Classification of Attacks

In the initial experiments of this research, we simulated some typical attacks as shown
in the literature [12]. These attacks are shown briefly below. It should be noted that
the same methodology can be used to simulate novel attacks on MANETS.

e Route Disruption (RD) Attack: This attack breaks down existing routes or pre-
vents a new route from being established. An example of route disruption attack
is the dropping attack.

e Route Invasion (RI) Attack: This attack attempts to insert an attacking node
between two communicating nodes. The inserted node is then used to carry out
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attacks such as selectively dropping and/or sniffing data packets. The most common
attack of this type is the forge reply attack.

e Node Isolation (NI) Attack: This type of attack prevents the target from commu-
nicating with other nodes in the network. An example of this type of attack is the
blackhole attack.

e Resource Consumption (RC) Attack: This attack wastes resources of the victim.
For example, a malicious node may increase the RREQ ID field in the IP header,
and send an excess number of RREQ messages. As a result, the network will
become congested with a large number of forged RREQ messages, thus wasting
the network resources. Typical attacks of this type are the denial of service attack
and flooding attack.

4 Unsupervised Learning Techniques

4.1 Clustering Techniques

The clustering techniques applied in the experiments include popular algorithms
such as K-means, C-means, and Fix-Width (FW) clustering. K-means algorithm is a
type of partitional clustering algorithm, and it is one of the most efficient clustering
algorithms in terms of execution time when compared against several other clustering
algorithms. Given some data, K-means algorithm partitions the points in k groups
such that the squared error between the empirical mean of a cluster and the points
in the cluster is minimized. It is well known that the problem of finding an optimal
value for k is NP-hard [8], and in many cases it is determined through experience.
In our experiments, for the initial value, we chose k = 2 assuming that normal and
anomalous traffic in the training data will form two different clusters.

C-means algorithm is a fuzzy clustering algorithm in which one record is allowed
to belong to two or more clusters. C-means algorithm is similar to K-means except
that the membership of each point is defined based on a fuzzy objective function,
and a point may not necessarily belong to one cluster.

FW is a clustering technique in which sparse clusters are considered as anomalous
based on a given width of the clusters. However, the implementation of the method
may significantly diverge on how the cluster width and how the percentage of the
largest clusters is determined [1].

4.2 Principal Component Analysis

PCA is a popular unsupervised learning technique that coverts possibly correlated
variables into linearly uncorrelated variables called principal components. It begins
with the calculation of the mean vector and the covariance matrix. The eigenvectors
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and eigenvalues of the covariance matrix are calculated, and the eigenvectors are
rearranged in an order from highest to lowest based on the eigenvalues, so that a
subset of the components or eigenvectors will be chosen as the feature vectors based
on their order of significance. The most important axis to express the scattering of
data is then determined to explore the correlations between each feature [14].

4.3 One-Class SVM

SVM provides a very efficient mechanism for supervised learning. The basic idea
of SVM is to find an optimal separating hyperplane, surrounded by the thickest
margin, using a set of training data. Prediction is made according to some measure
of the distance between the test data and the hyperplane [15]. In our experiments,
unlike supervised SVM, unsupervised One-Class SVM (OCSVM) is trained with
an unlabeled training dataset, and classes were labeled as positive and negative. In
addition, for OCSVM, we assumed that the majority of training data are normal.

5 Experiments

5.1 Features Selection

In our simulation, each mobile node monitored its own traffic and its neighbor’s
traffic, and used a time slot to record the number of packets according to their types.
In the learning process, a time interval was defined, which contains several time slots.
The statistical features of interest was calculated from each packet of each trace file
of each node during a given time slot. The training dataset was collected during
the first time interval. The test dataset was collected immediately after the training
interval. Prior research efforts have used features proposed in Table 1 [2, 11]. Similar
to these efforts, our research applied 14 traffic features and an AODV characteristic
feature.

5.2 Experiment Overview

There were different types of experiments within each of our experiments, which
involved different parameters. Each algorithm was applied to the same set of exper-
iments to ensure an objective comparison. Four types of attacks, including the node
isolation, route disruption, resource consumption, and route invasion attacks were
simulated. Each attack was carried out for the same duration.
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Table 1 Types of features

Features Descriptions

Recv_rreq_ss Number of received RREQ messages with their own source IP address

Recv_rreq_sd Number of received RREQ messages with their own destination IP
address

Recv_rreq_dsd Number of received RREQ messages with different source and destina-
tion IP addresses

Recv_rrep_ss Number of received RREP messages with their own source IP address

Recv_rrep_ds Number of received RREP messages with different source IP address

Frw_rreq Number of forwarded RREQ messages

Frw_rrep Number of forwarded RREP messages

Frw_rrer Number of forwarded RRER messages

Dropped_rreq Number of dropped RREQ messages

Dropped_rrep Number of dropped RREP messages

Send_rreq Number of sent RREQ messages

Send_rrep_sd Number of sent RREP messages with the same destination address as
the node

Send_rrep_ss The number of sent RREP messages with different destination address
as the node

Recv_rrer Number of received RERR messages

AODV charateristic Average difference at each time slot between destination sequence num-
ber of received RREP packet and stored sequence number in the node

Each experiment started with each node collecting data for itself and from its
neighboring nodes. The collected data were preprocessed and features were extracted
to identify attacks. In each experiment, we evaluated the performance of each clus-
tering technique with a distance-based heuristic.

We then evaluated the performance of each clustering technique by comparing
direct mode against indirect mode. In indirect mode, a normal profile was constructed
after the training. During the testing, each data instance was compared against the
centroids of all clusters and was assigned to the closest one. In direct mode, we applied
the unsupervised detection methods directly to the target dataset. The initial normal
profile model obtained from the first interval was chosen for anomaly detection during
the testing phase. In addition, different thresholds were tuned to detect whether or
not an instance is normal. For K-means and C-means algorithms, we applied the
average distance threshold. For FW, we used a width value of 0.5. For PCA, we
used the maximum value of the projection distance. For OCSVM, we used radial
basis function (RBF, a popular kernel function for SVM) as the kernel function and
initialized its gamma parameter to 0.067 (1 per 15 features).
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Table 2 Simulation parameters

Run time (seconds) Example

Number of nodes 30, 100, 200

Mobility model Random waypoint

Area for 30/other nodes 1000m x 1000 m/2000m x 2000 m
Max speed (m/s) 5,10, 20

Pause time (seconds) 10, 50, 100, 200

Max connections 25

5.3 Experiment Setup

Ns-2 (http://www.isi.edu/nsnam/ns/) is a discrete event network simulator, and has
been used in a number of research efforts to simulate network traffic. In our research,
it was used for each of the experiments. The maximum connection was set to 25, and
at arate of 1 m/s. The traffic load was constant bit rate (cbr) flows with a data packet
size of 512 B. The 802.11 Media Access Control layer had a transmission range of
250m, and a throughput of 2 Mb/s. Specific parameters are shown in Table 2.

We used LIBSVM library [6], Cluslib-3.141 tools [ 7] to carry out experiments with
OCSVM, K-Means and C-Means, respectively. We implemented the FW clustering
algorithm using C++ Boost library version 5.2, and PCA using Eigen library ver-
sion 3.1.2. All experiments were performed on an Intel Core 2 Duo CPU at 2.99 GHz
with 4.0 GBs memory running Ubuntu LTS (Long Term Support) OS version 12.04.

5.4 Experimental Results

In our experiments, we first collected the raw dataset for the entire run. Features
were extracted and data was normalized. The data was then divided into different
intervals. The first interval represented the training interval and was set to 500s.
The intervals immediately followed the first interval represented the test intervals.
Each test interval was set to 1,000s. To test the performance of the algorithms, two
statistics were computed: detection rate (DR) and false alarm rate (FAR). The DR
is defined as the percentage of correctly detected attacks. The FAR is defined as the
percentage of incorrect instances that were classified as intrusions.

Prior studies suggested that adaptive normal profile method increased detection
accuracy than a static normal profile method [2, 11]. However, there was a lack of
a detailed analysis on the time interval or window size over which samples were
collected. In the first set of experiments, we evaluate different time slots for 30 nodes
(max speed = Sm/s). Figure 1 depicts the performance of K-means algorithm when
different time slots are applied. When detecting individual attack, we found that
the time slot that yielded the best performance varied among different algorithms.
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On average, the results show that 5 or 6s time slot delivers a better average perfor-
mance for all techniques. From this figure, we can see that 7 and 205 time slots also
deliver good results as the lines are overlapping one another. However, FARs were
slightly worse than that in 5 or 6 s time slot.

Figure2 shows a comparison of the performance of FW for different cluster
widths, which determine how close two instances have to be so that they can be
assigned to the same cluster. Our results indicated that threshold values had a signif-
icant impact on the performance of the clustering techniques. Different from results
reported in [11], with the same experimental parameters (e.g. 100 nodes) and time
slot, when applied different thresholds, our results were better for K-means, C-means,
FW, and PCA, but worse for OCSVM. For example, on detecting the flooding attacks
(e.g. resource consumption attack), the DR was 83.0 %, 84.7 %, 78.4 %, 79.8 % and
the corresponding FAR was 4.82, 4.82, 5.73, and 8.06 % for K-means, C-means, FW,
and PCA, respectively. While our DRs were comparable to that in [11], which DR
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and FAR were equal to 84.16 and 17.75 %, respectively, our FARs were at least 9.0 %
lower. For OCSVM, although the DR was 99.2 %, the FAR remained high at 37.1 %.
However by using a threshold value of 0.5, the DR and FAR decreased to 70.69 and
3.97 % respectively. The FAR is also significantly lower than that of [11].

In another set of experiments that used the same experimental parameters as
those proposed in [2], our results showed that indirect application of FW provided a
comparable performance reported in [8]. When applied a width of 0.2, on detecting
the flooding attack, our results showed a DR of 91 % and FAR of 9.08 %, versus DR
of 94.27 % and FAR if 7.82 % as reported in [2]. However, it is expected that our
technique would consume less resources than those reported in [2]. The reason is that
our method neither requires any retraining nor updates to the normal profile, which
normally lead to additional processing time, CPU usage, and memory consumption.

Recent clustering methods proposed for anomaly detection in MANETS applied
either indirect mode [2, 4, 11, 16], or direct mode [9]. It is unclear if direct mode
clustering application in general provides a comparable performance to clustering
technique that uses indirect mode. To test this, in another set of experiments, we
evaluated the performance of each clustering technique in direct mode versus indirect
mode using a simulation of 100 nodes. The results showed that, for K-means, the
average DR for all 4 attacks was 81.9 and 79.2 %, and the FAR was 4.6 and 5.3 %
for indirect mode and direct mode, respectively. The results were quite similar to
those of C-means and FW. The average DR for all 4 attacks was 83.5 %, 84.0 %,
79.0%, 83.7%, and the average FAR was 4.8, 10.4, 5.5, and 10.7 % for indirect
mode C-means, direct mode C-means, indirect mode FW, and direct mode FW,
respectively. As can be seen, the FAR of the direct mode is almost twice as much as
that of the indirect mode. This suggests that the direct mode is a preferred method
for MANET intrusion detection.

In another set of experiments, the clustering techniques as well as PCA and
OCSVM were compared with each other by indirect application on test datasets.
The results are shown on Tables 3, 4 and 5. Compared to the other detection tech-
niques, without tuning, OCSVM achieved the highest DR, but its FAR increased
by more than 28 %. As the network expands, the performance of PCA degraded for

Table 3 Performance of each technique for N = 200

NI RI RC RD

DR FAR DR FAR DR FAR DR FAR
K-means 82.1 5.28 88.9 5.45 87.6 5.29 87.8 5.05
C-means 82.5 5.49 89.3 5.63 88.4 5.52 88.4 5.24
FW 78.2 5.57 85.3 5.53 81.3 4.80 83.3 5.59
PCA 70.2 5.19 71.3 6.18 64.5 6.73 64.4 8.18
OCSVM 98.3 37.2 99.3 37.1 99.9 37.1 100.0 37.8

(Notes NI Node isolation attack; RI Route invasion attack; RC Resource consumption attack; RD
Route disruption attack; DR Detection rate; FAR False alarm rate)
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Table 4 Performance of each technique for N = 100

NI RI RC RD

DR FAR DR FAR DR FAR DR FAR
K-means 75.2 4.81 81.3 4.38 83.0 4.82 88.3 4.59
C-means 76.8 4.90 83.0 4.58 84.7 4.82 89.4 4.80
FW 72.5 5.82 77.1 4.60 78.4 5.73 88.1 5.87
PCA 74.2 7.57 76.2 6.42 79.8 8.06 86.2 8.46
OCSVM 97.9 37.6 96.6 374 99.2 37.1 98.6 38.4

Table S Performance of each technique for N = 30, max speed = Sm/s

NI RI RC RD

DR FAR DR FAR DR FAR DR FAR
K-means 78.1 3.61 86.5 3.57 86.9 4.12 84.2 3.84
C-means 78.5 3.69 87.7 3.71 87.3 4.23 85.8 4.13
FW 72.7 2.14 83.8 3.02 76.9 3.05 78.8 2.05
PCA 80.0 4.36 90.5 5.67 90.4 4.34 85.0 4.64
OCSVM 99.2 345 99.6 34.1 98.8 34.8 98.5 32.6

at least 5 %. However, there was less variation found in the performance of other
detection techniques.

In the next set of experiments, it was observed that for the same network size,
all techniques performed better with lower mobility. The experiments involved
30 nodes, with different velocities (i.e., 20, 10, and 5m/s) and pause times (i.e.
10, 50, 100, and 200s) that simulate high, medium, and low mobility. The aver-
age DRs and FARs were then computed for each velocity. Figure3 shows per-
formance of all techniques declined gradually with respect to increasing velocity.
For all techniques, the DRs dropped by about 10% when the velocity increased
from 5 to 20m/s. At higher velocities, the FARs increased marginally for all
techniques.

Figure 4 shows a comparison of performance of all techniques in a 30 node net-
work with a max velocity of 20 m/s. By comparing the curves, it can seen that among
all unsupervised learning techniques, K-means and C-means deliver the best results.
As the DRs for K-means and C-means reached 90 %, the FARs were low compared to
other techniques. Furthermore, the results of K-means, C-means, and OCSVM were
also better than those reported in [2] with respect to the static normal profile results.
The results also indicated that FW performed slightly worse than other unsupervised
learning techniques. On average, we found that K-means required the least resource,
and C-means required the most resource.

For the same simulation parameters (30 nodes, max velocity = 20m/s), when
detecting individual attacks, PCA performed best in detecting node isolation attacks
(Fig.5); OCSVM performed best in detecting route invasion attacks (Fig. 6); C-means
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Fig. 5 Performance comparison of all techniques for node isolation attacks

performed best in detecting resource consumption attacks (Fig. 7), and K-means and
C-means performed best in detecting route disruption attacks (Fig. 8). By comparing
the figures, it is clear that node isolation was the hardest attack and route disruption
attacks was the easiest to detect.
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6 Conclusions

In this paper, we showed an ongoing research effort by reporting a set of experiments
on unsupervised techniques with ns2 generated datasets. This is the first step towards
acomprehensive empirical evaluation of unsupervised intrusion detection techniques
in MANETSs. Our experiments showed that a time slot of 5s was preferred for all
detection techniques in the experiments. We also found that the performance of a
direct application of clustering techniques was worse than that of trained clusters.
The results also indicated that K-means was the most effective and efficient detection
techniques in term of performance and resource consumption, although it seems to
be a rather straightforward unsupervised learning algorithm.

For future work, we plan to investigate how the mobility of the network and dif-
ferent normal profile selection models such as adaptive, recent, and random normal
profile selection affect the performance of the detection algorithms.
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Live Migration Performance Modelling
for Virtual Machines with Resizable Memory

Cho-Chin Lin, Zong-De Jian and Shyi-Tsong Wu

Abstract The quality of services is a major concern to the users on cloud computing
platforms. Migrating non-stop services across hosts on a cloud is important for many
critical applications. Live migration is a useful mechanism for virtual machines to
minimize service downtime. Thus, the costs of iterative pre-copy and downtime
experienced by a real time application should be as short as possible. In this paper, a
general model for live migration is presented. An effective strategy for optimizing the
service downtime under this model is suggested. The performance of live migration
is evaluated for virtual machines with resizable memory. Our results show that the
service downtime can be significantly reduced by dynamically resizing memory size
according to the working sets of running tasks

Keywords Live migration - Performance - Virtual machine - Resizable memory

1 Introduction

Virtualization enables system performance consolidated as well as resource uti-
lization flexible [1]. The virtual machine monitor sits at the layer below the vir-
tual machines and is responsible for managing resource sharing among the virtual
machines. Based on the modified or non-modified kernels of guest operating systems,
the virtualization mechanisms are classified into three approaches: full virtualization,
para-virtualization and hardware assisted virtualization [2].

Recently, the concept of virtual machines has attracted many research interests
due to its advantages in deploying the architectures for cloud computing. One of
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the advantages is that it guarantees non-stop services by performing virtual machine
migration as it is necessary. Live migration iteratively duplicates the page frames of
a virtual machine across hosts. Since intensive page frame duplication can adversely
impact the performance of a system, an appropriate strategy is necessary to mini-
mize service downtime. In this paper, a general model for live migration is presented.
Under this model, we suggest an effective strategy for minimizing the downtime of
live migration. We also conduct experiments with various parameter settings to show
the usefulness of our approach. Our results show that downtime can be significantly
reduced by dynamically resizing memory size according to the working sets of run-
ning tasks.

The paper is organized as follows. The related works are discussed in Sect.2. In
Sect. 3, the general model of live migration is defined. In Sect. 4, the adoptability of
our model to the well known Xen hypervisor is discussed. In Sect.5, an effective
strategy inspired by the experiments is suggested. Finally, concluding remarks and
future research directions are provided in Sect. 6.

2 Related Works

A technique for migrating in-service OS instances using bounded iterative push
phase was developed to achieve acceptable total migration time and downtime on
fast networks [3]. In [4], post-copy approach which duplicates memory pages on
faults was proposed. Although the downtime of post-copy was small, page faults
degrade the performance of virtual machines in general. In addition, dynamic self-
ballooning (DSB) was also employed to reduce the number of free pages such that
the total migration time can be further reduced. The advances in live migration
techniques and several open issues were provided and discussed in [5]. In [6], the
authors studied the time needed by a virtual machine live migration regarding the
memory size, working set and dirty rate. They showed that the time interval of stop-
and-copy stage for a live migration is constant if the dirty rate exceeds a threshold
value. It was observed the length of the interval depends on the size of working set
during live migration. In [7], a second chance strategy was proposed for iterative
pre-copy stage to reduce the total number of pages to be duplicated across hosts.
The strategy can duplicate less pages in each iteration without increasing the total
number of iterations needed by Xen. In [8], a technique was proposed to avoid the
transmission of frequently updated pages. It was achieved by adding an additional
bitmap to mark the frequently updated pages and those pages can only be duplicated
in the last iteration. In [9], a technique of identifying unused pages and encoding
duplicated pages was used to reduce the size of pages to be duplicated across hosts
during live migration.
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3 Model of Live Migration

In general, live migration of a virtual machine needs to duplicate the content of
memory frames across hosts while the virtual machine is performing computations.
It is obvious that a live migration proceeds with two overlapped activities: page-
accessing activity and page-duplicating activity. The page-duplication activity pro-
ceeds according to a predefined protocol until a terminating condition has been
satisfied. Thus, the model of live migration for virtual machine ¥ can be defined
as ¥ (A, P, C), where . is memory configuration, P is duplication protocol and
C is a set of terminating conditions. Memory configuration describes the sizes of
various memory spaces which can affect the performance of a live migration. It is
atriple 4 = (Myayx, Mgy, Mysi), where My, is the maximum memory size of
virtual machine ¥, M,,; is the memory size available to the guest OS and running
tasks, and M, is the memory size needed by the guest OS and running tasks. If
My < Mg, then auxiliary storage is needed to provide an extra space such that
the task can start successfully. During the live migration, each page frame of the
virtual machine is checked periodically to identify whether it has been modified
most recently. The successive checks form a sequence which identifies that page
frame modification history. Let /4 indicate the modification status of a frame. Then,
hr = 1 if the page frame is modified at iteration k; otherwise, iy = 0. The sequence
hihyhs . .. hy forms the pattern which indicates the history of updating the frame at
the interval of the first iteration and the kth iteration. History observation window 7
defines the number of most recent iteration checked for the need of page duplication
during a live migration. For example, if 7 = 3 then the subsequence hx_phr—_1hy is
extracted from history pattern at the end of kth iteration and it is compared with the
predefined patterns for page duplication. The predefined patterns are defined in the
duplication protocol as P = (h, Z), where set & defines the patterns used to trigger
a page duplication activity. For example, if P = (3, {010, 001}) then the frames with
hx—2hi—1hy = 010 or 001 will be duplicated. Notice that the protocol only applies
to the page frames of available memory. C is a set of rules for terminating iterative
page duplication and starting crossing-host memory consistency.

4 Live Migration on Xen

In this section, we will show that the live migration of a virtual machine under Xen can
be defined using our model. The first parameter of live migration model is memory
configuration .# which consists of three elements M4, M,y and Mg, asillustrated
in Fig. 1. Figure la shows that the whole memory is divided into three overlapped
areas: maximum memory M, ., available memory M,,; and task memory M. The
sizes of memory areas My, 4, M4y and My are 38 frames, 30 frames and 21 frames,
respectively. In the figure, eight memory frames marked with gray color are the area
blocked by balloon driver. Even though 38 memory frames are given to the virtual
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machine when it is created, the blocked area is not available to guest OS and any
running task. Thus, no page of tasks can be allocated to the frames in the blocked area.
Itimplies that the blocked area does not involve in the page-duplication activity while
a virtual machine is migrating across hosts. Nine memory frames marked with blue
color are the free area which is not used by guest OS and any running task currently.
Any memory frame in the free area is still available to a running task whenever more
memory space is needed by the task. Thus, the free area should involve in the page-
duplication activity. Since the memory is resizable, the available memory M,,; can
be adjusted using balloon driver as illustrated in Fig. 1b. In the figure, the available
memory M,,; has been reduced to 21 frames which can just accommodate the guest
OS and the running task. The available memory can be further reduced to 12 frames
as shown in Fig. 1c by enlarging the blocked area to 26 frames using balloon driver.
It is obvious that the number of frames is not large enough to accommodate both the
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guest OS and the running task. In this case, a secondary storage is used to provide
an extra space to accommodate the running task.

Page duplication protocol is developed to keep memory as consistent as possible
while a virtual machine is migrating across hosts. The second parameter of live
migration model is duplication protocol P which consists of two elements i and
2. Pre-copy strategy is employed by Xen to migrate a virtual machine across hosts
with non-stop service. While a virtual machine is in an iterative pre-copy stage,
two activities proceed concurrently: page-accessing activity and page-duplicating
activity. In each iteration, page-accessing activity at the source host may access the
pages in the frames which may make the pages to be duplicated across hosts. Xen
uses three bitmaps to_skip, to_send and to_fix to define the duplication protocol [10].
Bitmaps to_skip[j]=1 and to_send[ j]=1 indicate the jth frame has been updated in
this and the previous iterations, respectively. The necessity of duplicating page P; is
determined by the j entries of the bitmaps to_skip and to_send. If to_skip[ j]=0 and
to_send|[ j|=1 then page P; will be sent. The flowchart for Xen’s duplication protocol
is illustrated in Fig. 2. Each iteration needs to scan bitmaps to_skip and to_send once.
In the iteration, the pages to be duplicated across hosts are collected to a buffer and
sent to target host in several rounds. The second parameter of live migration under
Xen can be represented by P = (2, {10}).

The third parameter of live migration model is a set of terminating conditions C.
Four terminating conditions are given by Xen to avoid an endless pre-copy process
[11]. The iterative pre-copy stage terminates and the stop-and-copy stage starts if and
only if one of the conditions is satisfied. Condition C1: the number of updated frame
in an iteration is less than 50; condition C2: the number of iterations has reached
29; condition C3: the number of total duplicated pages exceeds the threefold of the
maximum memory space M, . Condition C4: the number of duplicated pages in
this iteration is larger than that in the previous iteration and the measured network
bandwidth reaches its maximal value. Condition C1 guarantees a short downtime
since only a few pages are to be duplicated in the stop-and-copy stage. Conditions
C2 and C3 force the iterative pre-copy stage to terminate and go to the stop-and-copy
stage in case of condition C1 never occurs. In general, Condition C4 has default value
equal to false. Thus, the set of terminating conditions C ={C1, C2, C3}.

Two of the performance meters for virtual machine live migration are the total
migration time and downtime [5]. The total migration time 7;,¢, can be expressed
using the following equation [11]:

n
ngt =T, + Ztcopy(i) + Ty (D
i=1

T, and T), are the overheads ahead and behind the stage of iterative pre-copy, respec-
tively. 7, includes the time for initialization and resource reservation. 7 includes
the time for commitment and virtual machine activation. In the equation, f.4py (i) is
the time needed by duplicating pages in the ith iteration. Thus, Zf;ll teopy (i) is the
total pre-copy time if there are n iterations in the live migration. Note that the nth
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Fig. 2 Flowchart of Xen 4.0.1 duplication protocol

iteration is the final iteration in which the virtual machine at the source host stops
providing services. The sum of T}, and 7.,y (1) is also referred as service downtime.
The time T}, is independent of the page-accessing pattern and can be considered
as a constant. However, the time .,y (1) which can be experienced by the service
requesters is dependent on the number of pages to be duplicated in the last iteration.
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Thus, an effective strategy which leads to a favorable condition is needed. In this
paper, we will show how the memory space affects the total migration time 7,4, and
the final page-duplication time fcpy (). Let M be the size of memory space given to
a virtual machine and m be the memory frame size. In [11], the total migration time
and service downtime can be bounded using the following expression.

M SM —m
E"'TnSngtST'i‘To (2)

M
TbETthE"i‘Tb 3

where T, = T, + Tp, B is the network bandwidth and 7y, is the downtime. Note
that (T;,, — T,) is the time needed by page duplication during live migration. Thus,
(Ting: — To) x B is the number of total bytes to be duplicated across hosts. From
Eq. (2), we have that the lower bound and the upper bound on the numbers of dupli-
cated bytes are M and SM — m, respectively. (Ty; — T,) is the time for the final
round of page duplication. From Eq. (3), we have that the lower bound and the upper
bound on the times of final page duplication activity are 0 and %. The DSB pro-
posed in [4] and adopted in Xen has been used to adjusted the available size of
the allocated memory for achieving efficient migration. The bounds are important
to develop an efficient technique for reducing the total migration time and service
downtime. Although the expressions given by Eq.(2) and Eq. (3) seem to have intu-
itively captured the cost of the live migration for a virtual machine, more precise
bounds should be found by classifying the memory space into various groups accord-
ing to the usages. In the next section, we will refine the expressions based on our
model.

5 Performance Measurement and Discussion

In this section, we modify Egs. (2) and (3) in Sect. 4 using the first parameter of our
proposed model. The performance of live migration is studied by varying the sizes
of memory areas and the patterns of page-accessing.

5.1 Bounds on Live Migration

The time bounds on 7,,,¢; and Ty, are important indicators for measuring the efficiency
of migrating a virtual machine across hosts. Thus, it is important to derive a precise
time bounds on 7;,,¢; and T;; before we proceed to develop an efficient strategy of live
migration. To have precise bounds on T},,¢, and T, several experiments are conducted
to capture the courses of live migrations under various parameter settings. In our
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experiments, the source and target hosts are networked by 100 Mbps Ethernet and the
physical memory of each host is 4096 MB. NFS server is installed at the source host
such that the image files of virtual machines are accessible by any remote host. The
virtual machines have Xen 4.0.1 as their virtual machine monitors and the memory of
each virtual machine is 2048 MB when it is created, that is, M,,,, = 2048 MB. The
guest OS of each virtual machine occupies about 110 MB. The size of each task of
various types to be executed in a virtual machine is tailored to be about 890 MB. Thus,
the second parameter of our model M,y is 1024 MB. In our experiment, the virtual
machine which accommodates a running task and the guest OS migrates across the
hosts and the courses of the live migrations are investigated.

The first type of task performs memory-write periodically and two consecutive
writes are performing in two consecutive memory frames. Note that the size of a
memory frame is 4 KB. The courses of live migrations are analyzed under various
frame dirty rates. The dirty rate is defined as @, where d(t) is the number of writes
during the time interval . The d(¢) is measured under a large available memory area
which can accommodate the guest OS and the running task. Thus, the task can perform
work without any page-swapping activity. Note that the actual dirty rate is lower if
Mgy < M;gi due to the adverse effect of page-swapping. We implement dirty rate
d(t) by inserting a finite loop between write operations. In our experiment, balloon
driver has been employed to resize the available memory areato M,,; = 512, 1024 or
2048 MB. We denote V512, Vg4 and Vpo4g as the virtual machines with M,,; = 512,
1024 and 2048 MB, respectively.

The total migration times for the different sizes of available memory areas using
various dirty rates are given in Fig.3. Note that for M,,, = 512MB, the page-
swapping activity occurs and the actual dirty rate is less than the dirty rate given
on the x axis. Each value is plotted by averaging five time experiments on the same
parameter setting. From the figure, it is observed that the minimum time of live
migration for V517 is less than those of Viga4 and Vop43. As expected, the maximum
time of live migration for Vs, is also less than those of Vig24 and V2p45. The virtual
machine of M,,; = 512 MB constantly swaps pages between memory and secondary

VS 12 V1024 V2048

0 + + + t + + + !
0 25000 50000 75000 100000 125000 150000 175000 200000

average dirty page rate

Fig. 3 Total migration time
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storage due to the shortage of available memory area. This leads to the situation
which satisfies terminating condition C1 for a very low dirty rate. Each of the virtual
machines Vg4 and Vo4g sends a large amount data in an iteration if the dirty rate
is close to the network bandwidth. Thus, the live migration terminates due to the
number of duplicated pages exceeding threefold the maximal memory space M, .
When the dirty rate is low, the total migration times of Vig24 and V>048 dominate
Vs12. The reason is that the shortage of memory space limits the number of pages
to be duplicated between hosts. However, when the dirty rate is high, the constantly
page-swapping decreases the actual dirty page rate. According to the rule set by Xen
monitor, a dirty frame will be skipped without being duplicated if it is updated in the
most recent iteration. Thus, V51, spends more time for live migration for a high dirty
rate. Voo43 dominates Vigps since all the frames in the free memory area are sent in
the first iteration.

The total iteration numbers of the live migrations for Vsia, Vigo4 and Vopsg are
illustrated in Fig. 4. In the figure, the vertical line which crosses the x-axis partitions
the figure to a left region and a right region. The left area indicates the virtual
machines work with a dirty rate lower than the network bandwidth measured in
pages per second. Similarly, the right area indicates the virtual machines work with
a dirty rate higher than the network bandwidth. In the left region, it is observed that
the number of iterations increases in proportion to the dirty rate for Vs, Vg4 and
Va04s. Consider the case of dirty rate equal to network bandwidth: virtual machine
Vs12 stops iterative pre-copy when the iteration number reaches thirty. Contrary to
virtual machine V517, the iteration numbers taken by Viga4 and Voosg are no more
than thirteen. It implies that the number of duplicated pages exceeds threefold of
maximum memory space M,,,, before condition C2 is satisfied. Thus, we conclude
that a virtual machine which performs work with a large memory area under just
enough network bandwidth takes a long time to migrate. The reason is that a page
is always checked before it is updated again. Thus, history pattern "10” is always
detected in each iteration. Note that the states of all the pages will be reset to clean

VS 12 VI 024 V2048

iteration

25000 50000 75000 100000 125000 150000 175000 200000
average dirty page rate

Fig. 4 Total iteration number
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25000 50000 75000 100000 125000 150000 175000 200000
average dirty page rate

Fig. 5 Total duplication amount

before the beginning of each iteration as illustrated in Fig. 2. However, V51, steadily
increases the iteration number due to the effect of page-swapping. In the right region,
the iteration numbers of Vigo4 and Vso4g are thirty. The reason is that a high dirty
rate makes it highly possible to update a page twice before it is checked.

The total numbers of bytes to be duplicated between hosts are given in Fig.5.
From the figure, it is observed that the maximum number of duplicated bytes for the
virtual machines is no more than 3.5M,,,,. The number is bounded by SM,,, — m
which satisfies the expression given in Eq.(2), if M means the maximum memory
space M,,,x. Note that m is the size of a memory frame. The reason that the gap
between our number and the upper bound is the task does not occupy all the memory
space M,,,. However, the minimum number of duplicated bytes is not bounded by
Mqx for Vsio under a very low dirty rate as shown in Fig. 5. Thus, a modification to
the lower bound given by Eq.(2) is necessary. It is obvious that the memory pages
classified as M,,; should be sent at least once. We define the M in the lower bound
term as the available memory area M,,;. The refined expression is given as follows:

M, 5M, —m
aw+%§%y§—ﬂ%——+% (4)

Furthermore, terminating condition C1 will be satisfied soon if the dirty rate is very
lower. Figure 6 illustrates that the number of bytes to be duplicated in the final iteration
depends on the minimum of M,,; and M. Thus, the refined expression is given as
follows:

min{M,,;, M,
BSMs—i%%4ﬂ+n )

It implies that the number of total duplicated bytes also depends on the minimum of
Mgy and Mgy



Live Migration Performance Modelling for Virtual Machines ... 97

— Vs — Vi — Vaus M,

max

2,000
1,500 +

s 1,000 +

500 1

0 + 1 + + 1 t t {
0 25000 50000 75000 100000 125000 150000 175000 200000

average dirty page rate

Fig. 6 Duplication amount at the last iteration

5.2 Live Migration Under Reading Access

In this section, we study the performance of live migration for a task without perform-
ing memory-updating under various sizes of available memory areas. The second type
of task only performs memory-read periodically and two consecutive reads are per-
forming in two consecutive memory frames. The consecutive readings are performed
in the round-robin style. The number of total bytes to be duplicated across hosts are
given in Fig.7. The figure shows that the number of bytes to be duplicated across
hosts depends on the size of available memory area M,,,;. In the figure, the minimum
total migration time can be observed for My, = M;s. Note that Mg =1024 MB.
If a page is swapped into a frame from the secondary storage, the frame is con-
sidered as a dirty frame and it will be duplicated across hosts in later time. When
My < Mg, the total migration time increases in proportion to the size of available
memory. The reason is that if the available memory area becomes larger, more dirty
frames can remain in the memory space and will be duplicated across in later time.

— tlme tOtal sent Mmux ............ 2Mm1x .............. 3M

800 T T 8,000

/)

600 + =+ 6,000

[S] / \ [+2]

3 400 + =+ 4,000 s
200 + - 2,000

0 0

256 384 512 640 768 896 1024 1152 1280 1408 1536 1664 1792 1920 2048

M,,, (MB)

Fig. 7 Total migration time and total duplication amount under readings
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Fig. 8 Total iteration and duplication amount at the last iteration under readings

When M, > M;g, it is observed that the total migration time is also in proportion
to the size of available memory in a much slower rate compared with the case of
My < Mgk In the case of M,y > My, all the referenced pages stays in the mem-
ory space and the pages in the available memory area are sent in the first iteration.
The gap of the total migration time is due to the difference in the number of free
pages which are sent in the first iteration.

The number of iterations and the number of bytes to be duplicated across hosts
in the last iterations is given in Fig. 8. From the figure, it is observed that the number
of iterations keeps thirty for M,,; < M;s;. However, the number of bytes to be
duplicated across hosts increases in proportion to the size of available memory for
the same case. The reason is that the size of available memory area is small, thus,
the number of bytes to be duplicated is limited. It causes that the final iteration is
triggered by satisfying terminating condition C2. For M,,; > M, the number of
iterations is close to five. The reason is that there are no dirty pages and no page-
swapping events. Thus, there are almost no pages to be duplicated across hosts in
the last iteration and the situation which leads to the final iteration is satisfied by
terminating condition C1.

5.3 Memory Resizing

The memory space is classified into three areas as shown in Fig. 1. In Xen, the pages
in the memory frames which are blocked by balloon driver will not be duplicated
across hosts in any iteration. Available memory area which is not large enough to
accommodate the guest OS and running task may cause page-swapping activity. The
page stored in NFS system is not duplicated to the target host. So, it is possible to
reduce the number of pages to be duplicated across hosts by taking the advantage of
NEFS systems. The free page marked with O as illustrated in Fig. 1a should be sent
in the first iteration. If we shrink the available memory area, the number of page
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Fig. 9 Memory resizing effect for reading/writing

to be duplicated across hosts can be reduced as shown in Fig. 1b. It implies that an
effective strategy of live migration can be achieved by pushing out all the no access
page by shrinking the available memory. Thus, the number of page to be duplicated
across hosts can be minimized

To show the correctness of our statements, we conduct experiments using various
memory size settings. In the experiments, two tasks of different memory accesses
are provided. Each of the tasks needs 890 MB memory space and only access to a
area of 390 MB in the 890 MB memory space. That is, the working sets of the tasks
are 390 MB. The first task only writes data to memory and the second task only reads
data from memory. Note that the size of guest OS is about 100 MB. Thus, M is
about 1000 MB. We claim the M,,,, =2048 MB. The experimental results are given
in Fig.9. We can see that if the whole memory space is available to the task, the
number of pages to be duplicated is the largest. However, if we reduce the available
memory to Mg, the time can be reduced. Furthermore, if we can push out the no
access data by shrinking the available memory area to 504 MB, the number of pages
to be duplicated should be minimized. Note that the numbers of the duplicated pages
for the three cases are the same in the final iteration since the sizes of the working
sets are fixed.

6 Conclusion

In this paper, we have presented a performance model of live migration for vir-
tual machines. Under this model, no-access-page-out strategy for reducing the costs
of live migration is investigated. Experiments have been conducted using vari-
ous parameter settings. It has been shown that the time of live migration can be
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reduced significantly if the memory space is resized dynamically based on the set of
no-access pages. In the future, an algorithm will be developed for predicting the num-
ber of duplicated pages in the final iteration. Based on the prediction, the available
memory area can be adjusted to minimize the downtime for real time applications.
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A Heuristic Algorithm for Workflow-Based
Job Scheduling in Decentralized Distributed
Systems with Heterogeneous Resources

Nasi Tantitharanukul, Juggapong Natwichai and Pruet Boonma

Abstract Decentralized distributed systems, such as grids, clouds or networks of
sensors, have been widely investigated recently. An important nature of such systems
is the heterogeneity of their resources; in order to archive the availability, scalability
and flexibility. As a consequence, managing the systems to meet requirements is obvi-
ously a nontrivial work. The issue is even more challenging in term of job scheduling
when the task dependency within each job exists. In this paper, we address such prob-
lem of job scheduling, so called workflow-based job scheduling, in the decentralized
distributed systems with heterogeneous resources. As such problem is proven to be
an NP-complete problem, an efficient heuristic algorithm to address this problem
is proposed. The algorithm is based on an observation that the heterogeneity of the
resources can affect the execution time of the scheduling. We compare the effective-
ness and efficiency of the proposed algorithm with a baseline algorithm. The result
shows that our algorithm is highly effective and efficient for the scheduling problem
in the decentralized distributed system with heterogeneous resources environment
both in terms of the solution quality and the execution time respectively.

Keywords Decentralized algorithm - Heterogeneous resources - Workflow-based
job scheduling

1 Introduction

In recent years, distributed systems such as P2P and computational grid become
a generic platform for high performance computing [1]. In term of management,
a distributed system can be centralized or decentralized [5]. In the centralized
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distributed system (CDS) setting, a central controller is required for coordinating
resource sharing and computing activities among computing machines. That is, all
the system-wide decision makings are coordinated by the central controller. Contrary
to the CDSs, in decentralized distributed systems (DDSs), multiple controllers can
coexist and cooperate. Thus, management services such as job scheduling, resource
discovery and resource allocation can be managed by the multiple controllers. If a
controller fails, the other controllers can take over its responsibility autonomously.
This is the major advantage of the DDSs. Examples of the DDSs are grid and cloud
computing systems.

Although DDSs have the aforementioned advantage, completely decentralized
nature of DDSs raises a big challenge in job scheduling [5, 6]. In addition, for
composite jobs, i.e. jobs with multiple sub-processs or tasks, the tasks in the jobs can
have dependency, e.g. a task requires an output of another task as its input. Thus, some
tasks are prohibited to be executed concurrently. For instance, in order to calculate
the histogram of collected sensing data, data grouping need to be performed first;
thus, histogram calculation depends on data grouping. Therefore, the jobs must be
executed under valid flow-constraints, generally, described as a workflow template.
We can represent a workflow template using a directed acrylic graph (DAG) where the
tasks are represented by nodes while the dependency (the execution order) between
tasks is represented by edges. Figure 1 shows examples of workflow template where
t; represents a task with index 7 and w; represents a workflow template with index ;.

From Fig. 1, to finish a job with workflow template w1, the tasks must be executed
in the order of #1, f», and 3. In workflow template w», the tasks #s and #¢ can be
executed in parallel after 74 is completed. In workflow template w3, each task has no
dependency on the others, in this case, the set of edges is empty.

There are several attempts on decentralized job scheduling, e.g. [2—4, 8]. For
example, in [8], a decentralized scheduling algorithm for web services using linear
workflow is proposed. In this work, linear workflow allows only one incoming edge
for each node. The goal of this work is to minimize the response time. However, this
work only focuses on linear workflow which might not be practical in the real world.

In [7], the authors proposed a workflow-based composite job scheduling for decen-
tralized distributed systems algorithm. The algorithm is based on an observation that

Fig. 1 Examples of workflow templates
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the degree of each task significantly affects the execution time of all jobs. The result
shows that this algorithm is efficient, the solution of this algorithm is mostly close to
the optimal solution. However, this algorithm is evaluated only in the homogeneous
resources decentralized distributed systems.

In this paper, we propose an algorithm for the mentioned problem with hetero-
geneous resources condition, i.e. each resource can only be used to execute some
specific tasks from any workflow template. Such difference in resources often exists
in the real-world scenarios e.g. the cost of some data centers might be too high for
executing some tasks, or the result of some tasks might be too large to be propagated
from one site to another economically. The main aim of the proposed algorithm is to
minimize the total execution time when a DDS has to process multiple jobs simul-
taneously with such heterogeneous resources. As the problem has been proven as an
NP-complete problem we propose a heuristic algorithm to find the solution.

The idea of the proposed algorithm is to allocate the resource to a task based on the
heterogeneity of such resource. A resource with less heterogeneity, or more restric-
tion, will be allocated to the task earlier. This can preserve the more heterogenous
resources for the later tasks. The experimental results, which compare the proposed
algorithm with a baseline algorithm in [7], is shown to illustrate the effectiveness
and the efficiency of our work.

The rest of this paper is organized as follows: Sect.2 introduces the basic defini-
tions and formulates the minimum length of time-slot with heterogeneous resource
(MLTH) problem. Section 3 presents a heuristic algorithm to find the minimum exe-
cution time. Experimental results are presented in Sects. 4 and 5 concludes this paper.

2 Basic Definitions and MLTH Problem

In this section, we introduce the basic notations and concepts based on the previous
work in [7]. Then, the MLTH problem is defined with our additional heterogeneity
notations.

Definition 1 (Distributed System) A distributed system D is presented by an undi-
rected graph where each node corresponds to a machine in the system. The finite set
N (D) denotes the set of nodes in D, and the finite set £ (D) is the set of edges where
each edge corresponds to a non-directed connection between two nodes.

Definition 2 (Resource) Let n; be anode in N(D), n; € N(D). The resources of n;
are the computing units, that n; can use to execute a computing process. The set of
the resources of n; is denoted as R(n;) whereas the set of resources of D is denated
as 2, 2 = |J R(n)).

Then, the decentralized distributed systems (DDSs) as in [5] can be defined as
follows,
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Definition 3 (DDS) Let D be a distributed system, D is classified as a decentralized
distributed system (DDS) if it has multiple controllers, where the controller is a node
that can allocate the resources of itself and some other nodes.

As the dependencies between some tasks processed by a DDS exist, then, tasks,
workflow templates, jobs are defined as follows,

Definition 4 (7ask) Let D be a DDS, a task in D is a unit of computing process that
anode in D can complete execution in a unit of time. A set of all tasks that can be
executed by the resources in £2 denotes by 7.

Definition 5 (Workflow Template) Workflow templates in D are the directed acyclic
graph where each node corresponds to a task, #;, and each edge indicates the data
flow between two tasks. Given a workflow template wy in the set of all workflow
templates W, N (wy) denotes the node set of w, where N(wy) € T. On the other
hand, E (w, ) denotes the directed edge set in the workflow template. For any workflow
template w,, task # is called a predecessor of task 7, if and only if, the order pair
(11, ) € E(wy). This indicates that task #; must be executed and completed before
execution of task #. Meanwhile, task 7, is called a successor of task #;. The node
without incoming edge from other nodes is called the start task. On the other hand,
the node without outgoing edge to other nodes is called the end task.

From Definition 5, we use the workflow template to be the template of any job
that the system can execute. It can show the execution flow of a job, So, we define
the definition of a job in Definition 6.

Definition 6 (Job) Let W be the set of workflow templates, a job ji in D is an
instance of a workflow template wy in W. The task #; of job ji is denoted by tlk and

T is the set of all tasks from J, where J is the set of all jobsin D.

As the DDSs may have the heterogeneous resources as mentioned before, each
resource can only be used to execute the specific tasks from a workflow due to some
limitation, e.g. cost of the communication. For example, assume that we have 3
resources in the system denoted as ri, r2, and r3 as shown in Fig.2. In the figure,
an example of the executable tasks of each resource is shown. It can be seen that,
resource rq can be used to execute only 7 tasks which are the tasks from workflow
w1 and wy in Fig. 1. Meanwhile resource r, can be used to execute all the tasks of
the jobs that are an instance of any workflow template, i.e. w, wp or w3.

In order to allow the heterogeneity in the DDSs, we define the executable set as
follows.

Fig. 2 The executable tasks Resource |  Executable Tasks, A(r;) | [A(ry)]
of ry,r, and r3
L4 Gty oty tg b g by 7
) All tasks 11

73 ty ts ,tg ,t; ,tg ,ty , tig, by 8
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Definition 7 (Executable Set) Let r), be the resource, r, € §2, an executable set
of resource r), is the set of tasks from all workflow templates that r, can execute,

denotes by A(r,) where A(r,) C U N (wy) where wy, € W.

After the basic definitions related to the jobs have been defined, the time-slot is
defined for describing the job scheduling, or the execution flow, as follows.

Definition 8 (7ime-slot) Let J be_ a set of current jobs in D, the time-slot of J on
£2 is the function S : I" x 2 — T U {null} where S(ag, rp) € M(rp),rp € £2,and
g 18 a time unit where o, € [ * and I is the set of natural numbers.

The domain of § is the order pair of time unit oy, oty € 1 +, and resource Tps
rp € £2. Thus the range of S, S(ay, rp), is the executed task that uses resource r),
at time unit o, and S(ag,rp) € A(rp). When there is no task to be executed on
resource rp, at time unit o, S(oyy, 7)) is null.

For any S(ey,7p) and S(ety/, 7)), where p # p', if ¢ = ¢’ then S(ay, rp) and
S(agyr, rp) are executed in parallel. If ¢ < q' then S(ay, rp) is executed before
S(agr, rp), also, S(ay, rp) is executed before S(ay, rp).

In order to illustrate the concepts clearly, the time-slot can be represented as a
2-dimensional matrix. Figure 3 shows a time-slot structure, a cell at row ¢ and col-
umn p in the structure represents S(ey, ). We can see that the representation can
illustrate the execution flow of multiple tasks from multiple jobs along with their
workflow template.

In order to define the problem precisely, we also introduce the length of the time-
slot, as follows.

Definition 9 (Length of Time-slot) The length of time-slot S is the maximum value
of time unit e, whichis S(ay, p) is not null, Ir), € 2.

For aDDS, there can be many versions of the time-slots for a given T . For example,
let us reconsider the given workflow templates in Fig. 1. Suppose that there are five

Resources
L6 U I R (/)
Executed in the
a .
i parallel processing
az
®q

Executed in the sequential processing

Fig. 3 The structure of timeslots
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Fig. 4. Workflow template of Job Workflow template
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jobs as shown in Figs. 3 and 4 resources, rq, 12, and r3 with their executable tasks as
in Fig. 2.

In Figs.5, 6 and 7, three versions of the time-slots are presented. First, the time-
slot with length of 7 time units is shown in Fig.5. Although it is a valid time-slot
subjected to the definitions, it is not an optimal time-slot length. Figure 6 shows a
time-slot with 6 time units, however, resource r; can not be used to execute tasks
ts5, t6, and #7 as shown in the dash line (the tasks of job j3). So, Fig. 6 is not a valid
time-slot. Last, Fig. 7 shows a valid minimal time-slot for this example, which it is
the desirable solution for the problem.

After the required notations are defined, the minimum length time-slot with het-
erogeneous resources (MLTH) problem can be formulated as follows.
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Fig. 7 Time-slot III
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Problem 1 (MLTH) Given a set of jobs J in a DDS D that belongs to a set of
workflow templates W, find a time-slot S of J on the set of heterogeneous resources
£2 that is the length of the time-slot is minimized.

3 A Heuristic Algorithm for the MLTH Problem

In [7], the MLT (minimum length time-slot problem) with homogenous resources is
proven as an NP-Complete problem by reducing the problem from the subset sum
problem. It can be seen that MLTH is also an NP-Complete problem by reducing the
problem from the subset sum problem as well. We omit this proof because of space
limitations, however, the same proof approach can be applied. So, we propose an
effective heuristic algorithm to schedule the given jobs to the heterogenous resources
as follows.

First, we follow an approach presented in [7] to manage the dependency of the
given tasks. Thus, the degree of successors of each task is to be determined. Then, the
tasks with higher degree of successors are to be executed earlier in order to minimize
the waiting time of their successors.

Then, the next issue is to manage the heterogeneity in the DDSs, e.g. how to assign
each selected task into the time-slot. For such focused issue, since of the resources
are heterogeneous, the resources those can execute the selected task, supposedly 77,
are to be considered. Such set of resources is R = {r,|t, € A(rp)}. Here, the set of
free resources R’ C R is considered, where R’ = {rp1S(atg, rp) = null}. First, for
the allocation S(e,, rp) = null, r, € R, we propose that the domain value of S, a,
must be higher than the time of the predecessors of the task t;‘ in order to guarantee
the validity of the workflow template. We also propose to select the free resource
with such minimum time to execute the task as soon as possible. Subsequently, we
select a single one resource 7~ that has the minimum size of its executable set from
R’, and assign task t;‘ into the slot S(ag, 7).
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The reason for our proposed approach is that, if resources with more heteroge-
neous, larger executable set, are assigned before less-heterogeneous resources, it can
cause the tasks that execute later to have less choice for resource acquisition. Thus,
their execution can be delayed, and the whole time-slot length will be longer. As
our problem setting also consider task dependencies, the delay can cause more if the
successor tasks are effected.

Last, as there can be many tasks with the same degree of successors and many
resources with the same size of executable sets, selecting different task or resource
can lead to different time-slot assignment. Thus, we utilize the nature of the DDSs
by letting all the controllers to determine the local solution differently using the local
algorithm described above. Subsequently, the time-slot with minimal length will be
selected as the final global solution using a simple interconnect algorithm.

The details of the proposed algorithms are presented as follows.

3.1 Local Algorithm

The local algorithm for each controller is shown in Algorithm 1. The two major
procedures of it are selecting a task for the allocation, and selecting a resource for
the selected task as described above.

From the algorithm, first, the degree of successors, scrDeg, of each task in all jobs
Jx € W isdetermined. Also, the set of predecessors, pdr, of each task is determined.
From the algorithm, the size of pdr, denoted as | pd rﬁ |, is the degree of predecessors
of the task. Then, the task is added to taskSet set, which it represents all the tasks in
the system.

Subsequently, while the faskSet is not empty, the algorithm iterates through the
taskSet. For each task without predecessor, i.e. pdrDeg = 0, it is added to another
set, called useableTask. This set represents the candidate tasks that can be assigned
into the time-slot. Then, the tasks with the highest degree of successors are selected.
Though there could be many tasks with the same degree, the controller will randomly
select one of them.

After selecting the task, the resource for it has to be decided. It begins with
determining the preAssignedTime of the task. Formally, preAssignedTime of a task
is the maximum time of the predecessor of such task, that has been assigned in the
time-slot already. Next, the algorithm determines the slots of the resources that can
execute the task where preAssignedTime + 1 is the beginning time of the valid slot.
The usableSlot set therefore contains the resources that can execute the task.

Then, the algorithm selects a single slot S(a/, (/) from usableSlot using the het-
erogeneity of the resource. More specifically, the algorithm selects the slot S (e, 7))
which the size of the executable set of 7, |A(r})|, is minimal. If there is more than
one slot having the same level of heterogeneity, the algorithm selects the resource
randomly.

Finally, the algorithm assigns the selected task to the selected resource. Also, it
updates the assignedTime of this task, and the length of the time-slot. The pdrDeg
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Algorithm 1 Local Algorithm

Require: a set of resources £2 of DDS D with A and a set of jobs J with a set of workflow templates
w.
Ensure: a potentially minimal length Time-slot S.
taskSet < (), usableTask < @, and timeSlot Length = 0
for in each job j, € W do
Determine the degree of successors of each task #y in jy,
denoted as scr Degy.
Determine the set of predecessors of each task ¢, in j
as pdry.
pereg;‘, = |pdr;f|.
taskSet < taskSet U {t;} where t; is t, from jy
end for
while taskSet # () do
usableT ask <
for cach task 1} € taskSet do
if pdrDeg} = 0 then
usableTask < usableTask U {7}
end if
end for
Determine the set of maximum-scr Deg tasks from
usableT ask, denoted as max_scr Deg.
Select task t,f from max_scr Deg randomly.
Determine preAssignedTime which is
max({assignedTime(t)|t is the predecessor of t;f}),
if tf is the start task, preAssignedTime = 0.
usableSlot = ()
while usableSlot = () do
usableSlot = {S(ay,rp)|S(0ty, rp) = null,
t;f € AMrp), Irp € 2,
and oy = preAssignedTime + 1}
preAssignedTime = preAssignedTime + 1
end while
Select slot S(ay, rpr) such that |A(r,)| is the minimum
from all elements in usableSlot, if there is more than
one slot, select a slot randomly.
Sy ry) =13
asxignedTime(t,f) =ay
taskSet = taskSet — {tﬁ}
if oy > timeSlotLength then
timeSlotLength = ay
end if ,
for each successor tf, of tf do

peregi, = pereg}f: -1
end for
end while
return S and timeSlotLength
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of successor of the assigned task is reduced by one. Such algorithm keeps repeating
this described procedure until all the tasks are assigned to the time-slot.

The cost to resolve the MLTH problem using Algorithm 1 is O (n3m) where n is
the number of all tasks, and m is the number of all resources. The main cost comes
from the usableSlot determination, i.e. the set of slots that can assign the selected
task into it. In each task, it takes O (n?m) to determine the usableSlot. Since, such
computing is required until all tasks are completely assigned, so, the cost is O (1n3m).

For the sake of clarity, we present an example to illustrate our local algorithm
execution as follows. Let the set of jobs are given as shown in Fig.4, and the set
of resources and their executable set are as shown in Fig. 2. First, all of the start
tasks from all jobs are considered as useableTask since their pdr Deg = 0. Then,
the algorithm selects task tj from useableTask because it has the maximum degree
of successors. As task 74 of job j3 is either in A(r2) and A(r3), so usableSlot =
{S(x1, 1m2), S(1, r3)}. Since ti is the start task, its preAssignTime = 0, and
S(aq, r2) and S(ay, r3) is null, both slots are in usableSlot set. Finally, the algo-
rithm selects S(«p, r3) to execute task tj’ because |A(r3)| < |A(r2)]. It also updates
the assignedTime of tf, timeSlot Length and pdr Deg of successors of tf. The algo-
rithm repeats all of the procedures until raskSet = . Figure7 is the solution from
this running example.

3.2 Interconnect Algorithm

Once the local solutions have been computed by all the controllers using Algorithm
1, the global final solution is to be determined. It can be done simply by comparing
the local solution from each controller, i.e. the time-slot length information. Subse-
quently, the minimal global time-slot length is determined, and such assignment is
ready to be executed.

4 Evaluation

In this section, we present the experiment results to evaluate our proposed work.

4.1 Simulation Setup

To evaluate our work, a workflow synthetic-data generator, that generates the work-
flow template using the number of workflow templates, number of minimal and
maximal tasks per jobs, and number of jobs as the inputs, is implemented.

In the experiments, the number of resources, the number of controllers, and the
number of workflow tempts are fixed at 100 resources, 50 controllers, and 10 work-
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flow templates respectively. The number of tasks of each workflow is fixed between
45-50 tasks. The degree of successors of each node is set between 0-5. The number
of tasks in the longest path of each workflow template is set between 15-35 tasks. The
workflow template for each job is selected uniform randomly. In order to guarantee
that all jobs can be executed, in each experiment, 10 % of the resources are set to be
able to execute all tasks from all workflow templates.

The experiment results of our proposed work are compared with a baseline algo-
rithmin [7]. Such algorithm has demonstrated for its efficiency and effectiveness, i.e.
its polynomial-time complexity and the solutions which are close to the theoretical
results respectively. Both algorithms are implemented using Java SE 7. The exper-
iments are conducted on an Intel Core 2 Duo 2.4 GHz with 4 GB memory running
Mac OS X.

4.2 Result

First, to evaluate the impact of the heterogeneity on the performance of our algorithm,
the size of the executable sets is varied from 10 to 100 % of the number of tasks from
all workflow templates, while the number of jobs is fixed to 500 jobs.

Figure 8 shows the experimental results. It can be seen that when the size of
executable set of each resource is small (10-30 %), the time-slot lengths from both
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algorithms are quite large. However, the computation time of the proposed algorithm
is very low comparing with the computation time of the algorithm in [7]. It is because
the algorithm in [7] will specify the resource firstly, then it select a task form all
available tasks to assign into the time-slot at this resource. If there is no task to
be executed by this resource, the algorithm will select the next resource and finds
a task for the assignment again. This can enormous delay the assignment in the
heterogenous environment. Meanwhile, our proposed work will select the resource
based on the executable set, which is also first available for the task (its oy =
preAssignedTime + 1). So, the execution time of our proposed work is much less
than the baseline algorithm. When the size of the executable set is set at 30-50 %, the
time-slot lengths from both algorithms are very different. The most different point
is when the size of the executable set is fixed at 40 %, in which the time-slot length
from proposed algorithm is 275 time units, while the time-slot length from [7] is
457 time units. The reason behind this is that the proposed algorithm considers the
heterogeneity of the resources. Specifically, the resources with the small executable
set are always allocated first. So, we preserve the resources with the larger executable
set in the earlier phase of computing. When the algorithm finds the resources for the
selected task later on, such task can be assigned earlier. In the other words, the
delay due to waiting for the available executable resource is less. This gives more
advantage particularly for the successor-task as discussed in the previous section.
With this reasoning, the small time-slot length of the proposed algorithm can be
achieved.

When the size of the executable sets are more than 50 %, the performance of both
algorithms are similar. The reason is that each resource can execute many tasks from
many workflow templates at these sizes, so, it has small number of nul! slots in both
algorithms. Then, the time-slot lengths of both algorithms are too low. With the same
reason, any selected task can be always assigned to the proper resource, this makes
the computation time of the algorithm in [7] close to the computation time of the
proposed algorithm.

After the impact of the task scheduling using the size of the executable sets in
the heterogeneous resources has been evaluated, we then evaluate the impact of the
number of jobs, or the scalability. The number of the jobs is varied from 50 to 500
jobs. In this experiment, we randomly generate the resources with the size of their
executable sets, the heterogeneity of the resources, at a moderate level, i.e. 35-45 %
of the number of total tasks from all workflow templates. The reason is that too large
executable sets can cause the resources to be able to execute too many tasks from all
workflow templates. In the other words, it causes the heterogeneity of the resources
undistinguished. On the other hand, if the size of the executable sets is too small, it
causes the resources to be able to execute too few tasks. So, the amount of delayed
tasks can be extreme large due to waiting for available resources. This can be extreme
cases in real-life applications.

Figure 9 shows the performance in terms of the time-slot length and the execution
time. First, we consider the solutions from the experiments, i.e. minimal time-slot
lengths. Figure 9 shows that the time-slot length from the proposed algorithm is
obviously less than the time-slot length from the algorithm in [7]. And, when the
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number of jobs is increased, the difference of the time-slot length of two algorithms
are increased. When considering the execution time, when the number of jobs is
increased, the proposed algorithm is much efficient. The reason behind this is the
complexity of the algorithm in [7] is O(n°m?) meanwhile the complexity of the
proposed algorithm is only O (n3m). When the execution time with the effectiveness
of the solutions is considered, the proposed algorithm is highly effective. Even when
the number of jobs is set at 500, our algorithm takes only 8.7s to determine the
time-slot which is very small. Thus, not only the algorithm is effective, but also it is
efficient in decentralized distributed system with the heterogeneous resources.

5 Conclusion and Future Work

In this paper, we have addressed a scheduling problem in decentralized distributed
systems with heterogeneous resources for the jobs with dependency, so called MLTH.
As it is an NP-Complete problem, thus, a heuristic algorithm is proposed instead of
aiming at the exact solution. Our proposed algorithm is based on the observation
that the length of the schedule, time-slot length, can be reduced, if the resources
with less heterogeneity is assigned to the tasks earlier. This not only can generate
a smaller time-slot length, but the less execution time to generate the schedule can
also be achieved. In order to evaluate the proposed work, the experiment results are
presented. The results show that our approach is highly effective and also efficient,
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particularly, when the heterogeneity is at moderate level and the number of jobs is
large. In the future work, we intend to investigate the approximation approach which
can guarantee the quality of the solution. Moreover, we intend to address the similar
problem with different scheduling objectives.
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Novel Data Integrity Verification Schemes
in Cloud Storage

Thanh Cuong Nguyen, Wenfeng Shen, Zhaokai Luo, Zhou Lei
and Weimin Xu

Abstract In order to persuade users of widely using cloud storage, one critical
challenge that should be solved is finding way to determine whether data has been
illegally modified on the cloud server or not. The topic has although been addressed in
several works, there is lack of scheme to meet all the demand of supporting dynamic
operations, public verification, less computation etc. This paper surveys the related
results that has been done and proposes two alternative schemes, called DIV-I and
DIV-II. Compared to S-PDP introduced by Ateniese et al., both DIV-I and DIV-II
use less time to generate tags and verify. In addition, the proposed schemes fully
support dynamic operations as well as public verification.

Keywords Cloud storage + Data integrity + Dynamic data

1 Introduction

When using cloud storage, user enjoys many prominent characteristics such as
accessing data anytime and anywhere, being released from arduous work of main-
taining hardware and software, etc. Those cutting edges promote the wide adaptation
of cloud storage in practice. However, many critical security challenges emerge due
to user’s limited control over his data, which totally differentiate to traditional stor-
age approach. One of those challenges is how to determine the intactness of data is
ensured or not. Notice that the data can be damaged by many reasons from malicious
attack to hardware failure, and the cloud storage providers (CSP) may hide that to
hold their reputation. Hence, establishing a scheme to verify the data’s intactness is
a key requirement.
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Such a verification scheme should have the following features, as many as
possible:

Support public verification: The scheme should allow not only data owner but also
anyone authorized in the cloud system to verify the data integrity. This is especially
important because when outsourcing data, user sometime wants to share his data to
his friends or partners. They need to have ability to make sure that the data they
retrieve are not illegally modified. Additionally, user, who is not online frequently,
can delegate the verification task to a third party auditor (TPA). The TPA will send the
verification request periodically to CSP to ensure that any data corruption is detected
in time. TPA can even play more essential role in evaluating the quality of service of
CSP. Any CSP that has poor profile in terms of ensuring the innocence of the data it
stores will probably lose their users.

Unlimited verification time: For each verification request, auditor needs to send a
challenge to CSP, and CSP is supposed to return appropriate result corresponding to
the challenge. If the scheme allows only limited verification time, some challenges
must be repeated after all of them has been used. That brings CSP a wonderful chance
to answer with a deceived return if it stores all of previous response corresponding
to each challenge.

No data leakage: During the verification process, the data owner may not want to
reveal any data to TPA. Hence, the scheme should protect the data privacy against
TPA no matter how many tuple (challenge, response) is collected.

Support data dynamic operations: The data owner sometime wants to modify his
file such as deleting part of the file or inserting more data somewhere in the file. In
this case, the file’s tags need to be recomputed. Thus, the scheme should be able to
update the tags with lowest cost.

This paper proposes two schemes that address all above concerns. The proposed
schemes fully support data dynamic operations as well as public verification without
data leakage. Related demonstration and experiment are carried out to prove their
correctness and outstanding performance compared to other schemes.

The rest of this paper is organized as follows. Section2 reviews some related
work. Section 3 introduces two novel schemes DIV-I and DIV-II in detail. Section4
presents experiment results and analysis. And the last section makes conclusion.

2 Related Work

Many outstanding work has been done to provide judgment scheme for data integrity
on cloud storage. Some of them generates limited number of tuple (challenge,
response) before outsourcing data. For example, Juels and Kaliski introduced POR
scheme [1] which embedded a number of special blocks, called ‘sentinels’, among file
blocks, and the verifier releases one sentinel’s position for each challenge. Aravan and
Ashutosh [2] selected from each block a certain number of bits to compose its verifica-
tion proof. This scheme has been improved in [3] to support data dynamic operations,
but limited verification time still remains. Ateniese et al. [4] used cryptographic hash
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function to generate verification proof. This scheme supports block update, deletion
and append. However, block insertion anywhere in the file is not allowed. Chaoling li
et al. [5] tried to improve scheme of [4] to support block insertion by using SN-BN
table. However, the authors did not realizes that correctness of this scheme was not
ensured if the integrity of SN-BN table was not guaranteed. Noticeably, if the CSP
stores full set of tuples, all above schemes are not reliable any more.

On the other hand, some solutions based on RSA and Diffie-Hellman assumptions
support dynamic operations such as Deswarte and Quisquater [6] and Sebe et al. [7].
However, those schemes do not support public verification. Some another solutions
using homomorphic authentication like Shacham and Waters [8] and Ateniese et al.
[9] allow unlimited public verification time, but may lead to data leakage. We notice
that S-PDP introduced in [9] can be improved by masking the CSP’s response with
arandom number to prevent data leakage. Erway et al. [10] proposed another model
based on Ateniese et al.’s [9] model to better support dynamic operations. Liu et al.
[11] improved Erway et al.’s [10] model to reduce computational and communication
overhead. Neither of them allows public verification. Wang et al. [12] took advan-
tage of both homomorphic authentication and Merkle hash tree [13] to allow both
unlimited public verification and dynamic operations. However, data privacy was
not considered in this work. Zhu [14] introduced a scheme based on Diffie-Hellman
assumption [15] and bilinear pairings. Although the scheme supports public verifi-
cation, dynamic operations were not addressed in this work.

3 The Novel Schemes

Let p, g, be two large primes and N = p * g be an RSA modulus. Let ¢(N) =
(p — 1) x (g — 1) be the Euler function of N, and d, e are two big integers satisfy
d x e = 1 mod ¢(N). Let [ is a security parameter, assume that |d| > [, |e| > [,
(|d], |e| are bit-length of d and e respectively). N and e are made public while p, g,
©(N), d are only known by the data owner. Additionally, let g be an element with
high order in Z; and g is coprime to N. g is also made publicly known.

We suppose that data owner has a file, which includes n blocks, each block has
bits, needs to be outsourced. Hence, the file size is n * s, bits. In this paper, a tag is
calculated for each block as its authentication data. The ith block is denoted by b;
and its tag is denoted by T;.

3.1 DIV-I Scheme

Here, we propose a scheme which is similar to S-PDP but performances better in term
of tag generation and integrity verification. We call the scheme DIV-I. The scheme
includes four functions as follows:
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GenKey(l1, ) — (pk, sk): generates a public key pk = (N, e, v, r, g) and pri-
vate key sk = (p(N), d, a), where r, o are two random numbers and v = g* mod N.
Let [y, [> are two security parameter, r < {0, l}ll ,a < {0, l}l2

GenTag(pk, sk,i,b;) — T;: Let h; = H(r||i), where H is responsible to
compute the hash value and convert to big integer. Data owner computes 7; =
g @hi+bi*d 104 N and sends {(b;, T;)}o<i <n to CSP.

GenProof (pk, F, chal) — (T, B): Verifier sends challenge to CSP in a form of
(gs, ¢, {(ij, cj)}1<j<c), Where g = g° mod N, s is arandom number, ¢ is the number
of blocks that compose the response, (i, c;) is those blocks’ index and coefficient,
correspondingly. CSP responds two values:

. ‘_ ibj.
T = szlTiL,.J mod N and B = gSZF1 " mod N

VenProof (pk, chal, T, B) — {"Y”, ”N"} : Verifier computes h = vzf':1 cjhi;
mod N and check the condition 7¢* = B % h’ mod N. If the condition is satis-
fied, then returns “Y” indicates no data corruption detected. Otherwise, returns “N”
indicates Data corruption detected.

Correctness: In case of the intact of all b;; and T;; is ensured, we have T =
g‘Y*Z_L}:l(C./bfj +Dtc_/'h,'j) mod N

— gs*zjzlc_,-bij % gas*zj=1 cjhi mod N

= B % (ga*25=1 cjhi; ) mod N
=B xh’mod N

Robustness: Assuming that the factorization, RSA and Diffie-Hellman problem
are difficult over Zy;, CSP successfully pass the challenge for DIV-I scheme if and
only if the intact of all blocks and tags participate in the response is ensured.

Proof Suppose that some of blocks participate in the response are corrupted. We
prove that if CSP successfully pass the challenge, there is method to break RSA
problem. That means with any integer z, it is able to find a value w that satisfies
w® = zmod N without knowing d. The construction of this method is describes as
follows.

In the above construction of DIV-I, let ¢ = z. We assume that there are k cor-
rupted blocks in total ¢ blocks compose B, and w.l.0.g they are b;l , b;z, cee b;.k. CPS

responds to verifier a tuple (T', B'), where B’ = gf/ mod N. Without knowing s, in
order to pass the challenge, CSP needs to ensure that T = gb/ s« hmod N (2). Let
u= z;zl, cjhi; (2) & T = zb/ * 7% mod N. Because « is unknown to CSP and
we can choose e as a large prime, thus w.l.o.g we assume that gcd (e, b +au) = 1.
Thus the extended Euclidian algorithm can be used to find out x and y such that ex +
(b/ +au)y = 1.Letw = z% % T/y, we have w¢ = 7% & T = 7 *z(b/ Tou)y — o
That means the RSA problem has been break.
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Update: If data owner inserts a block b at the position pos, all the tag of blocks
from pos to n need to be updated. The update process is summarized as follow:

o CSP sends {T;} pos<i<n to data owner.
e Data owner computes new tags: Ti/+1 = T; % g?hivi=h*d yyod N

e Data owner sends {Ti/Jrl } pos<i<n to CSP.

The maximum communication overhead is (2n+ 1) x| N| 4+ s, when pos = 0 and the
minimum one is |N| + s, when pos = n + 1 (|N| is bit-length of N'). The deletion
process is carried out similarly.

Storage: pk and sk need a storage space of 5| N |+ 42 bits (g is ignored because
we can set g as small integer like 2, 3, 5). Extra storage to keep all tags on CSP is
*|N|. Thus, the ratio of extra storage and file size is |[N|/s; . For example, in case of
a 4GB file includes n =1,000,000 blocks, each block is 4 KB-size, |[N| = 1024
bits and I} = I, = 128 bits, CSP need 122MB extra storage, pk and sk need
5.25KB.

3.2 DIV-II Scheme

We try to reduce power and multiplication computation compared to above schemes
to hopefully lessen the computation cost. The new scheme, called DIV-II, is described
as follow:

GenKey(l1,1») — (pk,sk): generates a public key pk = (N,e,r, g,v) and
private key sk = (¢(N), d, o, u), where r, u are random numbers and v = g* mod N.
Let /1, [, are two security parameter, » < {0, 1}11 ,u < {0, 1}’1 ,a < {0, 1}12.

GenTag(pk, sk,i, b;) — (T;, Bi): Let h; = H1(r||i),h;. = Hr(ulli) and B; =
ghi/ mod N, where Hy, H are two functions that compute the hash value of string
and convert to big integer. Data owner generates tag for all block using the formula
T, =a*xb;+dxh; + h; mod ¢(N) mod then sends {(b;, T;, Bi)}o<i<nto CSP.

GenProof (pk, F, chal) — (T, B): Verifier sends challenge to CSP in a form
of (¢, {(ij, cj)}1<j<c), where is the number of blocks that compose the response,
(ij, cj) is those blocks’ index and coefficient, correspondingly. CSP responds three
values:

T = ng:l T mod N, B = v2i=1 i H?Zlﬁfj_j mod N.

VerProof (pk, chal, T, B) — {"Y","N"}: Verifier computes h = gZ;=1 cjhij
mod N and check the condition 7¢ = B¢ x hmod N. If the condition is satisfied,
then return “Y”” means “No data corruption detected”. Otherwise, return “Y”” means
“Data corruption detected”.

Correctness: In case of the intact of all bij, Ti; and 'Bi_i is ensured, we have:

T¢ = g 2= mod N
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c . . . ’
e*zj:1 c;j (a*b,j +d*h,/. +hij ) mod N

c < : / < h:
— ge*a*z'j=l C_,‘b,'j * gz,=1 th[j % gz-/=' C_,/’llj mod N

= B“hmod N

Robustness: Assuming that the factorization, RSA and Diffie-Hellman problem
are difficult over Zy;, CSP successfully pass the challenge for DIV-II scheme if and
only if the intact of all blocks and tags participate in the response is ensured.

Proof We prove that if CSP’s response to challenge can successfully pass the
verification while some block has been corrupted, there is scheme to break RSA
problem. For instance, for a particular z , we are able to find out a value w that
satisfies W¢ = zmod N.

In the above scheme, let g = z. Suppose that CSP responds 7 and B. Let u =
Z;: 1¢jhi; . If the response passes the verification, the equation 7¢ = B¢ xz" mod N
(3) should be established. (3)< (TB~1)¢ = z*mod N. We assume w.l.o.g that
gcd(e,u) = 1. Thus we can find out x and y such that ex + uy = 1. Let w =
Z5 % (TB~1)Y, we have w® = z¢* % (T B~1)®Y = z°° % z*¥ = z. That means the RSA
problem has been break.

Update: In DIV-II, when data owner inserts a block at the position , all the tags
need to be updated. The update process is summarized as follow:

CSP sends {7} }o<i<n to data owner.
Data owner chooses a random number u . Let h;./ =H (u/ [17)
Data owner computes new tags:

Ti/ =T +h;, —h; mod ¢(N)if0 <i < pos
T,y =T +dx (hiy1 +hi) +h; | —h;mod o(N)if pos <i <n

1

e Data owner sends {Ti/}ofiin to CSP.

Like the previous scheme, the update process of DIV-II is without downloading
the block’s data. The communication overhead is (2n+ 1) *| N |+s,. However, if new
block is appended, no tag need to be updated. Thus, the communication overhead is
only |N| + by.

Unlike DIV-I scheme, when a new block inserted, DIV-II requires all tag to be
recomputed. If tag of blocks prior position are not recomputed, there’s no need to
choose . Hence, T,.,Jrl =a*xbi +dxhjy + h;+1 mod ¢(N), pos < i < n.
Because CSP knows Tj | = o x bj+1 +d *x hj+1 + h;+1 mod ¢(N), pos <i <n
it can compute Ti/+1 —Tiy1 = ax(bj —bjy1) mod ¢(N). Thus, CSP can find out «
as well as ¢ (), and it will be able to compute all the tag.

Storage: compared to DIV-I, the ratio of extra storage on CSP and file size is
2|N|/sp.

In both DIV-I and DIV-II, in order to avoid storing many r, we can set this value
to each file’s unique sequence provided by CSP. Additionally, if we use two seeds,
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one used to generate i; and the other used to generate c;, just like S-PDP scheme,
the challenge communication overhead can be reduced from 0(c) to 0(1). Besides
that, unlike some previous schemes, verifier does not receive a linear combination
of data blocks, hence data privacy is preserved.

The deletion process is similar to insertion.

4 Experiment and Analysis

4.1 Experiment Environment and Assumptions

We code C++ programs to run on a computer with Intel(R) Core(TM) 2 Quad CPU
Q8200@2.33 GHz, 2.34 GHz and RAM of 2 GB to test the performances. We want
to compare the computation time of two proposed schemes with S-PDP scheme,
thus we just need one computer to run all functions including GenKey, GenTag,
GenProof, VerProof. We do not use two seeds to generate i; and c;. Those val-
ues are included in the challenge. Additionally, we use MD5 to compute all hash
value. Algorithms use NTL library [16] for doing big number calculation. Each
case in our experiment is repeated 10 times and the mean value is used for further
analysis.

4.2 Results and Analysis

First of all, we test the performance of three schemes (S-PDP, DIV-I, DIV-II) for
1 MB file in different cases corresponding to different value of block size. As can be
seen from Fig. 1, the tag generation time of all three scheme is inversely proportional
to block size. Additionally, the time of S-PDP is the biggest and the time of DIV-II
is significantly less than that of the others. Interestingly, Fig. 2 shows that the server
computation time is absolutely the same in three scheme independently to block
size. Moreover, the time decreases when block size is smaller than 4 KB, reaches the
bottom when block size is equal to 4 KB, and increases with larger block. Table 1
presents that the verification time of S-PDP is inversely proportional to block size
while the time of other schemes just slightly decreases when block size varies from
1 to 64 KB. Furthermore, the time of our two schemes is less than that of S-PDP in
all cases.

On the other hand, Fig.3 depicts inversely proportional relation of maximum
insertion time and block size for two novel schemes. Notably, the time of DIV-I
is the bigger than that of DIV-I. In Fig. 4, however, the minimum insertion time of
DIV-1I is the bigger. In fact, the maximum and minimum insertion time of DIV-1I is
the same because all blocks need to be updated in both situations.
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Fig. 2 Server computation time for 1 MB file

Table 1 Verification time for Block size (KB) | S-PDP (ms) | DIV-I (ms) | DIV-II (ms)
1 MB file

1 2602 32 43

2 1298 27 39

4 659 27 37

8 337 25 37

16 180 25 37

2 97 24 36

64 58 24 36
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Next, we set block size to 4 KB and test the performance of three scheme with
different file size. Note that when block size is constant, number of block is directly
proportional to file size. Figure 5 shows the directly proportional relation of server
computation time, which is the same for three schemes, and file size. However, in
case of verification, as can be seen from Table 2, the time of our two schemes only
lightly rises while that of S-PDP still directly proportional to file size and the time
of S-PDP is always bigger than that of two proposed schemes in all cases.
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Fig. 5 Server computation time for 4 KB block size

Table 2 Verification time in File size (MB) | S-PDP (ms) | DIV-I (ms) | DIV-II (ms)
case of 4 KB block size

1 659 27 37

2 1311 28 40

4 2593 30 43

8 5160 37 48

5 Conclusion and Future Work

This paper proposes two novel schemes to verify the data integrity in cloud stor-
age. Those schemes allow unlimited verification time and third party verification.
Moreover, those support public verification and do not introduce any data leakages.
Compare to S-PDP, those schemes need fewer computation time to generate tags
and verify data integrity. Additionally, DIV-II needs more extra storage on CSP and
dramatically decreases tag generation time compared to DIV-1. However, the verifi-
cation time of DIV-II is slightly bigger than that of DIV-I. Interestingly, we notice
that the two novel scheme have potential to combine with error-correcting like in
POR and with spot checking referred in [9] to obtain better performance. This idea
should be addressed in the future work.
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Generation of Assurance Cases
for Medical Devices

Chung-Ling Lin and Wuwei Shen

Abstract In safety critical systems, the manufacturers should provide compelling
and comprehensible arguments to demonstrate that their system is well designed
and safety of the system to the public is guaranteed. These arguments are usu-
ally represented by an assurance case. However, one of challenging issues facing
the safety critical industry is how to produce an assurance case that provides a set
of well-structured arguments connecting safety requirements and a body of evi-
dence produced during software development. In this paper, we take the medical
systems industry into account to illustrate how an assurance case can be gener-
ated when a software process is employed. In particularly, we consider the Generic
Insulin infusion Pump (GIIP) to show how an assurance case can be produced via
during a popular software development process, called Rational Unified Process
(RUP).

Keywords Assurance cases - UML profile -+ OCL - Medical device software -
Safety critical system

1 Introduction

One of the most challenging issues facing the safety critical industry is how to
develop an assurance case providing a compelling and comprehensible argument
to demonstrate that a safety critical system is well designed so its safety is guar-
anteed when it is in use. In safety critical domains, there are many international
standards where many safety-related requirements are specified. A well-designed
assurance case should successfully link the evidence to the specific safety objective
of the system in a convincing way. But, how to produce such an assurance case has
become an important issue. Many manufacturers have found the generation of an
assurance case after a software system has been developed is quite time consuming
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and error-prone. One of the important reasons is that developers should recall the
details made during the software development process in order to build an argu-
ment linking the evidence and the corresponding claim(s). Then, a question has been
raised: can an assurance case be generated when a specific software process has been
employed?

In this paper, we take medical device software into account. In the medicals
device industry, all medical devices must pass the FDA pre-market review before a
new product can be deployed to the market because the FDA regulators are entitled
to ensure that each new product is safe and reliable to the public. To better design a
software system embedded into a medical device, some international standards such
as ISO14791 [1] have been proposed. Recently, some guidance documents based on
a specific medical device such as infusion pumps were released [2]. These standards
and guidance documents aim to help medical device manufacturers to design medical
device software according to recommendation in these documents. Consequently, the
quality of medical device software can be improved.

However, how to conform to the regulation-requirements in these standards and
guidance-has bothered many medical device manufacturers. In the medical device
industry, many companies have already put in place their own cultures such as their
own policies and processes to achieve the objectives of the regulation. They have
found that it is a painful process to build a compelling assurance case which consists
of information scattered over a large body of artifacts such as the hazards-analysis
report and test and validation report, which they have produced before. Even worse,
when constructing an assurance case, developers must spend more time to recall many
design decisions made before. For instance, why a requirement has been decomposed
into several sub-requirements and what criterion has been used at that time. Recall of
these design decisions is always time consuming and error prone. Thus, the construc-
tion of an assurance case becomes one of persistent complains from medical device
manufactures and stifle the motivation and creativity of manufacturers in building
safer and more reliable medical devices.

In this paper, we strive for a new method that can automatically combine a spe-
cific software development process with the assurance information to reduce the
burden of medical device manufacturers. We consider the goal structure notation
(GSN) [3] as a backbone to build an assurance case. In order to integrate a spe-
cific development process employed by a medical device manufacturer, we employ
the Rational Unified Process (RUP) [4] as a representative development process.
We illustrate our approach with the case study of the Generic Insulin Infusion
Pump (GIIP) [5], which we co-developed with FDA staff in the past years. In fact,
in our previous work, the traceability established between different artifacts pro-
duced during the RUP process enable to track a system’s design downstream to the
implementation and upstream to the rationale. The traceability information lever-
ages the understanding of how a system has been designed to satisfy the relevant
safety requirement and thus expedite the regulator review process. Simultaneously,
the traceability information becomes an integral part of constructing an assurance
case.
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The remainder of this paper is organized as follows: In Sect.2, we introduce
an assurance case and its GSN notation. In Sect.3, we employ the Generic Insulin
Infusion Pump case study to illustrate how to produce an assurance report when the
Rational Unified Process is applied. Some related work is discussed in Sect.4, and
we draw a conclusion in Sect. 5.

2 Assurance Case and Its GSN Notation

An assurance case is important for safety critical systems in that it provides an
argument from the developers about why a safety critical system can work well
when it is in use. In the medical device industry, an assurance case of a medical
device should demonstrate that the device does not harm a patient but also improve a
patient’s health. In order to assure the correctness of safety-critical software systems,
a convincing assurance case should consist of the following elements:

e Claim. A claim is a statement that claims about some important property of a
system such as safety and security.

e Argument. An argument is reasoning of why a claim can be supported. The rea-
soning can be done via the justification between claims and sub-claims or claims
and evidence.

e Context. A context gives assumptions made about the whole assurance case.

A convincing and valid argument of why a system meets its assurance require-
ments is the heart of an assurance case. An assurance case should consist of extensive
references to evidence used by the system. In general, an assurance case is a collec-
tion of claims, arguments, and evidence that are created to support the contention
that a system will satisfy the particular requirements.

Certain claims can be directly supported by evidence, which usually refers to
external documents collected by some systematic methods and procedures. In gen-
eral, a structure of an assurance case is a tree-like structure with the top element as the
root claim. Currently, there are two different notations to denote an assurance case,
i.e. Goal Structuring Notation (GSN) [3] and Claims-Arguments-Evidence (CAE)
Notation [6, 7].

In this paper, we adopt the GSN notation to represent an assurance case. In GSN,
arectangle node represents a claim, such as CO (“All relevant hazards have been con-
sidered”) in Fig. 1. A parallelogram node represents argument reasoning. In Fig. 1,
the parallelogram AO represents that the following argument: the decomposition of
claim CO is based on the categories recommended by the Guidance for Infusion
Pump, i.e. “Total Product Life Cycle: Infusion Pump—Premarket Notification Sub-
mission” (abbreviated as Guidance in the rest of the paper) [2]. A rounded rectangle
node denotes the relevant information used in an assurance case. For instance, C1
in Fig. 1 denotes the Guidance [2]. A diamond decorator node represents that infor-
mation related to the node will be supported later. Finally, a circle node denotes
evidence.
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Fig. 1 Top level structure of an assurance case for GIIP

M = number of software hazards

3 Development Process for GIIP

We apply the Rational Unified Process (RUP) to develop the Generic Insulin Infu-
sion Pump case study due to the following several reasons. First, RUP is an iterative
software development process created by Rational Software Cooperation, which was
bought by IBM in 2003. It consists of various types of activities, each of which pro-
duces one or several different artifacts. RUP can be adapted to satisfy different needs
during a software development process. Second, RUP has a good tool-based support.
Various tools from IBM support different activities during software development. For
example, RequisitePro [8] supports to produce artifacts at early stage of a software
development process while Rational Software Architect (RSA) [9] can leverage the
model design and software implementation. Because of the above reasons, RUP has
gained a great popularity in industry.

In general, the RUP has four phases for a software development cycle. The key
to the RUP is that a traditional software development process lies within all of the
four phases, each of which has its own objective and milestone at the end. The
milestone of each phase can be checked via the corresponding artifacts to validate
whether the objective has been accomplished or not. These four phases are: Inception,
Elaboration, Construction, and Transition. During the Inception phase, the primary
objective is to scope the system adequately as a basis for validating initial costing
and budgets. The primary objective of the Elaboration phase is to mitigate the key
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risk items; and at the same time, domain analysis is made and the architecture of
the project gets its basic form. Consequently, some design artifacts such as a USE
CSAE model should be available for the later phases. The primary objective of the
Construction phase is to build the software system. The main activities should include
the bulk of coding activities. As a result of the activity, software implementation as
software artifacts should be done. Finally, during the Transition phase, the objective
is “transit” the system from development into production, making it available to and
understood by the end user. The main activities include to beta testing the system to
validate it against the end users’ expectations. The corresponding test and validation
report should be produced.

The GIIP problem was proposed as a case study by FDA to study how a software
system embedded into an insulin infusion pump can be designed and validated.
In addition to the requirements related to an insulin infusion pump application, a
software system designed for the GIIP application should also consider some specific
standard or guidance documents in the medical device domain, such as “Total Product
Life Cycle: Infusion Pump—Premarket Notification Submission” [2]. In this paper,
we will demonstrate how to generate an assurance case when the RUP process has
been employed.

First, an assurance case is necessary for each premarket submission from an
infusion pump manufacturer. According to the Guidance, it says: “In making this
demonstration of substantial equivalence for your infusion pump, FDA recommends
that you submit your information through a framework known as an assurance case
or assurance case report. An assurance case is a formal method for demonstrating
the validity of a claim by providing a convincing argument together with supporting
evidence.” Furthermore, a claim, according to the Guidance, is “a statement about a
property of the system”. To make a claim, the Guidance identifies 8 different hazard
categories. FDA further requires each submission to “clearly describe the method
used to analyze the hazards and each hazardous event mitigation”. Next, we illustrate
how an assurance case can be generated during the RUP process. Due to the space
limit, we cannot show all the artifacts produced during the RUP. We concentrate on
the Inception/Construction Phase, which mainly produces the requirement document,
feature description document, use case report, and a sequence diagram. As the starting
point, we claim that all relevant hazards have been considered during the Construction
Phase. Then, this claim can be decomposed into eight sub-claims according to the
Guidance such as Hardware Hazards. The argument of this decomposition is shown
by AO and CI in Fig. 1. In this paper, we only consider Software Hazards denoted
as HCs. The Software Hazards can also be divided into some sub-subclaims and in
this case we consider the “Excessive Bolus Administration” denoted as SHCp,.

During the Construction Phase, first the safety requirement document should be
produced. In this document, all safety requirements related to an infusion pump
should be addressed. In the case of claim SHC,, the following argument is built:
“Each hazard should be well addressed in a hazardous event mitigation way via
safety requirements”. In this argument, the phrase “well addressed” means as fol-
lows: the disjoint of relevant subclaim/sub-arguement/evidence should be complete
(exhaustive) while the conjoint of the subclaim/sub-arguement/evidence should be
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Fig. 2 Structure between SHCeba and safety requirements

empty (exclusive). More specifically, during the Inception Phase, a design decision
about safety requirements should be made as follows: all safety requirements should
satisfy the exhaustive and exclusive properties. If there is only one safety requirement
produced:

e 1.2.2 The pump shall allow the user to set at least two basal profiles at the same
time, and require the user to activate no more than one profile at any single point
in time.

then the above argument is not complete since how the hazard SHC,p, can be miti-
gated when a user set only one basal profile is not addressed. So, when developers
apply the RUP to produce the safety requirements documents, the flaw in the assur-
ance case is observed. Figure 2 shows the structure between hazard SHC.p, and the
related safety requirements.

Assume that the other safety requirement related to when a user sets one basal
profile is considered continue to apply the RUP to design features document. A
features document lists all the features that an infusion pump system should achieve.
Similar to the previous argument structure, we should build an argument that “Each
safety requirement should be well addressed via system features”. In this case, we
assume that the following features are produced:

e R3113-2: The component shall be able to manipulate the Basal Profiles record in
the following ways:

— Add a new profile to the record if doing so will not exceed the record’s capacity
(see Requirement R3116 for more detail).

e R3114: The component shall not accept any invalid basal profile that the user
programs into the Basal Profiles record. A valid basal profile includes one or more
segments, each of which is defined as a pair (effective period, basal rate), where
the basal rate shall range from 0.05 Unit/h to x Unit/h and the effective period is
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defined by its starting time (of day) and ending time (of day). The ending time of
a basal segment shall be no earlier than its starting time. In a valid basal profile,
the effective periods of two distinct segments shall not overlap with each other,
and effective periods of all segments shall cover 24 h of day.

e R3115: If the Basal Profiles record is not empty, the component shall allow the
user to activate (via IUID) any profile stored in the record, i.e. scheduling basal
delivery according to this profile. If the profile to be activated is not currently active,
the component shall deactivate the currently active one first and then activate this
profile. The activation of basal profiles has to be confirmed by the user before it
can take effect.

e R3116: When the user selects (via IUID) to program a new basal profile, the
component shall check if the Basal Profiles record has reached its storage limit. If
s0, the component shall instruct IUID to prompt the user to either quit programming
or select an existing profile to override. Otherwise, the component shall acquire
the newly programmed profile from IUID and check its validity. If the new profile
is valid, the component shall add it into the Basal Profiles record without affecting
other profiles in the record or selection of the active basal profile. If the new profile
is not valid, the component shall reject this profile and inform IUID of the rejection.

In the case of claim safety requirement 1.2.2 is well designed, two arguments are
built based on the fact that each safety requirement is mapped to a set of features that
satisfy the exhaustive and exclusive properties and each safety requirement should
be connected with related features. For the first argument, the exhaustive and exclu-
sive properties mean that each feature considers one scenario for a safety require-
ment. For example, safety 1.2.2 can be decomposed into the following scenarios
that should be addressed by the features: (1) A function that allows the user to add
new profiles, (2) The definition of a valid profile that can be accepted by the system,
(3) A function that allows the user to activate profile, and (4) the constraint of acti-
vating a profile. In this example, R3113-2 considers adding a new profile, which
is further explained by R3116. These two features are related to the scenario 1 of
safety 1.2.2. The scenario 2 is addressed by R3114 which defines a valid structure
of a profile. When a basal profile is added, R3115 shows the feature of setting an
added basal profile to be an active basal profile and is related to scenarios 3 and 4
of safety 1.2.2. From these descriptions, the design decision is based on that these
features should satisfy the exclusive and exhaustive properties. Namely, any two
of these features have no overlapping, and safety requirement 1.2.2 is completely
addressed by these features. For the second argument, the traceability links between
safety requirements and system features are considered as evidence to support this
argument. Figure3 shows the arguments and sub-claims decomposed from safety
requirement 1.2.2. Figure4 shows the traceability matrix between safety require-
ments and system features.

Next, we establish an argument via a design decision made about features via
some artifacts produced during the next activity of the RUP as shown in Fig.5. In
this case, we enter the Construction Phase in the RUP which mainly produces some
design artifacts. Some important artifacts to be produced include use case reports,
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Fig. 6 Use case reports related to feature R3114

and sequence models. Likewise, we can continue to consider the similar arguments,
each feature should be well designed via a use case report and each feature should be
connected with related system artifacts. Here we use Feature R3114 as an example.
Figure 6 shows three use case reports that targets on the three different scenarios
related to R3114 and Fig. 7 shows the traceability matrix between features and use
case reports.
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Last, due to space, we assume that the RUP process stops at the second argu-
ment, i.e. each use case is designed. In the real development process, we continue to
develop the system in which a design class model and a final C++ implementation
are produced. Under this assumption, these sequence diagrams serve as evidence of
the whole argument hierarchy. The logical connection between a high-level hazard
and the final sequence diagram reflects how each hazard has been analyzed and miti-
gated. We show a sequence diagram related to Use Case “Add basal profile” in Fig. 8.
Here, it is worth discussing what “each use case should be well designed” means.
We follow the definition of exhaustive and exclusive properties to design sequence
diagrams from use case models. In order to comply with the exclusive property,
every use case is implemented by different sequence diagram. Each sequence dia-
gram describes different system interactions and no overlapping between any two
sequence diagrams. To fulfill the exhaustive property, every basic flow and alterna-
tive flows of a use case can be mapped to different message in the sequence diagram.
Every lifeline designed in the sequence diagram is already defined in the use case.
That is, all of the information in the use case is completely captured and implemented
by the sequence diagram.

4 Related Work

Construction of an assurance case has been a hot topic since the software-intensive
safety-critical systems are becoming popular and increasing complex. How to build
a compelling argument draws more attention in safety-critical industry. Many chal-
lenges have remained in the assurance case community [10]. Various techniques
have been proposed to address the problems and difficulties in the construction of an
assurance case.

Hawkins et al. presented a new approach that incorporates a confidence argument
in a safety argument [11]. Traditionally, a safety argument includes the confidence
about this argument and the separation of a confidence argument can make both
arguments clarity of purpose and helps to avoid some redundancy in arguments and
evidence.

Jee et al. discussed the construction of an assurance case for the pace-maker
software via a model-driven development approach [12], which is similar to ours.
However, their approach emphasizes on the later stage of a software development
such as a timed automata model as a design model and C code as implementation
language. The approach considers the application of the results from a model checker
called UPPAAL and measurement based on timing analysis as evidence.

Attwood et al. proposed to apply a linguistic model of understanding to iden-
tify mismatches and provide guidance on composition and integration when con-
structing an assurance case. Dominguez et al. presented an experience in developing
an assurance case for a rebreather system via the Goal Structuring Notation. Ray
et al. demonstrate an approach for safety assurance case argumentation based on the
Generic Patient Analgesic Pump (GPCA). As a governing agency in medical device
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industry, a document recently released by FDA recommends the submission of an
assurance case as part of pre-market submission.

Rushby observed that an assurance/safety case is an argument that helps increase
confidence in the soundness of a given case. One of the most important ways to check
an argument is formal logic. Thus Rushby proposed a method to formalize safety
cases and one important ramification of this work is the use of automated tools to
check the logical soundness of a safety case [13]. Another advantage of formalization
is the development of metamodel for various tactics of argument.

The automotive industry is another specific domain requiring the construction
of a safety case. For example, the automotive standard ISO26262 [14] requires the
development of a safety case for electrical and/or electronic (E/E) systems whose mal-
function has the potential to lead to an unreasonable level of risk. Many researchers
have developed various strategies to design a safety case for an automotive software
system. Birch et al. investigated the main argument structures of a safety case and
the relationships among these structures when assessing functional safety in that
1S026262 does not specify how a safety argument should be evaluated in the func-
tional safety assessment process [15]. Birch et al. emphasized on the product-based
safety rational when constructing a safety argument.

Westman et al. demonstrated that the contract theory can be employed to construct
safety requirements in ISO26262 [16]. Contracts are used to separate the responsi-
bility of a system from its environment by imposing safety requirements on the
environment as assumptions. To check an automotive software system against ISO
26262, contract theory provides the verification of consistency and completeness on
the safety requirements.

Stiirmer et al. proposed a novel approach to study whether an automotive soft-
ware system is compliant with ISO26262 via reviewing software models [17]. Since
model-based development has gain the popularity in the automotive industry, the
early detection of model artifacts that violate the safety requirements in ISO26262
can greatly improve the quality of an automotive software system. Stiirmer et al.
combined an automated and manual review to detect any violation of ISO26262.

5 Conclusion and Future Work

Developing a software system that, software engineers can guarantee, satisfies the
regulatory requirements is one of the most challenging issues facing the software
engineering community. In this paper, we propose a novel approach which integrates
the construction of an assurance case into a software development process. While
we only consider the Rational Unified Process, our approach can be applied to all
other software development processes employed by medical device manufacturers.
We aim to save the time and labor to generate a convincing and compelling argument
for a system and our approach cannot only be used by some regulatory bodies but
also improve manufacturers’ capability to understand the quality of a system they
have designed.
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While our approach is still in the preliminary stage, we think the approach paves
the way to leverage the capability of regulatory review and even software certification
via an assurance case in an automatic way. With the recent progress made in the
Model Driven Engineering (MDE) community, we think some important techniques
advanced in the MDE community can be adapted to regulatory review and software
certification. In both regulatory review and software certification, one important issue
is to investigate whether a system has achieved the claimed requirements. In fact,
an assurance case has been widely proposed to establish an argument in a logically
consistent fashion.

‘We have noticed that a metamodel for a structured assurance case, called SACM
[18], has been proposed by the Object Management Group while GSN and CAE
have been used as popular notations in the assurance case community. Obviously,
the assurance case community does not lack of the notation to represent an assurance
case. The introduction of SACM is in fact consistent with the latest development
fashion in MDE, aiming to bridge the gap between the problem domain and the
implementation domain.

On the other hand, a UML profile mechanism has been widely employed to
model different artifacts produced during software development process. Also, a
UML profile can model a development process. For instance, a UML profile for
business modeling proposed by IBM aims at the application of UML notation to
represent the artifacts produced during BPMN [19]. In fact, many industry companies
have their own metamodel capturing the specific development process used in their
company. Based on this fact, we think the application of the metamodels that represent
a development process and an assurance case structure respectively can facilitate the
regulatory review and software certification from the following two aspects.

First, inspired by the forward engineering features in MDE, we take the advantage
of the two different metamodels that can help to generate an assurance case. One
important feature of a metamodel is to leverage the ability of model transformation.
Thus, using the model transformation techniques we can produce an assurance case
from artifacts produced during a development process. In this case, developers can
record all design decision made to produce various artifacts during a development
process. Consequently, there is no additional time and effort to build an assurance
case separately.

Second, the popular technique in MDE to retrieve a design model from an imple-
mentation motivates us to retrieve an assurance case from the produced artifacts. This
so-called reverse engineering is quite useful when a system has been designed before
some standards and guidance documents are proposed. Obviously, the metamodels
can help to dive into text in the related documents that can be possibly established an
argument structure. Next, thanks to the latest development in information retrieval,
we can consider to apply some techniques such as vector space model to retrieve the
relevant information to recover an assurance case.

An assurance case provides a powerful method for medical device manufactur-
ers to convince some regulation agencies such as FDA that their system is com-
pliant with safety requirements under some guidance documents or standards. Our
future work based on the approach will concentrate on the application of the MDE
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techniques. Thus, the generation of an assurance case can be done in an automatic
and systematic approach so we should finally leverage the capability of regulatory
review and software certification.
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Value/Quality/Satisfactory Factors
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Abstract Service modeling relies on the many factors as indicators for measurement
of business value, service quality and user satisfaction. However standardization
on related factors is missing in current literature. In this paper, we work towards
the solution of this problem. Firstly we collect more than 200 related factors from
literature review. Secondly we try to provide a classification framework through a
constructive process at conceptual level. Then we use the constructive process to
classify the factors into more than 20 higher level categories with explanation on the

process.

Keywords Service value - Service quality - Satisfactory - Classification

Y. Duan (X)) - W. Feng - W. Du - J. Lu

College of Information Science and Technology, Hainan University, Haikou, China
e-mail: duanyucong @hotmail.com

W. Feng

e-mail: fwlfwl@163.com

W. Du
e-mail: wencai @hainu.edu.cn

J.Lu
e-mail: lujx1994 @gmail.com

N.C. Narendra
Cognizant Technology Solutions, Bangalore, India
e-mail: ncnaren @gmail.com

B. Hu
Kingdee International Software Group China, Hong Kong, China
e-mail: bob_hu@kingdee.com

D.Li

School of Statistics and Mathematics, Central University of Finance and Economics,
Beijing, China

e-mail: lidh97 @cufe.edu.cn

© Springer International Publishing Switzerland 2015
R. Lee (ed.), Computer and Information Science, Studies in Computational
Intelligence 566, DOI 10.1007/978-3-319-10509-3_11

141



142 Y. Duan et al.

1 Introduction

Service measurement is of key importance to the successful adoption of various
service technologies.

This is because service applications must provide clear indicators for profit cal-
culation before any investors will be willing to invest in them. From the software
management perspective, a service system can be defined as successful only when the
end users are satisfied, and this must be measurable. For service system to be main-
tained quality factors such as QoS need to be employed as technical requirements.
In the service market, service quality factors will be evaluated in a comprehensive
manner before candidate services are selected for a service composition.

Ideally a standardization of service factors which coherently cover all aspects in
a coherent manner is expected to aid the widespread use of service technologies. To
the best of our knowledge, there is no dedicated literature for this purpose. In this
paper, we work towards this direction starting from an empirical collection of the
factors and proceed towards creating an approach to classify the factors.

The rest of the paper is organized as follows: Sect.2 shows the empirically col-
lected factors. Section3 presents our classification approach and the construction
steps. It also shows the application of our approach. Section4 concludes the work
with future directions.

2 Emprical Collection of Factors

Table 1 shows a collection of more than 200 service value/quality/satisfactory factors
from literature review. We did this by going through the main literatures in both IT
and economics research.

Empirically the main categories are collected as follows:

{Functional, Implementation, emotional, epistemic, social, management, reshap-
ing, quality, context, security, supportive, computation, risk, input, monitor and
control, integration, composition, legislation, compliance, financing, alter perspec-
tives, tradeoff’}

3 Organization of the Categories

Figure 1 shows the organization of the categories which actually gives a certain
degree of formal meaning (although not complete) to these natural language terms
by relating them together in a hierarchy. The organization is explained with the
subsequent decomposition steps.
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Table 1 Collection of service value/quality/satisfactory factors

Category Sub category

Functional Practical, correct, state, event, activity, exchange, usage, operation

Implement Adaptation, order, creation, deployment, activate, terminate, charge, report,

(roles) purchase, response, sell, marketing, transfer, design, interface, decision,
development

Emotional Dependent, partnership, friendliness, cooperativeness, confidence, brand, trust,
satisfaction, anxiety, surprise, shame, psychological, imagination, inspiration

Epistemic Description, define, knowledge, organization, service type, data classification,
learn, understanding, reuse, metamodel, cognitive, difficult, identification,
prioritize, innovation

Social Reputation, trust, culture, group, peer pressure, community, fashion

Management | Test, validation, disposition, withdraw, expiration, report, alarm, derivation,
collection, reproduction, evaluation,

Reshaping Mature, habit, feedback, reengineering, repurchase, recommendation to others,
persuasion

Quality Responsiveness, completeness, compatibility, consistency, up-to-date,
readability, availability, precision, extensibility, granularity, accuracy, effective,
efficient, capability, aesthetics

Context Restriction, location, domain, language, format, technique, feature, conditional,
member ship, customer loyalty

Security Privacy, data integrity, encryption

Supportive Remedy, compress, revision, logging, renew, Archiving, backup, Recovery,
extension, optimization, replace, history, environment, elicitation, statistics,
insurance, infrastructure

Computation | Logical, measure, priority, classification, precondition, post condition,
assessment, sacrifice, benefit

Risk Uncertainty, indeterministic, possibility, change management

Input Price model, Questionnaire, cost, requirement, supply mode, right, ownership,

expectation, incentive, intention, coverage, time, size, name, organization,
contract, quantity

Monitor and

Behavior, performance, governance, reconciliation, communication, lifecycle,

Control relevance analysis, response time, update frequency, simulation, checking

Integration Information/ data Integration, resource planning

Composition | Functionality(de) composition, business process, subscription/publish,
transaction, networked, transformation, bundling

Legislation Law, policy, subcontract, liability, enforcement, copyright, license, intellectual
right, jurisdiction, indemnity

Compliance Evaluation practice, SLA, obligation, responsibility, credit, standard, protocol,
agreement, usage permission, warranty, non-commercial, attribution, commit

Financing Payment/cost/charge management, audition, tax, accounting, value, added value,
created value, cost model

Alter Service barter, advertisement, services oriented network

Tradeoff Long term versus short term, stakeholders, roles, sustainability, game theory,

(roles) perspectives, reciprocity, conflicts, promotion, strategy
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Fig. 1 Evaluation criteria

3.1 Classification According to “Consistent” Versus “Balanced”

Source: this classification is targeted on the identification of whether a service model
considers competitive situation.

Description:

Consistent: it means that a service model can be placed into at least one subcate-
gory which belongs to the following set of considered subcategories:

{Functional, Implement, emotional, epistemic, social, management, reshaping,
quality, context, security, supportive, computation, risk, input, monitor and control,
integration, composition, legislation, compliance, financing, alter perspectives }

Balanced:it means that a service model covers at least one considered subcategory
of tradeoffs among no less than two parties, such as:

{roles, stakeholders, goals, interests }

Considered set of subcategories of balanced:

{tradeoff}. It refers to tradeoffs among long term versus short term goals, tradeoff
among interests of roles/stakeholders, competition among companies.

Usage of this classification: it can used to indicate the coverage of the content of
a service model by marking one or more of elements under {consistent, balanced}.
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3.2 Under “Consistent” Category: Classification
According to “Normal Environment” Versus “(Plus)
Service Network”

Source: this classification is targeted on the identification of whether a service model
is running in an environment with all the interaction interfaces which are provided
in the form of service interfaces which we call service network infrastructure, or in
a normal environment.

Description:

Service network: the infrastructure for a service model to run is built on services by
itself. So all the interfaces which are provided to a running service model are service
interfaces. In this environment, a service model is an instance of SaaS (software as
a service) in cloud computing.

Normal environment: it means that a service model is not in a service network for
this evaluation approach.

Considered set of subcategories of service network:

{service network}

Usage of this classification: it can used to indicate the coverage of the content of a
service model by marking Yes/No on {service network }. If service network is marked
as Yes, the subcategories of “normal environment” might still be applied to evaluate
a service model which is classified under “service network™ because that most of
those subcategories which are taken as evaluation criteria are used to measure the
coverage of a service model or its parts and are independent from the confirmation
of Yes of “service network” of a service model.

Notice: a “service network”™ is an extension of a “normal environment”. “Normal
environment” is not an explicit option for selection.

3.3 Under “Normal Environment” Category: Classification
According to “Content Related and Quality” Versus
“Extension on Restrictions and Output”

Source: this classification is targeted on whether a service model covers solely the
content and quality of a service system or even more by covering the contractual
restrictions and economical activities based on the output data of services from
business perspective.

Description:

“Content related quality”: it refers to that a service model covers the information
related directly to the construction, implementation and quality evaluation related
issue.

“Extension on restrictions and output”: in general, it refers to the issues which are
independent from a concrete service system but can be adopted for implementation
of a service system. Restriction refers to the external restrictions on operations on
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service systems which are irrelevant to the concrete implementation, construction
and quality of a specific service system. Extension on output refers to the economic
and financing considerations and activities which are based on the output data of a
service system.

Considered set of subcategories of “content related and quality””: {Functional,
Implement, emotional, epistemic, social, management, reshaping, quality, context,
security, supportive, computation, risk, input, monitor and control, integration, com-
position}

Considered set of subcategories of “extension on restrictions and output”:

{legislation, compliance, financing}

Usage of this classification: it can used to indicate the coverage of the content
of a service model by marking Yes/No on {extension on restrictions and output}. If
“extension on restrictions and output” is marked as Yes, all subcategories of “content
related and quality” might still be applied to evaluate the service model.

Please note: an “extension on restrictions and output” is an extension on solely
“content related and quality”.

3.4 Under “Content Related and Quality” Category:
Classification According to “Service Set” Versus
“Service System”

Source: this classification is targeted to refine the evaluation of a service model as
objects of “service set” and “service system”.

Description:

“Service set”: it refers to those evaluations that focus on individual services or
groups of services which will consider the integration of organized of services in the
form a service system.

“Service system’: it refers to those evaluations that focus on the structure and per-
formance of organized of services in the form a service system instead of individual
services or groups of services.

Considered set of subcategories of “service set”:

{Functional, Implement, emotional, epistemic, social, management, reshaping,
quality, context, security, supportive, computation, risk, input, monitor and control }

Considered set of subcategories of “service system”:

{Integration, composition}

Usage of this classification: it can used to refine the evaluation on a service system
by isolating features which solely belong to a service system instead of set of services
which compose a service system. It can used to indicate the coverage of the content
of a service model by marking Yes/No on {service system}. If service system is
marked as Yes, the subcategories of “service set” can still be applied to evaluate a
service model since under the category of service system only issues which are not
covered by the category of service set are considered.
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Execution rules:

e When considered for this classification, first evaluate under the category of “service
set”.

e Afterevaluation under “service set”, consider evaluation under category of “service
system”.

3.5 Under “Service System” Category: Classification According
to “Information” Versus “Functional”

Source: this classification is targeted on refinement of characteristics of service sys-
tem instead of service sets under the perspectives of information versus functional.

Description:

Information: it refers to the integration of information and data in a service system.

Functional:it refers to the composition of functions of individual services to form
the functions at the service system level.

Usage of this classification: it can used to indicate the coverage of the content of
a service model by marking Yes/No on {information, functional }. The marking on
both of these categories are fully compatible since that they are independent from
each other.

Considered set of subcategories of “information’:

{integration}. It refers to the integration of information and data inside a service
system during runtime.

Considered set of subcategories of “functional”:

{functional}. It refers to the composition of interactions of services inside a service
system during runtime.

3.6 Under “Service Set” Category: Classification According
to “Service Content” Versus “Service Implementation”

Source: this classification is targeted on distinguishing between characteristics of
service content and implementation of services.

Description:

Service content: it refers to the issues which are related to the creation, observation
of individual services which compose a service model.

Service implementation: it refers to the issues which are related to the implemen-
tation of individual services which compose a service model.

Usage of this classification: it can used to indicate the coverage of the content
of a service model by marking Yes/No on considered subcategories under {service
content, service implementation}.

Considered set of subcategories of “service content’:
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{Functional, Implement, emotional, epistemic, social, management, reshaping,
quality, context, security, supportive, computation, risk}

Considered set of subcategories of “service implementation”:

{Input, monitor and control}. Input refers to the input preparation for individual
services from users and other service systems. Monitor and control refers to the
monitor and control of individual services at runtime.

3.7 Under “Service Content” Category: Classification According
to “Basic” Versus “Supplement”

Source: this classification is targeted on refinement on service content as basic issues
and supplement issues.

Description:

Basic: it refers to the issues which are related to the description, creation, obser-
vation and extensions of individual services which compose a service model.

Supplement: it refers to the issues which are considered but not under the category
of “basic”.

Usage of this classification: it can used to indicate the coverage of the content
of a service model by marking Yes/No on considered subcategories under {basic,
supplement}.

Considered set of subcategories of “basic™:

{Functional, Implement, emotional, epistemic, social, management, reshaping,
quality, context, security }

Considered set of subcategories of “supplement”:

{Supportive, computation, risk}.

3.8 Under “Basic” Category: Classification According
to “Description & Creation” Versus “Observation &
Extension”

Source: this classification is targeted on refinement on basic issues of a service as
related to the content description, service creation and supplement issues.

Description:

Description & creation: it refers to the issues which are related to the description
of the content of a service, and management of the creation process.

Observation & extension: it refers to the issues which are related to the quality of
service, conditional issues of service content such as location, available time, data
quality and security.

Usage of this classification: it can used to indicate the coverage of the content of
a service model by marking Yes/No on considered subcategories under {description
& creation, observation & extension}.
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Considered set of subcategories of “description & creation”:

{Functional, Implement, emotional, epistemic, social, management, reshaping}
Considered set of subcategories of “observation & extension”:

{Quality, context, security}.

3.9 Under “Description & Creation” Category: Classification
According to “Proactive” Versus “Passive”

Source: this classification is targeted on refinement on the category of “description
& creation” of a service as proactive or passive.

Description:

Proactive: it refers to the issues which are related to active description of the
functionality of a service and implementation of creation of individual in a possibly
managed process.

Proactive: it refers to the issues which are related to passive content and activities
on a service. Examples include the social impact on a service and reshaping activities
on service usage.

Usage of this classification: it can used to indicate the coverage of the content of
a service model by marking Yes/No on considered subcategories under {proactive,
passive}. The marking on both of these categories are fully compatible since that
they are independent from each other in the context of this approach.

Considered the set of subcategories of “proactive”:

{Functional, Implement, emotional, epistemic, management}

Considered set of subcategories of “passive”:

{Social, reshaping}.

Meaning of specific criteria items:

For all the criteria items under the subcategories in this approach, their meanings
are restricted by the meaning of the subcategories.

Figure 1 shows an initial application of the approach to classify and evaluate the
current literature. The information gained from this survey will be useful to evaluate
not only individual work in terms of coverage but also can be used to identify the
important factors to which we need to be paid more attention.
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Table 2 A survey on the usage of service value/quality/satisfactory factors
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Sum 17/ 19/ 15| 14| 11| 8|4 | 16| 13|3 | 13| 15|4 |15/ 15|7 | 17/6 |8 | 17|2]| 16
(occurrences)

V confirms the usage of related terms
R means loosely related
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4 Conclusion and Future Work

This paper is just a first step of our ongoing work towards providing a measure
framework and an approach to create it. We will continue to explore with more
literature and refine the work as per our continuing evaluation. In particular, we will
emphasize quantitative evaluation of these factors, with a view towards measuring
service systems more rigorously. We hope that it will be beneficial to stakeholders
for evaluating service systems and modeling service projects.
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Abstract Software development projects tend to grow larger and more time
consuming over time. Many companies have turned to software generation tech-
niques to save time and costs. Software generation techniques take information from
one area of the application, and make intelligent decisions to automatically gen-
erate a different area. Considerable achievements have been made in the areas of
object-relational mappers to generate business objects from their relational database
equivalents, and vice versa. There are also many products that can generate business
objects and databases using the domain model of the application. Domain engineer-
ing is the foundation for emerging “product line”” software development approaches
and affects the maintainability, understandability, usability, and reusability charac-
teristics of family of similar systems [1]. In this paper, we suggest a method that sys-
tematically defines, analyzes and designs a domain to enhance reusability effectively
in Mobile Business Domain Modeling (MBDM) in Adaptive Human Management
Systems (AHMS) requirements phase. For this, we extract information objectively
that can be reused in a domain from the requirement analysis phase. We sustain and
refine the information, and match them to artifacts of each phase in domain engi-
neering. Through this method, reusable domain components and malleable domain
architecture can be produced. In addition, we show the practical applicability and
features of our approach.
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1 Introduction

Domain engineering supports application engineering by producing artifacts neces-
sary for efficiency of application development. Therefore, domain engineering has
to be tailored to CBSD process. The existing domain engineering methods dont elicit
information necessary for Component-based Software Development process, such
as, selecting and configuring appropriate components. Also, the existing domain
analysis and design method do not represent objective analysis processes that extract
and determine the properties of the domain, such as commonality and variability.
In addition, the method that these domain information are explicitly reflected to the
domain component and the domain architecture is deficient.

In this paper, the Component-Based Domain engineering method, which system-
atically defines, analyzes, and designs the domain as an effective reuse method to
develop component-based software, is presented. The reusable components within
the domain for mobile business, namely the common factors, are extracted objectively
through the requirement analysis step for mobile business and should be continu-
ously maintained, refined throughout the processes and reflected to the output of each
step [7]. Through this process, the domain components with common factors can be
identified. And with this base, domain architecture can be designed. Domain archi-
tecture for mobile business with the property of commonality and variability can be
used for various systems that belong to the domain; thus, domain architecture has the
flexibility that can reflect a variety of features of each system. Software reuse is pos-
sible through Mobile Business Domain Modeling (MBDM), which is presented in
this study, and supports pre-cycle relationships of systematic replication by allowing
implementation of reusable software.

2 Related Works

2.1 Software Product Line (SPL) for Mobile

Developing a SPL is very similar to developing a single system an intent to reuse
large modules. However, SPLE puts a strong emphasis on documenting and modeling
where the system can be varied [3]. This difference is very important in determining
how the platform can be used and what can be changed to create the desired system.
Figure 1 shows an overview of the process used to create a SPL. Domain Engineering
is the process of defining how the platform will be able to change and generating
artifacts that are common to the platform [8, 10, 11]. Application Engineering is the
process of taking the artifacts that were produced in the domain engineering process
and modifying the artifacts to create the new product. This is realized by adding or
changing components from the platform.
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Fig. 1 Graphical representation of the process of developing a product line [9]

2.2 Variability and Documentation

Variability is the main component of a SPL and thusly needs to be documented well.
There are a couple ways to capture variability in the product line; such as including
variable features within standard UML diagrams [9]. The other method is using an
Orthogonal Variability Model (OVM). “An orthogonal variability model is a model
that defines the variability of a software product line. It relates the variability defined
to other software development models such as feature models, use case models,
design models, and test models” [1]. The OVM is a common place to store all
information dealing with how and where a system can be changed or added to to
create a new application. There are a few benefits to use the OVM over including
variability into other artifacts, namely

e OVM are smaller and less complex than UML diagrams.

e Variability is defined consistently across all system artifacts [4].

o Communication is easier, due to a relatively easier to understand model compared
to more complex UML models [9].
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Fig. 2 Components found in an orthogonal variability model [1]

2.3 OVM, A Closer Look

Now that the benefits of using an OVM have been explained, we can explore how
the OVM is created. Figure 2 shows a list of common symbols that are found in the
OVM.

A Variation Point refers to a point that is able to change. It does not explicitly
state what the value can be, but that this is a point to change. A Variant is the specific
object that can be inserted at a variation point. Alternative choice is used to link
a Variation Point to a Variant. It also explains any constraints on the number of
variants that can be used at the Variation Point. Optional Variability Dependencies
show that variants are optional if the Variation Point is to be used in the Application.
A mandatory variability dependency requires that a variant be present if that Variation
Point is in use [1]. Constraint dependencies state dependencies between variants
and/or variation points. These are used to show if a variant requires another specific
variant or variation point to work. Artifact dependencies show a relationship between
the OVM and common UML diagrams. This link allows an easy way to show what
artifacts are dependent upon specific variants.

Figure3 shows a simple example of using OVM to model a security system.
The diagram shows three different variation points and seven different variants. The
Security Variation Point has two distinct variants, a Basic package or Advanced
package. The Basic Package includes Keypad Door Locks and Motion Sensors,
which are variants of points Door Locks and Intrusion Detection respectively. The
inclusion of these features is captured with the requires constraint dependency.
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Fig. 3 OVM example of a security system [1]

3 Mobile Business Domain Modeling (MBDM)

The general mutual progression of Domain-driven Component-based Software
development process presented in this study is as in Fig. 1.

Our process model for component-based software development explicitly consid-
ers reuse-specific activities, such as componential design, component identification,
and component adaptation. It is comprised of seven major activities, starting with
context comprehension and requirement analysis, continuing with the combination
of componential design and component identification, component creation, com-
ponent adaptation, and finally ending with component assembly. Throughout the
process, explicitly stated domain artifacts—domain specifications, domain model,
and domain architecture—are produced.

Component-based Domain Engineering depends on the component-based soft-
ware development process.

In the first step of domain engineering, domain definition, the purpose of the
domain is decided, and its scope is confirmed. In the domain modeling step, a domain
model is obtained by analyzing the domain. Domain analysis has to identify the sta-
ble and the variable parts of the domain [5]. Based on this domain model, the domain
components are identified, and the domain architecture is created. Our process model
for domain engineering has an objective analysis activity in each step, i.e. general-
ization process. The generalization process is tasks that classify the properties of
domain requirement, domain usecase, and domain component and transform these
into reusable form according to the properties. The artifacts of each step are main-
tained and saved with interrelationships. They are reused as useful information during
component-based software development.

In this paper, we suggest some domain engineering processes—domain definition,
domain modeling, and domain design—for launching a study among the Domain-
driven MBDM process that is represented in Fig. 4.
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Fig. 4 Domain-driven MBDM Process

3.1 MBDM Domain Definition

The purpose of the Domain Definition step is to create domain specifications by
bounding the domain scope and defining the domain purpose. In addition, require-
ments of domain are extracted from legacy and new systems in the domain and
converted to generalized type reflecting properties—common, optional, variable.

3.1.1 Decide Domain Scope

As defined earlier, the domain is a collection of related systems, which can lead to
vague interpretations, so it is imperative that ambiguities are made clear. If the scope
of the domain is large, more systems can be contained in that domain, and it will
be easy to contain new systems in the future. However, this leads to a reduction in
commonality in the domain. Consequently, more commonality can be extracted in
a domain of smaller scope that shows the detailed activities of domain engineering
(Fig.5).

Distinguish Domain External Stakeholder. Domain external stakeholder means
people with interest in the functions provided by a domain. People who are interested
in input or output of a domain or people who handle an external system related to
the domain can be extracted as external stakeholders.
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Fig. 5 Detailed activities of domain engineering

Define Domain Assumption. The domain assumption means pre-conditions that
are to be satisfied by using components that are provided by the domain. Domain
assumption performs a basic role to decide whether or not a system can be included
in the domain in the initial step. Subsequently, it has influence on the decision of the
domain’s component properties that will be extracted later.

Describe Domain Environment. Domain environment is divided into domain
external environment and domain internal environment. Domain external environ-
ment presents clearly the boundary of the domain by analyzing interaction between
the domain and its external factors. Domain internal environment presents factors
that should be distributed within the domain and its functions accordingly.

3.1.2 Define Domain Purpose

After the scope of the domain is set, a rough outline centering on the functionality
of the domain is explained. Additionally, a domain concept schematic diagram is
drawn outlining the domains business processes related to its purpose.

Describe Domain Purpose. The important function of the domain is described.
It is an essential factor that all the systems belonging to the domain should have.
Furthermore, it functions as a basis to decide whether the system should be included
in the domain.
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Model Domain Concept. Major tasks, which need to be clearly defined within the
domain, and related terminology are extracted. Furthermore, relationships among
these are identified in general drawings. Through these activities concepts within a
domain are expressed.

3.2 Domain Modeling

The purpose of the Domain Modeling step is to analyze the domain and to develop the
domain model composed of a domain requirement model and a domain type model
with commonality and variability. A domain model captures the most important
things—business objects or process and prepares variable things within the context
of the domain. We use usecase analysis technique as an appropriate way to create
such a model. The usecase leads to a natural mapping between the business processes
and the requirements [2] by means of domain usecase description (Fig. 6).

3.2.1 Develop Domain Requirement Model

The domain requirement model expresses the requirements extracted from the
domain by the usecase diagram of UML. This induces the analyzed primitive require-
ments to be bundle into a suitable unit.

Construct Domain Usecase Diagram. The actor is extracted from the domain
stakeholder and the domain external environment. The requirements of such an actor
and domain operations are extracted as a domain usecase.

Use case Name
Goal
Precondition
Actors
Activation condition
flow of events
main flow
- describe what systems does and that the actor does
- how use case start
- system interaction with the actors and what they exchange
- paths of execution that are not allowed
- usage of objects, values, and resources in the system
- how and when the use case ends
- reference to [ optional part1 / optional part2 ]
- reference to  @variable part
alternative flow
Postcondition
successive postcondition
failed postcondition
Variation

Fig. 6 Domain usecase description
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Then a domain usecase diagram is drawn. The domain usecase is written with
different levels of detail. The primitive requirements identified during the prior step
should all be allocated to usecases. This provides an important link in terms of
traceability between the artifacts. The domain usecase diagram should be modified
to reflect the properties of domain usecase after the domain usecase generalization
process (explained in Sect.3.2.3).

Describe Domain Usecase Description. Domain usecase description is described
in the items of Fig.4 on each usecase. At this time, a reference appointment of
variable requirement is presented with template marking—®.

3.2.2 Develop Domain Type Model

Based on the domain concept model produced during the domain definition step and
the domain usecase description, the domain type model is developed by extracting
detailed information and status that should be controlled by the system.

In this model, not only physical but also non-physical, such as a processor, can
be a domain type. This allows common comprehension on the domain and enables
the possibility of applying a consistent glossary to overall processes.

The domain type model is presented as a type of class diagram of UML. It defines
the attributes of each domain type, and limitations of the model such as multiplicity
of relationships.

3.2.3 Domain Usecase Generalization Process

Actask to classify the properties of domain usecase and reconstruct the domain usecase
according to these properties is defined as domain usecase generalization process.
Properties of domain usecase are influenced by PRs properties.

Construct PR-Usecase Matrix. Create a PR-Usecase matrix to recognize the prop-
erty of each usecase by referring to the domain usecase diagram and description and
the PR-Context matrix. The usecase name, primitive requirement, and the prop-
erty of primitive requirement are displayed in the matrix. Moreover, the primitive
requirements that are contained in each usecase are analyzed. Figure 7 presents the
PR-Usecase matrix.

Generalize Domain Usecase. When analyzing usecase, we can consider usecase
conditions as the following; at this time, we can divide and rearrange usecases on
their necessity. This is presented in Figs.7 and 8 first in considering the usecase
condition, a usecase contains primitive requirements, which does not overlapped
with that of other usecases (® of Figs.7 and 8). In this case, no re-arrangement is
necessary. Second, the primitive requirement is spread over to many usecases (@ of
Figs.7 and 8). In this case, separate commonly overlapped primitive requirements,
make it an independent usecase, and connect it to include-relationships. Third, a
usecase includes variable primitive requirements (@ of Figs.7 and 8). In this case,
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Fig. 8 Property identification process from PR-usecase matrix

a confirmation on the possibility of whether variable primitive requirements can be
separated and created as independent usecase is addressed.

If possible, they are separated. If not, they are maintained as involved in a use-
case and a variable point is stored. Finally, a usecase includes optional primitive
requirements (@ of Figs.7 and 8). In this case, the optional primitive requirements
are separated and connected to the extend-relationship shown in (Fig. 9) which is the
domain component extraction standard for mobile.
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Fig. 9 Domain component extraction standard for mobile

The usecases that were reorganized by this process are classified by the properties
as follows:

e Common Usecase—When the usecase has primitive requirements, which must
exist within the domain, it is classified as a common usecase and represents an
important process in the system.

e Variable Usecase—When the usecase is composed of variable primitive require-
ments, this is classified as a variable usecase. It means a usecase with requirements
that exist in each specific application of a domain but can be variable. Mainly, it
tends to appear overlapping in many usecases. In case it was divided into an inde-
pendent usecase through the PR-Usecase matrix analysis, it belongs to this class.

e Optional Usecase—It represents the usecase that doesnt always need to exist
when handling a process in the system; this corresponds to a usecase composed
of optional primitive requirements.

e Usecase with variables—Usecase with variables—When primitive requirements
with variation are difficult to be separated independently, this is involved in the
usecase. Even though this cannot be divided separately, it can be used when iden-
tifying a domain component of the next step and draw the component interaction
diagram at the domain design step by classifying this status.
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3.3 Domain Design

The purpose of the Domain Design step is to identify the domain components and
to develop the domain architecture. The domain component, which is different from
the physical component that can be deployed immediately during software develop-
ment, is defined as a service central unit package of platform independent logical
level. Domain architecture is represented out of the identified domain components
in a concrete and analyzable format. Domain architecture is different from software
architecture in that domain architecture must allow for variability [7].

3.3.1 Domain Component Generalization Process

Each extracted domain component executes a relationship based on usecase, and
is divided by its properties of commonality, optional, and variability in review of
the PR-Usecase matrix. In this process, the components are reorganized upon their
necessity, and an abstraction is performed. We call this process “domain component
generalization process.” If the property of the usecase is pure, it reflects that the
domain component is also pure. Pure character means the property that usecase has
is composed of only one among commonality, variability, or optional.

e Common Domain Component—Common Domain Component is extracted from
common usecase.

e Optional Domain Component—Optional Domain Component is extracted from
optional usecase.

e Variable Domain Component—Variable Domain Component is extracted from
variable usecase.

e Domain Component with Hole—If the usecase has mixed property (not pure),
namely a usecase with variable, a domain component is converted to a more general
type. The domain component is abstracted by replacing the variable part with
<« Hole > , <« Hole > becomes an area that fills contents differently by each
production of the application component.

3.3.2 Develop Domain Architecture

Domain architecture presents the structure of domain components, interaction
between domain components in multiple views, and specifications of the domain
component. Domain architecture should be independent of any specific technology
or set of developmental tools. Domain architecture should reflect properties such
as commonality, variability and optional that were initialized from the requirement
analysis step, refined, and maintained. Such features allow part of the architecture
to be divided and replaced according to the components property when creating the
component-based software development. So, malleable architecture can be created.
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1:0operationA() 2:operationO1() i
— | |
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3:operationB()
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&)
—
ComponentV & ComponentC l:l common domain component
5:operationV() ,
r | ___ . optional domain component
variable domain component

Fig. 10 Domain component interaction view

Domain Component Interaction View. Domain Component Interaction View repre-
sents interactions between domain components that perform specific requirements. In
addition, a domain component interface is extracted by analyzing operations between
components. Domain Component Interaction View is presented by using an Interac-
tion diagram, and component interface is described by using class notation. Figure 10
presents Domain Component Interaction View. One interface is a set of externally
visible operations provided by a component. The property of the operation is defined
based on the property of the domain component that was extracted. That is, all oper-
ations that variable and optional domain component provide are defined as variable
and optional operations respectively. But, variable operation may be additionally
identified from common domain component by refining the function of the domain
component. Such operation is presented as < v.p >> (variant point) when describ-
ing interface. The interface of common domain component has not only provided
operations but also required operations information. At this time, the properties of
a required operation can be identified by analyzing the interaction of the domain
components that have a different property. For example, a required operation of the
ComponentB, operationO1 is defined as optional property based on ComponentO1
with optional property as shown in Fig. 10. Details on interface will be described
in domain component specifications, and expected cases on variable operations will
also be described together. In this view, variable domain components can be tem-
plated and optional components can be pruned in this view. Through these processes,
the domain component interaction view becomes the analysis model that has com-
mon elements only, which is defined as Commonality Analysis Model in this paper.
The Commonality Analysis Model presents an execution view of most basic steps
of component based software development.
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Fig. 11 Domain development view

Domain Development View. All computer applications have three general areas of
functionality; User services, Business services and Data services. Domain structure
can be divided into common, variable and optional parts by the features of the domain.

In the domain development view, the domain structure is divided and presented
in namely 2nd dimension layers through logical partitioning of functionality as hori-
zontal and property division of the domain as vertical. Not only does the systemized
view allow for independent performance and quick change at each step, but also is
becomes the foundation for various physical partitioning (deployment alternatives)
such as 2 tier or 3 tier, n tier, and Web-enabled applications. The vertically divided
view determines the optional component easily by the applications specific factor,
and easily supports modifying the variable component, so it covers various systems
that belong to the domain. Figure 11 represents the Domain Development View of a
2nd dimension division.

Domain Component Specifications. Domain Component Specifications describes
the purpose and interfaces of a component and furnishes information about what the
component does and how it can be used. A deployable component, which is devel-
oped using a Domain Component Specifications, can differ in granularity according
to applications. Hence, we will describe the related functions as interface and supple-
ment required interfaces to effectively support variable granularity of the component.
In this way when interfaces are developed independently, required interfaces can be
recognized easily. Also the Domain Component property is explicitly represented
using a ‘type’ tag in the interface. The ‘type’ tag can have common, variable, or
optional values. If the ‘type’ tag has a variable or optional value, it can be described
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Fig. 13 Domain components extracted from manage a news domain usecase

as a predictable case by a ‘rule’ tag in the interface. Figure 10 presents Domain Com-
ponent Specifications PR-usecase matrix of news information storage domain shown
in Fig. 12 and Fig. 13 shows the Domain components extracted from manage a news
domain usecase.
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4 Conclusion and Future Work

In this study, which is different from the existing methods, processes were suggested
for domain analysis and design method that have mutual action suited to component-
based software development.

Namely, in the existing study, it could not obtain information on procedures to
assemble components in consideration of their relationship using architecture and
recognition of domain components. Therefore, this study recognized and selected
components that were required during the development of component base software.
Furthermore, a connected relationship between the components and the interface
information through domain engineering processes were calculated which supported
the component base software development process.

Also, this study deducted a method to find commonality and variability, which is
necessary to extract information with objectivity through the generalization processes
while existing studies depended solely on experience and intuition by a domain spe-
cialist. In addition, this information was relocated into matrix form to be maintained,
refined, and used in each step to find common usecase and common domain compo-
nent.

This study reflected such features into the shape of the domain architecture, cre-
ated a malleable architecture that can be partially separated architecture, and replaced
them by the property of the components during component based software develop-
ment.

Future studies will progress in two directions. We will review the possibility
to implement a domain component by using domain architecture and study ideas
and technologies that can be applied. Also we will study a process that can be
implemented for the development of component based software by using a proposed
domain analysis and design method. Hereby, the general study process that was
proposed from the beginning will be completed.
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A New Modified EIman Neural Network with
Stable Learning Algorithms for Identification
of Nonlinear Systems

Fatemeh Nejadmorad Moghanloo, Alireza Yazdizadeh
and Amir Pouresmael Janbaz Fomani

Abstract In this paper a new dynamic neural network structure based on the Elman
Neural Network (ENN), for identification of nonlinear systems is introduced. The
proposed structure has feedbacks from the outputs to the inputs and at the same
time there are some connections from the hidden layer to the output layer, so that
it is called as Output to Input Feedback, Hidden to Output Elman Neural Network
(OIFHO ENN). The capability of the proposed structure for representing nonlinear
systems is shown analytically. Stability of the learning algorithms is analyzed and
shown. Encouraging simulation results reveal that the idea of using the proposed
structure for identification of nonlinear systems is feasible and very appealing.

Keywords Elman Neural Network - OIFHO ENN - Nonlinear System Identification

1 Introduction

In broad terms, the ultimate goal of system identification is to obtain a mathematical
model whose output matches the output of a dynamic system for a given input. The
solution to the exact matching problem, in general, is extremely difficult. Conse-
quently, for practical reasons the original problem is relaxed to development of a
model whose output can be made “as close as possible” to the output of the con-
sidered dynamic system. Different methods have been developed in recent years
for linear/nonlinear system identification. A common characteristic of most of these
methods is the use of a parameterized model where parameters are adjusted based on
the minimization of a norm of the output identification error. These methods can be
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classified into two main categories, namely, conventional and neural network-based
methods [1]. Conventional methods are based on well established linear system
theory and recently developed nonlinear system techniques. In most of existing
methods, under certain conditions, desired characteristics such as convergence of the
output error (identification error) to zero and stability of the identifier are shown ana-
lytically. The main disadvantage of these methods is that they are generally applicable
and extendible to only a special class of nonlinear systems. In order to generalize
these results to arbitrary classes of nonlinear systems, restrictive knowledge about
the system is required [1].

Fortunately, the characteristics of the Artificial Neural Network (ANN) approach,
namely nonlinear transformation, provide effective techniques for system identifica-
tion, especially for non-linear systems. The ANN approach has a high potential for
identification applications because: (1) it can approximate the nonlinear input—output
mapping of a dynamic system; (2) it enables to model the complex system’s behavior
through training, without a priori information about the structures or parameters of
systems. Due to these characteristics, there has been a growing interest, in recent
years, in the application of neural networks to dynamic system identification and
control [2-5].

1.1 Literature Review

Elman neural network (ENN) is a partial recurrent network model proposed by
Elman in 1990 [6]. It lies somewhere between a classic feedforward perception and
a pure recurrent network. The feedforward connection consists of the input layer,
hidden layer, and output layer, in which the weights connecting two neighboring
layers are variables. In contrast to the classical feedforward neural networks, the
back forward connection employs context layer that is sensitive to the history of
input data, therefore, the connections between the context layer and the hidden layer
are fixed. Furthermore, since dynamic characteristics of Elman network is provided
by internal connections, it does not need to use the state as input or training signals,
which makes ENN superior to static feedforward network and is widely used in
dynamic system identification [7].

There has been much research interest in Elman Neural Network [2, 8-15]. Elman
Neural Network has been applied to dynamic system identification and financial pre-
diction in [8, 10], respectively. A modified Elman Neural Network has been proposed
by [4] because it was found that the basic Elman network trained by the standard
Backpropagation (BP) algorithm was able to model only first-order dynamic systems.
The performance of Elman’s RNN has shown by means of two different applications
in [14]. Song [15] focuses on the real-time online learning of an extended training
algorithm for Elman Neural Network with a new Multiple-Input—Multiple-Output
(MIMO) adaptive dead zone scheme and guaranteed weight convergence. Hsu [16]
proposes an Elman-based self-organizing RBF Neural Network (ESRNN) for online
approximation of the unknown nonlinear system dynamics based on a Lyapunov
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function and an Adaptive Backstepping Elman-based Neural Control (ABENC)
system to eliminate the effect of the approximation error. Pham has described the
dynamic BP (DBP) algorithm in [8] which is proper for training the basic Elman
Neural Network and shows that the modified Elman Neural Network is an approx-
imation of the Elman Neural Network trained by DBP. Pham has clarified why the
modified Elman Neural Network can model higher-order dynamic systems. In [11]
OHF and OIF Elman Neural Networks are presented for identification and control
of ultrasonic motor. A hybrid Elman- NARX Neural Network is presented by [12]
to analyze and predict chaotic time series. A new recurrent Neural Network based
on the original Elman Neural Network is introduced in [2] to improve the resolution
ratio of Elman Neural Network. Yuan Cheng has presented a new modified Elman
Neural Network to improve the dynamic characteristics of the original ElIman Neural
Network [17]. A novel EMD-ENN approach, a hybrid of Empirical Mode Decom-
position (EMD) and Elman neural network (ENN), is presented in [5] to forecast the
wind speed. In this study, first, the original wind speed dataset are decomposed into
sub-series with EMD and then each sub-series are forecasted using an Elman Neural
Network model. The forecasted values of original wind speed are calculated by the
sum of the predicted values of every sub-series.

1.2 Contributions

The contributions of this paper are as follows:

e To present a new modified Elman neural network in which covers four classes of
nonlinear systems. The feedback information from all layers can improve dynamic
characteristics and convergence speed of the new modified Elman neural network.
It possesses comparatively higher learning capability and convergence speed.

e To analysis the stability of the learning rates.

e To compare numerical results obtained through the proposed approach of this
paper with ones achieved from other modified ElIman neural networks reported in
the literature.

1.3 Paper Organization

The organization of this paper is as follows. Section 2, introduces the proposed modi-
fied Elman neural network, namely OIFHO ENN for identification of general classes
of nonlinear systems and develops the dynamic recurrent back-propagation algorithm
for the purposed new modified Elman neural network. In Sect. 3, to guarantee the
fast convergence, the optimal adaptive learning rates are also derived in the sense of
discrete-type Lyapunov stability. Simulation results are presented in Sect. 4. Section 5
uses different norms of error, namely, Mean Square Error (MSE), Root Mean
Square Error (RMSE) and Normalized Mean Square Error (NMSE) to evaluate the
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performance of the new modified Elman Neural Network structure proposed in Sect. 2
in comparison with the OHF and the OIF structures.

2 New Modified EIman Neural Network (OIFHO ENN)

In the original Elman neural network, the hidden layer neurons are fed by the outputs
of the context neurons and the input neurons. Context neurons are known as memory
units as they store the previous outputs of hidden neurons. Since a typical Elman
neural network only employs the hidden context nodes to diverse message, it has
low learning speed and convergence precision. On the other hand, in the proposed
modified Elman neural network, the feedback of the output layer is taken into account;
therefore better learning efficiency can be obtained. Moreover, to make the neurons
sensitive to the history of input data, self connections of the context nodes and
output feedback node are added. Thus, the proposed modified Elman neural network
combines the ability of dealing with nonlinear problems and can effectively improve
the convergence precision and reduce learning time.

Figure 1 depicts our proposed new modified Elman neural network, namely,
Output to Input Feedback, Hidden to Output Elman Neural Network (OIFHO ENN)
that is presented based on the Elman neural network. The OIFHO ENN possesses
self-feedback links with fixed coefficient ¢, 8 and y in the context nodes. The feed-
back information from all layers can improve dynamic characteristics and conver-
gence speed of the new modified Elman neural network. In order to compare the
speed of convergence of the proposed method with other method, we try several
benchmark examples in Sect. 5.

The Input—output equation of OIFHO ENN is:

Y (k) =g (W* (k) Xc (k) + W2 (k) X (K))
=W () (yXe (k = 1)+ X (k= 1) + W (k) X (k) )
=Nf[UK),U(k—=1),....Y(k—1),Y(k—=2),...]

Yei (k) = Bycr k=) +y k=1, I=1...n 2
Xk K)=yxerk—D4+x k=1, k=1,...,n 3)

where y.; is the output of the /th output context unit, x. ris the output of the kth
hidden context unitand 8 (0 < B <1)and y (0 <y <1 )are the self-feedback
coefficients. It is a type of recurrent neural networks with different layers of neurons,
namely: input nodes, hidden nodes, output nodes and context nodes. The input and
output nodes interact with the outside environment, whereas the hidden and context
nodes do not. The context nodes are used only to memorize previous activations of the
hidden nodes and the output nodes. The feed—forward connections are modifiable,
whereas the recurrent connections are fixed.
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If we assume that there are » nodes in the input layer, n nodes in the hidden layer
and the hidden context layer and m nodes in the output layer and the output context
layer, then the input « is an  dimensional vector and the output x of the hidden layer
and the output x.  of the hidden context nodes are n dimensional vectors, where
the output y of the output layer and the output y.; of the output context nodes are
m dimensional vectors, and the weights wl, w2 w3, W and W3 are the weights
between hidden layer and input layer, input layer and output context layer, hidden
layer and output context layer, output layer and hidden context layer and output layer
and hidden layer and are n X r, r X m,n x m, m X n, and m x n dimensional matrices,
respectively.

The mathematical model of the new modified Elman Neural Network can be
described as follows:

¥ () = g (Whee () + Wox () *)

Xe (k) =yxe (k=1 +x(k—-1) (&)

Context Layer

%
X (k)

Context Layer

Fig. 1 Architecture of the new modified Elman neural network (OIFHO ENN)
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x (0 = (W (W2ye (0 +u () + Wy () ©)

Ye (k) = Byc (k —1) +y (k — 1) (7

f (x) is often taken as the sigmoid function:

= 8
fO == 8)
and g (x) is often taken as a linear function, that is:
y(k) = Whie(k) + Wx (k) ©)
We may define a norm of error as:
1
E(k) = z(yd(k) — ()T (yalk) = y(k)) (10)

By differentiating E with respect to wbl w2, w3, w*, and W3, according to the
gradient descent method, we obtain the following equations:

Wk +1)=AW(k) + W(k)
3(ei (k) ax; (k)

& ow?, (k) ow?, (k)
G=1,....m)G=1,....n (11

Aw} (k) = — = 115.67 (k) (xj (k) + Wy (k) )

dx; (k)
ow;; (k)

= fj0) Zw,q(m As +Zw,,(k> Bs (12)

g=1

where

dx;(k—1)

ycl( )
qu,ac)( + (xj (k= 1) + w; (k) s 0

d 5()
0y, (k=1) s 5 dxj(k—1)
Bs = (V—ang<k> + (k= 1)+ w? (k) e ))

i=1,....m),(G=1,...,n)

)
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(e (k) 0 9yi (k—=1)
Awily (k) = —na S = a8 (k) (xh(k—1)+y o 4,(k)) (13)
th=1,...,n),G=1,...,m)
Ay = TG 8 ) = s Z GRACE
= Z w380 (k) (f Oyl — 1) + pELED ”) (19
(]—1,...,n),(q:l,...,r),(p:l,...,m)
d(x; (k)
AW?, (k) = ny—2—= 8" (k
wa (k) = 2 N " (k)
=m > D> wh,(ow; (k) ()
g=1 j=1
9ye1(k—1)
8wq1(k) 5(k)
xenk—1) | < axjk—1), | -0
+(zw,h<k) D +j§1w?j<k) WD )
(=1,....m) (15)
' a(x; (k) S s AR
! =y —S 2 sh — S () — 22 §¢
AWig®) ow! (k)" Q=m gw’f(k)ff()aw}q(k) o0
dxj (k)
I = (g (k) + qula«)yc 1(k)) + (Z wh, (k).Ay + Zw,,(k) B)
owjq (k) g=1
(16)
(g=1,....r)
where

m n
— 2 "ycl(k D dxep(k—1) 5 o 0xj(k=1)
A —IZ war O o G +(Zw,h(k) T +j§1w,.j(k) )

— (y Weatk=1) dxep (k—1) 5 1y 0xj(k—1)
Bi=0% o aw, (k) +(Z Wlh(k) aw, (k) +/§1 wij (K) owj, (k) )

which form the learning algorithm for the OIFHO ENN, where 11, 12, 73, 14, and
n5 are learning rates of wl, w2, w3, w*, and W2, respectively, and

87 (k) = (va,i (k) — yi (k))g; () (17)
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81k = > whkse k) £]() (18)
i=1

8 (k) =D > wh w3, (k)87 (k) £} () (19)

j=1i=1

if g(x)is taken as a linear function, then g’(.) = 1.

3 Convergence of Output to Input Feedback, Hidden to Output
Elman Neural Network (OIFHO ENN)

The update rules in Eqgs. (12-16) need appropriate choice of the learning rates. For
the learning rate with a small value, the convergence can be guaranteed, but the
speed of convergence is very slow. On the other hand, if the value of the learning
rate is too large, the algorithm will become unstable [2]. In order to train neural
networks efficiently, we propose five criterions of selecting proper learning rates
for the dynamic back propagation algorithm adaptively based on the discrete-type
Lyapunov stability analysis. The following theorems give sufficient conditions for
the convergence of OIFHO ENN. Suppose that the modification of the weights of by
Eqs. (12-16). For the convergence of OIFHO ENN we have the following theorems.

Theorem 1 The stable convergence of the update rule on W' is guaranteed if the
learning rate 01 (k) satisfies the following condition:

8

0 < nk) < (20)
m
nr max(w?l. (k)) (max |uq (k)} + max wzpycyp(k) )‘
tj : q 4 |p=1
Proof Define the Lyapunov energy function as follows:
1 m
E(k) = Ezel?(k) 1)
i=1
where
ei(k) = ya,i (k) — yi(k) (22)

and consequently, we can obtain the modification of the Lyapunov energy function

.l m
AE(k) = E(k+ 1) — E(k) = 5Z[e%(kJr 1) — e (k)] (23)
i=1
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the error during the learning process can be represented as

e,(k+1)_e,(k)+zzae’(k)Aw} = e (k) — Zzay’(k)A L4

i=le=l i j=lg=1 Wiq
therefore
—1 3 2 dyi (k) ¢ dyi(k) » 2_
AE®K) = 2; (k)[( G RAT ]) 1}
-3 e H A ‘2 N -3 2aoplm
_2i=1 l oWl = - i ;
(25)
where
2\ 2
ﬂil(k):%[l_(l—m(k)‘%w—‘ﬁ )
(26)

9yi

mo | 2 |* (2 —mo | g

| —

=2 Wl

)

We have
dy; (k ayi (k) ax;(k) m
a}wil-q) = |G- 5a | = i ). f]f(.).(uq(k)+p§w§pyc,p(k)) @7
i=1....m: j=1,....n: q=1,...,r)
then
m
d}z(k) 1 2
el 5 max(w (k)) mqax |uq(k)‘ + max pZ::1 wg Ve, p (k) 28)
q
(i=1, ,m: j=1, ,n:k=1,....n: qg=1,...,r)
then
3y (k) 5 {
HByITH < | n%?x(wij(k)) m;lx|uq(k)| + max E] wépyc,p(k)
q
G=1,....m: j=1,....n:k=1,...,n: g=1,...,r)
(29)

and we have



180 F. Nejadmorad Moghanloo et al.

0<nk) < (30)

nr \max (w); (k) || | max [ug (k)] + max
1) 4q

m
Z W(%pyc,p(k)
p=1
q
We haveﬁl.1 (k) > 0, then from Eq.(25) we obtain AE(k) < 0. According to the

Lyapunov stability theory, this shows that the training error will converge to zero as
t — oo. This completes the proof.

Theorem 2 The stable convergence of the update rule (15) on W? is guaranteed if
the learning rate 1y (k) satisfies the following condition:

8
0 < k) < (31)
mn [max(wy; (k)) Hmax(w;q(k)) ”max Yep (k) ‘
ij jq P
Proof The error during the learning process can be expressed as
de; (k) 0 (k)
e,(k+1>—e,(k)+zz ! , =eik) - ZZ Y AW, (32)

j=1¢g=1 161 j=1g=1

therefore

1 m
e~ 5w (1) 1]

i=1
1 " Ay (k) 12 2 - 2 2
52 (1= m@I 2R ) —1 | == > dmsi® (3
i=1 i=1
where
S | IO (R [ VTOT & ’
/3,'()—5 n2(k) W

dyi (k)
aw?

1
= —m(k
5 )H W2

2 dy; (k
(2—772(k)H i (k)

2
) (34)

Notice that the activation function of the hidden neurons in the modified Elman
neural network is the sigmoidal type, we have
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dy; (k)

Bw]q

= |3y 03, () £/ Oy B

1
< ‘n}?x(w?j (k) "rgzx(wiq(k)) Hm;lx Yep(k) ’
i=1....m: j=1,....n: q=1,...,r) 35

According to the definition of the Euclidean norm, we have

ayi(k
” ayw(lz) - \/% ‘H}?X(W?J(k)) Hn}gx(wiq(k)) ‘m]&)lx Yep (k) ‘ (36)
then 8
0 <mk) < -

mn

max (w}; () Hn;a;x(wﬁq(k» ”mgx Yep (k) ‘

We have ,81.2 (k) > 0, then from Eq.(33) we obtain AE (k) < 0. According to the
Lyapunov stability theory, this shows that the training error will converges to zero
as t — oo. This completes the proof.

Theorem 3 The stable convergence of the update rule (14) on W? is guaranteed if
the learning rate n3 (k) satisfies the following condition:

32
0 <mk) < 5 (38)
mn max(wl.s.(k)) Hmax Ve, p(k)
ij J p
Proof The error during the learning process can be expressed as
de; (k) a (k)
e,(k+1)_e,(k)+zz ’ =ik — ZZ Y AW, (39)
j=1 p=1 W]P j=1p=1
therefore
m
AEK) = 5 3 e} (k) [( nz(k)[8>'<">]T["’;'“‘)12) }
i=1 ir ir
(40)

3% (k)

jp

m 2\ 2 m
Zéaef(k) (1—n (k) ) -1 =—__Zlei2(k)ﬂ§(k)

where
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2
1 0 (k)
By == 1-[1-nt) |2 (41)
2 w3
ip
therefore
Ayi(k) | __ | dyitk) 9ax;(| | 5
i | = | @ | = Wijf}(~)yw(")’ (42)
i=1...m: j=1...,n:p=1,...,m)
‘We have
5
s |
(43)
ow3 4
then
32
0 <n3k) < 44)

2
mn

max (W,'Sj (k)) H max ye, p (k)
ij 14

therefore, n3 (k) is chosen as above, then we have ,8i3 (k) > 0and AE(k) < 0,
According to the Lyapunov stability theory, this shows that the training error will
converges to zero as t — 00.

Theorem 4 The stable convergence of the update rule (13) on W* is guaranteed if
the learning rate n4(k) satisfies the following condition:

0 < mak) < 2 (45)
n

Proof The error during the learning process can be expressed as

e,(k+1>—e,(k>+zae‘(k) = (k) — Zaay‘(k)A“ (46)

U
j=1 ij j=1 ij

therefore

1 — dyi (k) ., dy;(k
AE<k>=EZe%<k)[(1—n4(k)[ gvéf] [ayvéﬁ]) 1}
i=1

2\2 m
)—1 = =2 0Bk

i=1

1 8yi (k)
=52.4® (1—n4<k> H =7

(47)

where
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2\ 2
) (48)

w4 represents an n dimensional vector and ||.|| denotes the Euclidean norm. Noticing
that the activation function of the hidden neurons in the modified ElIman Neural
Network is the sigmoidal type, we have

dy; (k)
w4

1
Blk) = 511 (1 — n4(k) H

dyi (k)

4
AT

= |xex (k)| (i=1,....m:l=1,....m) (49)

According to the definition of the Euclidean norm, we have

ay; (k)
” | < Ve o) (50)
then
0 <mtk) < —— (51)
n|xe (k)|
therefore, n4 (k) is chosen as:
0<mtk) < ——— (52)
n |xe k(b))

then we have ,Bf (k) > 0and AE (k) < 0, according to the Lyapunov stability theory,
this shows that the training error will converges to zero as t — 0.

Theorem 5 The stable convergence of the update rule (12) on W is guaranteed if
the learning rate ns (k) satisfies the following condition:

0 <ns(k) < 2 (53)
mn

Proof

n

n
de; (k) dy; (k)
eitk+1) = e (k) + AW =ei(k)—§ yls Awy;  (54)
j=1 aWij j=1 ij

therefore
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1 < ayi (k) . dyi (k)
AE®K) = 5 ,;e'z(k) [(1 — s ]T[W]z) - 1}
1 & 3y; (k) ||? ? "
Vi
=5§e?<k) (l—ns(k) H o )—1 =—§e,-2(k)ﬂ,-5(k)
(55)
where
I TR Y
5 _ _ _ 1
Bl =2 |1 (1 ns (k) H Zs ) (56)

w? represents an n dimensional vector and ||.|| denotes the Euclidean norm. Noticing
that the activation function of the hidden neurons in the modified Elman neural
network is the sigmoidal type, we have

dyi (k)

5
Wy

=|xjt)| <1 (=1....m:1=1,....m) (57)

According to the definition of the Euclidean norm, we have

dy; (k
H ;Vl(/5) < Jmn (58)
then 5
0 < mk) < — (59
mn

therefore, 15 (k) is chosen as 0 < n5(k) < (2/mn), then we have :355 (k) > 0 and
AE(k) < 0, According to the Lyapunov stability theory, this shows that the training
error will converges to zero as t — 00.

4 Simulation Results

The objective of this section is to illustrate the performance and capabilities of the
proposed structure shown in Fig. 1 for identification of four classes of nonlinear
systems considered in [18]. The reference input u (¢) to all the identifiers must be
selected to be “persistently exciting”. For identification of linear systems the persis-
tent excitation of the input guarantees the convergence of the identifier parameters to
their true values [1]. The following results are compared with OHF and OIF Elman
Neural Network [11] and the amplitude and the frequency of the reference inputs are
selected experimentally as recommended in [18].
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4.1 Application to Model 1

Example 1 The governing equation of the system is given by

0.6

y () =03y (=D +0.6y( =2+ s

(60)

where the output at time ¢ is a linear function of past output at times  — 1 and ¢t — 2
plus a nonlinear function of the input at time ¢ — 1. The reference input u (¢ — 1) to
the system is selected as u ( — 1) = sin(2w (r — 1)/100)).

To show the robustness of the proposed structure to the variations in the amplitude
and frequency of the input, an input with 50 % reduction in the frequency (within the
400-600 time steps) and 100 % increase in the frequency (within the 600-800 time
steps) is applied to the system. Figures2 and 3 depict the simulation results using
the OIFHO, OHF and OIF Elman NN.

As can be seen from Fig. 3 the performance of the OIFHO Elman NN structure is
more robust to the variations in the amplitude as well as the frequency of the input
than two other Networks.

Figure 4 shows the variation of learning rates during the simulation for Example 1.
For each step the learning rates are chosen according to Egs. (30), (37), (44), (52)
and (59), in which max (w) is chosen from available information for the same step.
Selecting learning rates in the determined bounds assures the stability of OIFHO
ENN.

|—Actual —OHF — OIF —— New Proposed Method|

Output

0 100 200 300 400 500 600 700 800
Time (s)

Fig. 2 Responses of the OIFHO, OHF and OIF Elman neural network applied to Example 1 for
changing input characteristics
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Fig. 3 Comparison of the MSE error of the OIFHO, OHF and OIF Elman neural network applied
to Example 1 for changing input characteristics
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Fig. 4 Variations of learning rates for Example 1
4.2 Application to Model 11
Example 2 The governing equation of the system is given by
=Dyt —-=2)+@QE—-2)+25
b MDY= =28

l+y@t—D>+y@—2)>

where the output at time ¢ is a nonlinear function of the outputs at times  — 1 and
t — 2 plus a linear function of the input at time # — 1. The reference input u ( — 1)
is selected as u (t — 1) = sin(2w (¢t — 1)/25)).
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[——Actual ——OHF — OIF - New Proposed Method |

Output

0 50 100 150 200 250 300 350 400 450 500
Time (s)

Fig. 5 Responses of the OIFHO, OHF and OIF Elman neural network applied to Example 2 for
changing input characteristics

To show the robustness of the proposed structure to variations in the input ampli-
tude and frequency, an input with 50 % reduction in the amplitude (within the 100-200
time steps), 100 % increase in the amplitude (within the 200-300 time steps), 50 %
reduction in the frequency (within the 300-400 time steps), and 100 % increase in the
frequency (within the 400-500 time steps) is applied to the system. Figures 5 and 6
depict the simulation results using the OIFHO, OHF and OIF Elman NN.

As can be seen from Fig. 6 the performance of the OIFHO Elman NN structure is
more robust to the variations in the amplitude as well as the frequency of the input
than two other Networks.

—=OHF OIF MNew Proposed Method |

MSE Error
-

50 100 150 200 250 300 350 400 450 500
Time (s)

Fig. 6 Comparison of the MSE error of the OIFHO, OHF and OIF Elman neural network applied
to Example 2 for changing
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Learning Rate (n)
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Fig. 7 Variations of learning rates for Example 2

Figure 7 shows the variation of learning rates during the simulation for Example 2.
For each step the learning rates are chosen according to Egs. (30), (37), (44), (52)
and (59).

4.3 Application to Model I11

Example 3 The governing equation of the system is given by

0.2y (t — 1) + 0.6y (t — 2)
14yt —1)?

y(t) = + sin (u(t — 1)) (62)

where the output at time ¢ is a nonlinear function of the output at time r — 1 and
t — 2 plus a nonlinear function of the input at time ¢t — 1. The reference input applied
to the system is u (r — 1) = sin(2n(t — 1)/10)) + sin(2w(r — 1)/25)). To show
the robustness of the proposed structure to variations in the input amplitude and
frequency, an input with 50 % reduction in the amplitude (within the 400-600 time
steps), and 100 % increase in the frequency (within the 600-800 time steps) is applied
to the system. Figures 8 and 9 depict the simulation results using the OIFHO, OHF
and OIF Elman NN.

As can be seen from Fig. 9 the performance of the OIFHO Elman NN structure is
more robust to the variations in the amplitude as well as the frequency of the input
than two other Networks. Figure 10 shows the variation of learning rates during the
simulation for Example 3. For each step the learning rates are chosen according to
Eqgs. (30), (37), (44), (52) and (59).
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Fig. 8 Responses of the OIFHO, OHF and OIF Elman neural network applied to Example 3 for
changing input characteristics
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Fig. 9 Comparison of the MSE error of the OIFHO, OHF and OIF Elman neural network applied
to Example 3 for changing input characteristics

4.4 Application to Model IV

Example 4 The governing equation of the system is given by

_ye=D+4u@-1)
T Iy —1)2

y (1) (63)

where the output at time ¢ is a nonlinear function of the outputs at times  — 1 and
the inputs at times ¢ — 1. The reference inputis u (t — 1) = sin(2w (+ — 1)/50)).
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Fig. 10 Variations of learning rates for Example 3

To show the robustness of the proposed structure to variations in the input ampli-
tude and frequency, an input with 50 % reduction in the amplitude (within the 250-500
time steps), 100 % increase in the amplitude (within the 500-750 time steps), 50 %
reduction in the frequency (within the 750-1,000 time steps), and 100 % increase in
the frequency (within the 1,000-1250 time steps) is applied to the neuro-dynamic
structure. Figures 11 and 12 depict the simulation results using the OIFHO, OHF and
OIF Elman NN.

— Actual — OHF OIF —- MNew Proposed Method

Output

0 200 400 600 800 1000 1200
Time (s)

Fig. 11 Responses of the OIFHO, OHF and OIF Elman neural network applied to Example 4 for
changing input characteristics
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Fig. 12 Comparison of the MSE error of the OIFHO, OHF and OIF Elman neural network applied

to Example 4 for changing input characteristics

As can be seen from Fig. 12 the performance of the OIFHO Elman NN structure
is more robust to the variations of the amplitude as well as the frequency of the input

than two other Networks.

Figure 13 shows the variation of learning rates during the simulation for Example 4.
For each step the learning rates are chosen according to Egs. (30), (37), (44), (52)

and (59).
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Fig. 13 Variations of learning rates for Example 4




192 F. Nejadmorad Moghanloo et al.

Table 1 Comparison of errors for OIFHO, OHF and OIF structures

Error OIFHO OHF OIF
Example 1 MSE 0.0078 0.0121 0.0157
RMSE 0.0882 0.1102 0.1254
NMSE 0.018 0.0281 0.0365
Example 2 MSE 0.322 0.4073 0.5264
RMSE 0.5675 0.6382 0.7256
NMSE 0.0854 0.108 0.1396
Example 3 MSE 0.0312 0.0359 0.0649
RMSE 0.1765 0.1895 0.2548
NMSE 0.0405 0.0466 0.0843
Example 4 MSE 0.0427 0.0508 0.0667
RMSE 0.2067 0.2254 0.2583
NMSE 0.0603 0.0717 0.0941

5 The Identification Error

Depending on the nature and desired specifications of an application, different error
norms may be used to evaluate the performance of an algorithm. We use the Mean
Square Error (MSE), Root Mean Square Error (RMSE) and Normalized Mean Square
Error (NMSE) to evaluate the performance of OIFHO Elman Neural Network struc-
ture proposed in Sect.2 in comparison with OHF and the OIF structure. The results
are given in Table 1.

According to the above tables, we can draw the conclusion that OIFHO structure
provided a better performance than other structures, which is due to the excellent
nonlinear function approximation capability of OIFHO structure.

6 Conclusion

This paper proposes an improved Elman Neural Network with better performance in
comparison with other improved Elman Neural Network by employing three context
layers. Subsequently, the dynamic recurrent Backpropagation algorithm for OIFHO
is developed according to the gradient descent method. To guarantee the fast conver-
gence, the optimal adaptive learning rates are also derived in the sense of discrete-type
Lyapunov stability. Furthermore, capabilities of the proposed structures for identifi-
cation of four classes of nonlinear systems are shown analytically. Simulation results
indicate that the proposed structure is very effective identifying the input—output maps
of different classes of nonlinear systems.
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A Simple Model for Evaluating Medical
Treatment Options

Irosh Fernando, Frans Henskens, Masoud Talebian and Martin Cohen

Abstract One of the key areas of clinical decision making in the field of clinical
medicine involves choosing the most appropriate treatment option for a given patient,
out of many alternative treatment options. This paper introduces a model that is intu-
itive to clinicians for evaluating medication treatment options, and therefore has the
advantage of engaging clinicians actively in a collaborative development of clinical
Decision Support Systems (DSS). This paper also extends the previously introduced
models of medical diagnostic reasoning, and case formulation (in psychiatry). Whilst
the proposed model is already implemented as a DSS in psychiatry, it can also be
applied in other branches of clinical medicine.

Keywords Model for selecting treatment options + Medical decision support -
Medical decision support system

1 Introduction

Clinical reasoning in Medicine can be described in relation to four main areas: diag-
nostic reasoning, case formulation, choosing investigations, and choosing treatment
options. Whilst the authors have previously described a theoretical framework for
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diagnostic reasoning, and case formulation [4, 5], this paper mainly focuses on the
process of selecting treatment options.

For any given clinical situation, often there are a number of potential treatment
options, which are associated with different pros and cons. The process of choosing
‘the best’ option is typically guided by the clinician’s knowledge of the diagnosis and
case formulation. Choosing the best option is often a complex process that requires
careful evaluation of a number of variables related to each treatment option and the
patient’s characteristics. Understandably, it is a critical decision that determines the
recovery, and considers the risks of potential complications associated with each
treatment option. Because of the limitation of human cognitive capacity to process
a large number of variables accurately and efficiently in a timely manner, the choice
process sometimes results in poor or even adverse outcomes. Therefore, having a
theoretical framework for evaluating treatment options in an explicit manner can
improve the quality of clinical decision making, and yield benefits to patients.

The first part of the paper explores the process of treatment evaluation at a concep-
tual level. The next section describes the formalisation of the proposed conceptual
model. An example is used to explain the model, and two alternative approaches,
namely Analytic Hierarchy Process (AHP) [8], and Genetic Algorithms [6] are briefly
compared with the proposed approach. Finally, the paper briefly introduces Treatment
Evaluation System (TES), which is an implementation of this model for evaluating
treatment options in Psychiatry.

2 Conceptual Model for Evaluating Treatment Options

In order to develop a formal model for evaluating treatment options, it is important
to have a conceptual understanding of this process. Gaining such understanding can
often be difficult due to the largely implicit nature of clinical reasoning by expert
clinicians, and also the domain expertise required in order to conceive the decision
making process. The general model often used in modern clinical medicine involves
a shared decision making process involving both the clinician and the patient [1].
In this process, the clinician may propose a number of treatment options according
to his/her understanding of the diagnosis and etiological formulation, whereas the
patient makes an informed decision by evaluating pros and cons associated with each
treatment option.

For a given diagnosis, there may be several etiological explanatory models that
attempt to explain ‘why this patient developed this illness at this point of time?’. Each
explanatory model may indicate at least a one treatment option, and collectively there
can be a potentially large number of options, out of which a small number of options
have to be chosen. As illustrated in Fig. I, the clinician may look at a large number
of variables according to the type of treatment option, and these variables have to be
matched against the characteristics of the patient. For example, any given side effect
associated with a medication is a one variable, and the matching of this variable with
the patient characteristics involves evaluating the risk of this side effect occurring in
the patient, and its potential consequences for the patient.
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5 . The impact of
Side effect-1 Sdaiafra e
Treatment . . . . Patient
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= ' The impact of
= — :
Benefit-n benafitan

Fig. 1 Conceptual model of treatment evaluation

3 Formal Model

All possible diagnoses consists of a finite set D = {di,d>, ...}, and for any
given diagnosis d;, there exists a set of etiological explanatory models M (d;) =
{m1,m2, ...}. For any given explanatory model m ;, there exists a finite set of treat-
ment options T'(m;) = {t1, 12, . . .}. For each treatment option # there exists a finite
set of profile items E(#;) = {e1, €2, ...}.

Associated with each treatment option, #; there exists a row vector of n dimensions
V(ty) = (v(ek1), ... v(er,)) where v is a function defined as follows:

v:E@) — [0...1]

The reason for this is that the likelihood of the occurrence of any outcome, desirable or
undesirable, can be described in terms of their probabilities (e.g. probability of having
a successful surgical outcome, probability of having a particular side effect etc.). For
example, consider v(ey;) = 0.6 representing the probability of the occurrence of the
outcome associated with the profile item ey; of the treatment #;. On the other hand,
profile items that are not associated with the probabilities of occurrence (e.g. cost
associated with a treatment option) can be assigned a ratio with respect to the largest
possible value. For example, consider the profile item e as the treatment cost, and
that there are three treatment options: ¢ costs $1, 7 costs $, and 73 costs $3. Then
the value of the profile item for each treatment option can be calculated as follows:

$
e ———— f
e = S, T ey o
V(ey)) = . S

S1+%+3%3)
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$

3
— i
G1+$2+3%3) orhs

v(esr) =

The product v(eg;).p; can be interpreted as the impact of the profile item ey; of the
treatment #; considering its level of significance p; to the patient. Therefore, the
overall ‘fitness’ of the treatment f; can be approximated as a summation of all such
products, using a fitness function defined as:

n

f) = vier)).p;

j=1

Suppose there are m of such treatment options, from which at least one needs to be
chosen. Collection of the corresponding row vectors associated with these treatment
options can be represented as a matrix:

vierr) -+ view)
M=

viem1) -+ v(emn)

A patient profile corresponding to a treatment option with a profile row vector of n
dimensions, can be represented as a column vector of n dimensions:

D1
P=
Dn
where pi, ... p, represents the relative importance assigned to the profile items
ei1, - .. ejy associated with the treatment option #;. Each p; is an integer value in the

interval [—9 ... 9]. This is because each treatment option is associated with only two
categories of profile item: desirables and undesirables. Negative values correspond
to the magnitude of the significance associated with undesirable characteristics of
the patient profile (e.g. side effects and adverse complications) whereas positive
values correspond to the magnitude of the significance associated with desirable
characteristics of the profile (e.g. desirable treatment outcomes). The scales shown
in Figs.2 and 3 can be used to choose a value for desirable and undesirable profile
items respectively. The positive scale is somewhat similar to the fundamental scale
of absolute numbers used in the Analytic Hierarchy Process (AHP) [8].

Evaluation of the set of m treatment options represented by the m x n matrix M
against the patient profile vector P involves multiplication of M by P resulting in
the column vector O of m dimensions, as follows:

MP =0



A Simple Model for Evaluating Medical Treatment Options 199

Level of importance associated with Score
achieving a desirable outcome

Not important

Slight importance
Moderate importance
Moderate plus importance
Strong importance

Strong plus importance
Very Strong importance
Extreme importance

Must

Absolute Must

W N WU A WIN = O

Fig. 2 Scale for scoring desirable profile items

Level of importance associated with Score
avoiding an undesirable outcome

Not important 0
Slight importance -1
Moderate importance -2
Moderate plus importance -3
Strong importance -4
Strong plus importance -5
Very Strong importance -6
Extreme importance -7
Must -8
Absolute Must -9

Fig. 3 Scale for scoring undesirable profile items

vierr) --- view) )2 01

v(em1) -+ v(emn) Pn Om

The outcome vector O consists of elements representing the relative utility of each
treatment option.

4 An Example

In order to explain the model let us consider the following example. Suppose there are
three treatment options available for a patient who has a particular diagnosis. Each
treatment is associated with a profile vector consisting of five items: probabilities of
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Profile items Treatment 1 | Treatment 2 | Treatment 3
Probability of having side

effect 1

Probability of having side | 0.4 0.5 0.2

effect 2

Probability of achieving the | 0.6 0.3 0.9

desirable outcome 1

Probability of achieving the
desirable outcome 2

Fig. 4 An example of a matrix of treatment profiles

having each of two side effects, relative cost, and the probabilities of achieving each
of two desirable outcomes as described in Fig. 4.
The matrix M corresponding to this table is given as follows:

0.10.40.20.6 0.7
M=1{0405040.30.6
0.60.20.4090.8

Now, consider the patient profile outlined in Fig. 5. The column vector corresponding
to the patient profile is given as:

-8
=5
P=1-2
9
8

Fig. 5 An example of a

patient profile Profile items

Relative impact having the side
effect 1

Relative impact of having the side
effect 2

Impact of the associated cost
Relative impact of achieving the
desirable outcome 1

Relative impact of achieving the
desirable outcome 2
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Evaluation of the three treatment options involves the following calculation:

MP =0
-8
0.10.40.20.60.7 -5 7.8
0.405040.30.6 21 =110
0.60.2040.90.8 9 7.9
8
The evaluation outcome vector:
7.8
O0=11.0
7.9

represents the relative fitness of the three treatment options. Accordingly, Treatment
3, which has the highest outcome value of 7.9, can be considered the best treatment
option.

5 Model Behaviour

Representing the dynamics of the treatment evaluation process as a system of linear
equations leads to the advantage that it is more easy to study the behaviour of the
system. Understanding of the model’s behaviour is necessary for answering some of
the important questions in relation to choosing a treatment option.

For example, consider two treatments #1 and #;, and that clinician and patient are
primarily focused on a particular profile item e, and its probability of occurrence in
this patient in relation to #; and #,. Let us assume that the respective probabilities
are v(ejx) = 0.6 and v(ezr) = 0.8. In this situation the summation of the products
v(e1j).pj and v(ez;).pj fori = 1... n and i # k, are constants; let us assign
the values C; = 12 and C, = 10 respectively to these sums. This means, without
considering the profile item ey, that treatment 7, is superior to treatment ;. One of
the useful questions to answer is ‘How high a level of significance do you need to
assign to profile item ey so that the treatment #; is superior to the treatment #,’?

The above question can be answered by solving the resulting pair of linear equa-
tions:

f@) =view)pr + ci
f(t) =viexw)px + 2

Setting f (1) = f(t2) and substituting the values for the above problem in these
equations gives the following result:
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— dalal
— dala2

Ftness

Fig. 6 Behaviour of f(#1) and f(;) according to pi

0.6px + 12 = 0.8p; + 10
02pr =2
pk =10

Given the above value is out of the range [—9 . .. 9] the conclusion is that, no matter
how important the profile item ey, treatment #, is always superior to treatment f1.
Behaviour of the fitness of each treatment f(¢1) and f(f2) according to pj can also
be described graphically as shown in Fig. 6.

Now, suppose v(ezr) = 0.8 changes to v(ear) = 0.85, whilst v(ex) = 0.6,
C1 = 12 and C» = 10 remain the same (i.e. the level of the evidence base associated
with a given treatment property may change slightly over time). Solving the equations
for these new values gives:

0.6p + 12 = 0.85pg + 10
0.25pc =2
prk=28

The above value is within the range [—9...9], and according to the scale given in
Fig.2, profile item ¢ is a ‘must’ to achieve. This new result can be interpreted as
saying that both treatments have the same degree of fitness, if the patient considers ey
as a ‘must’ to achieve. Nevertheless, if the patient changes his/her mind and assigns
er as an ‘absolute must’ to achieve (i.e. py = 8), then treatment #; is superior to
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FRtneszsz

Fig. 7 Behaviour of f(#1) and f(2) according to pi

treatment f,, and indeed is the only treatment that can satisfy the ‘absolute must’
requirement. Figure 7 describes this situation.

The above example can easily be extended to study the behaviour of more than two
treatments, and also for more than one profile item. Studying the model’s behaviour
is important to gaining deeper understanding of the treatment evaluation process.
Importantly, the model incorporates the clinician’s expertise by supporting him/her
in adjusting the values of profile items in order to make fair and effective decisions.

6 Alternative Approaches

It is important to recognise that there are problems in other domains that require
similar mathematical models at an abstract level, and therefore there exist alternative
strategies that could potentially be applied for evaluating treatment options.

For example, Analytic Hierarchy Process (AHP) is a well-established and mathe-
matically rigorous procedure [8]. AHP has been widely applied in various application
domains including clinical practice [7]. For example, application of AHP has been
described in relation to optimal management of pharyngitis [9], and also estrogen
replacement therapy and cosmetic eye lid surgery [10]. Application of AHP requires
a pairwise comparison of profile items, and for n profile items, n(n — 1)/2 (i.e.
0 (n?)) judgments have to be made. The proposed approach only requires 7 (i.e.
O (n)) judgments to be made.

For example consider a treatment profile with a vector of four desirable outcomes.
Formulation of the problem in terms of AHP requires rating the relative importance of
these profile items using a scale of absolute numbers. Suppose the resulting pairwise



204 I. Fernando et al.

comparison matrix is:
1 36 7
L 1/311/51/4
laijl=1165 1 3
1/741/3 1

Then, for this example, the item ajp = 3 is interpreted as saying that profile item 1
is three times more important than profile item 2.

Whilst comparison of profile items of the same category (e.g. undesirable profile
item with another undesirable, or desirable property with another desirable prop-
erty) is clearly meaningful, in the context of the evaluation of treatment choices,
comparison of profile items in different categories (e.g. cost of the treatment with
a side effect, or an undesirable property with a desirable property) is difficult and
sometimes not meaningful.

On the other hand, the pairwise matrix has to be a positive matrix, and if the
matrix of treatment profile vectors with positive and negative values is transformed
into a positive matrix its interpretation become less intuitive to clinicians. Also, the
AHP algorithm requires many complex calculations (e.g. the principal eigenvec-
tor, Perron vector, and their eigenvalues) and therefore requires more computational
resources. More importantly, as the authors have previously emphasised, engage-
ment of clinicians in a collaborative development environment is a critical step for
successful development of Clinical Decision Support Systems [3]. AHP would be
less appealing due to its complexity, and may appear less intuitive to clinicians.

Genetic Algorithms (GA) can also be applied to solve problems of similar nature.
In GA, for example, profile items can be encoded as genes with their initial values,
and the genetic operations such as cross over and mutations can be applied to produce
a pool of profile vectors with different values. A fitness function can be designed to
select the ‘the fittest’ profile.

GA is better suited to situations which require selecting a best solution out of a
large number of solutions. For example, consider a hypothetical situation in which a
pharmaceutical treatment can be designed by adjusting the doses of different chemical
components that are correlated with corresponding profile item values. This may
result in a potentially infinite number of possible combinations of different chemical
components, and thus an infinite number of treatment profiles. Given n different
chemical compounds required to synthesise a treatment, a gene can be encoded as
a vector go = (wy, ..., w,) where w; is the amount of the ith required chemical
component. Using the above-mentioned genetic operations a very large (infinitely
many) pool of genes can be replicated. Suppose the functions £2; wherei = 1...n
determines the corresponding values of the profile items e; such that:

v(e;) = §2;(w;)

Then the fitness of any given gene g; can be evaluated using a fitness function f as
follows:
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fle) =D 2iw)

i=1

The ‘best’ treatment option can be chosen out of any given set of treatment options
that are encoded in genes by choosing the corresponding gene with the highest fitness
value.

Evaluation of medical treatment options often involves only a few options, and
therefore GA is less desirable.

7 Model Implementation in Psychiatry

The new model described above has been implemented as Treatment Evaluation
System (TES) in psychiatry, and used for choosing psychiatric treatment options.
The design, implementation and its application is presented elsewhere in a separate
paper [2]. Figure 8 shows a screenshot of TES, in which two antidepressant treatments
are evaluated against a hypothetical patient profile.

Next, Fig. 9 shows approximated values for each treatment profile.

Finally, Fig. 10 shows the evaluation results, after entering the patient profile.

Welcome to TES- version 1.1 1
Treatment Evaluation System

Select Treatment Category
Q |Antidepressant
5 |Antipsychotic
Moodstabiliser
Anxiolytic
Compare Treatment Options
Treatment 1 mirtazapine
Treatment 2 citalopram
_’ Continue | ]

Fig. 8 Implementation of the model as treatment evaluation system in psychiatry

Enter treatment profiles for comparison

[Feature mirtazapine [0..1] [eitalopram [0..1] patient profile [-10..10]
wesght gain 06 o1

Sexual side effects o1 03

Dizziness 01 02

Drowsiness 05 01

Gl Symploms o1 03

Evidencebase 06 06
. E_iubmll ]

Fig. 9 Treatment profiles and the patient profile
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Treatment Evaluation Results:

mirtazapine citalopram Patient
0.6 0.1 -8

0.1 03 -7

0.1 02 -4

0.5 0.1 5

0.1 03 -2

0.6 06 9
Value: 1.8 Value 1.5999999

Close |

Fig. 10 Outcome of the treatment evaluation

8 Conclusion

This paper presents a new model that can be used for effectively evaluating competing
treatment options. The model has been described at a relatively abstract level, and
encapsulates the essence of treatment decision making across different branches of
clinical medicine. Therefore, the model can be implemented as a decision support tool
in any branch of clinical medicine irrespective of the nature of the involved treatment
options. The proposed model was originally formulated to prescribe psychotropic
medications for complex patients in psychiatric practice, and its implementation,
TES, is currently being evaluated with the view to introduce further enhancements.
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