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Abstract. Characterization of disease using stationary resting-state functional
connectivity (FC) has provided important hallmarks of abnormal brain activation
in many domains. Recent studies of resting-state functional magnetic resonance
imaging (fMRI), however, suggest there is a considerable amount of additional
knowledge to be gained by investigating the variability in FC over the course of
a scan. While a few studies have begun to explore the properties of dynamic FC
for characterizing disease, the analysis of dynamic FC over multiple networks
at multiple time scales has yet to be fully examined. In this study, we combine
dynamic connectivity features in a multi-network, multi-scale approach to eval-
uate the method’s potential in better classifying childhood autism. Specifically,
from a set of group-level intrinsic connectivity networks (ICNs), we use slid-
ing window correlations to compute intra-network connectivity on the subject
level. We derive dynamic FC features for all ICNs over a large range of window
sizes and then use a multiple kernel support vector machine (MK-SVM) model
to combine a subset of these features for classification. We compare the perfor-
mance our multi-network, dynamic approach to the best results obtained from
single-network dynamic FC features and those obtained from both single- and
multi-network static FC features. Our experiments show that integrating multiple
networks on different dynamic scales has a clear superiority over these existing
methods.

1 Introduction

Resting-state functional connectivity (FC) has been proven to be a critical tool in under-
standing different disease mechanisms and has great potential to provide biomarkers for
disease diagnosis and monitoring [6]. Canonical models of altered connectivity among
specific regions of the brain have been proposed for a wide range of neurological dis-
eases, including Alzheimer’s Disease [8], schizophrenia [7], and autism [12]. In the
past, many of these functional characterizations of mental disease have assumed that
connectivity patterns in the brain do not change over the course of a resting-state fMRI
scan. There is a growing consensus in the neuroimaging community, however, that
FC fluctuates in a task-free environment with correspondence to cognitive state [2,9].
These short-scale modulations in connectivity, which were latent under previous as-
sumptions of stationarity FC, accordingly contain valuable information about functional
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organization in the resting-state brain. Utilizing the novel features of FC dynamics, in
turn, may allow us to build a better understanding of the effects of neurological disease
on brain function.

It is only recently that dynamic FC patterns have been investigated for the purpose
of characterizing disease. Ma et al. [14] defined group-level intrinsic connectivity net-
works (ICNs) in the resting-state brain and assessed differences in schizophrenic dy-
namic FC patterns using a sliding windows approach. Additionally, they used Markov
modeling to identify abnormal modulation of brain states within the default mode net-
work (DMN) of the schizophrenic group. Leonardi et al. [13] used principal compo-
nents analysis over sliding windows to uncover differences in whole-brain FC varia-
tion patterns (termed “eigenconnectivites”) between relapse-remitting multiple sclero-
sis (RRMS) patients and normal controls. This novel approach revealed altered DMN-
related eigenconnectivities among RRMS patients.

In addition to dynamic changes in connectivity on a single network scale, the inter-
action of multiple large-scale networks has recently become an important topic in brain
disease investigation [5,11]. As the brain’s functioning is a product of many concur-
rent neural patterns, the incorporation of multiple networks into resting-state analysis
has great bearing for robust disease characterization. To date, however, there has been
little research addressing the properties of dynamic connectivity in disease on a multi-
network scale.

In this paper, we combine the dynamic properties of functional connectivity among
multiple resting-state networks and explore the merits of such an approach in better
classifying childhood autism spectrum disorders (ASDs). Using ICNs defined from
group independent component analysis (ICA) on resting-state fMRI data, we investigate
sliding window connectivity within individual networks on a large range of time scales.
We then apply a multiple kernel support vector machine (MK-SVM) model to evaluate
the combination of multiple networks on multiple scales and compare the classifica-
tion results to those obtained from single-network analysis or under the assumption of
stationary functional connectivity over the course of the scan.

2 Methods

Our approach to ASD classification uses multi-network combination of intra-network
dynamic connectivity features. Starting with ICNs defined at the group level, we em-
ployed linear regression to recover subject-specific time courses for each network.
Then, dynamic FC features were extracted for each network using sliding window cor-
relations over a large range of window sizes (20 to 240 seconds, at step sizes of 10
seconds); stationary connectivity features were also collected. Using this wide array of
feature types over all networks, we applied an iterative selection/weighting algorithm in
a multiple kernel SVM (MK-SVM) model to identify optimal ICNs and window sizes
for overall ASD classification. Leave-one-out cross-validation (LOOCYV) was used to
separate the data into the training and testing sets used in classification. An overview of
the classification pipeline is illustrated in Figure 1.
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Fig. 1. Framework for the proposed classification pipeline. Subject-specific dynamic connectivity
features are derived from group-level ICNs on multiple time scales (i.e. sliding window sizes).
Feature selection is then applied to each ICN for every time scale. Finally, features from all ICNs
at all time scales are combined in a weighted multiple kernel model.

2.1 Participant Data

Resting-state subject scans were obtained from the open-access Autism Brain Imaging
Data Exchange (ABIDE) database [4]. A cohort of 60 child scans, 30 categorized as
typical controls (TC) and 30 diagnosed with ASD, were selected from the NYU Lan-
gone Medical Center ABIDE site dataset. Mean group ages, in years, were 9.75 & 1.40
for ASD patients and 9.69 &+ 1.58 for controls. Subject ages ranged between 6.5 and
12 years, and individuals were selected to minimize between-group age differences (p
= 0.8873). Information about participant data collection, exclusion criteria, and scan
parameters for the NYU dataset is available on the ABIDE website!.

2.2 Data Preprocessing

Initial fMRI scans were collected on a 3-Tesla Siemens Allegra scanner over six minutes
taking 180 time points at a repetition time (TR) of 2s. The data were preprocessed
using Data Processing Assistant for Resting-State fMRI (DPARSF) software [3]. Before
preprocessing, all images had the first ten time points removed. The remaining volumes
were then normalized to MNI space with a resolution of 3 x 3 x 3 mm?. Next, the images
were slice timing corrected and motion corrected using the first remaining time point as
a reference. White matter, CSF, global signals, and head motion were regressed out as
nuisance covariates. Following this, the images underwent signal detrending and band-
pass filtering (0.01-0.08Hz). Finally, motion scrubbing [16] was applied with an FD
threshold of 0.5; time points with significant motion were removed from each image,
along with the preceding time point and the two time points following.

! http://fcon_1000.projects.nitrc.org/indi/abide/
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2.3 Group ICA and Recovery of Subject Time Courses

In this study, we employed group ICA to define population-based ICNs. Using FSL’s
MELODIC software? [17], all preprocessed subject images — both ASD and normal
controls — were temporally concatenated and projected into a 25-dimensional subspace.
Spatial ICA was performed on this data set to recover 25 statistically independent spa-
tial maps, each representing a unique group-level functional network, with associated
group-level time-courses. After recovering group-level ICNs, we followed the first step
of FSL’s dual regression approach [1] to define subject-specific time courses associated
with each individual network. Namely, we performed linear regression to model each
time point of an individual’s fMRI scan as a linear sum of the group-level spatial maps.

2.4 Estimating Intra-network Functional Connectivity

For each subject, the back-reconstruction process yielded a set of 25 time courses, each
representing an underlying signal associated with a single group-level functional net-
work. Then, for each subject, we measured the influence of a functional network ¢ on a
given voxel v as the normalized cross-correlation of their respective time courses:
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where NV is the length of both time courses, 7T; is the subject-specific time course repre-
senting network ¢, T;, is the BOLD signal of voxel v, and T" and o represent the mean
and standard deviation of a time course, respectively. To analyze the change in network
influence over the course of the scan, we split 7; and T;, into synchronous sliding time
windows and computed the correlation for each window separately. To observe the ef-
fect of time scale on dynamic functional connectivity within the networks, we repeated
the experiment on a large range of window sizes, from 10 TR (20 s) to 120 TR (240 s)
at intervals of 5 TR. For all window sizes, we fixed the step size between windows to 2
TR (4 s).

Because resting-state fMRI is inherently task-free, it is difficult to interpret patterns
of dynamic FC in individuals, and likewise, it is impractical to directly compare changes
in FC between subjects. To account for this, we took the voxel-wise mean and variance
of windowed correlation values for a given window size and used these measures as
comparative features. For a given voxel and a given network, the mean correlation over
all time windows gives the average influence of the network within that voxel on a
specific dynamic scale. Similarly, the variance gives the local stationarity of the network
influence on the same scale. That is, voxels with high variance in correlation can be
interpreted to experience some shift in intra-network functional connectivity over the
course of the scan.

2.5 Feature Selection

As ICA may return artifactual or physiological components, we first visually inspected
the set of 25 components and selected 16 as relevant to functional dynamics, discarding

2http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/MELODIC
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the rest [10]. Then, prior to classification, we performed the following feature selection
steps for each ICN: First, we masked each ICN to only include functionally relevant
voxels, as determined by MELODIC’s post-processing mixture model [17] (using a p-
value cutoff of p < 0.0001). Next, we applied the Mann-Whitney test [15] to only select
mean and variance features where one group exhibited significantly higher values than
the other group (thresholded at p < 0.05). Using the remaining features, we further
applied a logistic regression with L;-norm regularization to ensure a small number of
features were used when constructing linear kernels, which can be strongly affected
by noisy features, in our MK-SVM model. Importantly, feature selection, as well as
subsequent classifier training, was performed independently on each training set in the
LOOCYV framework.

2.6 Multiple Network Classification with MK-SVM

From our collection of ICNs, each evaluated at a range of window sizes, our next step
is to integrate the features from all networks to perform combined classification. In
practice, we expect that only a subset of ICNs actually contain meaningful differences
in autism connectivity, and that certain window sizes will provide better disease dis-
criminability than others for ICNs that do have important features. Therefore, we wish
to develop a minimal, yet multi-network, multi-scale model of ICN connectivity that
increases ASD classification over both single-network analysis and assumptions of
FC stationarity. To evaluate the feasibility of such a design, we propose to use an it-
erative ICN selection/weighting method to find the combination of ICN features that
maximizes overall LOOCYV classification accuracy, using a multiple kernel SVM (MK-
SVM) model [20] for classification.

Given a set of K kernels {¢y(x)} generated from the training set {(x;,y;)}, where
x; € RV>1 is a feature vector and y; € {—1,1} is a class label, MK-SVM seeks to find
a maximum margin hyperplane in kernel space to separate the two classes. The primal
formulation of MK-SVM seeks to solve

1 K N
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Here, [y, is a linear weight for kernel k; wy, and b are the normal vector and intercept
defining the hyperplane, respectively; and C' is a parameter regularizing the degree of
misclassification (we used a default value of C' = 1 in our experiments). Given a test
observation x, we can then make a prediction on its class g to be

K
9 = sign (Z Bk (W%(bk (x) + b)) . 3)
k=1

In practice, we can constrain the kernel weights such that 21[::1 Br = 1 and perform a
coarse search within the combinatorial space to select an optimal weight configuration.



182 T. Price et al.

Since we only wish to select a subset of ICNs out of a large set of network/window
size combinations, we employed a greedy forward approach to select kernels one-at-
a-time while simultaneously learning their associated MK-SVM weights {5 }. In this
approach, we first construct a linear kernel for each ICN and for each window size,
forming the set of kernels {¢(x)}. We then seek to find a subselection of K kernels
that maximizes LOOCYV accuracy in the MK-SVM model. Starting with the ICN that
gives the best classification accuracy, we incrementally add an additional ICN to the
model if its inclusion increases overall accuracy. At the same time, we use a grid search
approach to select the optimal weights of selected kernels in the MK-SVM model. For
each iteration, we generate all combinations of kernel weights between 0 and 1, using a
step size equal to the inverse of the number of kernels in the model. We stop our iterative
addition of ICNs when overall classification accuracy can no longer be improved.

3 Results and Discussion

Table 1 gives the best results of dynamic and static FC classification on both single- and
multi-network approaches. For the single-network case, we report the highest LOOCV
accuracy among all 16 networks using each network’s features as input to a single, lin-
ear kernel SVM. Under assumptions of FC stationarity, the maximum single-network
accuracy was 68%; in our experiments, this network corresponds to the salience net-
work, which under static FC analysis has previously been shown to have a similar rate
of disease discriminability children with ASD [19]. For dynamic FC analysis, we found
the central executive network (CEN) to have a classification rate of 83% at a window
size of 35 TR (70 s). Interestingly, it has been suggested that disruptions in high-order
cognitive switching controlled by the CEN could contribute to several neurophysio-
logical disorders, including autism [18]. Figure 2 (left) shows the salience and central
executive networks recovered by ICA in our experiments. The right image in Figure 2
plots the classification performance of the two networks across all tested window sizes.
We observe from the figure that the salience network has the best performance under
static IC analysis, while the CEN has a peak between 30 and 40 TR. This finding is
in line with our hypothesis that important FC information exists at different window
sizes for different ICNs, and furthermore, it underscores the importance of considering
multiple time scales when assessing dynamic FC features in mental disease.

Our results also suggest that multi-network classification, which is able to capture a
larger range of disease characteristics, augments both stationary and dynamic analyses.

Table 1. Comparison of the best classification performance obtained under single- and multi-
network models with and without dynamic FC features. (ACC=Accuracy, SEN=Sensitivity,
SPE=Specificity, PPV=Positive Predictive Value, NPV=Negative Predictive Value)

Method ACC (%) SEN (%) SPE (%) PPV (%) NPV (%)
Single-Network, Static FC 68 70 67 68 69
Single-Network, Dynamic FC 83 83 83 83 83
Multi-Network, Static FC 83 87 80 72 86

Multi-Network, Dynamic FC 90 87 93 93 88
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Fig. 2. Left: The salience and central executive networks, which displayed the highest classifica-
tion accuracy among all 16 networks using static and dynamic connectivity features, respectively.
Right: Classification accuracy of the two networks as a function of window size. Here, “full” de-
notes classification under stationary FC assumptions.

Moreover, compared to only using static FC features, we find that searching over multi-
ple dynamic ranges enhances MK-SVM performance for the combination of ICNs. The
multi-network, multi-scale model obtained 90% accuracy using the approach adopted
here, substantially outperforming the 83% accuracy obtained by multi-network analysis
under assumptions of stationary FC. This suggests that while many ICN-window size
pairings may not exhibit strong disease discriminability individually, as evidenced in
Figure 2 (right), there may exist important combinations of ICNs at certain time scales
that can well characterize disease. Effectively, learning these modulation patterns al-
lows for a whole-brain dynamic model of disease, where both stationary connectiv-
ity differences and associated functional compensation are captured. In other words,
multiple-network dynamic FC approaches may be able to simultaneously describe both
high-level aberrant connectivity and the resulting functional modulation of other brain
networks in response. It will be interesting to see what multiple-network models come
about in future analyses of the functional dynamics of disease.

4 Conclusion

In this study, we combined dynamic functional connectivity features from multiple net-
works to enhance the diagnosis of childhood autism. By using FC features over a wide
range of time scales, our approach was able to substantially increase ASD classifica-
tion when compared to using static FC features. Likewise, we showed that integrated
network classification using a multiple kernel SVM approach has higher diagnostic po-
tential when dynamic connectivity is considered. From our results, we conclude that
incorporating different time scales for different ICNs into multi-network FC analysis
provides an important, only now explored, perspective in our understanding of different
disease mechanisms.
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