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Preface

Welcome to the 9th edition of the Augmented Reality for Computer-Assisted
Interventions (AE-CAI) workshop. We are pleased to present the proceedings of
this exciting workshop held in conjunction with MICCAI 2014 on September 14,
2014 in Boston, Massachusetts, USA.

The event was jointly organized by scientists from Rochester Institute of
Technology (Rochester, NY, USA), Children’s National Health System (Wash-
ington, DC, USA), Technical University of Munich (Munich, Germany), Univer-
sity of British Columbia (Vancouver, BC, Canada), and Mayo Clinic (Rochester,
MN, USA), who have had a long-standing tradition in the development and ap-
plication of augmented and virtual environments for medical imaging and image-
guided interventions. In addition, a Program Committee consisting of more than
70 international experts served as reviewers for the submitted papers.

Rapid technical advances in medical imaging, including its growing applica-
tions to drug delivery and minimally invasive/interventional procedures, as well
as a symbiotic development of imaging modalities, and nano-technological de-
vices, have attracted significant interest in recent years. This has been fueled by
the clinical and basic science research endeavors to obtain more detailed phys-
iological and pathological information about the human body, to facilitate the
study of localized genesis and progression of diseases. Current research has also
been motivated by the development of medical imaging from being a primar-
ily diagnostic modality toward its role as a therapeutic and interventional aid,
driven by the need to streamline the diagnostic and therapeutic processes via
minimally invasive visualization and therapy.

The objective of the AE-CAI workshop was to attract scientific contribu-
tions that offer solutions to the technical problems in the area of augmented
and virtual environments for computer-assisted interventions, and to provide a
venue for dissemination of papers describing both complete systems and clini-
cal applications. The community also encourages a broad interpretation of the
field - from macroscopic to molecular imaging, passing the information on to
scientists and engineers for the development of breakthrough therapeutics, di-
agnostics, and medical devices, which can then be seamlessly delivered back to
patients. The workshop attracted researchers in computer science, biomedical
engineering, computer vision, robotics, and medical imaging. This meeting fea-
tured a single track of oral and poster presentations showcasing original research
engaged in the development of virtual and augmented environments for medical
image visualization and image-guided interventions.

In addition to the proffered papers and posters, we were pleased to welcome
as keynote speakers Dr. Guang-Zhong Yang (Imperial College London, Lon-
don, UK), speaking on the integration of medical robotics and computer vision
for computer-assisted interventions, and Dr. Craig Peters (Children’s National
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Health System, Washington, DC, USA), describing state-of-the-art developments
in patient-based augmented environments for pediatric minimally invasive inter-
ventions and robotic surgery.

AE-CAI 2014 attracted 23 paper submissions from eight countries. The sub-
missions were distributed for review to the Program Committee and each paper
was evaluated, in a double-blind manner, by at least three experts, who pro-
vided detailed critiques and constructive comments to the authors and work-
shop editorial board. Based on the reviews, 15 papers were selected for oral and
poster presentation and publication in these proceedings. The authors revised
their submissions according to the reviewers’ suggestions, and resubmitted their
manuscripts, along with their response to reviewers, for a final review by the vol-
ume editors (to ensure that all reviewers’ comments were properly addressed)
prior to publication in this collection.

On behalf of the AE-CAI 2014 Organizing Committee, we would like to
extend our sincere thanks to all Program Committee members for providing
detailed and timely reviews of the submitted manuscripts. We also thank all au-
thors, presenters, and attendees at AE-CAI 2014 for their scientific contribution,
enthusiasm, and support. We hope that you all will enjoy reading this volume
and we look forward to your continuing support and participation in our next
AE-CAI event to be hosted at MICCAI 2015 in Munich, Germany.

July 2014 Cristian A. Linte
Ziv Yaniv

Pascal Fallavollita
Purang Abolmaesumi
David R. Holmes III
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Graphics Processor Unit (GPU) Accelerated Shallow 
Transparent Layer Detection in Optical Coherence 
Tomographic (OCT) Images for Real-Time Corneal 

Surgical Guidance 

Tejas Sudharshan Mathai1,2, John Galeotti1,2,  
Samantha Horvath2, and George Stetten1,2 

1 Department of Biomedical Engineering, Carnegie Mellon University, Pittsburgh, USA 
2 Robotics Institute, Carnegie Mellon University, Pittsburgh, USA 

tmathai@andrew.cmu.edu 

Abstract. An image analysis algorithm is described that utilizes a Graphics 
Processor Unit (GPU) to detect in real-time the most shallow subsurface tissue 
layer present in an OCT image obtained by a prototype SDOCT corneal 
imaging system. The system has a scanning depth range of 6mm and can 
acquire 15 volumes per second at the cost of lower resolution and signal-to-
noise ratio (SNR) than diagnostic OCT scanners. To the best of our knowledge, 
we are the first to experiment with non-median percentile filtering for 
simultaneous noise reduction and feature enhancement in OCT images, and we 
believe we are the first to implement any form of non-median percentile 
filtering on a GPU. The algorithm was applied to five different test images. On 
an average, it took ~0.5 milliseconds to preprocess an image with a 20th-
percentile filter, and ~1.7 milliseconds for our second-stage algorithm to detect 
the faintly imaged transparent surface. 

Keywords: OCT, image-guidance, real-time, GPU, percentile filter, surface 
detection. 

1 Introduction 

Spectral Domain Optical Coherence Tomography (SDOCT) is a non-invasive, non-
contact imaging modality that has found great use in ophthalmology for corneal and 
retinal disease diagnosis. SDOCT uses near-infrared wavelengths, typically in the 
800nm-1600nm range, to image sub-surface structures - including transparent 
surfaces - in soft tissue, such as those in the anterior segment of the eye and the retina. 
These light waves penetrate not only the clear cornea and lens, but also the opaque 
limbus, where important physiological processes take place at the intersection of the 
cornea, iris, and sclera.  The basic acquisition unit of a SDOCT scanner is a one-
dimensional axial scan (A-scan) along the beam path, but by rapidly steering the OCT 
beam, multiple A-scans can be combined to produce 2-D and 3-D high resolution 
cross-sectional images of the tissue. [1, 2] Over the past few years, there has been 
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significant progress towards the creation of SDOCT systems that provide higher 
image acquisition speeds. Since OCT was first demonstrated in 1991, the A-scan rates 
have gone up from 400 Hz to 20 MHz in experimental systems. [3] Most of the 
commercially available SDOCT systems operate using line scan rates within 30 – 85 
KHz to produce high quality 2D B-scan images. The fastest spectrometer-based 
SDOCT systems that have been developed operate with a dual camera configuration 
and a 500 KHz A-scan rate. [4] These SDOCT setups have been used to obtain 2D 
images and 3D volumes; for high resolution 3D volumetric scans, the acquisition time 
is still on the order of seconds. [5, 6, 7] However, most of the SDOCT systems today 
were developed for diagnosis rather than clinical surgery, and only a few attempts 
have been made to integrate real-time OCT into eye surgery. OCT systems have been 
previously combined with surgical microscopes in order to obtain cross-sections of 
the sclera and cornea, but these systems were used in a “stop and check” scenario 
rather than for real-time guidance. [8, 9] It is a challenge to integrate a SDOCT 
system into interactive eye surgery while satisfying clinicians’ needs and preferences 
for high resolution, high signal-to-noise ratio (SNR), and real-time frame rates. In 
order to produce higher resolution images, more samples of the target need to be 
acquired, and higher contrast images with better SNR require a longer exposure for 
each individual A-scan (longer dwell time at each spot on the target). [2] SDOCT 
images are inevitably affected by noise. [11-14] A tradeoff always exists between fast 
image acquisition and high image quality, and if the image acquisition speed is 
increased, then SNR will suffer. [7, 10] OCT scanners laterally sample a target by 
steering the beam across one or two dimensions in order to produce a 2D image or a 
3D volume. Processing the samples from the target to create an image is also a 
computationally intensive task, and the total time it takes to process the samples into 
an image can be higher than the line scan acquisition rate. There have been 
approaches to quickly process interferometer data into image volumes, and to render 
the analyzed OCT volumes at speeds suitable for real-time visualization, but for the 
most part, volumetric rendering still happens only post-process. In particular, attempts 
have been made to utilize Graphics Processing Units (GPUs) and Field-
Programmable Gate Arrays (FPGAs) in order to improve the data processing and 
rendering. [15-22] Parallel programming approaches have also been followed to 
improve very high speed acquisition of OCT data, hide the data processing latency, 
and render 3D OCT volumes at real-time frame rates. [4, 20]  

The focus of this paper is on a computationally simple image analysis algorithm 
that makes use of a Compute Unified Device Architecture (CUDA) enabled NVIDIA 
Quadro-5000 Graphics Processor Unit (GPU), which allows fast processing of 2D 
images to occur in real-time. Our algorithm will be integrated into a custom-built 
prototype SDOCT corneal imaging system that can scan 128,000 lines per second 
(128 kHz A-scan rate) with acceptable image quality (12-bits/pixel frequency 
sampling). Our implementation is tolerant of the low SNR in the images inherent with 
the necessarily short exposure times of the SDOCT spectrometer’s line-scan camera. 
The algorithm (diagrammed in Fig. 1) automatically detects the shallowest surface of 
an imaged structure in 1.4-3.2 milliseconds, depending on the dimensions of the 
image (as discussed later), and hence has real–time applications. The algorithm will  
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be incorporated into our existing augmented-reality SDOCT system for intra-
operative surgical guidance. [23] In the future, the detected first tissue surface layer 
will be rendered in OpenGL, and then overlaid within the surgical microscope 
viewing environment, so as to appear in-situ within the actual corneal structure to 
provide real-time 3D visualization and surgical guidance for clinicians.  

 

Fig. 1. A block diagram portraying the different stages in the algorithm. The CPU stages are 
shown in white blocks, while the GPU stages are shown in shaded blocks.  

2 Methods 

2.1 Prototype System Configuration 

The prototype OCT system consists of an 840nm super luminescent diode (SLD) light 
source with 50nm bandwidth that feeds light into a broadband, single-mode fiber-
optic Michelson Interferometer that splits the light into sample-arm and reference-
arm sections.  The sample-arm section interrogates the target sample being imaged. 
For this paper, the target sample was a static phantom model consisting of a piece of 
folded scotch tape embedded inside clear candle wax gel. Fig 2(a) shows a zoomed 
image of the phantom (with the embedded scotch-tape) as reconstructed by our OCT 
system. The reference-arm section physically matches the path length of the light 
traveling through the sample-arm section from the SLD source to the beginning of the 
target range in the sample. The light output from the sample arm and reference arm 
are combined back together in the interferometer, and fed into a spectrometer that 
measures the amplitudes of the individual frequency components of the received 
signal. The detected signal is processed into an A-scan 1D image, which is a depth 
profile of the various reflections of light from the distinct structural layers present in 
the sample. The A-scan represents a reflectivity profile along the beam for a fixed 
lateral scanning position of the scanning mechanism, and at a single fixed location on 
the target sample. Multiple A-scans are collected to form a 2D cross-sectional image 
of the target sample region being imaged. [24] The prototype SDOCT system has a 
scan depth range of 6mm, and acquires A-scans at 128 kHz when scanning 15 
volumes per second resulting in lower contrast, lower quality SDOCT images than 
typical SDOCT systems. We do this to satisfy the physical space requirements for 
real-time surgical guidance. The SLD source has a total light output of ~6.76 mW, but 
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the light output progressively decreases as it passes through the fibers and 
components in the SDOCT system. The power at the output of the sample-arm is 
2.851 mW. The light returned by the sample is combined with the light output from 
the reference-arm in the interferometer, which filters out the light scattered in  
the sample, preserving only the small percentage of light that directly interrogated the 
subsurface targets for analysis by the spectrometer, where the input power is on the 
order of 50-100 nW.  

2.2 Image Analysis  

Noise Reduction. As a result of the rapid acquisition time of our SDOCT system, the 
output images are affected by substantial speckle noise. Since the manufacturer of our 
SDOCT system applied a custom non-linear noise reduction algorithm to the images 
acquired by the system, we chose not to attempt to explicitly model the residual noise. 
Instead, we chose to implement a post-processing algorithm that is insensitive to the 
remaining noise in the images. The integration time for all the frequency signals at the 
detector is very short, < 8 ns, and this contributes to the noise. SDOCT SNR also 
inherently drops off with depth, of particular relevance to our system with its extra 
deep 6mm A-scan length. Since the SNR depends in part on the light output power 
being detected at the spectrometer and the detector sensitivity, it follows that a 
generated image will have more noise and less contrast if the detected light output at 
the spectrometer is low. [24] Consequently, due to the noisy background, the physical 
edge boundaries are difficult to discriminate in the images generated by our SDOCT 
system.  

 

 

Fig. 2. (a) A zoomed view of an original noisy OCT image (b) Zoomed view of a bilateral 
filtered image (left), and the detected surface (right), (c) Zoomed view of a median filtered 
image (left), and the detected surface (right), (d) Zoomed view of a 20th-percentile and 
Gaussian filtered image (left), and subsequent detected surface (right), (e) Zoomed view of an 
extremely noisy OCT image (left), and the 20th-percentile and Gaussian filtered output (right), 
which resulted in significant noise reduction 

Sufficiently fast conventional noise-reduction methods such as Gaussian blurring, 
or non-iterative edge-preserving smoothing methods such as Bilateral filtering, were 
unable to satisfactorily suppress the noise in the OCT images without substantial loss 
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of contrast on the actual structures being scanned. When the surface detection 
algorithm (described next) was applied after bilateral filtering our test image, the 
detected shallow surface was false as shown in Fig 2 (b). Median filtering is one of 
the slowest non-iterative noise-reduction algorithms [25], and it is often used to 
remove speckle noise, but it also struggled with the large amplitude of the image 
noise, as shown in Fig 2 (c). A key insight into our problem is that while the 
background contains many pixels that are very bright due to noise, with several 
background patches containing over 50% bright noise pixels, these pixels are 
generally randomly scattered and intermixed with dark pixels. Only actual surfaces 
contain a large majority of bright pixels. Sharpening our images using a Laplacian 
filter (after smoothing using a Gaussian) did not improve our detection, albeit the 
contrast of the image improved. Since Laplacian filters approximate the second-order 
derivatives of the image [26], application of a Laplacian filter to the original image 
increased the noise by enhancing the intensity values of the noisy pixels in the 
background patches. So, a filter was required that would increase the edge contrast for 
any input image while darkening pixels that are not mostly surrounded by bright edge 
pixels. Percentile filers, also known as rank filters, are certainly not new to image 
processing, but aside from the Median filter, other percentile filters are typically not 
used directly for noise reduction or image restoration, but rather for more specialized 
tasks, such as estimating the statistical properties of image noise, surface relief etc. 
[27, 28, 29]  

We believe that we are the first to apply non-median percentile filtering to OCT 
noise reduction, as well as to implement percentile filtering (for any purpose) on a 
GPU. For our particular OCT images, selecting 20th-percentile (first quintile) seemed 
to best suppress the noise while simultaneously increasing the contrast of the first 
surface in all of our images. The intensity of most pixels is adjusted by the percentile 
filter toward the dark end of the gray-level range, except for those pixels surrounded 
almost exclusively (≥80% of their neighbors) by bright pixels. The 20th percentile was 
calculated by first determining the ordinal rank n described by: ݊ ൌ ቀ ௉ ଵ଴଴ ൈ  Nቁ ൅ ଵଶ                              (1) 

where P is percentile that is required to be calculated (in our case P = 20), and N is 
the number of elements in the sorted array. A small 3×3 neighborhood was considered 
and so, N = 9. Substituting the above values in the formula yielded a rank of 2.3, and 
this value was then rounded to the nearest integer (i.e., 2). Next, the element in the 
sorted array that corresponds to rank 2 was taken to be the 20th percentile. Thus, for 
each pixel in the image, a sorted array containing nine elements corresponding to a 
3×3 neighborhood around that pixel was extracted, and the second element in that 
sorted array was set as that pixel’s intensity value. Small-neighborhood percentile 
filtering often leaves small-amplitude residual noise, and so we Gaussian blurred the 
image (with a 3x3 kernel) following the percentile filtering. Through this approach, 
the bright regions and edges were preserved, and noise was reduced in the image. 
Results of applying the 20th-Percentile filter and subsequent Gaussian blurring to 
various test images can be seen in Figs 2 (d) and (e), and Fig 3.  
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Fig. 3. Application of the 20th-percentile and Gaussian filters to four different OCT images. In 
(a), (b), (c), and (d), images on the left represent the zoomed views of the original noisy OCT 
images, while images on the right represent the corresponding zoomed views of the filtered 
images.  

 

Fig. 4. Results of the surface-detection algorithm. In (a), (b), (c), and (d), the original images 
are shown on the left while the detected surfaces are shown on the right.  

Detection of Surfaces. The goal of our preprocessing is to enable very fast surface-
detection for robust, real-time operation. After the input OCT image is 20th-percentile 
and Gaussian filtered, an Otsu threshold for the entire grayscale OCT image is 
computed using Otsu’s method. [30,31] Otsu’s original filter uses a bimodal 
histogram containing two peaks, which represent the foreground and the background, 
to model the original grayscale image. The filter then tries to find an optimal 
threshold that separates the two peaks so that the variance within each region is 
minimal. If there are L gray-levels in the OCT image [1, 2, 3…. L], then the within-
class variance is calculated for each gray level. The within-class variance is defined 
as the sum of weighted variances of the two classes of pixels (foreground and 
background), and it is represented by:  ߪ௪ଶ ሺݐሻ ൌ ሻݐଵଶሺߪሻݐଵሺݓ  ൅  ሻ                (2)ݐଶଶሺߪሻݐଶሺݓ

 

a b c d 

 

a b c d 
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where ߪ௪ଶ  is the within-class variance, ߪ௜ଶ is the variance of a single (foreground or 
background) class, and ݓi is the weight that represents the probabilities of the two 
classes separated by the threshold t. The gray level value for which the sum of 
weighted variances is lowest is set as the Otsu threshold. This approach is 
computationally intensive as it involves an exhaustive search for the threshold among 
all the gray-levels present in the 8-bit grayscale OCT image. A faster approach to 
threshold selection, also described by Otsu, involves the computation of the between-
class variance. Otsu showed that maximizing the between-class variance led to the 
same result as minimizing the within-class variance [29, 30], and the between-class 
variance is given by:  ߪ஻ଶሺݐሻ  ൌ ሻݐଶ்ሺߪ  െ ௪ଶߪ  ሺݐሻ ൌ ሻݐଵሺߤ]ሻݐଶሺݓሻݐଵሺݓ െ  ሻ]2 (3)ݐଶሺߤ

where ߪ஻ଶ is the between-class variance, ߪଶ் is the total variance of both classes, ݓ௜  are 
the class probabilities, and ߤ௜ are the class means respectively. ߪ஻ଶ and ߪ௪ଶ  are 
functions of the threshold, while ߪଶ் is not.  

The class probability ݓଵሺݐሻ is represented as a function of the threshold t by:  ݓଵሺݐሻ ൌ  ∑ ௜௧଴݌                                              (4) 

where ݌௜ is the probability distribution, which was obtained by normalizing the gray-
level histogram, and the class mean ߤଵሺݐሻ is calculated by: 

ሻݐଵሺߤ      ൌ ሾ∑ ሺ݅ሻ௧଴݌ ሺ݅ሻሿݔ ⁄ଵݓ                     (5) 

where ݔሺ݅ሻ is the center of the ith histogram bin. Similarly, by using the same formulas 
above, ݓଶሺݐሻand ߤଶሺݐሻ can be computed from the histogram for bins which are 
greater than t. The between-class variance calculation is a much faster and simpler 
approach to selecting a threshold that separates the foreground pixels from 
background pixels. Next, our surface detection algorithm performs a very efficient 
linear search along each individual column of the 20th-percentile filtered image for the 
first faintly visible surface.  As the search iterates down each column (A-scan) in the 
preprocessed image, the algorithm compares each pixel’s intensity value with its 
neighbors, and based upon the computed Otsu threshold, it determines if the current 
pixel is present in the background or the foreground of the image. By efficiently 
utilizing the pre-determined Otsu threshold, the surface-detection algorithm correctly 
selects the first surface for the majority of the columns in the image. These individual 
selected pixel localizations (one per column) are then pruned of outliers (as described 
below), and connected together into one or more curved sections, each of which 
corresponds to an unambiguous physically continuous segment of the underlying 
surface.  

Isolated single-pixel outliers were easily removed, but small clusters of connected 
outliers were more challenging to remove in real-time. Fortunately, these clusters 
tended to be physically separated from the actual surface of interest, and so, they 
could be implicitly excluded during the curve-connecting stage. Detected pixels were 
connected together so as to find only the surface of interest by first measuring the 
distance between each set of two detected points, and then connecting them together 
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by a rendered line. Sets of two points whose distance exceeded a given threshold were 
also connected together, but by a line of lower intensity, so that while the entire 
surface is automatically detected, there is also a visual cue to locations where 
ambiguity in the OCT image could possibly indicate that a small gap might be present 
in the physical tissue surface. 

Table 1. Performance of the algorithm measured for five images 

 

3 Results 

The 20th-percentile filter, followed by Gaussian blurring, reduced large amounts of 
speckle noise in the image, which allowed the surface detection algorithm to quickly 
and accurately detect the shallowest surface present in the image. The surfaces 
detected by the algorithm for different images are shown in Fig 4, and the measured 
time it took to execute the entire algorithm on the GPU is shown in Table 1. The 
dimensions of B-scan OCT images that were passed as an input to the algorithm were 
varied, and this was intentionally done in order to measure the performance of the 
algorithm under this condition. On an average, the 20th-percentile filter implemented 
using CUDA on the GPU took ~0.512 milliseconds to execute. The detection of the 
surface from the 20th-percentile and Gaussian filtered image took ~1.7 milliseconds 
on average.  

The surface-detection algorithm was also implemented on the CPU, and its 
performance was measured and found to be 143.5 milliseconds, on average. The 
original image and the detected curve’s mask were overlaid using ITK-SNAP [32] as 
seen in Fig 5. From the overlaid images, it is visually noticeable that most of the 
detected surfaces match with the curved structures in the original image, with the total 
computation time being less than 3.5 milliseconds. However, the algorithm is not 
perfect, and the noise present in the original low-contrast OCT images does 
occasionally result in fractured surface detection as shown in Figs 5 and 6. The 
performance of the algorithm was timed using NVIDIA’s Visual Profiler v4.2 and 
NVIDIA’s Nsight Visual Studio Edition v3.2. On average, the total runtime of the 
program was 1.126 seconds, which included the low-bandwidth memory copies to 
and from the CPU and GPU. [33]  

 
 
 

Image 
Number 

Dimension GPU execution time – 
20th-Percentile Filter 

(milliseconds) 

GPU execution time –
Surface Detection 

(milliseconds) 

CPU Execution Time –
Surface Detection 

(milliseconds) 
1 256 x 1024 ~0.368 1.222 109 
2 256 x 1024 ~0.368 1.218 93 
3 256 x 1024 ~0.368 1.040 141 
4 256 x 2048 ~0.727 2.475 172 
5 256 x 2048 ~0.727 2.472 202 

Average Execution Time 
(milliseconds) 

~0.512 1.685 143.5 
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Fig. 5. Zoomed results showing two different original images with overlaid surface detection. 
In (a) and (b), the detected curve (shown in red) for each test image was overlaid on the original 
image. By visual inspection, the detected curves line up well with the original edges.  

 

Fig. 6. Zoomed crops of the overlays for two different images in (a) and (b) show how a lack of 
differentiation in intensity between pixels representing an edge versus the background can 
cause the surface detection to be fractured by gaps 

4 Discussion and Future Directions 

The dimensions of the image play a vital role in the performance of the percentile 
filter. For a 256x1024 pixel image, the execution times were measured for the 
PercentileFilterKernel and SurfaceDetectionKernel on the GPU; the filtering stage 
took ~369μs to filter the image, while the surface-detection stage took 1.22ms to 
execute. Unlike a CPU that is optimized to handle sequential code that is complex and 
branching, a GPU is optimized for the parallel application of one piece of code (a 
kernel) to many elements at once (e.g., to each pixel in an image). With a GPU, each 
pixel’s intensity value in the output image can be calculated by a dedicated thread, 
which is assigned to work on the corresponding pixel and its neighbors in the input 
image. As with a CPU, a GPU’s fastest memory is its on-chip registers and its slowest 
memory is the bulk global GPU memory. Also, just like a CPU can speed global 
memory access by using a cache (for example: L1 cache), a GPU can speed access to 
its global memory by allocating a dedicated high-speed shared memory to each block 
of threads. During runtime, a block of threads executed by a streaming multiprocessor 
(SM) on the GPU is further grouped into warps, where a warp is a group of 32 

 

a b 

 

a b 
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parallel threads. The use of shared memory allows global memory access to be 
coalesced by warps, and thereby improves the latency of the data fetches. As shared 
memory is present on-chip, it has a latency that is roughly 100x lower than uncached 
global memory access, and it is allocated per block, which allows all parallel threads 
in a block to have access to the same high-speed shared memory. [33] GPUs also 
permit traditional L1 caching of memory, but the GPU L1 cache still has inferior 
performance to per-block shared memory in terms of memory bandwidth. [34] 

 

 

Fig. 7. Graphs detailing the current active thread occupancy on the GPU for the 
PercentileFilterKernel and SurfaceDetectionKernel respectively. The red circle shows the 
algorithm’s active thread occupancy on the GPU as set against other theoretically calculated 
occupancy levels by NVIDIA’s Nsight Visual Studio Edition v3.2.  

The active thread occupancy levels for our algorithm are displayed in Fig 7, and 
the red circle in each graph represents the runtime state of the GPU as dictated by our 
algorithm. Occupancy can be measured in terms of warps, and it is defined as the ratio 
of the current number of active warps running concurrently on a streaming 
multiprocessor (SM) to the maximum number of warps that can run concurrently. [33] 
For the PercentileFilterKernel, there are 48 warps active on our GPU with the 
maximum number of warps for our GPU being 48. Thus, the occupancy level for the 

PercentileFilterKernel – Active Thread Occupancy  

 

SurfaceDetectionKernel – Active Thread Occupancy 

 



 GPU Accelerated Shallow Transparent Layer Detection in OCT Images 11 

Percentile Filter is 100%. From the graph detailing the varying block size for the 
PercentileFilterKernel, allocating 256 threads per block allowed an efficient 
coalesced global memory access. Out of these 256 threads per block, only 128 threads 
were used to load the neighbors of consecutive pixels to the shared memory. Each of 
these 128 threads processed a 3×3 or 5×5 neighborhood as set by the user, and loaded 
them into shared memory. The remaining 128 threads in the same block would access 
the “shared” pixels that were previously loaded by the first set of 128 threads, thus 
effectively reducing the read operation by half, and at the same time, creating a very 
efficient memory access pattern. In the two Fig 7 graphs titled “Varied Shared 
Memory Usage”, the legend “L1” represents the cache memory present on the GPU, 
while the legend “Shared” represents the shared memory present on the GPU, as 
previously discussed. From the shared memory usage graph for the 
PercentileFilterKernel, it can be seen that the utilization of the shared memory on the 
GPU allows faster data access when compared to L1-cache memory of the GPU. 
Similarly, from the graphs for the SurfaceDetectionKernel, the occupancy was 
calculated to be 100%, with registers being sufficient so-as to not require or benefit 
from shared memory, and the active warp count equals the maximum number of 
warps running in parallel on the GPU. As seen from the varying block size graph for 
the SurfaceDetectionKernel, only 256 threads were used to detect the faintly visible 
surface. Each thread was allowed to process pixels only along a single column of the 
image. The thread extracted the values of the neighbors of a pixel, either in a 3×3 or 
5×5 neighborhood as set by the user, loaded the values to memory, and used the 
computed Otsu threshold to determine if the pixel is present on the edge representing 
the phantom’s surface.  

However, the percentile filtering stage of the algorithm can be further optimized. In 
future work, the sorting scheme employed by the 20th-percentile filter could be 
upgraded in order to boost the performance of the algorithm. Presently, a naïve bubble 
sorting implementation is used by the algorithm. A naïve bubble sort is efficient in 
cases where only a 3×3 or a 5×5 pixel neighborhood is being considered, and only 
half the elements stored in the sorting array are being sorted, leading to a runtime of 
O(n2/4).  However, as the size of the sorting array increases with neighborhood size, it 
becomes more efficient to run other sorting algorithms, such as radix sort or quick 
sort. [35, 36] Moving beyond the detection of the first surface, detecting underlying 
surfaces poses a challenge because these surfaces do not always appear smoothly 
connected or visible in the image. There may be gaps in the image that actually 
represent a structure in the target tissue being imaged, and it is important to represent 
these gaps by appropriate marker(s) in the image. Future directions of this algorithm 
are directed towards detecting and analyzing these underlying surfaces robustly, even 
when physical discontinuities are occasionally present.  

5 Conclusion 

We have implemented a GPU-based algorithm capable of real-time detection of first 
surfaces in noisy SDOCT images, such as those acquired by our prototype SDOCT 
corneal imaging system that trades off an inherently lower SNR for high-speed 
acquisition of images spanning 6mm in depth. The algorithm requires ~0.5 milliseconds 
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on average to percentile and Gaussian filter the image, and ~1.7 milliseconds on average 
to detect the first surface thereafter. The surface detection algorithm’s accuracy 
significantly depends on our preprocessing to reduce the speckle noise in the original 
image. More than 90% of the detected surface lies on the actual edge boundary. We are 
now incorporating our algorithm into a complete system for real-time corneal OCT 
image analysis and surgical guidance. Our implementation will enable clinicians to have 
an augmented-reality in-situ view of otherwise invisible tissue structures and surfaces 
during microsurgery.  

Acknowledgements. This work was funded in part by NIH grants #R01EY021641 
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Abstract. In laparoscopic surgery, to identify the location of lesions and blood 
vessels inside organs, an ultrasound probe which can be inserted through small 
incision is used. However, since surgeons must observe the laparoscopic and ul-
trasound images both at the same time, it is difficult to understand the corres-
pondence between the ultrasound image and real space. Therefore, to recognize 
the correspondence between these two images intuitively, we developed a sys-
tem for overlaying ultrasound image on the laparoscopic image. Since the tip of 
the probe is flexed freely, we acquired the probe tip position and orientation  
using a method for detecting the probe angle from laparoscopic image and in-
formation obtained from optical tracking sensor. As a result of an experiment 
using a wire phantom, overlaying error of ultrasound images was found to be 
0.97 mm. Furthermore, the rate of probe angle detection was evaluated through 
an animal experiment to be 83.1%. 

1 Introduction 

Since minimally invasive surgery is highly required for patients in modern medicine, 
these days, laparoscopic surgery is performed frequently. In laparoscopic hepatic 
surgery, to identify the location of lesions and blood vessels inside organs, an ultra-
sound (US) probe which can be inserted through small incision is used (LUS probe). 
However, since surgeons must observe the laparoscopic and US images both at the 
same time, it is difficult to understand the correspondence between the US image and 
real space. Therefore, to recognize the correspondence between these two images 
intuitively, augmented reality (AR) based surgical assistance such as overlaying US 
image on the laparoscopic image is carried out[1-3]. 

In order to overlay the US image correctly, the relative position of the LUS probe 
and laparoscope is required. To acquire the flexion angle of the probe tip, previous 
studies attempt to track it by attaching an electromagnetic (EM) tracking sensor on the 
tip[4,5]. There are also methods which detect a pattern attached on the probe tip by 
the laparoscope in order to obtain the pose and position of the tip without using any 
tracking sensors[6,7]. However, since it is necessary to capture a detailed pattern from 
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laparoscopic image, the positional relationship between the probe and the laparoscope 
is limited. In addition, since it takes time for pattern detection, it may be difficult to 
overlay US image in real-time. 

Therefore, we propose an optical and visual tracking method to calculate the LUS 
probe angle by detecting the probe tip from laparoscopic image. To detect the probe 
tip in laparoscopic image, we attached a thin color marker, which does not increase 
the diameter of the probe. Color marker detection of instrument in laparoscopic can 
be easily implemented in real-time, with high robustness[8]. Furthermore, optical 
tracking sensor is used in order to track the scope and instruments in AR surgery as-
sistance[9-11]. Since the proposed system also uses only the optical tracking sensor, it 
has an advantage of the ability to combine with other computer-aided-surgery sys-
tems. For example, by attaching the optical marker to surgical instruments, it is possi-
ble to perform navigation, which presents the distance between the tip of the surgical 
instrument and the US image. Our study is about a system for real-time overlaying of 
US image onto laparoscopic image by detecting LUS probe angle flexion. 

In this paper, we present the method of probe angle detection, accuracy evaluation 
of US image overlay, and the results of animal experiment. 

2 System Overview 

Fig.1 shows the flow of coordinate transformation and an overview of the system. The 
proposed system consists of three devices, a LUS probe (UST-5550 Hitachi-Aloka 
Medical Ltd.,Japan), a laparoscope and a position tracking sensor (MicronTracker 3, 
Sx60, Claron Technology Inc., Canada). We calculate the location of US image in the 
laparoscopic image coordinate system by tracking the positions of the LUS probe and 
laparoscope, where optical markers are attached at the handle, which is positioned 
outside the patient's body. We define the laparoscope marker as marker L and the 
LUS probe marker as marker P. Equation (1) denotes the transformation from XU in 
the US image coordinate system to XL in the laparoscope coordinate system. 

 UUSPSLSLapL XTTTTX =  (1) 

TLS represents a transformation matrix from the optical sensor coordinate system to 
marker L coordinate system and TSP represents a transformation matrix from marker 
P coordinate system to the optical sensor coordinates. These two matrices can be 
obtained from the output of the optical sensor when it detects the optical markers in 
real-time. TLap represents a transformation matrix from marker L coordinate system to 
the laparoscope coordinates. TUS represents a transformation matrix from US image 
coordinate system to marker P coordinate system. 

TUS and TLap are needed for pre-operation calibration. TLap is obtained by using the 
corresponding points of the laparoscope coordinate system by camera calibration and 
the corresponding points of marker L coordinate system by optical sensor[12], while 
TUS changes depending on LUS probe angle. We will explain about LUS probe cali-
bration in the next section. 
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3 LUS Probe Calibration 

3.1 Probe Angle Detection 

Fig.2 shows the LUS probe that we use. The probe tip has a rotational degree of free-
dom of one axis, the angle ∠ABC varies from π/ 3 to 5π/ 3 rad by operating the 
wheel close at hand. Since only marker P is attached to the probe handle, the position 
of point A, which is inside the patient’s body, cannot be estimated. Here, by obtaining 
the coordinates of the probe tip in the laparoscopic image, we have constructed a me-
thod for detecting the probe angle. Fig.3 shows an overview of LUS probe angle de-
tection method. First, we define the plane passing through the three points A, B and C 
of Fig.2. This plane is referred to as flexion plane in the rest of this paper. B and C 
were defined manually using a stylus. Position and orientation of the flexion plane is 
determined by the transformation matrix TSP in Fig.1. Also this plane is parallel to the 
plane of marker P. Second, from the optical axis of the laparoscope, we find a vector 
extending to the probe tip of the laparoscopic image. By calculating the intersection 
of the flexion plane and the vector, the coordinates of A can be obtained, and we cal-
culate the probe angle from three points, including B and C. In this study, we use 
green color markers for detection of the probe tip in the laparoscopic image, and 
detect the coordinate values in the image by image processing. 

 

Fig. 1. Overview of the proposed system 

   

Fig. 2. Laparoscopic ultrasound probe, UST-
5550 

Fig. 3. Probe angle detection using laparoscopic 
image 
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3.2 Probe Calibration 

After we detect the probe angle using the method mentioned above, we also need to 
acquire TUS. In this study, we prepared the conversion table from the probe angle to 
TUS with large numbers of their pairs. In order to obtain a large number of TUS, we 
have attached an additional marker to the probe tip for the optical tracking sensor. We 
define this marker as marker T. First, we calculate the transformation matrix TTU to 
marker T coordinate system from the US image coordinates (Fig.4). We obtained TTU 
using marker T and US image coordinate system of the corresponding points by wire 
phantom[13]. TTU is constant regardless of probe angle. 

Second, we find the transformation matrices TPT to marker P from marker T coor-
dinate system (Fig.5). From the position and orientation of marker T and P which are 
detected in each frame by freely changing the flexion angle of the probe tip, we conti-
nuously find sets of the probe angle and transformation matrix TPT. Accordingly, we 
can obtain TPT(θ) when the probe angle is θ. After obtaining the TPT(θ) about 1000 
sets, we would have created the conversion table. 

Using TPT and TTU, we can now calculate transformation matrix TUS. We select the 
TPT which is closest to the computed angle θ. Equation (2) shows the transformation 
matrix TUS when the probe angle is θ. 

 ( ) TUPTUS TTT θ=  (2) 

  

Fig. 4. Probe calibration of US image 
to marker T coordinate system 

Fig. 5. LUS probe fitted with markers 

4 Accuracy Evaluation of US Image Overlay 

An accuracy evaluation was conducted by comparing feature points in laparoscopic 
image with points in US image. We used a normal camera (UCAM-DLF30, 
ELECOM Ltd., Japan, resolution 640 x 480 pixels) instead of laparoscope in this 
experiment setup. For the accuracy evaluation, we used a handmade phantom model 
shown in Fig.6, which consists of cross wire sets stretching between walls, where the 
intersections of cross wire is captured by the LUS. At the same time, the intersections 
are taken by the normal camera as shown in Fig.7. In consideration of relative posi-
tion between the organ and laparoscope in surgery, this phantom is about 10~15cm 
away from the camera. We have taken 20 images by changing the position and  
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orientation of the camera and probe angle. Fig.8 shows a camera image with overlay-
ing semi-transparent US image by calculating the average of the original camera im-
age and overlaid image. The feature points of the two sets is obtained for each image 
by manually selecting the wire intersections in camera image, and calculating the 
center point and the line segment. Then, high intensity points in overlaying US image 
is selected manually as two feature points, to calculate the center point and the line 
segment as well. Overlaying error is derived by Euclidean distance between the center 
point of the wire intersection and the center point of the feature points of US image, 
while rotation error is derived from the difference between the inclination of the line 
segment and scaling error is derived from the ratio of the length of the line segment. 
Calibration accuracy of the optical sensor is 0.25mm RMS[14], where calibration 
accuracy of the camera is 2.7mm RMS, which is the error between corresponding 
points used in the calculation of the transformation matrix TLap and re-projected points 
to the camera coordinate system using TLap. Calibration and re-projection was done 10 
times, then the mean value was calculated. 

Table 1 shows the results of the accuracy evaluation. The mean translation error 
was 0.97mm from the focal length of the camera. From this result, we found that the 
mean overlaying accuracy is amply high. However, the maximum error and standard 
deviation was large. The maximum value of translation error, rotation error, and scal-
ing error was 4.3mm, 18.4 degrees, and 12.3%, respectively. 

Table 1. Overlaying error. Mean, max, and 
standard deviation (SD) of 20 samples. 

 

 Mean Max SD 
Translation 
error(mm) 

0.97 4.3 1.0 

Rotation 
error(deg) 

4.0 18.4 4.0 

Scaling 
error(%) 

4.4 12.3 3.7 
 

Fig. 6. Phantom for accuracy evaluation 

 

Fig. 7. Geometry of accuracy evaluation Fig. 8. Camera image overlaying US image 
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5 In vivo Evaluation 

5.1 Clinical Feasibility Evaluation 

The usability of the proposed system was assessed on animal experiment using a pig. 
In addition to the optical sensor and the LUS probe mentioned above, a PC (Windows 
7, 32bit, Intel(R) Core(TM) i7-2600K CPU3.40GHz, RAM 4GB) and a laparoscope 
(IMAGE1 H3-Z, KARL STORZ, Germany, resolution 720 x 480 pixel) were used. 
An overview of the proposed system being used in animal experiments is shown in 
Fig. 9. All experiments were carried out laparoscopically. The probe which was in-
serted through 12mm diameter trocar is set onto the porcine liver. By tracking the 
marker mounted on the probe handle and the laparoscope, the system was carried out 
at 30fps overlaying in real-time. Since the sensor output is of 80 frames average, 
when the probe tip was moved, a delay of about 2 seconds occurred to move the US 
image overlaid position to the correct position. An overlaying image is shown in Fig. 
10(a), and semi-transparent overlay image is shown in Fig. 10(b). The image of Fig. 
10(a), since the opaque US image is overlapped directly over the laparoscopic image, 
understanding of the depth direction between images was difficult. In contrast, in the 
semi-transparent overlay image of Fig. 10(b), the intuitive recognition of the depth of 
vessel position was enhanced by the color of Doppler mode. 

 

Fig. 9. Geometry of animal experiment 

 
(a) Normal mode (b) Semi-transparent mode 

Fig. 10. US images are overlaid on laparoscopic image for the proposed system. The color 
regions on the US overlays represent blood flow inside an organ. 
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5.2 Angle Detection Rate Evaluation 

When the color marker of the probe tip is detected from laparoscopic image, it is 
possible to calculate the probe angle to overlay the ultrasound image. Therefore, de-
tection rate of the color marker was evaluated from the video sequence of laparoscope 
taken in the animal experiment. The percentage of the color marker in the shooting 
time (the time when the probe did not appear completely were excluded, e.g. during 
lens cleaning) was detected correctly. The pixel values in the laparoscopic image were 
converted from RGB to HSV color space, then we determined the following threshold 
condition to detect the color marker stably.  

 60 < H < 220,  S > 90,  V > 80 (3) 

Range of hue(H) is 0 to 360. Ranges of saturation(S) and value(V) are 0 to 255. 
After the thresholding, morphological opening processing was performed to remove 
noise. Fig.11(a) shows a laparoscopic image, and Fig.11(b) shows an extracted image 
given by the above process. Coordinates of the probe tip in the laparoscopic image 
was obtained by calculating the centroid of the high intensity pixels from Fig.11(b). 

Table 2 shows the total recording time and results of the detection rate. The color 
marker detection rate was 83.1%, and the maximum continuous detection time was 
241.9 seconds. In this experiment, false detection of the color marker did not occur. 
The maximum time of undetectable state was 42.1 seconds. This happens mainly 
when the probe tip is too far away from the camera, because of low illumination. 

Table 2. Results of the color marker detection rate evaluation 

Total time (s) Detection success 
rate (%) 

Maximum continuous 
detection time (s)

Maximum continuous 
non-detection time(s) 

2009(33m29s) 83.1 241.9 42.1 
  

 
(a) Laparoscopic image (b) Color marker detection image 

Fig. 11. Results of the detection of the color marker from laparoscopic image 

6 Discussion 

Here we discuss about the experiments in Section 4 and Section 5, and the usefulness 
of surgical support system using the LUS probe angle detection.  
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The dispersion of overlaying precision causes error when the transformation ma-
trices TPT(θ) is calculated. The marker T and P shown in Fig.5 are used in this task, in 
order to put both markers into the measurement range of the optical sensor, it is ne-
cessary to keep a large distance between the probe and the optical sensor. It appears 
that as a result, when the measurement was performed near the border of the field of 
optical sensor’s view, dispersion occurred. Although output average of the optical 
sensor is taken currently to address the dispersion issue, it is necessary to improve by 
using interpolation technique to remove outliers as the next task. Furthermore, a delay 
of about 2 seconds occurs in overlaying of the US image. Since LUS probe was not 
moved quickly during the operation, the influence of the delay was small. However 
when the overlaying image is observed while moving the laparoscope, this delay can-
not be ignored. It is believed that by replacing the optical sensor with another sensor 
with wider range and higher accuracy, the output would be stabilized. Thus, im-
provement of the delay and dispersion of the overlaying precision is to be expected. 

The proposed system is required to detect the color markers from the laparoscopic 
image and output of the optical sensor. Probe tip detection failed only when it is 
placed far from the laparoscope due to low illumination. The addition of computer 
vision techniques such as shape recognition, detection accuracy will be improved 
further. As mentioned in Section 1, since diameter of the probe tip does not increase 
even when the color marker is attached, means that it can be handled without a prob-
lem. It is also possible to carry out sterilization of the probe easily. 

In this study, we developed a system for overlaying an ultrasound image on the la-
paroscopic image in real-time using probe angle detection. Future works consists of 
consideration of overlay representation method of the US image and improvement of 
calibration accuracy. In addition, we need to consider an algorithm to cope with mul-
ti-directional probe flex. 
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Abstract. Image registration is an essential step in creating augmented
environments and performing image-guided interventions. Registration
algorithms are commonly validated against simulation and real data.
Both validations are critical in a comprehensive analysis: On one hand,
the simulation data provides ground truth registration results and can
therefore accurately measure the performance of algorithms. It is also
flexible and can include different levels of noise and outlier data. On the
other hand, real data include factors that are not modeled in simulations
and is therefore used to test algorithms against real-world applications.
Simulated MR images are provided in the BrainWeb database and have
been extensively used to validate and improve image registration algo-
rithms. Simulated US images that correspond to these MR images are of
great interest due to the growing interest in the use of ultrasound (US)
as a real-time modality that can be easily used during interventions. In
this work, we first generate digital brain phantoms by distribution of US
scatterers based on the tissue probability maps provided in BrainWeb.
We then generate US images of these digital phantoms using the publicly
available Field II program. We show that these images look similar to
the real US images of the brain. Furthermore, since both the US and
MR images are simulated from the same tissue probability map, they
are perfectly registered. We then deform the digital phantoms to simu-
late brain deformations that happen during neurosurgery, and generate
US images of the deformed phantoms. We provide some examples for
the use of such simulated US images for testing and enhancing image
registration algorithms.

1 Introduction

An important step in generating augmented reality and image-guided operations
is accurate alignment of different images of the tissue, such as magnetic resonance
(MR) and ultrasound (US). Since the ground truth alignment between these im-
ages is rarely known in real tissue, validation of image registration algorithms is
a challenging task. Open access databases that are used for validation include
the Retrospective Image Registration Evaluation (RIRE) database [1], which
contains MR, CT and positron emission tomography (PET) images of the brain,
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and Brain Images of Tumors for Evaluation (BITE) database [2], which provides
ultrasound (US) and MR images. To allow validation of registration results, phys-
ical fiducials in RIRE or manually selected homologous anatomical landmarks in
BITE can be used. While these databases test the algorithms against challenging
real images, they have two limitations. First, the fiducial/landmark localization
error limits the accuracy of the ground truth. Second, landmarks are limited to
few points in the volumes and therefore registration accuracy throughout the
volumes cannot be estimated.

Simulated images address these issues, and are usually included as (a neces-
sary, but not sufficient) part of the validation experiments. As an example, the
BrainWeb database [3] provides simulated T1-, T2- and proton-density- (PD-)
weighted magnetic resonance (MR) images of the brain. The MR images are
estimated from a probabilistic brain tissue type probability map. This database
has been extensively used for validation of the image registration algorithms,
evidenced by over 1200 citations [4].

Currently, no publicly available simulated dataset is available for testing and
validating US registration algorithms. With the rapid growth of US in image-
guided interventions and the need to register the intra-operative US (iUS) images
to pre-operative acquisitions (commonly MR or CT), simulation of US images
is of great importance.

In this work, we simulate realistic US images of brain using the Field II pro-
gram [5]. Since US is generally used for imaging soft tissue, a deformable regis-
tration is needed to accurately register iUS to the pre-operative images in many
image-guided surgical/radiotherapy applications. In this paper, we start from
tissue probability maps provided in BrainWeb, generate digital US phantoms,
and simulate 2D US images of the digital phantom from different orientations.
We then deform the digital phantom to simulate brain deformation (i.e. brain
shift), and generate US images of the deformed phantom. We generate US im-
ages from three simulated craniotomy locations of the brain with three different
(zero, small and large) deformation levels. Outlier data is also commonly present
in image registration problems; an example is the tumor resection area in the US
image that does not correspond to the tumor in the MR image. To simulate the
outlier data in US images, we change tissue probability maps at some regions,
generating two US images with and without outliers at every location. Finally,
at each craniotomy location, we simulate 100 2D US slices separated in the out-
of-plane direction by 0.2 mm, similar to BITE database where the 2D handheld
probe is swept on the tissue to generate 3D US. We will make this data publicly
available.

US simulation is computationally expensive; simulation of a single US slice
takes 9 hours on a 3 GHz CPU. Therefore, the total time for simulation of two
sequence of 100 US slices corresponding to before and after compression of the
phantom takes 75 days. We hope that making this data publicly available speeds
testing and improving US registration algorithms.

This paper is organized as follows. In the next section, we elaborate the
Field II simulation algorithm, construction of the digital US phantoms with and
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(c) Point scatterers distributed in 3D (b) Steered insonification (a) The transducer 

Ne 

Fig. 1. The transducer and digital phantom. (a) shows the zoomed transducer, con-
sisting of Ne piezoelectric elements with height h, width w and kerf k. (b) shows the
a steered insonification. Many such insonifications are performed in different angles
to generate the fan-shaped image in phased array probes. (c) shows the digital phan-
tom, where many US scatterers are distributed randomly. We place approximately 8
scatterers per cubic mm in our simulations as suggested by [5].

without outliers and deformation of the US phantoms. We then present the
results, followed by conclusions and future work directions.

2 Methods

An ultrasound probe usually consists of many small piezoelectric elements that
convert electric voltage to ultrasonic wave (Fig. 1 (a)). Each element is capable of
both generating US waves using electric voltage, and listening for wave reflections
from the tissue and converting acoustic signals to electrical voltage. To generate
a typical 2D B-mode US image, a most basic strategy would be to generate
one line from each element. However, some (or all) of the elements are excited
together with pre-calculated time delay and amplitude to focus the beam at
a desired location or to steer it in a desired direction (Fig. 1 (b)). Similarly,
when the acoustic reflection is received in multiple elements, pre-specified delays
and gains are used to average the signals. Transmit and receive focusing and
steering are referred to as beamforming and significantly improve the quality of
US images. We set all Ne elements in Field II simulations as active elements for
beamforming to generate high quality images.

Each piezoelectric element at the US probe generates acoustic pressure in the
form of a short sinusoidal pulse modulated with a Hanning or Gaussian window
function. We use a Gaussian modulated excitation:

e(t) = exp

(
− (t− μ)2

2σ2

)
· sin(2πf0t) (1)

where t is time, f0 is the probe’s center frequency, μ is the mean and σ2 is
the variance of the Gaussian function. Let g(−x, t) be the impulse response of the
transducer, i.e. the pressure field generated from a Dirac delta excitation at the
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Fig. 2. Six examples of the intra-operative B-mode US and the corresponding pre-
operative MR images from the BITE database. Note that the sulci and ventricles
appear respectively hyperechoic and hypoechoic in the US images.

transducer at location x and time t. Field II performs the following convolution
to calculate the radio-frequency (RF) data r(x0, t) at a particular point x0 and
time t [6,7]:

r(x0, t) = e(t) ∗
t
g(−x, t) ∗

x
s(x)

∣∣∣∣∣
x=x0

(2)

where ∗
t
and ∗

x
respectively denote temporal and spatial convolution, and s is

the scattering medium. Field II allows placement of point scatterers with the
desired scattering amplitude and location in the medium (e.g. Fig. 1 (c)). In the
next section, we describe how we distribute scatterers in the brain phantom.

2.1 Scatterer Distribution

A portion of the US wave gets reflected when the acoustic impedance of the
medium changes. Part of this reflection is because of microscopic changes in
tissue properties, which is referred to as diffuse scattering. Another part is due
to changes at the macroscopic level, e.g. at the boundary of gray matter (GM)
and cerebrospinal fluid (CSF) (see [8] for more details). We incorporate both
reflection sources in our digital brain phantom.

To model diffuse scattering, we spread many point scatterers (8 per cubic mm)
throughout the phantom with normally distributed scattering amplitude. The
scattering properties of white matter (WM), GM and CSF are different. There-
fore, we follow previous work [9] that simulates US images from MRI. They
suggest the intensity values of 32, 12 and 4 for respectively GM, WM and CSF,
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Fig. 3. Simulation of MR and US images from tissue probability maps in the middle
column. Parts of the WM, GM and CSF are altered in the post-resection US image to
simulate tissue resection.

and show that the simulated US images can be registered to real US images
using cross correlation. Hence, we multiply the amplitude of scatterers inten-
sity by these values based on their probabilistic tissue type determined by the
BrainWeb phantom.

The ratio of US wave reflected at the boundary between two tissues with
acoustic impedances Z1 and Z2 is (Z1 −Z2)

2/(Z1 +Z2)
2 · cos(θ), where θ is the

incident angle. We calculate θ at every boundary by performing a dot product
between the radial US wave and the normal of CSF tissue probability map
edges1. Since acoustic impedance values for different brain tissue types are not
available, we use the BITE database to approximate the reflection values. We
therefore multiply scatterer intensities by the gradient magnitude of CSF tissue
probability. The reflection at sulci CSF is significantly stronger compared to

1 Since the boundary between WM and GM is not generally sharp, it is usually not
visible under US. However, the boundary between CSF and WM or GM is sharp
and is visible in US, and therefore we only consider CSF edges.
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(1) 

(2) 
(2) 

Fig. 4. Post-resection US and pre-operative MR images of neurosurgery. (1) and (2)
respectively refer to the resection cavity and ventricles. The tumor region in MR does
not correspond to the resection cavity in US.

the CSF boundary at the ventricle regions (see Fig. 2). Previous work [10] has
in fact used this enhancement to perform US-MR registration. We therefore
locate sulci area using morphological operations, followed by manual correction,
and further multiply the amplitude of scatterers at CSF boundaries at sulci by
32. We select this number by investigating images from the BITE database. It
should be noted that based on time gain control (TGC) and other factors, the
US intensity at sulci can be different. Therefore, there is no perfect number for
intensity values selected in this work. Fig. 3 shows the tissue probability maps
and T1, T2 and PD weighted MR images from the BrainWeb, along with the
simulated US image. Since both US and MR images are simulated from the same
tissue probability map, they are aligned. In the next section, we alter the tissue
probability maps to generate US images with outliers.

2.2 US Images with Outliers

Tumor resection and bleeding are among the sources of outliers when registering
US and MR images of the BITE database. We simulate tumor resection by
changing the WM, GM and CSF tissue types inside an elliptical region to a
new hypoechoic type that contains weak scatterers. This is in accordance with
real data where the resection region is filled with saline solution and diluted
blood (i.e. a weak scattering mixture). We set the scatterer intensity in the
resected region to 6 to simulate images that look similar to real images. Another
source of artifact in the post-resection US images comes from Surgicel (Ethicon,
Somerville, NJ), a surgical hemostat that is often used after resection to stop
bleeding. Surgicel generates bright edges around the tumor as shown in Fig. 4.
We model this edges in our simulations by placing scatterers around the resection
cavity.

2.3 Deformation of the Simulated Phantoms

The brain tissue deforms after the craniotomy and during the surgery due to bio-
chemical and physical factors. The deformation can be as much as 38 mm [11]
in some areas. We deform the digital US phantom, by moving its scatterers,
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using free-form B-spline transformations. In real brain deformation, the maxi-
mum displacement of the brain happen around the cortex where craniotomy is
performed. We therefore linearly decrease the deformation of the B-spline nodes
from the cortex to achieve the deformation shown in Fig. 5 (b). Other defor-
mations that use finite element simulation of viscoelastic tissue models are also
possible. It should be noted that we deform the digital phantom (i.e. displace
scatterers) and not the BrainWeb tissue probability maps. This is in accordance
with reality, where the scatterers move with the brain as it deforms. We deform
the digital phantom at two levels with maximum deformation levels of 5 mm
and 40 mm.

(a) US and MR images (b) Deformation in cm

Fig. 5. The US and MR images in (a) are from the BITE database. The simulated
deformation in (b) is the highest close to the cortex (top center), where brain shift is
usually the largest.

2.4 Simulation Time

Simulation of a single US slice takes 9 hours on a 3 GHz CPU. Therefore, sim-
ulating 100 slices of a sweep takes 37 days. We simulate US slices in 3 locations
with 3 different levels of compression (zero, small and large) with 2 different
phantoms with and without the resection cavity. Therefore, the total computa-
tion time is 3 × 3 × 2 × 37 = 675 days. Providing this data online can help the

Table 1. Imaging and US probe parameters (see also Fig. 1)

symbol description value

w width of elements 0.11 mm
h height of elements 5 mm
k kerf (dist. between elements) 0.011 mm
Ne number of all elements 128
Na number of active elements 128
f0 center frequency 7 MHz
fs sampling frequency 100 MHz
α attenuation 35 dB/m
αf0 attenuation center frequency 7 MHz
αf frequency dependent attenuation 5 dB/(MHz.m)
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(a) T1 MR, location 1 (b) US, location 1 (c) post-resection US

(d) T1 MR, location 2 (e) US, location 2 (f) post-resection US

Fig. 6. The simulated US images at two different locations. The T1 images are from
the BrainWeb. The post-resection US images simulate tumor resection and contain
outlier data.

academic and industrial research groups in testing and validating novel image
registration algorithms.

3 Results

The size of the piezoelectric elements and their distance (Fig. 1) are confidential
manufacturer information. We therefore use the values provided in Field II:
w = 0.11 mm, h = 5 mm, k = 0.011 mm and Ne = 128 (see Fig. 1). We also
set the probe’s center frequency f0 to 7 MHz, the sampling frequency fs to
100 MHz, the focal point of transmitted wave to half of the image depth, and
use all Ne = 128 elements for transmit and receive beamforming. The value of
these parameters are summarized in Table 1.

Field II generates RF data, which is not suitable for visualization because
it is modulated with a high frequency (f0 = 7 MHz) carrier (see [12] for more
details). Therefore, we calculate the envelope of the RF signal and perform a
log compression of the resulting amplitudes to reduce the dynamic range of the
envelope. The resulting image is similar to what is commonly seen as a B-mode
image on a US scanner. We have simulated US images from three different loca-
tions of the brain. Fig. 6 shows the simulated US images, along with BrainWeb
T1 MR images, at two locations (the third location is shown in Fig. 3).
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The digital phantom is in 3D, and we simulate series of 2D US images that
sweep the 3D phantom, similar to the BITE database. The sweeps of 2D US
images can then be simply stacked together to generate 3D US volumes.

4 Discussion

Simulated US images can be used to test and validate numerous kinds of image
analysis algorithms. First, the deformed US volume and the T1 (or T2 or PD)
MR volume can be used to test 3D volumetric registration algorithms. Second,
the individual US images and the T1 (or T2 or PD) MR volume can be used
to test 2D-3D (i.e. slice to volume) registration algorithms. Third, the post-
resection US images and the MR volume can be used to test the robustness of
registration algorithms to outlier data. Forth, the US images with and without
deformation can be used to test US-US registration algorithms. Fifth, the US
images with the small deformation magnitude, the US images with the large
deformation magnitude and the MR images can be used to test group-wise reg-
istration algorithms, where all three volumes are considered simultaneously to
improve the accuracy and robustness of registration algorithm.

The deformation model using the free-form B-splines is purely geometrical
and does not respect the mechanical properties of the brain. For example, the
deformation of the fluid CSF is fundamentally different from that of WM and
GM. Finite element analysis has been used in the past to generate deformation
fields that take into account tissue mechanical properties [13,14]. Similar analysis
can be used to generate more realistic brain shift deformation maps.

The intensity of B-mode image in different regions of the brain are provided
in [9], which we used to set the scatterer amplitudes. However, the relationship
between the scatterer intensity and B-mode intensity is rather complex and sub-
ject of research [15,16,7]. Nevertheless, these values produced simulated images
that are visually similar to the real images from the BITE database. Rigorous
validation of the simulated images is a subject of future work.

5 Conclusions

Validation is a critical and challenging step in the development of novel image
registration algorithms. In this work, we showed how realistic US images can
be simulated from tissue probability maps of the BrainWeb database. Along
with the BrainWeb database that provides MR images with different noise and
intensity non-uniformity levels, the simulated US images can be used to test and
improve various types of image registration algorithms.
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Abstract. Stereoscopic laparoscopy provides the surgeon with the depth
perception at the surgical site to facilitate fine micro-manipulation of
soft-tissues. The technology also enables computer-assisted laparoscopy
where patient specific models can be overlaid onto laparoscopic video
in real-time to provide image guidance. To maintain graphical overlay
alignment of image-guides it is essential to recover the camera motion
and scene geometry during the procedure. This can be performed using
the image data itself, however, despite of the mature state of structure-
from-motion techniques, their application in minimally invasive surgery
remains a challenging problem due non-rigid scene deformation. In this
paper, we propose a method for recovering the camera motion of stereo
endoscopes through a multi-model fitting approach which segments rigid
and non-rigid structures at the surgical site. The method jointly opti-
mizes the segmentation of image and uses the rigid structure to robustly
estimate the motion of the laparoscope. Synthetic and in-vivo experi-
ments show that the proposed algorithm outperforms RANSAC-based
stereo visual odometry in non-rigid laparoscopic surgery scenes.

1 Introduction

Stereo laparoscopes are becoming increasingly popular in Minimally Invasise
Surgey (MIS). The main reason behind their wide adoption is the possibility
of recovering the 3D structure of the surgical site to provide the surgeon with
depth perception of the operating field. Despite of being a difficult problem
due to the dynamics of the medical environment that combine occlusions from
the surgical instruments with strong specularities, several authors have already
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proposed efficient solutions for real-time computation of depth maps in medical
endoscopy [1–3]. The obtained 3D structure can be used to align multimodal
information [4] within a global reference 3D coordinate system [5] and enhance
robotic instrument control.

An early work on structure-from-motion (SfM) in laparoscopic surgery was
developed by Burschka et al. [5] where a rigid environment was assumed due to
the confines of the sinus in order to compute a 3D scene map for registration
with pre-operative Computed Tomography (CT) patient models. For procedures
targeting soft-tissue anatomies non-rigidity due to cardiac, respiratory or peri-
staltic motions can make such SfM impossible. Deformable SfM (DSfM) [3],
motion compensated SLAM [6] and more recently Non-Rigid SfM [7] have been
proposed for overcoming this problem but an inspection phase to build a rigid
template of the scene and strong priors deformation are not always feasible.
For example motion and anatomical deformation due to instrument interactions
cannot be reliably modelled prior to surgery and significant practical challenges
remain for robust SfM in MIS. It is also possible to incorporate position sen-
sors for additional constraints but this involves difficult integration solutions [8].
Close work to ours was proposed by Roussos et al. [9] that propose a multi-body
segmentation framework with a direct hill climbing approach that alternates the
estimation of region segmentation, camera motion, and depth. This results in
a computationally heavy batch algorithm that requires a quite large number of
frames to become feasible. Our paper shows that by recovering depth with stereo
laparoscopy the problem is considerably simplified, and the region segmentation
and camera motion estimation can be performed online as new data arrives.

This paper presents a solution to effectively segment non-rigid or piecewise
rigid structures from the surgical site by using multi-model fitting [10]. To solve
for the camera relative pose, we use a temporal clustering scheme to better dis-
tinguish which scene part should be used to anchor the camera motion estima-
tion. When compared with the state-of-the-art in previously proposed solutions,
our method does not require the entire scene to be rigid at an early inspec-
tion phase [11], being robust to parts that undergo non-rigid deformation while
avoiding priors on these deformations [6]. Quantitative validation is performed
with synthetic data [1] to illustrate the numerical stability and performance of
the proposed method when the camera motion is accurately known. Qualitative
validation in a long in-vivo video sequence shows that the proposed method is
more effective in recovering the camera motion that the RANSAC-based state-
of-the-art in stereo visual odometry [12].

2 Methods

Our method can be split in three main steps: (i) computing dense correspon-
dences between two consecutive images; (ii) generating motion hypothesis using
clustering of the motion field with a multi-model fitting approach; (iii) temporal
consistency based segmentation of rigid structures that enable the recovery of
the camera motion. These steps are described in detail in the sections below.
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2.1 Disparity Computation and Pixel-to-Pixel Association

The stereo endoscopic images are assumed to be rectified for disparity map
computation and the device is calibrated to determine the intrinsic and extrinsic
camera parameters. Given a point xl = (xl, yl)

T on the left image Il, the goal is
to compute the projection of the same point on the right image Ir that is given
by xr = (xl+d, yl). Ideally, the disparity map D is built by computing d for every
image pixel. For the disparity map computation we use the method proposed
by Geiger et al. [2] that builds a prior over the disparity space by forming a
triangulation on a set of robustly matched support points, and subsequently
propagates structure into neighbouring image points.

For associating the disparity maps between two consecutive time instants
Dl ↔ D′

l we use a standard optical flow method [13] in 2D image space Il ↔ I′l.
For computational reasons we do not compute the flow for every image pixel
with a valid disparity and instead we sample the image space by using an equally
spaced grid. Our criteria for sampling the grid is defined as function of image
resolution to obtain ≈ 4000 point associations between frames.

2.2 Motion Hypothesis Clustering and Refinement with PEaRL

After computing the putative matches xl ↔ x′
l, the correspondence in 3D space

X ↔ X′ are obtained by using the corresponding disparity values. For reg-
istration of the 3D point clouds we use the absolute orientation method [14].
Because different motions can be present at the surgical non-rigid site, we apply
the energy-based PEaRL algorithm for labelling the data points with the cor-
responding motion [10, 15]. This procedure involves three steps: (i) generate an
initial set of motion hypotheses, (ii) inlier classification by using an assigned a
label (rigid motion) to the putative matches, and (iii) motion refinement using
the discrete label assignment.

We start by generating camera motion hypothesis T =
[
R t

]
by sampling

sets of 3 neighbouring points (minimal case for [14]) without repetition. Up to
500 motion hypothesis with support larger than 1% the number of pixels on the
sample grid are used. Given the set of motion hypothesis T , the goal is to expand
the models and estimate their support. This is achieved by applying PEaRL [10]
to minimize the energy function

E(T) =
∑
x

D(x,Tx)

︸ ︷︷ ︸
Data cost

+λ
∑

(x,y)∈N
w(x,y)δ(Tx,Ty)

︸ ︷︷ ︸
Smoothness term

+ β|TT |︸ ︷︷ ︸
Label cost

, (1)

where T = {Tx|x ∈ P} is an assignment of rigid motion models to data points
x = {xl,x

′
l}. The data cost term D(x,Tx) is the reprojection error [16] that

enables to measure the error in 2D, which is more robust than directly compute
the data cost in the 3D point clouds [12]. The second terms is a smoothness
term that encourages the assignment of the same label (rigid motion) to spa-
tially close points. For each data point x only its 10 nearest neighbours y are
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Fig. 1. Rigid segmentation algorithm. At each frame, one label is assigned to a point
correspondence (same color represent the same label, and magenta represent the outlier
label). While rigid structures tend to be classified with same labels in different views,
piecewise rigid or non-rigid parts tend to fragment into different labels or be classified
as outliers.

considered to compute the weight w(x,p). Since we want to enforce spatial con-
sistency in the segmentation we consider that closer points are more likely to
be described by the same rigid motion, with the weight being inversely pro-
portional to their euclidean distance. This achieved with the Gaussian function
w(x,y) = exp (−||x− y||2/σ2). δ(.) represent the Potts model, being 1 when
Tx �= Ty, and 0 otherwise [10, 15]. The label cost penalizes the number of dif-
ferent labels being assigned to the data points to avoid excessive fragmentation.
To the possible set of rigid motions T we add an empty label ∅, which as a
constant data cost of 1.5 pixels for all data point and label cost equal to zero.
Occlusions and non-rigid tool-tissue interactions will be intrinsically handled by
the outlier. The outlier label also enables to handle erroneous flow estimation
and disparity values, avoiding the need to perform the flow (section 2.1) on a
temporal window.

After the first label expand, the motion parameters are refined by using the
inliers of each label. This is accomplished by minimizing the reprojection er-
ror [16] with the Levenberg-Marquardt algorithm [10,16], with the empty labels
being discarded. The new set of labels is then used in a new expansion step with
the algorithm iterating between labelling and motion refinement until the opti-
mization does not decrease the energy of Eq. 1 or a certain number of iterations
is reached. The constants λ and β were set to λ = 1 and β = 200. These values
were empirically obtained, and were used across all the experiments.

2.3 Segmenting Multi-view Consistently Labelled Parts

The minimization of the energy function of Eq. 1 guaranties that a label is
assigned to each data point x. Since between two consecutive frames the non-
rigid or piecewise rigid structures can be subtle and easily confused with the
rigid ones, we adopt a window-based system where several frames are used to
effectively distinguish between rigid and non-rigid scene parts.
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Given a temporal window (see Fig. 1), we build a label-based descriptor for
each pixel by concatenating the labels assigned in the frame-to-frame PEaRL
optimization. Pixel descriptors with the outlier label assigned in one or more
frames are discarded from further processing. The temporal segmentation is car-
ried by clustering pixels with the exact same descriptor. In case of existing more
than one cluster, the one with largest spatial support is selected as dominant
rigid region and it is used to anchor the relative camera motion. Intuitively, we
explore the fact that rigid structures tend to be classified with same labels in
different views, while the piecewise rigid or non-rigid parts tend to fragment into
different labels or be classified as outliers by the PEaRL algorithm.

Finally, bundle adjustment [16] is used to refine both the camera motion and
the scene structure by using only the dominant rigid part of the scene. This step
is necessary because non-rigid regions can contribute on a frame-to-frame basis
(locally rigid) to the optimization with PEaRL. Ideally, the temporal segmen-
tation could be computed in automatic manner for adapting to the magnitude
of the deformation present in the scene, but this is means deterministic running
times would be difficult to guarantee. In practice, we found that the 4/5 frames
are sufficient to deal with large deformations and more subtle deformations.

3 Experiments and Results

For validation of the proposed method we conduct experiments with synthetic
and in-vivo data. The proposed method was fully implemented in MATLAB,
with exception of PEaRL which is implemented in C++ code [10]. The single
core implementation of the algorithm runs at 0.5 fps in 960× 540 images on an
Intel i7-3630QM CPU @ 2.40GHz processor. Our method is compared with the
RANSAC-based approach of [12] which is among the state-of-the art in visual
odometry. This method is implemented in C++ and it runs at 2.5 fps after tuning
the method parameters to obtain the best possible camera motion estimations.

3.1 Experiments in Synthetic Data

Camera and scene motion ground truth is difficult to obtain for in-vivo MIS video
and therefore, the proposed method is validated in a synthetic environment for
which the camera motion is precisely known. While simulation sequences cannot
render the full complexity of the surgical environment they allow to test the
accuracy of the proposed method against different levels of white image noise to
illustrate the numerical properties of the method. This sequence comprises 90
frames with the largest part of the scene (> 60%) presenting strong deformation.
Figure 2(b) shows the camera motion estimation in the noise free case. It can be
seen that our trajectory closely follows the ground truth one, enabling accurate
camera estimation in case of such large deformation, while Geiger’s method [12]
tends to follow the non-rigid deformation motion. Figures 2(c) and 2(d) shows
the translation and rotation errors for increasing levels of image noise, showing
that our method is numerically stable under moderate amounts of image noise.
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(a) Sample images (b) Camera trajectory
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(d) Geiger’s method [12]

Fig. 2. Simulation results under increasing level of image noise. (a) show the simu-
lation images with large deformation between them. (b) show the camera trajectory
estimation for the zero noise case. Green curve represent the ground truth, blue is ours,
and red is obtained with Geiger’s method. (c,d) show the performance of both methods
under increasing amount of additive white noise. For each method, the left graphics
show the translation error as a function of the camera translation motion and level of
noise. The same is done for the rotation on the right. It can be seen that our method
is numerically stable under moderate levels of image noise.

3.2 Experiments in in-vivo Data

The data used in this experiment was recorded with da Vinci Si surgical robot
during a robotically assisted prostatectomy surgery. Our and Geiger’s meth-
ods [12] were used to recover the camera motion and also the dense 3D scene
reconstruction. This sequence of 500 frames is particularly challenging due to
the presence of non-rigid motion, strong specularities, bleeding and physiologi-
cal motion due to large vascular structures in the view. At the end the sequence
the camera approximately returns to the starting point performing a loop-closure
which can be used for qualitative assessment.

Figure 3 shows the results for camera motion estimation using our and Geiger’s
methods. Since our solution effectively segments the non-rigid parts of the scene,
the camera motion is reliably recovered. Geiger’s method employs a conventional
frame-to-frame RANSAC-based approach that is less suitable for the challenges
in MIS images with the trajectory clearly drifting in the presence of non-rigid
motion. To provide a quantitative measure of the quality of the motion estima-
tion, we compute the reprojection error of the reconstruted 3D points, where it
can be seen that our method enables more accurate reconstruction and camera
motion estimation. It can also be seen that our method is considerably more
closer to perform the loop closing, with an error in position of 0.6mm and an
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(a) Motion segmentation at frame 98 and 99
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Fig. 3. Results in the in-vivo sequence. (a) shows two instants with the overlay seg-
mentation. Magenta represent the outlier label that increases with larger deformation.
(b) shows the reprojection error obtained with each pixel in frame-by-frame basis. (c,d)
show the results of our method and the method of [12] for the camera motion recovery.
Our method is capable of performing reliable long-term camera motion estimation,
while [12] tends to deteriorate the estimations due to the presence the non-rigid parts.

orientation error of 5.2 degrees, while the Geiger’s method has an error in posi-
tion of 28mm and an orientation error of 24.34 degrees.

4 Discussion and Conclusions

We have presented a method for rigid structure segmentation and camera motion
estimation during stereoscopic MIS. The proposed method relies on PEaRL [10]
for segmenting the scene rigid structures to anchor the camera motion estima-
tion. Temporal consistency is enforced by clustering the segmented scene struc-
tures according to the labelling assigned in the PEaRL step. Quantitative and
qualitative validation in simulation and in-vivo data show that our solution en-
ables to keep accurate camera motion estimation in the presence of significant
non-rigid deformation, outperforming a RANSAC-based state-of-the-art method
in stereo visual odometry [12]. Future work includes the implementation of our
solution for real-time stereo visual odometry using parallelization with GPGPU,
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and investigation of more suitable solutions for performing the correspondences
directly in the 3D space by exploring stereoscopic flow [1].
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Abstract. We present an instrument tracking and visualization system
for intra-cardiac ultrasound catheter guided procedures, enabled through
the robotic control of ultrasound catheters. Our system allows for rapid
acquisition of 2D ultrasound images and accurate reconstruction and
visualization of a 3D volume. The reconstructed volume addresses the
limited field of view, an inherent problem of ultrasound imaging, and
serves as a navigation map for procedure guidance. Our robotic system
can track a moving instrument by continuously adjusting the imaging
plane and visualizing the instrument tip. The overall instrument tracking
accuracy is 2.2mm RMS in position and 0.8◦ in angle.

Keywords: instrument tracking, intra-cardiac imaging, volume render-
ing, procedure guidance.

1 Introduction

Catheters enable many diagnostic and repair procedures to be accomplished with
minimal collateral damage to the patients healthy tissues. In complex catheter
procedures, workflow is often limited by visualization capabilities, which con-
tributes to operator’s inability to prevent and assess complications, as well as
facilitation of key procedural components. In electrophysiological (EP) cardiac
procedures, guidance is largely provided by fluoroscopy. However this imaging
modality is unable to image soft tissues. To compensate for this shortcoming,
a widely adopted approach is to generate a 3D electrophysiological model re-
sembling the shape of the cardiac chamber by using a magnetic position sensing
system that records the locations of the ablation catheter tip in space. The
point clouds of the catheter tip positions may then be registered to a CT or
MRI based pre-operative anatomical model and displayed to the clinician with
the real-time positions of the catheters superimposed [1, 2]. Although the ac-
quisition of catheter based geometry is acquired in real-time, the registration
with pre-operative rendered anatomy is not, and thus may result in an anatomic
mismatch at the time of the procedure.
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c© Springer International Publishing Switzerland 2014
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Ultrasound (US) imaging catheters (intra-cardiac echocardiography, or ICE)
have been routinely used in EP procedures for over a decade [3]. These catheters
are inserted into the patients vasculature (e.g. femoral vein) and navigated to
the heart, where they acquire B-mode images of cardiac structures. Compared
to external probes, ICE can achieve higher quality views of targets in the near
field with higher acoustic frequencies, reducing aberration and attenuation. The
versatility of ICE imaging is particularly important during EP procedures, as it
provides excellent visualization of all cardiac chambers when the probe is placed
in the appropriate anatomic position. Recent studies suggest that ICE monitor-
ing of lesion formation may increase the effectiveness of ablation procedure [3, 4].

Unfortunately, controlling ICE catheters requires the clinician to aim the
imaging plane by manually turning control knobs and rotating and advanc-
ing the catheter handle. This makes it highly challenging to align the image
plane with the target, thus moving between targets requires extensive time and
skill to obtain an adequate view. During navigation of a working catheter based
instrument, cardiologists presently use a combination of pre-operative images,
fluoroscopic imaging, electroanatomic mapping, and minimal haptic feedback
through the catheter handle. However, the actual instrument tip-to-tissue inter-
action can only be visualized in real-time with the use of US imaging, and these
interactions could be effectively visualized with ICE. This presents a challenge
for the operator because significant training and time are required to manually
maneuver the ICE catheter. As a result, the use of ICE has largely been limited
to a few critical tasks such as transseptal puncture.

We hypothesize that automatic tracking of the working instrument tool tip
with direct visual feedback will better facilitate cardiac procedures such as abla-
tion, including confirmation of adequate instrument tip-to-tissue contact. Real-
time monitoring also enables rapid lesion assessment and may aid in the detection
of impending complications. Automatic panoramic US imaging and enhanced
displays also promise to decrease the need for fluoroscopy, reducing ionizing ra-
diation exposure to patients and medical personnel. To our knowledge, no similar
capability has been reported in the literature. Instrument tracking and real-time
visual feedback using ICE are unique contributions of our system.

In this paper, we begin with an overview of the hardware of a robotic ICE
steering system, which we previously developed. Next, we describe the imaging
capabilities that we have developed for 3D mosaicing and instrument tracking,
followed by experimental results. We conclude with a discussion of both the
contributions and limitations of our current system.

2 System and Design

2.1 System Overview

We developed a robotic ICE control system to automate the pointing of ICE
catheters. An ICE catheter, such as the one shown in Fig. 1, is a four degree-
of-freedom (DOF) system that has two orthogonal bending directions and can
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translate along and rotate about its base axis. Our robotic manipulator has four
motors, each controlling one of the four DOFs (Fig. 2). We derived and imple-
mented a closed-form solution for forward and inverse catheter kinematics, which
controls ICE tip position and imaging plane orientation [5]. An electromagnetic
(EM) tracker system (trakSTAR, Ascension Technology, Shelburne, VT, USA)
is used for closed loop control, performance validation, and safety functions.

Fig. 1. A schematic diagram showing the four degrees of freedom of an ICE catheter

Fig. 2. System Overview. (Left) Robotic manipulator. (Right) System key modules
and workflow.

2.2 System Capabilities

Safety is always a priority in a clinical environment, thus being able to perform
imaging tasks while keeping the ICE catheter tip stationary is a useful capability.
Based on this important assumption, we developed the following key capabilities:

Sweeping: Automated image plane sweeping adjusts the imager while keeping
the ICE catheter tip at a fixed location to build a real-time 3D ‘panorama’
(Fig. 3(a)). This shows the tissue structure across a treatment area and beneath
the surface. The sweeping capability is different from simply rotating the catheter
handle or body around its rotational axis in that it actually uses a combination
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of three knob adjustments to rotate the imager about its distal tip. During
manual manipulation, a clinician may wish to position the ICE catheter in a
desired region of the heart and sweep the imaging plane to get a comprehensive
view of the region. When the catheter tip is already in a bent configuration,
it is extremely difficult to intuitively spin the catheter manually about its own
axis while keeping the tip in place. In automated sweeping, the user may input
the desired range of angles to sweep with a specified angular resolution. By
combining position and roll control, the US transducer can be rotated to a
desired angle while the tip is continuously position controlled to remain at a
fixed point. Several sweeps can be done at a few different user specified locations
to generate a large, patient specific anatomical map for real-time navigation
guidance.

Instrument Tracking: In instrument tracking mode, the system can follow
the tip of an instrument (e.g. ablation catheter). The robot aims the imaging
plane at a moving target while keeping the ICE catheter tip at a fixed and
safe location (Fig. 3(b)). This is achieved by computing the angle between the
target and the ICE imaging plane and commanding a specific roll. The position
controller makes small adjustments of the ICE catheter tip position during the
roll to maintain the stationary position.

Fig. 3. Schematic illustration of system capabilities. (a) Sweeping. (b) Tracking abla-
tion catheter tool tip.

2.3 3D Reconstruction of 2D ICE Images from Sweeping

The sweeping functionality enables the acquisition of closely spaced 2D images
across a user specified region of interest (ROI). The 2D slices are non-parallel
sections which need to be spatially registered to a common Cartesian coordinate
frame using the tool tip positions acquired by the EM tracker and then interpo-
lated and compounded into a gridded 3D volume. Fig. 4 shows the 3D panorama
creation pipeline. There are several leading methods for 3D reconstruction of ul-
trasound images [6–10]. Our method is essentially the voxel-based interpolation.



Instrument Tracking and Visualization for Procedure Guidance 45

In order to achieve real-time performance, we implemented the 3D stitching and
visualization on a GPU based on our previous real-time mosaicing technique for
3D/4D ultrasound [11, 12].

The registered 2D slices typically are not well aligned with the gridded space,
resulting in gaps in the reconstructed 3D volume. Fortunately, the 2D slices can
be acquired at any spacing, so the gaps can be made small, at the expense of
longer sweeping times. Furthermore, the actual catheter tip locations at two
adjacent frames and the commanded tip trajectory are known. This allows us to
generate an image through a ‘virtual’ tip position on the trajectory by projecting
images from the two closest 2D frames to the virtual position. The new image is
then interpolated onto the 3D volume. Coupe [13] reported a similar 3D freehand
US reconstruction method using probe trajectory (PT), and concluded that since
the virtual slice was generated by using the information from the closest two
frames, this method outperformed traditional approaches such as Voxel Nearest
Neighbor (VNN) [14] and Distance Weighted interpolation (DW) [15]. The main
limitation of the PTmethod was the assumption of constant probe speed between
two slices. This limitation does not exist in our system because the actual tip
location and commanded trajectory are known.

Fig. 4. 3D Panorama creation pipeline

3 Experimental Results

3.1 Sweeping

We conducted water tank experiments using gelatin-based phantoms that closely
mimic the geometric and echogenic properties of animal tissue. The ICE catheter
was connected to a Siemens Acuson X300 US imaging system and introduced
through the side of the water tank where the imaging phantom was located.



46 L.J. Brattain et al.

The first experiment was to sweep across a specified ROI and build a 3D
panorama. The imaging phantom was shaped to resemble the left atrium with
four openings that simulate the pulmonary vein ostia (PVO), which are the
critical areas for imaging during an atrial fibrillation ablation procedure. The
atrium area (the opening in the phantom) was roughly 40m× 40mm. The ICE
tip was directly in front of the phantom (Fig. 5(a)). The images were acquired at
90mm depth and 6.7MHz frequency. The system swept across the phantom in
1◦ increments over 40◦ while the ICE tip position remained stationary. Volume
rendering was done as described in Sec. 2.3. Fig. 5(b)-(d) shows the reconstructed
volume in three views. The PVOs are easily seen from Fig. 5(c).

To compute the reconstruction accuracy, features along the sweeping trajec-
tory were measured and compared to their actual dimensions. Phantom atrium
width and the length of two PVO vessels were manually determined in QLAB
(Philips Healthcare, Andover, MA) in 20 images. Corresponding physical ground
truth values were obtained by caliper measurements (±0.25mm). Analysis shows
that system accuracy is 0.96mm RMS (range 0.68− 1.3mm).

To register and interpolate one 2D ICE image into the 3D volume requires
30ms. Volume reconstruction time depends on the sweep angle and resolution.
For instance, the total reconstruction time on GPU for a dense sweep of 40
images takes approximately 1.5s. Data acquisition time is largely determined by
the robotic system and the cardiac rate. Each 1◦ step is done in roughly 2s,
roughly twice the minimum possible due to heart rate (assuming a heart rate
of 60 BPM). At each step the system must pause to acquire images across the
cardiac cycle to build a 4D panorama. The total panorama creation time is 1-2
minutes, much less than the time for model building with clinical EP systems
such as Ensite NavX [1] or CartoSound [2].

3.2 Instrument Tracking Results

In the instrument tracking experiment, the instrument was a 3mm diameter
catheter with an EM sensor attached at the tip and calibrated to the catheter
tip position. It closely resembled the dimensions and echogenic properties of an
ablation catheter tool tip. The ICE catheter tracked the tool tip as it moved
around the simulated PVO in the atrium phantom. Fig. 6(a) shows the experi-
ment setup and Fig. 6(b) plots the imaging plane x-axis as it followed the tool
tip. The lines show a top-view of imaging planes and the circles represent tool tip
positions. Colors indicate corresponding imaging planes and tool tip positions.
Fig. 6(c) is an example 2D ICE image during instrument tracking.

We also conducted an instrument tracking accuracy analysis study. Fig. 7(a)
is a plot of the histogram of ICE imaging plane to tool tip distance. It shows
that during majority of the trials, the tool tip is within 1 − 2mm from the
imaging plane, thus it appears in the image. Fig. 7(b) is the histogram of ICE
imaging plane pointing angular error. The average angular error is 0.3◦, and
the maximum error is below 0.5◦. When including the EM tracker angular error
(0.5◦ RMS in angle [16]), the overall system angular tracking accuracy is 0.8◦.
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Fig. 5. Sweeping results. (a) Atrium phantom. (b)-(d) Mosaiced volume of the atrium
phantom from three different views. The phantom PVO can be clearly seen from (c).

Fig. 6. Instrument tracking. (a) Instrument tip at simulated PVO. (b) Typical trajec-
tory of imaging plane following the tool tip when looking top down from the imaging
plane x-axis. The lines show imaging plane x-axis, the circles represent tool tip posi-
tions. Colors indicate corresponding imaging planes and tool tip positions. (c) Example
2D ICE image during instrument tracking.
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Fig. 7. Instrument tracking error analysis. (a) Histogram of ICE imaging plane to tool
tip distance. During majority of the trials, the tool tip is within 1 − 2mm from the
imaging plane, thus the tip appears in the image. (b) Histogram of ICE imaging plane
pointing angular error. Average angular error is 0.3◦. The maximum error is below
0.5◦.

Fig. 8. Imaging plane thickness and tracking accuracy. (Left) Typical ICE imaging
plane depth. (Right) cross section view of imaging plane for calculation of accuracy
based on EM measurement accuracy of sweep angle: solid line is EM estimated bound-
ary of image plane, dotted line is worst case scenario; circle is target ablation catheter
cross section to show relative sizes.

3.3 ICE Imaging Plane Thickness vs. System Accuracy

The inaccuracy of the EM trackers in ICE and the working instrument may result
in the misalignment of the US imaging plane with the instrument. In this case
the image may not show the tool tip. To analyze accuracy limits, the thickness of
the ICE imaging plane can be compared to the possible positioning errors of the
tool tip. Fig. 8 illustrates a simplified case considering only misalignment error
in the sweep angle, using a typical ICE image plane depth 90mm and thickness
6mm [17].

RMS accuracy specifications for the EM tracker are 1.4mm in position and
0.5◦ in angle [16] and our system tracking accuracy is 0.3◦. A simple geometric
analysis of the worst-case accuracy scenario shows that an ablation catheter of
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diameter 3mm would be visible in the US image, although it may not be in
the mid-plane. EM interference in clinical procedure rooms will likely decrease
the accuracy of the EM trackers, although the close proximity of the imaging
catheter to the ablation catheter will minimize the relative tracking errors.

4 Discussion and Conclusion

This is the first paper to demonstrate that robotic steering of an ICE catheter can
produce high quality volumetric image and tracking is accurate enough to visual-
ize moving instruments. The system manipulates floppy, deformable off-the-shelf
ICE catheters, which are challenging to navigate manually. Our previous paper
([5]) detailed only the robot while this paper focuses on the imaging results,
which have not been presented before.

Situational awareness plays a critical role in intra-operative procedure
guidance. The current environment lacks real-time direct visual feedback of
instrument-tissue interactions, which in part contributes to the low success rate
of ablation procedures. The system presented in this paper addresses this issue
with the following capabilities: (1) Build a real-time panorama of a ROI by spin-
ning ICE at desired angles while keeping its tip at a fixed and safe location;
(2) Instrument tracking and image-based tip location identification. Both tasks
would be difficult to achieve manually. Our system can be easily extended to
4D (3D + time) based on our previous work on 4D US mosaicing and visualiza-
tion with ECG gating [11, 12]. In addition to better spatial localization when
compared to 2D views, the reconstructed 3D volume can also be used for surface
and instrument segmentation, which would facilitate the integration with current
clinical EM mapping systems or with an augmented virtual reality environment.

We believe our robotic system in combination with US image processing and
visualization capabilities has the potential to further improve intra-operative
procedure guidance.
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Abstract. We are developing techniques for guiding ultrasound probes and 
other clinical tools with respect to the exterior of the patient, using one or more 
video camera(s) mounted directly on the probe or tool.  This paper reports on a 
new method of matching the real-time video image of the patient’s exterior 
against a prior high-resolution surface map acquired with a multiple-camera 
imaging device used in reconstructive surgery. This surface map is rendered 
from multiple viewpoints in real-time to find the viewpoint that best matches 
the probe-mounted camera image, thus establishing the camera’s pose relative 
to the anatomy. For ultrasound, this will permit the compilation of 3D 
ultrasound data as the probe is moved, as well as the comparison of a real-time 
ultrasound scan with previous scans from the same anatomical location, all 
without using external tracking devices.  In a broader sense, tools that know 
where they are by looking at the patient’s exterior could have an important 
beneficial impact on clinical medicine.  

Keywords: ultrasound, tracking, anatomical coordinates, computer vision, 
guidance, ProbeSight. 

1 Introduction 

Ultrasound (US) is an extremely useful clinical imaging modality for monitoring a 
wide variety of anatomical and physiological characteristics. It has numerous 
advantages including low-cost, real-time operation, portability, and lack of ionizing 
radiation. Whereas other image modalities such as computed tomography (CT) or 
magnetic resonance imaging (MRI) provide innate 3D anatomical coordinates, US 
scans lack such contextual correlates due to changing probe location. The operator 
holding the US probe may not feel this limitation during the scan, because the 
patient’s external anatomy is clearly visible to provide navigational context. However, 
when reviewing the US images later, difficulties may arise in accurately interpreting 
the anatomical location, for example, to reposition the probe at precisely the same 
location and orientation with respect to the patient as a previous scan, or even simply 
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to understand the underlying anatomy. Besides the ambiguity introduced by the freely 
moving probe, variation in joint pose as well as compression of tissue by the probe 
create serious challenges to interpreting US images not experienced with CT or MRI.   

These challenges for US stem from its lack of a stable coordinate system. When 
assembling 3D US data from multiple 2D scans, the typical approach is to track the 
US probe relative to an external optical or magnetic tracking system, with the patient 
kept immobile during the scan. The external coordinate system of the tracker must 
then be related to the patient’s anatomy to establish a context for the US scans. Our 
present research aims to replace such external tracking systems with a self-contained 
guidance system based on one or more video cameras mounted on the US probe itself. 
The camera’s view of the external anatomy can provide anatomical coordinates for 
the US probe as it scans the patient. We call this self-contained guidance system 
ProbeSight, since it provides the US probe with a visual capability analogous to that 
of the human operator, to see for itself where it is relative to the patient.  

Although the present paper mainly concerns our progress in using video to 
determine probe pose relative to external anatomy, we begin in Section 2 by 
describing how we will use that pose information to reconstruct and interrogate a 3D 
US data set.  Our present reconstruction of 3D US employs conventional optical 
tracking, which we will eventually replace with the integrated video-based navigation 
system described in Section 3.  Since the first clinical application intended for our 
system is monitoring patients after hand transplants, the anatomical target for our 
initial tests is the human forearm.  

2 Reconstructing 3D Ultrasound Data Using External Tracking 

One use for ProbeSight is to provide anatomical coordinates for reconstructing a 3D 
US dataset and retrieving arbitrary slices from it. A number of other researchers have 
developed systems to determine the US probe location using either optical or 
magnetic tracking systems, e.g. [1]. We have implemented a similar system, in which 
the location and orientation of the probe is determined by an external fixed optical 
tracking system (MicronTracker Sx60, Claron Technology) with a marker mounted 
on the US probe (Fig. 1A). We use this tracking system to reconstruct a 3D US 
dataset. For each B-scan, individual 2D images are stamped with the time of 
acquisition and the location of images obtained from the tracking system. A 3D 
volume is then reconstructed by placing the 2D images within a 3D space based on 
the tracking information (Fig. 1B).  When the 2D images are consolidated into a 3D 
space, a particular voxel in the 3D volume may either be intersected by pixels from 
more than one 2D image or may not be intersected by any scan.  As suggested in [2], 
the former problem, known as bin-filling, can be solved by combining data in the 
overlapping pixels (compounding). The latter problem, known as hole-filling, can be 
solved by inferring values for the missing data, using information of the voxel’s 
neighbors (interpolation). We employ bin-filling and hole-filling techniques described 
in [3] and [4]. In order to correctly localize the data captured, temporal and spatial 
calibrations are required. We employ the method described in [5] for temporal 
calibration, to find the latency between the image acquisition and the tracking system. 
Spatial calibration finds the transformation between pixels in the 2D image and the 
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location of the tracked marker on the probe in 3D space. We use an established N-
wire phantom developed specifically for this purpose [6]. Our algorithms for 
calibration, image acquisition, and volume reconstruction are based on the Public 
Software Library for Ultrasound (PLUS) toolkit [7].  Reconstructed image slices that 
correspond to the current location of the US probe may then be retrieved from 
previously stored US data. To illustrate this, we use an US phantom containing tubing 
to simulate vasculature (Blue Phantom, Inc.). The phantom is tracked with reference 
markers. Fig 1D shows an image slice retrieved from a reconstructed 3D US volume 
of the phantom corresponding to the live US image seen in Fig 1C.  The quality of 
the reconstructed slice suffers from the problems outlined above.  

 

Fig. 1. (A) US probe tracked by markers mounted on it. (B) 3D model of individual 2D US 
images displayed in 3D space based on the recorded location and orientation of the US probe. 
(C) Live US image. (D) US image slice extracted from a previously reconstructed US volume 
corresponding to the live US image. 

We have several reasons to want to replace external tracking systems in our 
application. Although they work well in a controlled environment, optical tracking 
demands continuous line of sight and magnetic tracking is unpredictable near 
ferromagnetic materials. Neither technology is generally as accurate as the vendors 
claim.  Furthermore, an external tracking system restricts the portability of the US 
scanner, one of its great advantages in the hospital.  Finally, the location of the 
patient and the particular anatomical target being scanned must be independently 
determined.  ProbeSight addresses all of these problems. 

3 Probe-Mounted Video Cameras to Replace the External 
Tracker 

Attaching a video camera directly to the US probe theoretically permits determining 
the probe’s pose relative to the patient’s anatomy without any external tracking 
equipment. In [8] this approach was used to permit graphical overlays in the video 
image to show possible entry points for needle biopsy in the plane of the US scan. In 
[9] stereo cameras were mounted on the US probe to determine needle location 
relative to the probe. The US probe location relative to the patient’s anatomy or US 
phantom has been determined by putting passive optical markers on the skin or 
phantom surface [10][11][12]. Such artificial surface markers can be problematic 
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during clinical procedures, especially if they are to remain from one scan to the next. 
They may also influence the passage of US into patient and easily be smeared or 
distorted by the US gel. In our prior work we printed a checkerboard pattern on 
tracing paper and laid it upon a flat US phantom saturated with gel. The saturated 
tracing paper does not significantly interfere with the passage of US into the phantom, 
while remaining visible to stereo cameras mounted on the ultrasound probe, which 
determine the 3D location of the surface using stereo disparity [13]. 

We now propose to eliminate the optical trackers entirely and track natural skin 
features directly. The difficulties in applying computer vision algorithms to the 
unadulterated skin are significant. Hairless skin may contain only sparse features, 
hindering standard computer vision algorithms, such as stereo matching for 
determining depth, especially those algorithms operating without prior knowledge.  
We address this by providing detailed prior information in the form of a surface map, 
which we can match against images from the camera mounted on the ultrasound 
probe, close to the skin, where it can capture details such as pores and creases. 

3.1 Using a High-Resolution Multi-camera Surface Map as Prior Information 

We can greatly facilitate the determination of the probe-mounted camera’s pose 
relative to the anatomy by supplying, beforehand, a detailed map of the entire 
anatomical terrain.  Reconstructive surgeons already have devices with this ability. 
For example, the VECTRA M3 Imaging System (Canfield Imaging Systems) uses an 
array of three pairs of high-resolution cameras to acquire pre-operative images of 
anatomical structures for surgical planning. Over the course of several minutes, the 
system computes a detailed 3D surface map of the anatomy, including color texture 
with sufficient resolution to see pores and 
creases in the skin. Armed with such a prior 
scan, our probe-mounted camera can simply 
search for the matching portion of anatomy, 
much as a traveler might navigate with 
Google’s Street View to stand in front of the 
correct house.  We can render projections of 
the pre-acquired 3D surface map from any 
viewpoint to find a particular camera’s actual 
viewpoint, and thus know the camera’s pose 
relative to the external anatomy. Examples of 
projections of the surface map acquired from 
a subject’s arm, rendered from three different 
viewpoints, are seen in Figure 2. Rather than 
match individual features, or small patches, 
as typical in stereo disparity routines, we will 
 compare two entire images, a more robust 
proposition for computing camera pose.   Fig. 2. Rendering a surface map 

from different viewpoints 
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3.2 Rendering the Surface Map as seen by a Real Camera 

Rendering a 3D surface map to yield the particular 2D projection that would be seen 
by the probe-mounted camera requires more effort than typical of graphical rendering 
for entertainment or visualization purposes. The actual optics of the particular camera 
must be accurately modeled, including focal length, distortion, and location of 
entrance pupil. In addition, the simulated lighting applied during the rendering 
process should match the lighting during the acquisition of the surface map.  We 
discuss each of these issues next. 

The 3D surface map data from the VECTRA imaging system consists of a 
tessellated point cloud, with every vertex assigned a color from the high-resolution 
camera array. We render this with OpenGL using a diffuse lighting model similar to 
the VECTRA scan’s uniform lighting condition in the room where the VECTRA 
scanned the patient.  Beyond the simple pinhole camera model used by OpenGL, 
however, we must model the optical parameters of our particular video camera.  

Distortions are inherent in any real lens design, and we model them as separate 
polynomial expansions in the radial and tangential directions.  Radial distortion 
arises because the lens behaves differently at the center of the image than at the 
periphery, resulting in “barrel” or “pincushion” distortion. We characterize this by a 
Taylor series expansion around r, the distance from the image center. For typical 
optical lenses, we generally require only the first 2 terms, which are conventionally 
termed k1 and k2. For highly distorted optics such as fish-eye lenses it may be 
necessary to use a third radial distortion term k3 [14]. Location (x, y) on the image 
sensor will thus be corrected according to the following equations: ݔ௖௢௥௥௘௖௧௘ௗ ൌ ሺ1ݔ ൅ ݇ଵݎଶ ൅ ݇ଶݎସ ൅ ݇ଷݎ଺ሻ       ݕ௖௢௥௥௘௖௧௘ௗ ൌ ሺ1ݕ ൅ ݇ଵݎଶ ൅ ݇ଶݎସ ൅ ݇ଷݎ଺ሻ (1) 

Tangential geometric distortion arises from imprecision during the manufacture of the 
camera resulting in the lens not being exactly parallel to the imaging plane. This can 
be minimally characterized by two additional parameters, p1 and p2, as follows [15]: ݔ௖௢௥௥௘௖௧௘ௗ ൌ ݔ ൅ ሾ2݌ଵݕ ൅ ଶݎଶሺ݌ ൅ ௖௢௥௥௘௖௧௘ௗݕ  ଶሻሿݔ2 ൌ ݕ ൅ ሾ2݌ଶݔ ൅ ଶݎଵሺ݌ ൅  ଶሻሿ     (2)ݕ2

All of these parameters can be estimated for a given camera, by applying existing 
routines in the Open-source Computer Vision (OpenCV) library to images taken by 
the camera of a standardized printed checkerboard pattern. 

In addition to calibrating the camera, we also perform a 
physical alignment along the camera's depth axis in order to 
align the physical axis of rotation with the camera's entrance 
pupil.  The entrance pupil is the point about which the camera 
can be rotated without changing the relative pixel alignment 
between the objects at different distances. It is essential to 
know the entrance pupil’s physical location to determine the 
camera’s location, and thus the US probe’s location. Our 
strategy to find the entrance pupil is to point the camera 
toward two objects that are positioned to perfectly overlap 
when the camera is facing directly toward them. The camera is 
then rotated.  If the entrance pupil is not the same as the 

Fig. 3. Rotation to 
find entrance pupil 
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rotation point, the two objects will no longer overlap when the camera is rotated (Fig. 
3A). We then move the camera on a slider until we find the location about which, 
when the camera is rotated, the two objects always overlap (Fig. 3B). 

With the above parameters determined and the focal length provided by the 
camera-lens manufacturer, it is possible to render the 3D surface map simulating the 
image that would be seen by the camera from any possible point of view. 

3.3 2D Matching 

Once the surface map has been rendered from a given viewpoint, it must be compared 
with the real-time image from the probe-mounted camera. A number of appropriate 
metrics are available, including normalized correlation. This method, however, does 
not perform well when pixels in the foreground (surface anatomy) are combined with 
significant regions of background that do not match. Segmenting foreground objects 
from the background by thresholding depth in the surface map can improve the 
matching result. However, we have found that mutual information [16][17], based on 
the joint distribution between the two images, is more reliable for our purposes, since 
it can accommodate differences in background without prior segmentation. In 
particular, we use normalized mutual information as described in [18]. 

3.4 Finding the Best Match 

Given a metric for matching the rendering of the surface map to the real-time camera 
image, we can theoretically find the best match among all the possible camera 
viewpoints. However, the search space is very large, encompassing 6 degrees of 
freedom (DOFs): 3 translations and 3 rotations, and performing this search in real 
time presents challenges beyond the present paper.  For now, we only demonstrate 
the accuracy of our projection method and the specificity of our matching process. 

4 Validation 

To validate our projection and matching methods, we used a textured phantom, in the 
form of a model dinosaur, roughly the same size as a human arm, viewed at a distance 
of approximately 20 cm.  Note that in the eventual clinical system we expect the 
camera mounted on the US probe to be closer to the patient’s skin, where finer details 
will be visible. We established ground truth for the location of the camera with 
respect to the dinosaur phantom using the same Micron optical tracking system 
described in Section 2.  Markers for the tracking system were attached to a video 
camera (Prosilica GT1290C, Allied Vision Technologies) and the transformation 
between these markers and the cameras viewpoint determined, including entrance 
pupil.  No US probe was included at this point.  Five fiducials (small white dots) 
were painted on the surface of the phantom and a preassembled marker probe (Micron 
950-MT-tool-B20) used to locate them in 3D space with the Micron tracker.  These 
fiducials were also identified in the pre-acquired surface map using software for 
manually interrogating 3D data (MeshLab). Given this ground truth, we were able to  
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predict the correct projection of the surface map to render, to match the actual image 
from the camera. An example of such a match is shown in Figure 4.   

We tested the 
accuracy of our ground 
truth and the suitability 
of our metric by 
deviating along each of 
the six DOFs from the 
ground truth viewpoint, 
projecting the surface 
map from each new 
viewpoint and applying 
the metric between it 
and the actual camera 
image. With an image size of 640 × 480 pixels, a displacement of 1 pixel 
corresponds to approximately 1 mm at a range of 20 cm to the phantom. Results are 
shown in Figure 5, with ground truth marked by the vertical line in the middle of the 
range for each DOF. Along each DOF, the normalized mutual information metric 
shows a clear maximum at the ground truth viewpoint established by the tracking 
apparatus, and diminishes nearly monotonically as one moves away from the optimal 
pose.   

5 Discussion  

We have established that we can project a previously acquired surface map of a 
phantom to match the view through an actual camera, and that mutual information is 
an effective metric to determine which viewpoint best matches the camera image. 

Fig. 4. Dinosaur model: Pre-acquired surface map (left), 
rendered from the correct viewpoint, matching the actual 
camera image (right). White dot fiducial on back leg. 

Fig. 5. Normalized mutual information for deviations from ground truth in each DOF 
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Our next step is to develop efficient optimization routines to search the 6 DOFs for 
the maximum metric value, so that (1) an initial match can be obtained without the 
use of fiducial markers, and (2) an optimal match can be maintained in real time with 
further motion of the camera. The challenge of efficiently searching the 6-
dimensional space needs to be addressed, and motion simultaneously in multiple 
DOFs must be accommodated. 

Once a fully self-contained camera navigation system is functional and validated 
on the phantom, we will move to human subjects, beginning with the arm, to 
determine the robustness of the system on skin.  We expect the finer detail of an arm 
compared to the dinosaur phantom to be visible given the closer range of the camera 
mounted on an actual ultrasound probe.  We will still use the optical tracking 
apparatus for validation purposes, although it will eventually not be needed in the 
clinical system. With the camera attached to an actual US probe, we will adapt the US 
processing described in Section 2 so that ProbeSight provides the pose relative to the 
anatomy.   

A major source of error in the matching process is the difference in lighting 
between the projected surface map and actual camera image. These differences may 
be reduced by controlling the lighting conditions during the pre-operative scan as well 
as during the actual scan, and by simulating correct lighting conditions when 
rendering the surface map using OpenGL lighting models. Attaching a lighting source 
to the probe itself is a possibility, especially given that ultrasound scans are often 
performed in a darkened or shadowy environment. 

Tissue deformation is a major concern for any clinically practical ProbeSight 
system.  We hope to be able to determine deformation by how far the location of the 
probe tip is computed to be beneath surface of the pre-acquired model.  We also plan 
to include deformable registration, to accommodate deformation in the 2D matching 
process.  Finally, we expect to incorporate analysis of the ultrasound data itself to 
detect in-slice deformation, such as demonstrated in [19]. 

The major contribution described in this paper is the use of a previously acquired 
high-resolution 3D surface map, against which a real-time camera image can be 
matched to provide anatomical coordinates for an ultrasound probe or surgical tool to 
which the camera is mounted. Such a technology could enable safe, economical, non-
invasive, reliable and reproducible 3D visualization of intricate anatomy, providing 
spatial orientation and precise localization of structures such as vessels, nerves, 
tendons, muscle and bone without the limitations and risks of CT angiography, 
intravascular ultrasound or MRI. The applications of such a technology could span 
screening, diagnostic, therapeutic, interventional and management strategies, in a 
wide array of medical and surgical indications.  
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Abstract. Optical tracking is widely used for surgical Augmented Re-
ality systems because it provides relatively high accuracy over a large
workspace. But, it requires line-of-sight between the camera and the
markers, which can be difficult to maintain. In contrast, inertial sensing
does not require line-of-sight but is subject to drift, which causes large
cumulative errors, especially for the measurement of position. This pa-
per proposes a sensor fusion approach to handle cases where incomplete
optical tracking information, such as just the 3D position of a single
marker, is obtained. In this approach, when the optical tracker provides
full 6D pose information, it is used to estimate the bias of the inertial
sensors. Then, as long as the optical system can track the position of at
least one marker, that 3D position can be combined with the orientation
estimated from the inertial measurements to recover the full 6D pose
information. Experiments are performed with a head-mounted display
(HMD) that integrates an optical tracker and inertial measurement unit
(IMU). The results show that with the sensor fusion approach we can
still estimate the 6D pose of the head with respect to the reference frame,
under partial occlusion conditions. The results generalize to a conven-
tional navigation setup, where the inertial sensor would be co-located
with the optical markers instead of with the camera.

1 Introduction

We are investigating the use of a head-mounted display (HMD) for presenting
navigation information during surgical procedures[1][8]. We implemented our
prototype system by mounting an optical see-through HMD (Juxtopia LLC,
Baltimore, MD) and a small, commercially-available optical tracking system
(Micron Hx40, Claron Technology, Toronto, Canada) on a helmet, as shown
in Fig. 1. Ultimately, we envision integrating cameras directly on the HMD to
avoid this cumbersome setup. Our goal is not to display high-resolution preop-
erative images on the HMD, but rather to show simple graphics derived from
the navigation information. For example, the navigation information can include
models of the patient anatomy that are obtained from preoperative images, such
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c© Springer International Publishing Switzerland 2014



Fusion of Inertial Sensing to Compensate for Partial Occlusions 61

as biopsy target points and tumor outlines. Figure 2 illustrates two possible
augmentation strategies: (a) overlaying the preoperative model directly on the
patient’s anatomy, and (b) displaying a “picture-in-picture” (PiP) virtual view of
a model of the surgical instrument with respect to the preoperative model. The
first strategy has the advantage that it is not necessary to track the instruments
because their positions relative to the target are shown in the augmented view.
But, this strategy also introduces technical challenges, especially when using an
optical see-through HMD. In particular, it requires accurate calibration of the
HMD to the surgeon’s eyes (which must be maintained during the procedure,
even if the HMD slips) and is subject to “swimming” effects due to the unavoid-
able delay in rendering overlays. We therefore adopted the second approach,
which adds the requirement to track the surgical instrument. In either case, it
is necessary to track the surgeon’s head so that the the graphics are displayed
from an intuitive perspective. This extra tracking requirement would exacerbate
the existing concerns with maintaining line-of-sight between the tracking sys-
tem camera and the markers on the patient, surgical instrument, and surgeon’s
head. We therefore chose an “inside out” tracking approach, where the camera
is mounted on the HMD, as widely done in the augmented reality community
[2], [13], [9], [4], [3], [10].

Micron
Tracker

HMD

Tracked
Instrument

Reference
frame

Fig. 1. Cadaver experiment with head-mounted tracking
system and display

(a) Overlay on anatomy

(b) PiP virtual view

Fig. 2. Conceptual illustra-
tions of augmented views

We performed phantom experiments [8] and cadaver experiments (unpub-
lished) in procedures emulating resection of convexity (brain surface) tumors.
The HMD displayed the pose of the tracked surgical instrument with respect
to 2D views of simulated tumor margins (in a real procedure, these would be
segmented from preoperative CT or MRI images). As anticipated, mounting the
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camera on the surgeon’s head avoided many line-of-sight issues because the sur-
geon typically did not block his own view of the patient. But, we discovered that
it was difficult to keep the reference frame in the camera field of view because
the head-mounted camera is much closer to the scene than an external camera
mounted on a tripod or to the ceiling (see Fig. 1). One possible solution is to
make a smaller reference frame, but that would reduce the accuracy of the ori-
entation measurement. We therefore pursued a hybrid tracking approach, where
we combined optical tracking and inertial sensing. Optical tracking provides
drift-free measurement of position and orientation, but subject to a line-of-sight
constraint and with slower update rates and higher latency. In contrast, inertial
sensing (which includes accelerometers, gyroscopes, and magnetometers) pro-
vides low latency, high frequency measurements, but these sensors either provide
derivatives of position/orientation and are subject to drift, or provide absolute
orientation but are subject to disturbances (e.g., magnetometer). A sensor fu-
sion approach enables us to take advantage of the strengths of each tracking
technology [11].

We implement a Kalman Filter to estimate the orientation, but drive the
system dynamics by the gyroscope and use the accelerometer and magnetometer
to provide measurement updates. The camera always provides the position and,
if the full marker frame is visible, the camera orientation is used to estimate the
bias of the inertial sensors. Because we use a HMD, we place the IMU near the
camera on the helmet and focus only on estimating the transformation between
the surgeon’s head (camera) and reference frame (i.e., we do not attempt to
handle partial occlusion of the tracked instrument). But, the method would
apply equally well if the IMU is attached to the optically-tracked markers in a
more conventional navigation setup. In this case, it is possible to attach an IMU
to each tracked device (reference frame and instrument), with the limitation that
these devices cannot be passive and would require a wired or wireless connection
to the measurement computer.

Fusion of inertial and optical sensing has been well studied in the literature,
as in most of the augmented reality references cited above, but the goals have
primarily been to: (1) provide more timely pose estimates than available with just
optical tracking, (2) improve the accuracy of the data (especially the orientation),
or (3) allow the system to continue to provide pose estimates if optical tracking
is occluded for up to a few seconds. Our focus is to handle the situation where
we have a partial occlusion of the optically-tracked markers; for example, if
up to two of the markers on the Reference Frame in Fig. 1 are blocked. The
partial occlusion case was previously addressed, with a different approach, by
Tobergte[11], who used individual marker positions to correct the position and
orientation estimated by an Extended Kalman Filter (EKF), with the system
dynamics driven by the accelerometer and gyroscope feedback. Other researchers
have handled partial occlusions by fusing optical and electromagnetic tracking
systems [12]. The details of our approach are provided in the following sections.
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2 Sensor Fusion Approach

The hybrid tracking unit contains one stereo camera (MicronTracker Hx40) and
one IMU that is rigidly attached to the camera. The MicronTracker tracks special
patterns at approximately 20 fps; the images are transferred to the host computer
via a FireWire port. The IMU is a custom design with tri-axial accelerometer,
gyroscope and magnetometer feedback. The 9 data values are provided to the
host computer via a USB port; for the experiments in this paper, we used a data
rate of 160 Hz. The two tracking units are registered by a calibration procedure
[5]. The reference frame consists of three markers attached to a plastic board,
as shown in Fig. 1. The reference frame is assumed to remain stationary during
the procedure (more precisely, all other measurements are made relative to this
frame so, without loss of generality, it can be assumed to be stationary). The
test setup also includes a surgical instrument (“tool”) that contains three tracked
markers, though in a smaller physical arrangement (see Fig. 1). Our method does
not handle occlusion or partial occlusion of the tool – if the marker frame is not
visible, the tool model is not displayed in the augmented reality view. Note that
tracking of the surgical instrument would not be required if the preoperative
model were overlayed in-situ (on the anatomy), as in Fig. 2(a), which we believe
would be more feasible with a video see-through HMD.

2.1 IMU Bias Estimation

The IMU provides three different types of three-axis measurements: (1) the gyro-
scope measures the angular rate of rotation, (2) the accelerometer measures the
linear acceleration and the acceleration due to gravity, and (3) the magnetometer
measures the earth’s magnetic field (i.e., magnetic North).

Gyroscope Measurement 
Camera Measurement 

Estimated Angular Rate

Accelerometer 
Measurement 

FIR FilterEstimated Gravity Vector 

FIR Filter Gyroscope Bias 

Estimated Magnetic Field 
Vector 

Magnetometer 
Measurement 

FIR Filter

Accelerometer Bias 

Magnetometer Bias 

Fig. 3. Diagram of the bias calibration FIR filter

An optical tracking system can accurately track the position and orientation
of objects within its field of view (FOV). We consider the optical tracker to be the
ground truth and make the reasonable assumption that it does not contain a bias.
Thus, we can use the output of the optical tracking unit to estimate the bias of
the IMU sensors. Specifically, we used the cosine algorithm to calculate the true
values Acn and Mcn from the Euler angles obtained from the camera data. The
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bias can be estimated by subtracting these true values from the sensor feedback,
and then using a Finite Impulse Response (FIR) filter to attenuate the noise, as
shown in Fig. 3. This is given by the following equation, where the subscripts
i and c indicate measurements from the IMU and camera, respectively, and an
are the coefficients of the FIR filter (

∑
n an = 1):⎡

⎣Bg

Ba

Bm

⎤
⎦ ≈

∑
n

an

⎡
⎣Gin −Gcn

Ain − Acn

Min −Mcn

⎤
⎦ (1)

The FDAtool was used to design the low pass FIR filter. Sampling frequency
was 500, cutoff frequency was set as 20Hz and the order of the FIR filter was
20. This approach makes the following simplifying assumptions: (1) there is
negligible acceleration, and (2) the latency between the IMU and optical tracker
measurements is negligible. Both of these assumptions are satisfied under quasi-
static conditions, where the surgeon’s head is not moving very much.

2.2 Orientation Estimation

We use a Kalman Filter (KF) to estimate orientation from IMU sensor feedback,
as illustrated in Fig. 4. Our state consists of a unit quaternion that represents the
orientation. We use a discrete-time state equation that describes the evolution of
the system state Xk, starting from the system state at the previous step Xk−1

with the evolution law described by the matrix A and responding to system
inputs uk with the evolution law B.

X̂−
k = AkX̂k−1 +Buk (2)

The discrete-time matrix Ak has the following form, where Gx(k), Gy(k), and
Gz(k) are the angular velocities measured by the gyroscope, after removing the
bias terms:

Ak =

⎡
⎢⎢⎣

1 −Gy(k) ∗ t −Gx(k) ∗ t −Gz(k) ∗ t
Gy(k) ∗ t 1 Gz(k) ∗ t −Gx(k) ∗ t
Gz(k) ∗ t −Gy(k) ∗ t 1 −Gx(k) ∗ t
Gx(k) ∗ t Gy(k) ∗ t −Gz(k) ∗ t 1

⎤
⎥⎥⎦ (3)

The Kalman gain matrix is calculated by:

K̂k = P−
k HT (HP−

k HT +Rk)
−1 (4)

where P−
k is the “a priori” error covariance, H is the Jacobian matrix that

relates the measurement to the system state vector, and Rk is the measurement
noise covariance matrix. We compute P−

k and Hk in the standard manner. The
measurement noise covariance R presents the level of trust of the measurement.
To enable the Kalman filter to adapt to track both normal-speed motion and
abrupt motion, we divide R into two parts, normal measurement noise covariance
Ra and adaptive noise covariance Rb:

R = Ra +Rb (5)
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In our approach, we use the accelerometer to sense the gravity vector. In
the ideal case, the quadratic sum of the accelerometer measurements, Ax, Ay

and Az , should be g2, where g is gravity. But, the accelerometer reading is also
affected by motion (acceleration). We therefore define our error model as the
difference between the quadratic sum and g2, as follows:

Rb =
∣∣Ax2 +Ay2 +Az2 − g2

∣∣ (6)

The measurement update is:

X̂k = X̂−
k + K̂k(Zk −HX̂−

k ) (7)

where the orientations are converted from quaternions to Euler angles, sub-
tracted, and then converted back to quaternions. The measurement model for
the accelerometer and magnetometer readings mentioned in [6] is used to define
the system measurement Zk.

Gyroscope 
Measurement

Accelerometer and 
Magnetometer Measurement 

Gyroscope Accelerometer and 
Magnetometer Measurement Bias 

and 

Gain Matrix 

Time Updating
Measurement Updating

Fig. 4. Block diagram of Kalman Filter for orientation estimation

2.3 Position Estimation

When all the marker points are in the field of view, the camera can capture the
position and orientation of the whole marker frame from the spatial position of
the marker points. As soon as any of the marker points is blocked, the camera
cannot give the orientation of the marker frame. But, it is still possible to obtain
the position of any marker that is in the field of view (see Fig. 5). For the Micron
Tracker, these stray markers are called XPoints. Other tracking systems, such as
Polaris (Northern Digital, Inc., Waterloo, Canada) can also provide the positions
of stray markers (i.e., those not associated with a defined rigid body).

But, although we can obtain the position, Pn of a stray marker, it is necessary
to compute the position of the frame origin Po. This requires three pieces of
information: (1) identification of which marker point (n) was measured, (2) the
distance vector (dn) from this point to the frame origin, and (3) the orientation,
R, of the reference frame, as illustrated in the following equation:

Po = Pn −Rdn (8)
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Fig. 5. When all markers are visible, the 6D pose of the reference frame, (R0, P0), can
be calculated; if any marker is blocked, only the 3D positions, Pi, of the visible markers
(i = 1, 2, or 3) are available

where dn is obtained from the marker definition file and R is obtained from
the IMU measurements, as described in Section 2.2. The identification of the
marker point, n, is done using a nearest neighbor approach where the position
of the marker is compared to the prior estimated positions of all markers, and
the closest marker selected.

3 Experiments and Results

The hybrid tracking system (IMU and camera) was mounted on a helmet and
moved in random 6-D motions. All sensor data was captured by the host PC.
The raw data contained valid data for all markers (i.e., there were no actual
occlusions). To test the tracking performance under partial occlusion conditions,
we temporarily invalidated some of the recorded marker positions. This stopped
the bias estimation process and relied on the orientation estimated from the IMU
measurements (Section 2.2) to recover the frame origin, as described in Section
2.3. Note that in our system, the orientation is always estimated by the IMU,
so the only effect of marker occlusion is to stop estimation of the bias terms.

We sequentially rotated the tracking unit by about 40 degrees around each
of the three axes. Figure 6-left shows the estimated orientation under partial
occlusion conditions. As expected, there is no noticeable impact on the estimated
orientation when the markers are blocked because the orientation is computed
from the inertial sensor data. Thus, the only effect of marker occlusion is that
sensor biases are not compensated by the optical tracking data. To determine
the typical drift rates for the inertial sensor biases, we performed an experiment
where we computed the orientation from the inertial data over a 24 minute time
interval, with a stationary sensor. We expressed the orientation as pitch, roll,
and yaw angles, and computed the RMS errors by first subtracting the mean
value from each set of angles. The resulting RMS orientation errors, expressed as
pitch, roll, and yaw, were 0.0821, 0.0495, and 0.0917 degrees, respectively. This
data characterized the orientation error due to both sensor bias drift and noise
(Fig. 7).
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Fig. 6. Left: Orientation estimated by optical tracker (blue line) and our proposed
method (black line), when we simulate partial occlusion for sample points 600-1000,
1800-2200 and 2500-3000. Red line shows the ground-truth, which is provided by the op-
tical tracker. Right: Position estimated by optical tracker (blue line) and our proposed
method (black line), when we simulate partial occlusion for sample points 3400-3800.
Red line shows the ground-truth position from the optical tracker.

Fig. 7. Yaw angle measured by optical tracker (red) and IMU without bias correction
(blue) over a 24 minute interval

We then performed experiments to demonstrate the estimation of the posi-
tion under partial occlusion conditions. We manually moved the hybrid tracking
system in the X, Y, and Z directions, as shown in Fig. 6-right. The position error
due to partial occlusion is relatively small, even though it is affected by inac-
curacies in both the position and orientation measurements. This is illustrated
in Fig. 8, which shows the difference between the frame origin reported by the
Micron Tracker (since it was never really blocked) and the position estimated
by our method, with simulated blocking of all but one marker.
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Fig. 8. Position errors for the three axes during simulated occlusion of all but one
marker

4 Conclusions and Future Work

This paper presented a sensor fusion approach that uses inertial measurements
to compensate for partial occlusion of optically-tracked markers. In contrast
to other approaches, the orientation is always obtained from the inertial mea-
surements, via a Kalman Filter where the system dynamics are driven by the
gyroscope and the accelerometer and magnetometer provide measurement up-
dates. Rather than discarding the orientation measured by the camera, however,
we use it to estimate the bias of the inertial sensors (gyroscope, accelerometer,
and magnetometer). The position is always obtained from the optical tracker,
because we assume that at least one marker will be visible. If some markers
are occluded, however, the optical tracker can only provide the positions of the
visible markers and therefore we use the marker design geometry, in conjunction
with the IMU-estimated orientation, to compute the frame position.

In practice, we expect that this sensor fusion approach will provide good ac-
curacy over relatively long periods of partial marker occlusion. The determining
factors include the stability of the estimated bias terms. If the sensor biases
drift, it will be necessary to restore full line-of-sight so that the biases can be
re-estimated. This is particularly important for the magnetometer bias, which
can have large variations due to magnetic field disturbances.

Our experimental results showed good accuracy during the partial occlusion
cases, but further improvements are possible. First, we can compensate for the
small time difference between the optical tracker and IMU measurements. Sec-
ond, we can better estimate the gravity vector in the presence of body accel-
erations, as done in our prior work that used a Kalman Filter to estimate the
gravity from the “noisy” accelerometer measurements [7]. Another possibility is
to estimate the acceleration from the optical tracker positions. Third, we cur-
rently compute the gyroscope bias by numerically differentiating the orientation
angles measured by the camera; it would likely be better to use a Kalman Filter.
We could also estimate the gyroscope bias in the orientation EKF, as in [11][7].
Fourth, our current implementation uses just a single visible marker in the par-
tial occlusion case, but the method can be extended to use all visible markers.
Finally, the results reported here relied on offline processing of the sensor data.
We are currently implementing a real-time version in C++ to support online
testing of the hybrid tracking system with augmented reality overlays.
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Abstract. With rapid development of minimally invasive surgery, pro-
ficiency with intricate skills is becoming a greater concern. Consequently,
the use of out-of-operating room training has increased significantly
through employing high-fidelity and anatomically-correct graphics and
haptic interfaces in virtual reality simulations. The effort in develop-
ing surgical simulators for generic minimally invasive procedures is still,
however, suboptimal for many haptic implementations. A main aspect
of such simulations is the pivoting behavior of the surgical tool realized
using the haptic device. This paper investigates the limitation of a fully-
virtual implementation of the pivot and the ability to augment haptic
interfaces to achieve a natural representation of forces. The design and
implementation of two surgical tool pivoting techniques are introduced.
Furthermore, a phantom is constructed from synthesized components to
be used to measure and reproduce realistic mechanical properties of the
anatomical model and pivot behavior.

Keywords: Haptic augmented reality, Surgical simulation, Hybrid sim-
ulation.

1 Introduction

For the majority of the 20th century surgeons opted for open surgery, which
usually contradicts patients’ desire to have the least invasive procedure possi-
ble. The need for minimally invasive procedures is not only related to excessive
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scaring but also to iatrogenic damage caused while achieving the goal of the
surgery. The benefits posed by Minimally Invasive Procedures (MIP), such as
decreased mortality rates, faster recoveries, shorter hospital stays, as well as
minimal scaring and pain, changed the medical community’s view on such pro-
cedures. Advancements in external imaging have also significantly contributed
to a wider use of MIP over exploratory surgery [3].

In order to explore this topic, it is necessary to first define minimally invasive
surgery. Laparoscopic surgery is often mistakenly considered a synonym of MIP.
It is worth pointing out, however, that a MIP can be defined as any medical
procedure that is less invasive than an equivalent open surgery alternative for the
same purpose. A great example of a non-laparoscopic MIP is the Nuss procedure,
also called Minimally Invasive Repair of Pectus Excavatum (MIRPE), which is
an alternative to the Ravtich procedure and involves inserting a concave stainless
steel bar posterior to the sternum and anterior to the pericardium, monitored
by a thoracoscope. The Ravitch procedure is an open surgery technique which
requires a long incision along the chest; whereas the Nuss procedure requires
only two relatively small incisions on either sides of the chest. Although the Nuss
procedure is more invasive than a typical laparoscopic surgery, it is significantly
less invasive than its open surgery alternative.

Despite all advantages ofMIP, however, the proceduremay bemore challenging
from the surgeon’s perspective than open surgery, usually because of the limited
room for motion and decreased dexterity. In addition, since interaction with tis-
sues is via instruments and graspers rather than direct manipulation, a surgeon’s
depth perception may be negatively affected which can impair judgment on how
much force to apply; thus introducing risks of complications. Furthermore, since
the tool rotates around the pivot, the endpoint moves in the opposite direction to
the surgeon’s hands, making required motor skills difficult to learn [6].

Training and proper surgical planning can alleviate the limitations of MIPs.
There is a number of commercially available and under development simulators
for MIPs for the most common laparoscopic procedures; including cases from
general surgery, gynecology, bariatric and colon surgery. To fully leverage bene-
fits of surgical simulation, interaction with the training environment should be
performed with 3D user interfaces (3D UI) modeled to accurately mimic surgi-
cal instrumentation including tactile feedback. Several approaches for achieving
this goal can be identified. Bachofen et al. [1] modified the actual surgical in-
strument to allow natural control of the surgical procedure and force feedback in
hysteroscopy simulation. Baur et al. [2] implemented a novel haptic interface tak-
ing into account constraints of endoscopic surgery. Several companies offer haptic
devices for specific medical procedures. Mentice (Gothenburg, Sweden) [8], the
first manufacturer of the simulation system for laparoscopic procedures, mar-
kets two lines of specialized medical force feedback interfaces for the emulation
of endoscopic instruments and for the simulation of interventional procedures
including interventional radiology.

Some simulators introduce actual minimally invasive instrumentation through
physical ports which are typically located on an arbitrary object like a box or
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hemisphere [11] or on an anatomically correct phantom [7]. Another approach
is to augment commercial force feedback devices. Coles et al. [5] replaced the
standard end effector of a Geomagic Omni haptic device, used in needle insertion
simulation - PalpSim, with a real needle hub and shortened needle shaft. The
same off-the-shelf commercial haptic devices were used by Sankaranarayanan et
al. [10] as the base for their laparoscopic adjustable gastric band simulator. The
actual laparoscopic tools were attached in place of the end effector.

Challenges arise when a non-laparoscopic MIP is to be simulated. Using the
Nuss procedure as an example, the surgical tool, called an introducer, is curved
and, depending on the stage of the procedure, can move freely in space or could
be in collision. From the 3D user interface perspective, it can be problematic
to simulate all phenomena occurring during the procedure unless performed in
stages, using different setups to accommodate each stage of the surgery. Since
such intermittent simulation techniques may be impractical and don’t promise
delivering the required surgical skills, in this work we propose a methodology to
simulate pivoting mechanisms for general MIPs using generic haptic interfaces
and low cost rapid prototyping techniques.

2 Methods

Many surgical simulators that incorporate haptic interfaces use physical compo-
nents when simulating an insertion, i.e. pivot, point for the tool; whereas others
utilize haptic feedback to achieve this purpose. Depending on the nature of the
procedure, a physical constituent can be of great significance to enhance realism
aspects. This section describes the methods used to construct both virtual and
hybrid (augmented) pivots for minimally invasive procedures to show how one
can better the other. The hybrid description here denotes an augmented reality
design based on touch augmentation.

2.1 Virtual Pivot

In any MIP, the surgical tool’s movement is limited at the insertion point and
by the room for motion inside the body. These constraints can be simulated
by applying various forces that vary depending on the stiffness of the tissue or
surrounding organs.

As explained in more detail in [4], the pivoting behavior of the tool at the
insertion point can be approximated using a fully-virtual setup utilizing forces
from the haptic device; the haptic device acts as a virtual pivot constraining
the tool from motion in the local x- and y-directions by applying high stiffness
forces while allowing translation in the z-direction only. The z-direction motion
is along the axis of the tool at the point of the pivot allowing further insertion.
This absence of force in the z-direction is altered depending on the orientation of
the haptic device’s stylus, i.e., the movement is allowed in the local z-direction
of the stylus which is reoriented in real-time when the stylus is rotated. Light
friction force is applied in the local z-direction when moving through the pivot to



Simulating Pivot Using Haptic Augmentation 73

simulate friction generated between the tool and the skin at the insertion area.
In order to apply such accurate forces in all the corresponding haptic device
local axes, global force components are to constantly be converted to local force
components, as described below:

1. Get current rotation matrix R.
2. Get total displacement vector, d, between initial and current positions.
3. Multiply R by d to get the local translation vector tL.
4. Multiply tL by the scaling vector < 1, 1, 0 > to get new local translation

vector tLS .
5. Multiply inverse of rotation matrix, R−1, by tLS to get force components in

the local coordinates of the haptic device.

Although the force models for constraining the haptic device’s motion and
for simulating collisions are a successful approximation of the tool’s pivoting
behavior, the approach itself has a serious limitation. Since the user is able to
move the stylus in and out (or forward/backward) at the insertion point, the end
effector is always carried along causing the stylus’ physical joint to be located,
at some instances, at coordinates that correspond to the inside of the patient. In
addition, since a 3-degrees of freedom (DOF) force feedback device is unable to
provide rotational forces at the end effector, collisions resulting from rotational
motions cannot be directly represented.

2.2 Hybrid Pivot

Given the nature of generic (3-DOF) haptic device’s end effector, no insertion
mechanism can be performed without carrying the stylus’ natural pivot along,
i.e., the stylus joint will physically travel with the tool inside the object’s co-
ordinates whereas, in reality, the tool is inserted inside while its pivot is at the
insertion point. This discrepancy will, therefore, have to be compensated for
by augmenting the generic haptic device with an extension that implements a
mechanism to utilize the device’s natural pivot, while allowing the tool to move
appropriately.

After performing the necessary measurements of the haptic device’s stylus and
associated components, this mechanism was designed, 3D-modeled, and proto-
typed using 3D printing (MakerBot Replicator 2X). The mechanism is composed
of two main components: a translation component that controls and monitors
the translational motion of the tool; and a force feedback component which pro-
duces haptic force feedback upon collision. The mechanism is controlled by the
Arduino Uno - a low cost open-source prototyping platform. This extension is
mounted onto the stylus and travels with it in all directions before insertion.

At insertion, force is applied from the haptic device to prevent motion in all
directions. As the user attempts to move the tool through the insertion point
(in the z-direction), the tool – not the stylus itself – slides through the extension
affecting, and affected by, two rubber wheels located on top of and below the
tool (Figure 1a). To replicate translational movement with respect to the fixed
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pivot, the tool’s motion will rotate the lower wheel affecting a rotary encoder
(potentiometer), the rotation of which is converted into translation of the surgical
tool in the simulation. At any instance, if the surgical tool collides with an organ
in the simulation, e.g. the pericardium in the case of the Nuss procedure, a signal
will be sent to Arduino to actuate a motor within the extension’s assembly that
rotates a spirally threaded beam. As a result of the beam’s rotation, the axis
holding the second, upper, wheel will descend vertically pushing it onto the tool;
thus reproducing force that would hinder the tool’s motion (Figure 1b).

(a) Schematic

(b) Illustration (c) Algorithm

Fig. 1. Hybrid pivot mechanism for the haptic device augmentation: (a) a schematic
showing the components of the extension’s assembly, (b) an illustration of the actual
assembly, and (c) the algorithm for information querying and command execution

A driver for the haptic device’s extension was implemented in Unity. The
simulation engine queries the encoder’s reading and sends collision information to
Arduino asynchronously due to different update rates. For the same reason, the



Simulating Pivot Using Haptic Augmentation 75

motor is controlled asynchronously so that encoder information can be acquired
even when the motor is executing the previously assigned command (Figure 1c).

Implementing this mechanism by adding this extension to the device’s end
effector facilitates simulating an insertion behavior where the end effector is
constrained from moving, while the user can maneuver through the extension
utilizing the stylus’ natural pivot, thus resolving the previously described dis-
crepancy.

3 Case Study: The Nuss Procedure Surgical Simulator

The Nuss procedure is a minimally invasive technique for repairing pectus exca-
vatum (PE) (a congenital chest wall deformity occurring primarily in children
and young adults). In this procedure, the surgeon uses a surgical tool (introducer)
to make a pathway through the mediastinum, under the sternum and anterior
to the pericardium. A pre-bent steel bar is then pulled through the pathway and
flipped to elevate the sternum’s position and is sutured and secured into place.
The bar is removed after a period of two to three years producing a significant
and permanent improvement in the shape of the chest.

As described in [9], the Nuss Procedure Surgical Simulator (NPSS) was de-
veloped to provide a training platform for this procedure. The simulator setup
integrates an external and an internal (thoracoscopic) view of the patient in the
virtual environment, with incorporation of a haptic interface used for moving
the surgical tool in the scene.

As discussed in previous sections, to faithfully represent the surgical tool’s
behavior at the insertion point into the chest, a hybrid pivoting mechanism was
developed. However, to be able to quantify the forces exerted in the simulation,
an experimental platform is necessary to be used as a representation of the real
system.

3.1 Phantom Design

In order to generate realistic displacement and force values to be used in the
simulation, a physical phantom was constructed. This phantom incorporates the
use of the haptic device to measure real-time displacement, a load cell to measure
real-time forces, and a synthetic tissue to represent an organ in the thoracic
cavity. The haptic device used is a 3-DOF Geomagic Phantom Premium 1.5
high force feedback device. The load cell used is a National Instruments Omega
High Accuracy S Beam with 250 lbs capacity and 25 kHz measuring frequency.
The load cell was fitted onto the 3D printed tool to measure compression force,
and the haptic device’s end effector was mounted onto the tool from the other
side.

Using LabView, real-time continuous displacement and force values were col-
lected and synchronized. Position was tracked using an integrated dynamic-link
library for the haptic device and forces were collected from the load cell’s physical
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channel. Since the load cell and the haptic device operate at different frequen-
cies, the lower frequency of both, 1 kHz, was standardized when querying the
values.

3.2 Implementation and Results

The phantom constructed was used to collect mechanical properties of the syn-
thetic tissue. System damping was first measured without colliding with the syn-
thetic tissue. Results showed that for velocity between 0 and 1.5 mm/s, damping
force increases linearly; and between 1.5 and 7 mm/s it is equal to 0.8 N. The
combination of this information with the force-displacement data collected from
collision with the synthetic tissue suggested modeling the spring coefficient as a
nonlinear element. The force model can be represented by:

F (x) =

{
a1x

2 + a2x+ a3 − b1ẋ− b2 , if in collision
−b1ẋ− b2 , otherwise

(1)

where ak are coefficients of the 2nd order polynomial corresponding to the
spring component and bl are coefficients corresponding to the damping compo-
nent.

After constructing the force model and obtaining the required material prop-
erties, the simulation model was calibrated to reflect a similar behavior. Using
the known measurements of the haptic device’s extension assembly, the amount
of force exerted by the wheel on the tool as a result of the motor’s motion can be
quantified. One full rotation of the motor’s beam will cause the rubber wheel to
descend two millimeters vertically squeezing the tool. It was observed that one
millimeter of vertical motion will add 0.2 N force hindering the tool’s motion.

Since damping is inherently present in the mechanism, simply positioning the
wheel to exert the right amount of friction force will suffice, whereas collision
force was simulated by complementing the program with the force model.

3.3 Validation Experiment

To add more realism to the user interface, a handle for the surgical tool (in-
troducer) was reproduced to scale and was integrated with the haptic device’s
extension. In addition, an object was modeled and prototyped to replicate half
a torso and was covered with synthetic skin; where the user is able to make an
incision at the insertion point (Figure 2).

In order to investigate the faithfulness of the simulation after integrating
the measured properties, the load cell was integrated on the tool as it slides
through the hybrid pivot to measure real-time force applied by the wheel; and
the rotary encoder that controls the position of the simulated tool was used to
record real-time displacement (Figure 2). The measured and simulated results
were compared as depicted in Figure 3. As observed in Figure 3, the difference
between the measured and simulated force-displacement profiles is not greater
than 0.05 N in general. When displacement approaches 15 mm, the difference
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increases to 0.15 N. Slight instability of the simulated force comes from inertia
of the system. The results show that the simulation was able to approximate the
behavior observed on the phantom.

Fig. 2. NPSS setup with hybrid pivot implemented, illustrating the incorporation of
the load cell for real-time force gauge

Fig. 3. Comparison of measured and simulated force-displacement profiles
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4 Conclusion

In this paper, two techniques for implementing a surgical tool’s pivoting behavior
in a surgical simulation environment were discussed. The first one is a fully vir-
tual implementation that utilizes the haptic device’s capabilities solely to apply
force when necessary. This method, however, introduced a position discrepancy
between the simulated and the physical (natural) pivot of the tool. The second
technique introduces a supplemental component that can be mounted on generic
haptic devices to augment the exerted forces and implement a hybrid pivoting
mechanism. This component doesn’t require a physical port to constrain the
tool’s motion in space as that can be achieved using forces applied from the
haptic device; but nonetheless, an anatomically correct object can be used to
increase realism and achieve higher forces needed by other aspects of the pro-
cedure. As the tool is moved into the insertion point, the natural pivot of the
device’s end effector stays fixed while the tool slides through the mechanism.
The tool’s position is tracked in real-time and force is applied to it according to
corresponding collisions from the virtual environment.

The mechanism was validated using a constructed phantom representing a pa-
tient’s internal organs and was able to provide accurate force and displacement
profiles. Information regarding the force’s behavior over time or versus displace-
ment and velocity is now directly obtainable. This instrumented tool can be
utilized to describe the mechanical properties of any object and is, therefore,
very useful to extract information as part of testing and validation efforts.

Future work includes the use of the phantom to measure force properties from
cadavers and/or real patients instead of synthetic tissue to provide realistic de-
scription of forces. The hybrid pivot can be improved to include stronger motors
that can represent collisions with rigid anatomies such as bones. Furthermore,
a 6-DOF haptic device will supplement the current setup to incorporate torque
force feedback upon rotating the tool around the pivot.
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Abstract. In neurovascular surgery, the surgeon must navigate among
eloquent areas, through complex neurovascular anatomy to a particular
vascular malformation or anomaly. Augmented reality (AR) visualization
may be used to show vessels not visible when looking at the brain surface
and to aid navigation by bringing into spatial alignment pre-operative
vascular data with the real patient anatomy. In using AR, we may aid
the surgeon in planning the craniotomy to obtain the optimal resection
corridor and reduce the time to localize and identify important vessels.
In the following paper, we describe the first uses of our AR neuronavi-
gation system in the operating room (OR). Specifically, we describe the
system’s use in three different neurovascular cases, an aneurysm case, an
arteriovenous malfromation, and a dural arteriovenous fistula. Further-
more, we give a qualitative evaluation based on comments from the OR
and post-operative discussions with the neurosurgeons.

1 Introduction

Augmented reality visualizations are being increasingly studied in the domain
of image-guided surgery (IGS). In augmented reality (AR) IGS, virtual images
of patient anatomy and/or physiology are overlaid onto the real anatomy of the
patient giving the surgeon both contextual anatomical information and specific
enhanced information about the location of regions of interest. AR IGS sys-
tems have the potential to (1) decrease the cognitive workload of the surgeon by
bringing into spatial alignment pre-operative patient images with the pertinent
anatomy of the patient in the operating room (OR) and (2) to improve patient
outcomes by allowing for improved intra-operative planning, guidance and nav-
igation. Yet, to date very few of the proposed AR IGS systems have been used
by surgeons in the OR. In a recent review of mixed reality image-guided surgery
(IGS) systems it was shown that only one third of the proposed mixed reality
IGS systems reviewed were evaluated in terms of their overall use in the OR or
the feasibility of bringing the system within the OR [6].

In this paper, we give a description of the first experiences of our AR IGS
system applied to neurovascular surgery. In particular, we describe the first use of
our system in three surgical cases for neurovascular surgery: an aneurysm case,
an arteriovenous malformation (AVM), and a dural arteriovenous fistula. We
describe not only the positive results and the feedback from the neurosurgeons
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who used the system but also some of the pitfalls encountered and how they
have shaped, and are shaping, the continued development of our AR image-
guided neurosurgery (IGNS) system.

2 Background

A number of systems have been proposed for AR image-guided neurosurgery, for
example the MAGI system by Edwards et al. [4], Birkfellner et al’s Variscope
AR [1], and Paul et al. mixed reality system for IGNS [9]. In a recent and related
paper, Cabrilo et al. [2] described the use of one of the only commercial AR sys-
tems for neuronavigation, the Zeiss Pentero 900 (Zeiss, Oberkochen, Germany)
neurosurgical microscope. The system was used for surgery in 28 aneurysm cases.
The segmented aneurysms and nearby vessels were projected into one of the oc-
ulars of the microscope. Based on their study, the authors concluded that AR
may add to the minimally invasiveness of the surgery but that more studies are
needed and better techniques need to be developed to improve user-friendliness.
Of note in this system, is the need for better visualization techniques which
would help in the depth perception of the vessels and aneurysms (which appear
to be floating above the brain surface). For a more thorough review of AR in
IGNS, and IGS in general, the reader is referred to [6].

3 AR IGNS System

The developed system and its main components have been previously described
in [3,8]. Here, the major components (relevant to the three clinical cases for which
it was used) are summarized using the DVV (Data, Visualization processing,
View) taxonomy [7].

3.1 Data

The current main application of the described AR IGNS system is neurovascu-
lar surgery, therefore, the imaging datasets that we use are digital subtraction
computed tomography angiography (DS CTA). Vessels are extracted from the
DS CTA using thresholding and volume rendered on the navigation system.

3.2 Visualization Processing

A number of different volume rendering techniques, including chromadepth, fog,
stereopsis, and colour coding have been explored for enhanced depth perception
and visualization of neurovasculature [5]. In the three clinical cases in which the
system was used we explored depicting edges and colour-coding.

The volume rendered virtual vessels obtained from DS CTA are merged with
the live camera image using alpha blending. In particular we modulate the opac-
ity of the camera image to show more of the virtual volume rendered object in
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the region of the surgical target and more of the camera image elsewhere. In
order to display the virtual vasculature to look like it is within the brain rather
than floating above the brain we use the cue of occlusion. This is achieved by
extracting edges from the camera image in the area where the image is more
transparent. To find those edges we use an OpenGL fragment shader that com-
putes an approximation of the gradient of the image using a Sobel filter. The
resolution of the live camera image is 640x480 and images are augmented at 30
frames/second. Details of our method are given in [8].

3.3 View

For display we use the monitor of our neuronavigation system, making the per-
ception location of the augmented reality visualization the digital monitor. In
order to capture images of the live patient a tracked video camera, Sony HDR-
XR150, was used. The video camera was outfitted with an infra-red tracker as
can be seen in Fig. 1, left.

In terms of interactions, the surgeon does not directly interact with the sys-
tem, rather the developers/technicians work the navigation system. All of the
visualization parameters can all be changed on the fly, e.g. fog can be turned on
and off, edge detection of the camera image can be turned on and off, and the
transfer functions which affect the volume rendering can also be changed.

4 Methods

The aim of this work was to use and qualitatively evaluate our AR IGNS sys-
tem with surgeons in the OR during real surgical cases. To this end, our system
was brought into the OR for three cases, described below.1 During all three
cases the system was used at several points during the surgery. The proposed
AR system was used in parallel with the commercial neuronavigation system
(Medtronic Stealthstation, Medtronic Inc.). Patient-to-image landmark regis-
tration was done simultaneously on both systems, to reduce redundancy and
extra work in the OR.

The calibrated and tracked video camera described in the previous section was
used to capture live images of the patients’ anatomy. The camera was handled
by a surgeon who was not scrubbed in at the time and was able to handle the
camera near to the patient without disturbing the sterile field. Our set-up in
the OR is shown in Fig 1. The system was used by two neurosurgeons from
the Montreal Neurological Institute, Montreal, Quebec, Canada, specializing in
neurovascular surgery. One surgeon performed the first and second case and a
second neurosurgeon used the system in the third case.

For all cases the camera calibration error (misalignment between virtual and
real patient) was 2.1 mm and the initial patient-to-image registration fiducial
registration error (FRE) was between 2.6 mm and 4.2 mm. Resulting in a rea-
sonable registration between the real patient and overlaid virtual images.

1 Ethics approval for this project was obtained from the Research and Ethics Board
at the Montreal Neurological Institute.
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Fig. 1. The tracked camera was attached to an IV pole and used at a number of
different points during the surgery

Fig. 2. Cerebral X–ray angiography images indicating: Left: one aneurysm on inferior
division of MCA (pink arrow) and second aneurysm at A1/ACOM junction (blue
arrow) Center: a left inferior temporal AVM (pink arrow) and Right: a type II Borden
dural AV fistula, post embolization, (pink arrow). Note that these images were used
for diagnosis and not navigation.

5 Surgical Cases

The proposed AR neuronavigation system was brought into the OR for three
neurovascular surgeries: an aneurysm, an arteriovenous malformation, and an ar-
teriovenous fisula. Diagnostic X-ray angiography images with each of the anoma-
lies/malformations indicated within the image are shown in Fig 2.

During all three cases we were able to successfully register the patient to the
pre-operative data, track the surgical probe and display an AR view with virtual
pre-operative images aligned to the patient’s real anatomy. When the video
camera was not used, our system provided standard neuronavigation information
(i.e. the location of a tracked surgical probe with respect to the pre-operative
patient anatomy). Our experiences for each case are described below.

5.1 Case 1: Aneurysm

Aneurisms are localized blood-filled balloon-like swellings arising from the wall
of a blood vessel. As an aneurysm increases in size its wall weakens and there
is an increased risk of rupture. There are two common treatment options for
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cerebral aneurysms: (1) surgical clipping, and (2) endovascular coiling. With
surgical clipping, a strong metallic clip is placed at the base, or neck of the
aneurysm in order to exclude the aneurism from the circulation.

The developed system was first used in the OR for a craniotomy to clip two
aneurisms in a 52 year old female (where endovascular treatment was not fea-
sible). One multilobed aneurysm was at the bifurcation of the middle cerebral
artery (MCA), involving mainly the inferior division of the MCA. The second
was a ruptured anterior communicating multilobed aneurysm at an unusually
fenestrated A1/ACOM junction (Fig 2 left).

The primary focus of bringing in the system for the first time into the OR was
to determine how to efficiently incorporate the research system into the surgical
workflow and to determine how and when it could be used during surgery. During
this first case, the system was only used only before opening of the dura, after
which the neurosurgical microscope was brought in. At this point no more images
were taken as it would have meant moving the microscope out of the way.

For this case, the vessels from the DS CTA were volume rendered in red
and merged with the camera view. We found, however, that the visualizations
did not perform as they had within our ideal laboratory setting. Due to the
blood and numerous specular highlights caused by the bright OR lights, the
Sobel filter extracted too many edges from the live camera images, blocking
the view of the virtual object. For this reason, edge extraction was turned off
and the virtual vessels within a defined area of interest were displayed on a grey
background and outside this area the camera image was displayed (Fig 3 right).
The lack of edges and depth cues made it difficult to determine the depth at
which particular vessels lay and all the vessels seemed to lie within one plane.
Furthermore, the vessels did not look like they were within the patient’s head.
Finally, since the augmented images were on the dura rather than the cortex,
difficulty in interpreting vessel location was increased.

5.2 Case 2: AVM

Arteriovenous malformations (AVMs) are abnormal collections of blood vessels.
The main constituents or nidus of an AVM are abnormal vessels that are hybrids
between true arteries and veins. AVMs are fed by one or more arteries (feeders),
and are drained by one or more major draining veins (drainers). These feed-
ing and draining vessels often have weakened walls that may leak or rupture.
The feeding and draining vessels may also be unusually large and tortuous in
their course due to the abnormally high pressures and blood flow within AVMs.
Surgery for AVMs is complex and involves a careful stepwise approach to iden-
tifying and isolating the margins of the malformation and then obliterating the
feeding vessels and draining veins in order to safely remove the nidus. Real time
intra-operative localization and identification of arteries and veins of an AVM -
particularly the deeper feeding arteries is often very difficult and time consum-
ing. These important aspects of AVM surgery can be facilitated using AR.

Our AR system was brought into a case for an AVM in a 41 year old fe-
male. Due to significant vasospasm of the left internal and left vertebral arteries,
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Fig. 3. Left: A zoomed in view of an arterial phase DS CTA howing one aneurysm
on inferior division of MCA (indicated with a green arrow ) and second aneurysm at
A1/ACOM junction (indicated with a blue arrow). In the upper left corner we see
the positioning of the patient head on the OR table and the area of the craniotomy.
Center: Image from tracked video camera of the dura. Right: Augmented reality view
with camera image overlaid on volume rendered red vessels (grey background). The
aneurysm on inferior division of the MCA is indicated with the green arrow and the
aneurysm at A1/ACOM junction is indicated with the blue arrow.

embolization was not possible and therefore, the patient underwent surgery. This
was a left inferior temporal AVM fed by the inferior temporal branch of the left
posterior cerebral arteries and drained via a unique cortical vein running along
the inferior aspect of the temporal lobe.

Before going into the second case, we improved our edge extraction algorithm
so that it would better deal with the strong OR surgical lights. To reduce the
amount of edges found we first blur the camera image and then extract edges
on the blurred image using a Sobel filter. This is done using a two-pass GLSL
(OpenGL Shading Language)2 fragment shader. Furthermore, we can adjust
blurring in real-time to add or remove the amount of detected edges.

During the second case the surgeon commented on the ease of the initial set
up of the system, and in particular the fact that the landmark patient-to-image
registration is done at the same time and using the same points as the commercial
system. In terms of the visualization, the surgeon was pleased with the ability
to localize vessels and areas of interest that are not visible on the surface (see
Fig 4). At the same time, the surgeon said that he would have liked to have not
only the information about the location of a vessel but also the absolute depth
of the vessel below the surface. This is something we are considering for future
work.

5.3 Case 3: Fistula

An arteriovenous (AV) dural fistula is similar in its pathology of abnormal arte-
rial and venous connections to that of a pial AVM but the locale is quite different.
AV dural fistulas are found solely within the layers of the dura. Although the

2 http://www.opengl.org/documentation/glsl/

http://www.opengl.org/documentation/glsl/
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Fig. 4. Left: Volume rendered vessels extracted from a late phase (venous) DS CTA.
The green dot on the left side indicates a landmark that the surgeon chose to help
determine the AVM’s location. The green and blue arrow indicate two veins that cor-
respond to the veins seen in the AR view (right). Centre: Live image from the camera
of the patient’s dura. Right: Augmented reality view with camera image overlaid on
volume rendered vessels, some edges are retained from the camera image. The white ar-
row indicates the green sphere/area of interest. The blue and green arrows correspond
to the indicated veins in the left images of this figure.

abnormal connections occur within or between tough dural layers where rup-
ture is unlikely, the bleeding risk arises due to the high pressure, extradural,
cortical venous reflux component. Arteriovenous fistulas can be treated either
by means of endovascular embolization of the arterial feeders and nidus, or by
surgical means where the fistula nidus is isolated from its arterial feeders and
veins draining to the brain.

Our AR system was brought into surgery in a 52 year old male with a type II
Borden dural AV fistula (post embolization). The dural AV fistula was mainly
supplied by the dorsal clival artery of the left internal carotid artery and re-
current lacrimal branch from the left ophthalmic artery which drains into the
spinous branch from the left middle meningeal artery and drained by the left
petrosal vein in the left CP angle cistern and eventually via a cortical vein into
the right basal vein of Rosenthal.

In our third surgical case, there was a significant improvement in terms of the
visualization of vessels. Edges of the vessels were visualized, giving a perception
of relative depth. As we had both an arterial and venous phase DS CTA we
could use colour-coding to differentiate between veins and arteries (see Fig 5).
The colour-coding was changed from previous cases (red/purple) to colours that
would help differentiate the augmented images from the surrounding anatomy
and blood (i.e., purple, yellow-green, and orange). The surgeon commented on
the improved contrast from the new colour paradigm saying it was easier to
understand the augmented view.

During this case, we acquired several images prior to resection on top of the
dura (Fig 5) and also during resection. However, in both sequences of cam-
era images the vessels are not easily identifiable in the images. Looking at the
augmented reality view, the surgeon commented on the fact that the system,
similar to the commercial system was off by about 2mm in the sagittal plane
after significant resection. This can be partially attributed to the fact that the
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Fig. 5. Left: Cerebral vasculature of patient from an arterial phase (orange) and venous
phase (purple) DS CTA and green-yellow for vessels around the fistula. The green arrow
indicates the transverse sinus and pink indicates the fistula. Centre: A live image of
the patient’s dura after craniotomy during neurovascular surgery. Right: An AR view
showing segmented vessels.

patient’s preoperative images were from a much earlier date and the patient was
not rescanned prior to surgery. The results of this case were limited by the fact
that there was little space in the OR theatre and that the camera could not be
brought close enough to the patient’s anatomy because of safety (sterility) rea-
sons. To improve further on our current progress we will need to acquire images
closer to the anatomy where more detail can be seen.

6 Discussion and Conclusions

We have successfully brought our AR system into the OR and have had positive
feedback about the use of augmented reality to aid in surgery, particularily in
terms of localization of regions of interest in the vasculature and for planning of
the craniotomy, the dural opening and the resection corridor. We are currently
focusing on improving the system based on the comments from surgeons within
the OR and discussions with the surgeons after each surgical case. In particular
we are working to address the augmented reality visualization of the vessels and
on improving the workflow by directly augmenting the microscope image.

We are currently working on more robust ways to filter the live-camera image
and improve visualization of the vessels, particularly in terms of depth percep-
tion. Due to the fact that the camera is external and cannot be used while the
neurosurgical microscope is in use we have only images before the opening of
the dura or after significant amounts of resection, i.e. close to the end of surgery.
We found that our AR visualization on top of the dura allowed surgeons to
understand the topology of the vessels below the surface and helped them to
plan a corridor of resection towards an area of interest. Localization can also be
extremely important for particular tasks or under certain circumstances.

In terms of depth perception and understanding vessel topology, it is likely
that a number of our visualization techniques may perform better when more
of the cortex is visible as the images will be less contaminated by blood and
vessels on the cortex can be delineated better. At the same time, it is important
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(a) (b) (c) (d) 

Fig. 6. Volume rendered vessels (purple vessels for venous phase, orange vessels for
arterial phase and green/yellow vessels for the vessels around the fistual) from Case
3. (a) Vessels directly alpha blended with the camera image. The vessels seem to float
above or on the surface of the patient. (b) Using the depth cue of fog to show distance.
Vessels that exhibit less opacity/are more faded are further away from the surface of
the brain. (c) Volume rendered vessels and retained edges from the camera image. The
vessels now appear below the surface. (d) Rendered vessels using fog and retaining
edges from the camera image. This type of visualization begins to give a sense of the
relative depth of vessels within the brain.

to develop visualization techniques that are effective at different times within
the surgery and not only when images are ideal.

In Fig. 6 we post-operatively explored a few visualization techniques. We find
that edges help improve the perception that the virtual object is within the
patient’s brain, and that fog gives a better overall impression of depth, and in
particular relative depth. Furthermore, it reduces the complexity of the scene
by not showing vessels that are far away from the patient surface. For surgical
tasks that require a better understanding of the topology and in particular the
depth of vessels below the surface better visualization techniques are needed. In
future work we will look at non-photorealistic rendering of vessels, decluttering,
and using grids or rulers to show depth.

In terms of visualization processing, our experiences show that we are not able
to quickly work on changing the visualization properties on the fly in the OR.
This is due to the fact that the use of our system is minimized as it causes an
interruption to workflow. One solution would be able to improve the interface
to be able to change between visualization techniques with click of the button,
rather than tune transfer functions, opacity, edges, on the fly. Another possibil-
ity is to use simpler visualization techniques, for certain surgical tasks. This is
something we will explore in future work.

In terms of hardware and display, the next step of this work, will be to improve
on our system by augmenting the microscope image directly, rather than having
an external camera, which causes interruptions to the surgical workflow. Images
from a neurosurgical microscope will enable augmentation of the view at any
point during surgery.

The main contribution of this work is the description of our experiences in
bringing in a research augmented reality neuronavigation system into the OR.
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As with any software system, design and evaluation is cyclical. We have brought
in our system into the OR three times, and each time we have improved on our
previous experiences. By sharing our experiences and conclusions we aim to aid
others in moving from use of an AR system in the laboratory to use in the OR.

Acknowledgments. This work was financed by the FQRNT, CIHR (MOP-
97820), NSERC, and the Dejardins Group.
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Abstract. The placement of pedicle screws in open spine surgery is
difficult. Warranting the correct trajectory is crucial because a wrongly
placed screw will lead to a bad fit or will harm the patient’s neurovascular
structure. Current state of the art techniques are based on the surgeon’s
experience and multiple fluoroscopic images or an expensive and complex
intraoperative navigation system.

This paper describes a novel method which is intended to support
the surgeon during the insertion of pedicle screws in a simple yet cost-
effective and reliable way. The approach uses inertial measurement
sensors to track the pose of the surgical instruments and a software
application for visualization and guiding. In a pre-clinical cadaver study
a performance of 74 out of 80 clinically correctly placed screws has been
reached without the use of any fluoroscopic images.

Keywords: Inertial Navigation System, Spinal Instrumentation.

1 Introduction

Spinal instrumentation describes a surgical procedure to implant metallic or non-
metallic devices into the spine. Typically, these implants consist of plates, rods
and screws to connect parts of the spine. The goal of such a surgery is usually
to restore stability or to correct deformations (like scoliosis) of the spine.

Warranting the correct trajectory to implant a screw without harming neu-
rovascular structures depends on obtaining a pathway with the correct starting
point and tilt in the sagittal and axial plane. In open spine surgery, the starting
point is defined by exposed anatomic landmarks, but the level within the spine
and sagittal tilt of the vertebral body with respect to the surgical instruments
and their advancement into the bone are usually controlled with intraoperative
lateral fluoroscopy. The axial tilt is commonly chosen by feel and experience
after looking at the preoperative imaging data. Hence, the procedure is associ-
ated with considerable subjective control. Contemporary image guidance tracks
the position of surgical tools in relation to the anatomy and renders a real-time
visualization in three planes on the screen of a workstation. These devices are
excellent tools which may improve accuracy of spinal instrumentation [1,5] and
reduce radiation exposure to the OR staff [6] and possibly the patient. However,
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their high cost (500000 - 750000 USD) precludes availability to most surgeons
[2,7]. For this reason we have started to investigate alternative means of intra-
operative navigation based on measuring tilt angles. This concept builds on the
fact that full navigation support is not required for pedicular screw placement,
as the starting point for the screw can easily be found by respecting anatomic
landmarks. Similar to a simplified variant of the idea [3], we developed a navi-
gation device based on an inertial measurement unit (IMU) that is attached to
the surgical tools like the pedicle finder or the screwdriver. The mounted sensor
device communicates wirelessly with a computer on which the orientation of the
tool can be visualized and compared to the planned angles. This information
allows real-time guidance to support the surgeon during screw placement.

2 Method

The proposed approach bases on the observation that for pedicular screw place-
ment only the lateral and axial tilt angle need to be navigated. This results in a
simple surgical procedure as described below in Figure 1.

Fig. 1. Different steps for IMU-based navigated screw placement

2.1 Surgical Procedure

Angle Planning. As a first step, the surgeon has to define the insertion angles
for the screws into the pedicle. Therefore, he plans for every single screw the
exact angles on the transversal (axial angle) and sagittal plane (sagittal angle)
from a preoperative 3D CT dataset and the help of an image viewer software like
the OsiriX suite. The surgeon measures the angles for the screw with respect to
a well defined and distinctive anatomical landmark edge. Because of its exposed
structure, this is usually the spinous process, which is well visible in the CT
image and during open spine surgery (see Fig. 2 and 3).
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Fig. 2. Axial angle planning Fig. 3. Sagittal angle planning

Intraoperative Entry Point Priming. Equivalent to all pedicular screw
placement approaches, the entry point of the screw has to be decorticated first.
This is done by removing the cortical bone with for example a drill.

Referencing of the Vertebral Body. To navigate the surgical tools, the ref-
erence coordinate system has to be defined first. This is done by simply aligning
the navigated tool along the reference edge, which was defined during planning.
As the target angles are usually planned with respect to the spinous process,
see Fig. 4, the tool needs to be aligned parallel to this well defined anatomical
landmark and recorded as reference by the software. This operation defines a
right-handed Cartesian coordinate system where the spinous process defines the
y-base-vector. The xy-plane lies completely in the body’s sagittal plane. There-
fore, the z-axis points in lateral direction. The sagittal angle is now defined
between the y-axis of the reference coordinate system and the tool vector, pro-
jected onto the xy-plane. For the axial angle, the tool’s vector is projected on
the yz-plane. This referencing step is the equivalent to the tedious and often
time consuming natural landmark selection in classical navigation solutions.

Fig. 4. This sketch shows the IMU-equipped pedicle finder aligned with the vertrebra’s
spinous process. This is the reference position. Note the two visualized angles.

Screw Placement. Once the vertebra is referenced, the pedicle finder is ap-
plied to drill a pilot hole. The tool is equipped with the mentioned IMU-based
measuring device. This makes it possible to calculate and visualize the surgical
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tool’s current tilt angles. The software guides the surgeon in real-time to the cor-
rect angulation for the pedicle finder with respect to the planned target angles.
The same referencing and guiding process can also be used for a screwdriver
equipped with the sensory device, which allows to insert the pedicle screws fully
navigated.

2.2 Hardware

After some tests with different IMU-based products, the MTw sensor by Xsens1

was chosen as measuring device. To calculate the orientation data, it uses a
combination of highly sensitive MEMS-components, namely an accelerometer,
a gyrosensor and a magnetometer per axis. An integrated CPU fuses the raw
data of these sensors with an update rate of 1800Hz to a final 3D-orientation
output. The data is transmitted with an update rate of up to 120Hz to a 2.4GHz
receiver-dongle, connected to a computer. According to the manufacturer the
static accuracy of the final orientation-output is 0.5� for the pan and the tilt
axes and 1� for the heading axis. The sensor costs around 2500 USD.

2.3 Sensor to Tool Calibration

The calibration step is needed to align the mounted sensors’ coordinate system
with the one of the surgical tool. If this is not the case, rotations around the
tool’s main axis would lead to wrong results. Because of the fact that all the
measurements rely on relative rotations only and completely neglect any trans-
lations, a straightforward calibration routine was developed. When the tool is
rotated mechanically guided around its main axis by 360�, every 120� the tool’s
main axis vector is collected (v1, v2 and v3). With a perfectly aligned sensor,
these vectors would all point into the same direction. But if the mounted sen-
sor’s internal coordinate system is slightly tilted as compared to the one of the
surgical tool, these vectors form a cone around the desired axis. With these three
vectors, the transformation matrix TT

TC between the tool’s coordinate system
and the mounted sensor’s coordinate system can be found (see Eq. 1). With such
an exact calibration, the navigated surgical tool can be rotated around its main
axis without influencing the calculated tilt angles during the navigation process.
This calibration routine has to be executed only when the position of the sensor
relative to the surgical tool has changed and takes about one minute.

Cx = Vx1 × Vx2 with Vx1 = v′2 − v′1 and Vx2 = v′3 − v′1
Cy = Vy1 × Vy2 with Vy1 = v2 − v1 and Vy2 = v3 − v1
Cz = Cx × Cy

TT
TC =

⎡
⎢⎢⎣
Cx1 Cy1 Cz1 0
Cx2 Cy2 Cz2 0
Cx3 Cy3 Cz3 0
0 0 0 1

⎤
⎥⎥⎦

(1)

1 www.xsens.com

www.xsens.com
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The collected vectors v1, v2 and v3 are rotated by 90� around the z-axis to get
v′1, v

′
2, v

′
3. With these additional vectors, the two vectors Vx1, Vx2 which lie on a

plane perpendicular to the x-axis can be found. The same is done for the y-axis
(Vy1, Vy2). The transformation matrix’ components Cx and Cy are calculated
with the cross product of Vx1 and Vx2 respectively Vy1 and Vy2. The matrix’
missing Cz components are calculated with the cross product of the two already
found vectors.

2.4 Angle Calculation

With the IMU-sensor’s data, we are able to calculate the surgical tool’s sagittal
(αcurrent) and axial (βcurrent) tilt angles with respect to the defined reference
orientation. To avoid gimbal lock problems, the IMU-sensor’s output data is used
in the quaternion format. The provided quaternion is transferred into the 4 by
4 transformation matrix WT T . This matrix represents the tool’s current orien-
tation in arbitrary world coordinates, depending on the IMU-sensor’s internal
coordinate system. Thus, this matrix has to be transformed into the reference
coordinate system WTR, defined by the surgeon during the referencing proce-
dure. Furthermore, if there exists a calibration matrix TT

TC for the currently
tracked surgical tool, the sensor’s native coordinates have to be transferred into
the tool’s calibrated coordinate system first. See Eq. 2 for the final raw sen-
sor coordinates to calibrated tool coordinates in the surgeon-defined reference
coordinate system transformation RT

TC .

RT
TC = (WTR)−1 · WT T · TT TC

(2)

After these transformations have been applied, the resulting matrix RT
TC can

be used to calculate the current orientation T of the tool’s main axis Tbase with
respect to the defined reference coordinate system (Eq. 3). The current axial
and sagittal angles are then calculated by projecting the tool vector T onto the
xy-plane of the reference coordinate system for the sagittal angle (this leads to
TnoZ) and onto the yz-plane for the axial angle (TnoX). For each of these two
projected vectors, the dot product is used to calculate the final angles between
the reference coordinate system’s y-axis (Ybase) and the two projected vectors
(Eq. 4 and 5).

T = Tbase ·R T TC (3)

αcurrent = arccos

(
Ybase · TnoZ

||Ybase|| · ||TnoZ ||

)
with TnoZ = T ·

⎡
⎣11
0

⎤
⎦ (4)

βcurrent = arccos

(
Ybase · TnoX

||Ybase|| · ||TnoX ||

)
with TnoX = T ·

⎡
⎣01
1

⎤
⎦ (5)
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3 Experiments and Results

3.1 Drift Measurements

To quantitatively evaluate the IMU sensor’s accuracy over time, a comparative
experiment with an optical tracking system (Axios2) was made as these systems
are known to be very precise with a high repeatability. As the inertial measure-
ment unit’s errors accumulate over time, it was very important to know how
accurate the measured values are after a certain period. To gather the values for
these tests, an optical marker was rigidly attached to an IMU-sensor mounted
on a surgical tool. The software’s output angles at different orientations and
different times were compared. See Table 1 for the results. The comparison of
the measured angles shows that the gathered values are stable in the range of
two degrees over a time period of at least 4.5min for both angles. This dura-
tion is sufficient as the surgeon uses the tool for roughly one minute after the
referencing step.

Table 1. This table shows the measured values at different orientations and times

Sagittal Axial
Time Optical IMU Error Optical IMU Error
[s] [�] [�] [�] [�] [�] [�]

30 24.8 25.9 1.1 24.3 23.7 0.6
60 21.9 21.4 0.5 27.3 29.3 2
90 22 21.4 0.6 27.1 26.5 0.6
120 34.6 34.7 0.1 9.7 9.9 0.2
150 31.2 31.2 0 10.2 9.3 0.9
180 10.1 9.2 0.9 18.7 19.5 0.8
210 30.7 30.1 0.6 16.2 16.1 0.1
240 17.1 15.5 1.6 22.2 22.2 0
270 17.2 15.6 1.6 22.4 22.5 0.1

3.2 Cadaver Experiments

To check the method’s accuracy and usability, four trials with human cadavers
were made. An experienced neurosurgeon led these experiments and set up a
realistic approach and environment to execute the previously described steps of
the method. The spine was exposed and the screw’s entry points decorticated
for the thoracic (T1 to T12) and the lumbosacral (L1 to S1) vertebrae. For each
vertebra, one screw was inserted freehand and one using the proposed technique.
To avoid any bias, after every six vertebrae the method’s sides were switched
from freehand to guided. For both approaches, no intraoperative fluoroscopic
images were acquired. At the end of every experiment, two S2-ilium screws have

2 www.axios3d.com

www.axios3d.com
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been placed additionally. Because it is virtually impossible to place these screws
freehand without fluoroscopic images, they were applied with the IMU-navigated
method on both sides.

When comparing the preoperatively planned angle with the post-operative
measured angle a mean error of 2.7� for the axial and 3.5� for the sagittal angle
has been observed for the 80 screws applied with the proposed IMU-based tech-
nique. This is more accurate than the neurosurgeon’s freehand approach with a
mean error of 4.1� (axial) and 6� (sagittal) for 72 screws, see Table 2. A one sided
t-test shows p-values of 0.00287 (axial) and 0.00088 (sagittal) confirming that
the freehand method performs worse for both angles than the newly developed
navigated approach.

Besides the quantitative evaluation, the final positions of the screws were
also compared in terms of clinical correctness. A screw was classified as clini-
cally correct if it lies completely in the pedicle without any perforation. With
the navigated method 74 out of 80 (93%) screws were placed clinically correct
whereas 64 of 72 (89%) were applied clinically correct with the freehand method.
Other clinical studies report success rates between 68% and 90% for the standard
freehand approach supported by additional fluoroscopic images [5].

Table 2. The comparison of the trial results

IMU-navigated Freehand

Error Clinically Error Clinically
Cadaver Axial Sagittal Correct Axial Sagittal Correct
[Number] [�] [�] [#Screws] [�] [�] [#Screws]

I 2.5 3.2 19/20 (95%) 2.9 5.1 16/18 (89%)
II 3.4 4 16/20 (80%) 3.4 5.3 15/18 (83)%
III 2.5 3.7 19/20 (95%) 4.9 9.9 16/18 (89%)
IV 2.4 3.1 20/20 (100%) 5.2 3.7 17/18 (94%)

Overall 2.7 3.5 74/80 (93%) 4.1 6.0 64/72 (89%)

4 Discussion and Conclusion

The sensor’s accuracy and drift tests showed errors in the range of zero to two
degrees. On the other hand, the errors of the applied screws’ final positions were
slightly higher. One reason for this may be the manually executed process for
planning and reviewing the screws’ directions. It is difficult to define the target
angles and read out the final angles with the exact same reference. Another
source of possible inaccuracies is the referencing step. Depending on the spine’s
anatomy it is not always easy to align the tool to the same reference as the
one defined during the planning step. Errors of up to three degrees have to be
expected there. But because of the spine’s anatomy, errors in these ranges do still
lead to clinically correctly placed screws, which is the most important measure in
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real surgery. To apply a screw a mean duration of 2.5 minutes was reached. This
underlines the method’s excellent performance in effectiveness and simplicity.
It shows that the implemented software guidance suits the surgeon’s demands
in the field and that the whole method is reasonable and straightforward. A
furthermore advantage of the newly proposed method is that no line-of-sight
restrictions are given and that there is no need to attach bulky markers onto
the surgical tools and the spine itself. As each vertebra is referenced individually
the approach can also nicely handle deformed vertebrae or scoliotic patients.
It overcomes most of the currently used image guided methods’ problems also
mentioned in a recent publication by Amir Manbachi et al. [4].

Additionally, the proposed approach proved to be efficient and accurate for
placing the S2-ilium screw connecting the sacrum with the pelvis bone. This
10 cm long screw is very demanding to place with the freehand method and does
generally require the use of multiple fluoroscopic images.

In the future we plan to reduce the cost of the device further, simplify the
planning procedure and possibly also perform a pilot clinical study.

References

1. Chiang, C.-Y.F., Tsai, T.-T., Chen, L.-H., Lai, P.-L., Fu, T.-S., Niu, C.-C.,
Chen, W.-J.: Computed tomography-based navigation-assisted pedicle screw in-
sertion for thoracic and lumbar spine fractures. Chang Gung Med. J. 35(4), 332-8
(2012)

2. Costa, F., Cardia, A., Ortolina, A., Fabio, G., Zerbi, A., Fornari, M.: Spinal naviga-
tion: standard preoperative versus intraoperative computed tomography data set
acquisition for computer-guidance system: radiological and clinical study in 100
consecutive patients. Spine 36(24), 2094–2098 (2011)

3. Jost, G.F., Bisson, E.F., Schmidt, M.H.: ipod touch�-assisted instrumentation of
the spine: A technical report. Neurosurgery (2013)

4. Manbachi, A., Cobbold, R.S., Ginsberg, H.J.: Guided pedicle screw insertion: tech-
niques and training. The Spine Journal 14(1), 165–179 (2014)

5. Mason, A., Paulsen, R., Babuska, J.M., Rajpal, S., Burneikiene, S., Nelson, E.L.,
Villavicencio, A.T.: The accuracy of pedicle screw placement using intraoperative
image guidance systems: A systematic review. Journal of Neurosurgery: Spine, 1–8
(2013)

6. Smith, H.E., Welsch, M.D., Sasso, R.C., Vaccaro, A.R.: Comparison of radiation
exposure in lumbar pedicle screw placement with fluoroscopy vs computer-assisted
image guidance with intraoperative three-dimensional imaging. J. Spinal Cord
Med. 31, 532–537 (2008)

7. Watkins IV, R.G., Gupta, A., Watkins III, R.G.: Cost-effectiveness of image-guided
spine surgery. The Open Orthopaedics Journal 4, 228 (2010)



 

C.A. Linte et al. (Eds.): AE-CAI 2014, LNCS 8678, pp. 98–107, 2014. 
© Springer International Publishing Switzerland 2014 

A Simple and Accurate Camera-Sensor Calibration  
for Surgical Endoscopes and Microscopes 

Seongpung Lee1, Hyunki Lee2, Hyunseok Choi1, and Jaesung Hong1 

1 Daegu Gyeongbuk Institute of Science and Technology, Robotics Engineering, Daegu, Korea 
2 Koh Young Technology, Medical Robot Unit, Seoul, Korea 

jhong@dgist.ac.kr 

Abstract. Nowadays, augmented reality (AR) has become a key technology for 
surgical navigation. It is necessary to perform camera-sensor calibration to 
build AR between a camera and a sensor that tracks the camera. In order to per-
form camera-sensor calibration, it has been common method to move the cam-
era in such a way as to solve an AX = XB type formula. However, in clinical 
environments, Endoscopes and microscopes are commonly used, and moving 
those cameras is very difficult due to their large weight and size when camera-
sensor calibration is performed. Therefore, we propose a method to solve the 
camera-sensor matrix by expanding the AX = XB equation to the AX = BYC eq-
uation. Instead of moving the camera, we move the calibration pattern in the 
proposed method. Through the experiments, we compared the AX = BYC solu-
tion with the AX = XB solution in terms of the accuracy. As a result, we found 
the proposed method is more convenient and accurate than the conventional 
method. 

Keywords: Camera Calibration, Hand-Eye Calibration, Surgical Endoscopes, 
Surgical Microscopes. 

1 Introduction 

Conventional surgical navigation systems provide only information about where the 
surgical tool is in the patient with multi-planar display and graphic objects in virtual 
space. However, in augmented-reality-based surgical navigation, the shape of invisi-
ble organs are overlapped to the endoscopic or microscopic images, allowing the 
surgeon to intuitively recognize the target organ position and reduce the incision area 
[1]. The optical tracker and the camera are commonly used for AR-based surgery, as 
shown in Fig. 1. In order to build an AR-based surgical navigation system, it is neces-
sary to perform two steps of calibration, which are camera-sensor calibration and 
camera calibration. Camera calibration is the process to obtain intrinsic parameters, 
which consist of focal length, principal point, etc., and is used for setting the proper-
ties of a virtual camera. Zhang’s camera calibration method has been commonly  
used to perform camera calibration because it provides high accuracy and is easy to 
use [2]. Camera-sensor calibration is identical in theory to hand-eye calibration in 
robotics. Hand-eye calibration is known as the AX = XB problem, and the solution is a 
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2.2 Two Previous Approaches to Solve the AX = BYC Problem 

In the AX = XB problem, dual quaternion and Kronecker product approaches have 
been developed to solve the rotation and translation parts simultaneously [4,12]. In 
the AX = BYC problem, those two approaches are modified to solve X and Y simulta-
neously. The other way to solve that problem is to solve X and Y separately. However, 
if X and Y are solved separately, the error of Y affects the accuracy of X when X  
is calculated. In the following two subsections, we briefly explain two conventional 
approaches to solve the AX = BYC problem that can be simply derived from the  
original equation. 

 
Dual Quaternion Approach. Dual Quaternion, ݍො defined as Eq. (1). 

ොݍ  ൌ ݍ ൅  Ԣ, (1)ݍ ߝ 

where ݍ is a unit quaternion defined as Eq. (2), ݍԢ is a quaternion defined as Eq. 
(3), and ߝ is a dual unit in which ߝଶ ൌ 0.  

ݍ  ൌ sin ቀఏଶቁ ݈ ൅ cos ቀఏଶቁ, (2) 

where ߠ is the rotation angle about the rotation axis, and ݈ is a unit vector with 
same direction to the rotation axis. 

ᇱݍ  ൌ െ ೅௧ଶࢗ  ൅  ௧௤బଶ ݐ ൈ  (3) ,ࢗ

where  ݍ଴ is a scalar of unit quaternion, ࢗ is a vector part of the unit quaternion, 
and ݐ is translation. Therefore, if the transformation matrix is known, it can be con-
verted from 4-by-4 matrix form to dual quaternion form. First, in order to derive an 
AX = BYC equation by using the dual quaternion, multiply each side by the inverse of 
B. Then, let ିܤଵܣ define D. After that, let ݍො஽, ,ො஼ݍ  ො௒ be dual-quaternion forݍ ො௑, andݍ
D, C, X, and Y, respectively. Then Eq. (4) will be obtained. 

ො௑ݍො஽ݍ  ൌ ො஼ݍො௒ݍ   (4) 

By using dual quaternion definition Eq. (1), Eq. (4) can be separately rewritten as Eq. 
(5) and Eq. (6). 

ݔ݀  ൌ  (5) ܿݕ

 ݀ᇱݔ ൅ ᇱݔ݀ ൌ ᇱܿݕ ൅  Ԣܿ (6)ݕ

Eq. (5) and Eq. (6) can be expressed in matrix form. Therefore, Eq. (5) and Eq. (6) 
can be rewritten as Eq. (7) and Eq. (8). 

 ሚ݀ݔ െ  ܿ̃y ൌ 0 (7) 

 ݀Ԣ෩ ݔ ൅  ሚ݀ݔᇱ െ ܿᇱ෩ ݕ െ Ԣݕ̃ܿ  ൌ 0 (8) 

Therefore, 
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 ൤ ሚ݀ 0ସൈସ݀Ԣ෩ ሚ݀ ܿ̃ 0ସൈସെܿᇱ෩ െܿ̃ ൨ ቎  Ԣ቏ = 0 (9)ݕݕᇱݔݔ

8 ൈ 16 matrix in Eq. (9) is generally defined as the ௜ܵ matrix, where i is the index 
for poses. At least two poses are needed for solving Eq. (9). When the number of 
poses is larger than two, Eq. (9) can be rewritten as Eq. (10). 

 ሾ ଵܵ, ܵଶ, ڮ , ܵ௡ሿ் ቎ Ԣ቏ݕݕԢݔݔ ൌ 0 (10) 

We define ܶ ൌ  ሾ ଵܵ, ܵଶ, ڮ , ܵ௡ሿ். By decomposing T with a singular value de-
composition method (SVD), X and Y can be obtained. 

Kronecker Product Approach. Kronecker product is defined as Eq. (11). 

ܣ  ٔ ܤ ൌ ൣܽ௜௝ܤ൧ ൌ  ൥ ܽଵଵܤ ڮ ܽଵ௡ڭܤ ڰ ܤ௠ଵܽڭ ڮ ܽ௠௡ܤ൩ (11) 

In addition to that definition, a stack operator is used in this solution. A stack operator 
is defined as Eq. (12). 

 Vecሺܣ௡ൈ௠ሻ ൌ ሾܽଵଵ,ܽଵଶ, ڮ , ܽଵ௡, ڮ , ܽ௠௡ሿ் (12) 

Let AX = BYC be DX = YC, where D = ିܤଵA. DX = YC can be separated to a rota-
tion part and translation part as Eq. (13) and Eq. (14). 

 ܴ஽ܴ௑ െ ܴ௒ܴ஼ ൌ 0 (13) 

 ܴ஽ݐ௑ െ ܴ௒ݐ஼ െ ௒ݐ  ൌ  ஽ (14)ݐ 

By using the definitions of Eq. (11) and Eq. (12), Eq. (13) and Eq. (14) can be rewrit-
ten as Eq. (15) and (16). 

 ሾܴ஽ ٔ ଷൈଷܫଷൈଷሿሾVecሺܴ௑ሻሿെ ሾܫ ٔ ܴ஼் ሿሾVecሺܴ௒ሻሿ ൌ 0 (15) 

 ܴ஽ݐ௑ – ሾܫଷൈଷ ٔ ௒ݐ  – ஻்ሿሾVecሺܴ௒ሻሿݐ ൌ ஽ݐ   (16) 

Therefore, 

 ቈܴ஽ ٔ ଷൈଷܫ െ ܫଷൈଷ ٔ ܴ஼் 0ଽൈଷ 0ଽൈଷ        0ଷൈଽ     െܫଷൈଷ ٔ ஻்ݐ   ܴ஽ െܫଷൈଷ቉ ൦Vecሺܴ௑ሻVecሺܴ௒ሻݐ௑ݐ௒
൪ ൌ  ൤0ଽൈଵݐ஽ ൨. (17) 

The form of Eq. (17) has Qv = p. Q has dimensions of 12 ൈ 24, v has dimensions of 24 ൈ 1, and p has dimensions of 12 ൈ 1. Q and p are the notations for one pose. If 
the number of poses is larger than 2, Eq. (17) can be rewritten as Eq. (18). 
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4 Discussions and Conclusions 

The aim of this study is to make hand-eye calibration easy and to improve the accura-
cy of hand-eye calibration by reducing the influence of optical tracker error. The pro-
posed method is more convenient, because one can readily move the calibration  
pattern thanks to its light weight and small size without moving the heavy camera 
such as endoscopes or microscopes for the hand-eye calibration. Although the  
experiments were performed with the endoscope, the proposed method is also appli-
cable to hand-eye calibration of microscopes since the mathematical model used in 
microscopes is same as that in endoscopes. 

When hand-eye calibration was performed by using proposed method, the re-
projection error was smaller than that of conventional method since it is possible to 
perform hand-eye calibration in a narrow workspace as shown in Fig. 7. A small 
range of movement of the pattern leads to increasing accuracy of hand-eye calibration 
since spatial error is increased when the distance between the passive marker and 
optical tracker is increased [13,14].  
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Abstract. In this paper a novel augmented-reality environment is pre-
sented for enhancing locomotor training. The main goal of this environ-
ment is to excite kids for walking and hence facilitate their locomotor
therapy and at the same time provide the therapist with a quantitative
framework for monitoring and evaluating the progress of the therapy.
This paper focuses on the quantitative part of our framework, which
uses a depth camera to capture the patient’s body motion. More specifi-
cally, we present a model-free graph-based segmentation algorithm that
detects the regions of the arms and legs in the depth frames. Then, we
analyze their motion patterns in real-time by extracting various features
such as the pace, length of stride, symmetry of walking pattern, and
arm-leg synchronization. Several experimental results are presented that
demonstrate the efficacy and robustness of the proposed methods.

Keywords: Augmented-Reality, Locomotor training, Spinal-cord injury,
Physical Therapy, Rehabilitation, Game, Kinect.

1 Introduction

Locomotor training is an activity based therapy that aims to promote recovery
of walking, by activating the neuromuscular system[4]. Locomotor training op-
timizes task-specific sensory input during intense stepping practice to promote
activity-dependent plasticity. While locomotor training was initially developed
for persons with spinal cord injuries, it has been recently translated to children
and can be used in general with various types of neurologic injuries [14]. In the
case of children, during locomotor training, stepping and standing often are prac-
ticed on a treadmill for over an hour causing many children to lose motivation
and become bored. As attention and focus wane, critical task-specific move-
ments, such as upright trunk posture and reciprocal arm swing, become nearly
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Fig. 1. A picture of our locomotor training environment (left), and the corresponding
depth image (right) captured by a depth sensor located on the front of the treadmill.

impossible to evoke. Most importantly, a less intense and effective training ses-
sion compromises the child’s recovery. Incorporation of interactive and engaging
video games is an innovative approach to enhance rehabilitation [6,2,5,11,13,7].
Although commercial games have demonstrated therapeutic effects when applied
to children with neurological injuries, most games do not consider the specific
impairments that are common in children with spinal cord injury and are not
designed for use during locomotor training [6,7]. Therefore, our long-term ob-
jective is to design and develop an engaging and interactive game that enhances
locomotor training for children with neurological injuries.

Our goal is to engage children to perform walking-related movements with
their arms and legs in order to play the game. To accomplish this, we use a depth
camera to detect and track movement in the unique locomotor training treadmill
environment shown in Fig. 1 left. In leterature, there are several examples of
methods or applications related to body tracking using depth cameras. A game-
based rehabilitation system was presented in [9] using body tracking from RGB-
D. Other applications include human detection [15], model-based 3D tracking of
hand articulations [10], human pose recognition and tracking of body parts [12],
and real-time 3D reconstruction of the articulated human body [3]. A detailed
review of RGB-D applications using Microsoft Kinect sensor is presented in [8].

The main challenge in our particular application, which is the main focus of
this paper, is that generic body tracking algorithms fail to detect and analyze
the patient’s body motion due to its close proximity with other objects or hu-
man subjects in the locomotor training treadmill environment (see examples in
Fig. 5). To overcome this problem we propose a model-free graph-based body
segmentation algorithm that detects the arms and legs of the patient. Descriptive
motion features are extracted from the segmented regions of the limbs and their
movement patterns are analyzed by computing various motion indices that we
proposed in this paper to capture the symmetry between the right and left leg
kinematics, their pace, and the synchronization of the arm swing with the walk-
ing pattern. Several experimental results are presented using real and synthetic
data that demonstrate the efficiency of the proposed framework.
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Fig. 2. Screenshots of the developed 3D augmented-reality environment taken from
three different orientations to show the front, side, and back of the patient respectively.

2 Methods

In this section, we present our framework for computed-assisted locomotor train-
ing using augmented-reality gaming environments (see Fig.2). The framework
has two main goals: 1) to enhance the traditional methodologies for physical
therapy by exciting kids for walking using gaming technologies, and 2) to com-
pute in real-time several motion-based quantities such as periodicity, synchro-
nization, pace, and others in order to provide the therapist with a quantitative
framework for monitoring the progress of a patient, evaluating the effectiveness
of therapy, and automatically optimizing the parameters of the therapy.

Motion detection sensors such as infrared depth cameras offer an infrastruc-
ture that can facilitate the aforementioned goals and also offer a natural user
interface for comunicating with computers without the need of remote controllers
or other hand-held or warable electronic devices. Each data frame captured by
a digital range camera is a two dimensional array of depth values (i.e., distance
between the plane of the sensor and the depicted objects). The depth value
of the pixel with coordinates (x, y) on a perticular depth frame is denoted by
d(x, y) ∈ R

+ (see an example of a depth frame in Fig. 1 right).
In the proposed framework, the acquired sequence of depth frames is processed

by a graph-based segmentation algorithm that detects the regions of the patient’s
arms, legs, and torso in the depth images. Descriptive features of the segmented
regions are then extracted and employed by motion pattern analysis algorithms,
which are described in detail in the following sections.

2.1 Graph-Based Segmentation

Each depth frame is scanned horizontally (row by row) and segmented into line
stripes that are smoothly-varing 1-pixel-wide regions defined as

L={(xs, y), · · · , (xe, y) : xs < xe,

∣∣∣∣∂d(x, y)∂x

∣∣∣∣ < ε1,

∣∣∣∣∂
2d(x, y)

∂x2

∣∣∣∣ < ε2 ∀x ∈ (xs, xe)}

where xs and xe denote the start and end pixel coordinates of the line segment.
The length of a line segment can be easily computed by length(L) = xe−xs+1.
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Fig. 3. Representative results of our body segmentation algorithm in different instances
during the walking cycle. The generated tree graph is superimposed on the right plate.
The partial inclusion of the assistants’ arms in the regions of the subject’s legs does
not affect the estmated motion features as shown in Fig.4, which demonstrates the
robustness of the proposed framework to such outliers.

The computed line segments are organized in the form of a directed graph,
which is constructed simultaneously with the segmentation of the line segments.
In such graph each line segment L can be connected with line segments in the
previous row of pixels that form the set of parents(L) defined as

L′ ∈ parents(L) ⇔ ∃(x, y) ∈ L, ∃(x, y − 1) ∈ L′ :
∣∣∣∣∂d(x, y)∂y

∣∣∣∣ < ε1. (1)

Equivalently, each line segment can be connected with line segments in the next
row of pixels by defining the set children(L) as the inverse of Eq. 1 as follows:

L′ ∈ children(L) ⇔ L ∈ parents(L′). (2)

The graph produced by Eqs. 1 and 2 may contain cycles. To enforce the cre-
ation of non-cyclic graphs we define the set father(L) as the subset of parents(L)
that contains the largest line segment:

father(L) = argmax
L′∈parents(L)

length(L′). (3)

The above process segments a given depth frame into several regions that
are computed as independent disconnected graphs and typically correspond to
different objects in the field of view. In most applications the subject of interest
corresponds to the graph with the largest number of pixels, and in general can
be easily isolated from the rest of the objects in the scene (see Fig. 3).

Each graph can be further segmented into smoothly varying regions by con-
structing sets of connected line segments with coherent structural characteristics
as follows:

S = {L1, · · · ,Ln : Li = father(Li+1), |children(Li)| = 1 ∀i ∈ [i, n− 1]}. (4)
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The line segments Li in Eq. 4 form a sequence of descendants without sim-
blings, which corresponds to a linear graph. The set of segments S can also be
organized into a graph by defining the father(S) and children(S) using the
connections defined in father(L1) and children(Ln) respectively. An example
of a graph of segments is shown in Fig. 3 (the network of the graph is visualized
on the right).

In our application, the regions of the legs and arms of the depicted subjects
can be found by performing simple graph searches. More specifically, the legs can
be found by searching for the segment with the largest sum of distances from the
top of the older ancestor and from the bottom of the youngest descendant. Such
distances can be easily computed by accumulating the height of each segment in
the corresponding path of the graph given by

height(S) = max
∀(x,y)∈Li,∀Li∈S,

y − min
∀(x,y)∈Li,∀Li∈S,

y + 1. (5)

The left and right children of the solution correspond to the right and left legs
respectively. Finally, the left or right arms can be found as the largest right or
left children in the graph respectively, which are not already marked as legs.
Examples of estimated segments are shown in Fig. 3 with different color-coding.

2.2 Motion Pattern Analysis

After segmenting the regions of the limbs in each depth frame, their motion is
analyzed by tracking their motion patterns over time. Various features can be
extracted from each segmented region such as the averageX,Y, Z coordinate, the
medial line, the orientation of the limb, however we found in our experiments
that the average Z coordinate of the medial line is descriptive enough to be
used in our motion pattern analysis. Hence, four sequences are computed and
monitored over time LL(t), RL(t), LA(t), RA(t) that correspond to the average
Z coordinate of the medial line of the left leg, right leg, left arm, and right arm
regions respectively.

First, each of the sequences is smoothened using a median filter followed by
a Gaussian filter to enhance the robustness of our calulations (see example in
Fig.4A). Then the local extrema of each sequence are computed as

extrema(f(t)) =

⎧⎨
⎩

1 if t = argmaxt∈N(t) f(t)

−1 if t = argmint∈N(t) f(t)

0 otherwise

, (6)

where N(t) is a neighborhood in the time domain centered at t. The size of the
neighborhood should be smaller than the duration of each pace to ensure that
the extrema of each pace are calculated. Fig. 4B shows Eq. 6 computed from a
real data sequence.

The duration between two consecutive same-type extrema (minima or max-
ima) is given by

gap(f(t), v) = min
∀s≥x:extrema(f(s))=v

s− max
∀s<x:extrema(f(s))=v

s (7)
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Fig. 4. Experimental results from a real data sequence of 10 paces. A) The estimated z-
coordinates of the right (red) and left (blue) leg, B) The time signatures of the estimated
local extrema of A, C) The estimated duration of each pace, D) The corresponding
symmetry index.

Eq. 7 can be calculated for LL(t) and RL(t) for each type of maxima in order
to compute the duration of each pace as a function of time:

pace(t) = [gap(LL(t), 1) + gap(LL(t),−1) + gap(RL(t), 1) + gap(RL(t),−1)]/4

In a walking pattern with constant speed it is expected that each of the four
terms in Eq. 7 gives the same numerical value. However, in practice we compute
the average of all four measurements in order to increase the robustness of the
overall pace estimator. It should be noted that pace(t) corresponds to the time
of a full stride from the time when the recorded signal reaches a local maximum
until the time when the same leg’s signal reaches the next local maximum (see
example in Fig. 4C). The corresponding length of a full stride can be easily
computed as pace(t)/speed, where speed is the speed of the treadmill, which is
a known manually set quantity.

The symmetry of the walking patterns of the two legs as well as their synchro-
nization with the motion of the arms are quantifiable indices that are especially
useful for physical therapy. To calculate the level of symmetry of the walking
pattern we first need to estimate the mid-point in the time domain between two
same-type extrema given by

mid(f(t), v) =

[
min

∀s≥x:extrema(f(s))=v
s+ max

∀s<x:extrema(f(s))=v
s

]
/2 (8)

and then compare two sequences f(t) and g(t) by computing the time difference
between the extrema of one and the corresponding mid-point of the other as
follows:

sym(f(t), g(t), v) = 1− 2 |mid(f(s), v)− s| /pace(s), (9)

where s = max∀r<t:extrema(g(r))=v r. The largest possible time difference is equal
to the duration of half pace, hence the range of Eq. 9 is the interval of real
numbers from 0 to 1.
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Finally, Eq. 9 considers only one type of extrema of one of the two given
sequences. To account for all combinations we compute the symmetry of the
walking pattern as the sum of four terms given by

symmetry(LL(t), RL(t)) =
∑

v=−1,1

sym(LL(t), RL(t), v) + sym(RL(t), LL(t), v)

4

where LL(t) and RL(t) denote the left and right leg sequences (see Fig. 4D).
Similarly, the index that describes the sychnronization between the motion of the
legs and the arms can be computed using the arm and leg sequences as follows:
[symmetry(LL(t), LA(t)) + symmetry(RL(t), RA(t))]/2 (see Fig. 7 left).

2.3 Augmented-Reality Environment

The algorithms presented in Secs. 2.1 and 2.2 were implemented in Java using
the J4K (Java for Kinect) Software Development Kit introduced in [3]. The
input depth frames are processed in real-time using the proposed graph-based
segmentation algorithm and the 3D image of the body of the patient is composed
as a textured quadratic mesh by combining the segmented depth image with the
corresponding video frame captured by a regular RGB camera.

The 3D image of the body of the patient is visualized within a 3D augmented-
reality gaming environment that consists of a randomly generated scene with a
walking path. The patient can watch herself walking in this synthesized environ-
ment from different 3D views (front, side, and back) that offer visual variability
that makes the gaming environment more engaging and easier for the patient to
understand the perspective and virtual surroundings (see screenshots in Fig. 2).
The environment automatically animates in relation to the speed of the treadmill
and new surrounding elements randomly appear as the game progresses.

A scoring system is also used in order to enhance the level of engagement by
unlocking new features and environments based on the patient’s score. Although
in the current version of the game the scoring system is based on the number of
items that the user collects from the virtual path, which is proportional to the
distance walked, our goal is to introduce adaptive scoring mechanisms that will
award good walking patterns based on the calculated symmetry and synchro-
nization of the motion (Sec. 2.2).

3 Experimental Results

In this section, we present several quantitative experimental results obtained by
using the proposed framework with real and synthetic data.

Locomotor training typically includes alternate bouts of approximately 5 min-
utes of treadmill stepping and standing practice to achieve a total of 60-minutes
of practice. A team of trainers provide hands-on assistance as well as motivation
for the child to step at an age-appropriate/normal speed, maintain an upright
trunk posture and normal leg kinematics, and reciprocally swing his or her arms.
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Fig. 5. Typical errors of existing skeleton fitting algorithms caused by the close prox-
imity of the patient with other objects or human subjects in the clinical environment.

To evaluate the feasibility and effectiveness of the proposed framework we
organized a pilot study in which we recreated locomotor training sessions in a
real clinical setting without employing real patients at this time. During the
pilot sessions, depth data were acquired using the PrimeSenseTMdepth sensor
contained in the Microsoft KinectTMdevice. The sensor was placed in front of
the treadmill and was connected to a 64-bit computer with Intel Core i5 CPU at
2.53GHz and 4GB RAM. The resolution of the depth camera was 320×240 pixels
at 25 frames per second and it was calibrated so that it records depth in the
range from 0.8m to 4.0m, which is suitable for capturing the patient’s motion in
our clinical setup. In this hardware setup the proposed algorithms were executed
in real-time with average data processing time of 9.9889 ms/frame.

In order to compare our technique with other existing popular methods for
body feature extraction from depth frames, we employed the skeleton fitting al-
gorithm provided with the Microsoft Kinect SDK [1]. Our goal was to extract
the location and/or orientation of the legs in order to be able to compute the
pace and symmetry indices as described in Sec. 2.2. The skeleton fitting algo-
rithm failed to provide full body skeleton for the majority of the depth frames
sequences. Instead, upper body tracking was possible, which however does not
track the user’s legs. The failure of the skeleton fitting algorithm was caused
due to the close proximity of the user’s body with other objects in our clinical
environment. Even in the rare cases in which the algorithm provided output, the
obtained skeletons were often erroneous as it is shown in Fig. 5.

In contrast to the Kinect SDK algorithm, our proposed body segmentation
algorithm (Sec. 2.1) was able to segment the user’s body and provide results
for the entire dataset. Fig. 3 shows the segmentation results obtained for four
representative frames during the walking cycle. The segmented regions of the
arms and legs are color-coded and in the right plate the underlying estimated
graph is superimposed. It should be noted that the presence of the assistants’
arms in the regions of the subject’s legs did not affect our motion analysis because
our feature extraction method is robust to such outliers as it is shown in Fig. 4.

Furthermore, we applied the proposed motion analysis framework (Sec. 2.2)
to our segmentation results and the computed pace and symmetry indices are
presented in the plots of Figs. 4, 6, and 7.
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Fig. 6. Plot of the symmetry index versus the amount of synthetic delay introduced in
the data sequence of the left leg.

Fig. 4 shows the data sequences extracted from the left and right legs for a
period of 10 full strides, and the correspodning extrema, pace, and symmetry
index. The red and blue lines correspond to the right and left legs. From the
obtained results we can make the following observations: a) the extracted data
sequences describe well the walking pattern, b) the pace estimated from the right
leg deviates insignificantly from the one of the left leg, which demonstrates the
robustness of our model, and c) the calculated symmetry index is very high as
expected, which also demonstrates the effectiveness of the proposed index.

More specifically, the average duration of a full stride for a data sample of 60
sec. (Fig. 7) was found to be 1.2350±0.0360 sec. for the left leg and 1.2338±0.0407
sec. for the right leg, with the average for both legs at 1.2344±0.0351 sec. In order
to assess the robustness of our algorithm we can multiply these results by the
number of acquired frames per second. This will give us an estimated duration
of pace of 30.8591 frames with standard deviation of less than a frame (0.8765),
which concluively demonstrates that the stability of our estimator reaches the
limit of the data acquisition frequency and hence cannot be further improved.

In order to demonstrate the behaviour of the proposed symmetry index in
the case of abnormal leg kinematics we introduced various amounts of delays in
the sequence of the left leg and for each case we computed the symmetry index.
The results are presented in Fig. 6 and show that the symmetry index drops as
the amount of delay approaches the half of the pace as expected.

Fig. 7. Plots of the computed arm-leg symmetry (left) and the corresponding leg sym-
metry (right) from a real data sequence. As expected the motion pattern of the arms
has more fluctuations compared to the more coherent symmetry index of the legs.

Finally, Fig. 7 show the arm-leg synchronization (left) in contrast to the sym-
metry of the leg motion (right). As expected the arm-leg index has higher values
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when the patient reciprocally swings his or her arms and drops otherwise, for
example in the case of hand gestures or other type of arm-based interaction.

4 Conclusion

In this paper a novel framework was presented for locomotor training using
an augmented-reality gaming environment, which is remotely controlled with
natural user motions detected by a depth camera. The proposed algorithms
analyze the motion patterns and compute various descriptive indices that provide
the therapists with a quantitative framework for monitoring the progress of
the patients. Several experimental results were presented that demonstrated the
effectiveness and robustness of our methods. In the future we plan to employ
this framework to enhance locomotor training and excite kids for walking.
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Abstract. PURPOSE: Point-set registration for interventional tools requires 
well-defined points to be present on these tools. In this work, an algorithm is 
proposed which uses planes, lines, and points for registration when point-set 
registration is not feasible. METHODS: The proposed algorithm matches 
points, lines, and planes in each coordinate system, uses invariant features for 
initial registration, and optimizes the registration iteratively. For validation, si-
mulated data with known ground-truth and real surgical tool registration data 
using point-set registration as ground-truth were created to evaluate the algo-
rithm’s accuracy. RESULTS: The proposed algorithm is equally as accurate as 
point-set registration, and the difference between the registrations is less than 
the noise in the tracking system. CONCLUSION: The proposed algorithm is a 
viable alternative when point-set registration cannot be performed. 

Keywords: Registration, Surgical navigation, Coordinate transformations. 

1 Introduction and Background 

Introduction. Registration is an integral part of all surgical navigation systems, and is 
used to display interventional tools (including needles, ultrasound probes, phantoms, 
etc.) and images from multiple modalities in a common navigation space. For exam-
ple, in surgical simulators with augmented reality, instruments and phantoms must be 
registered to a common coordinate frame to view them in the augmented reality dis-
play [14]. Alternatively, in surgical planning, the plan (and possibly preoperative 
planning image) must be registered into the same coordinate system as the interven-
tional tools or robots for the procedure [8]. 

Typical computer-assisted interventions use point-set registration using landmark 
points identified in both coordinate frames with known correspondence. In most 
cases, however, landmark points do not naturally occur on physical objects such as 
interventional tools, robotic devices, or calibration fixtures, and estimating landmarks 
point positions is insufficiently accurate. Due to engineering constraints, it is more 
common that an object will have a set of well-defined lines or planes, which could be 
conveniently and accurately collected and used for registration instead (see, for 
example, [12] and [15] for instances of such interventional tools). 

The objective of this work is to develop and validate a registration algorithm that 
uses points, lines, and planes (collectively referred to as “linear objects”) for 
registration problems such as those encountered in surgical simulation [14] and 
planning [8]. The algorithm is designed to provide a convenient alternative when 
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point-set registration is infeasible. Such an algorithm should work for any set of linear 
objects that uniquely defines the registration and should be guaranteed to converge an 
approximately optimal solution in polynomial time. Additionally, the algorithm 
should work even when one set of linear objects is a permuted subset of the other. 

Although the proposed algorithm is validated by registering man-made objects 
with linear features that can be localized with a pointing device, the algorithm has 
further applications in image registration, which could be performed using linear 
features extracted from images of interventional tools (which has previously been 
shown to be a fruitful endeavour [10]). 

 
Background. Many point-set registration methods have been proposed for points 
with unknown correspondence based on Besl and McKay’s [1] iterative closest point 
algorithm. Several methods proposed to improve convergence to the global optimum 
include: using symmetry to achieve a better initial guess [6], "Lipschitzizing" the 
error function [9], or using a Levenberg-Marquardt method [4]. Regardless, a global 
optimum can only be guaranteed with great computational expense.  

Alternative approaches use invariant features in both coordinate frames to find the 
correspondences and then apply a closed-form solution. Thirion [13] used the extreme 
points of the dataset to determine correspondences. Xiao et al. [16] matched surface 
properties of local point clouds to determine correspondences. Similar feature 
extraction techniques are also used in many image registration algorithms. 
Unfortunately, most of these methods rely on having a complete set of points 
collected in both coordinate frames, which is unavailable in many situations. 

Several works provide algorithms which satisfy some criteria for solving the 
problem outlined above. Jain et al. [7] use points, lines, and ellipses for registration of 
C-arm images. Their work, however, uses specific features of C-arm imaging and is 
not guaranteed to converge. Lee et al. [8] also perform image registration using 
fiducial lines and their cross-sectional images. Their work does not consider the case 
of fiducial planes or points, and thus, does not apply in all scenarios examined here. 

The work of Meyer et al. [10] used a combination of points, lines, and planes (i.e. 
linear objects) with known correspondence for image registration. For each linear 
object, they calculate the projection of the centroid onto it and the direction vector 
from the projection to the centroid. The coordinate frames are registered using these 
points with known correspondence. Our proposed algorithm improves upon their 
algorithm by automatically determining linear object correspondence, not requiring 
points to define the centroid, and offering an iterative method for convergence. 

Olsson et al. [11] provide a branch and bound method for registering a set of points 
to their corresponding points, lines, and planes. They provide an algorithm which is 
guaranteed to converge to the optimal solution for any configuration. Though our  
proposed algorithm only guarantees convergence to a near globally optimal solution, 
it has the advantage of being polynomial time, rather than exponential time. 

Overall, the proposed algorithm extends previous work [10] by providing 
automatic linear object matching, solutions to a wider range of configurations, and 
offering an iterative convergence method. In contrast to [11], the proposed algorithm 
runs in polynomial time. Furthermore, an open-source implementation of the 
proposed algorithm is provided through the SlicerIGT (www.slicerigt.org) extension 
for 3D slicer (www.slicer.org), thus providing an accessible medical registration tool. 
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2 Methods 

2.1 Linear Object Registration Algorithm (LORA) 

Point-to-Point, Line-to-Line, Plane-to-Plane Registration. This represents the most 
important component of the proposed algorithm: a method for simultaneously 
registering points to points, lines to lines, and planes to planes. The solution is 
guaranteed to be approximately optimal and the algorithm runs in polynomial time. 

To this end, the centroid of a set of linear objects X  is defined as the point for 
which the sum of squared distances to all linear objects X  is minimized. 
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The method for simultaneously registering points to points, lines to lines, and 
planes to planes follows as below, assuming registration of linear objects in 
coordinate frame A  to linear objects in coordinate frame B . 

1. Calculate the linear object centroid for linear objects in frame A  and the linear  
    object centroid for linear objects in frame B . 

2. In both coordinate frames, translate the linear objects such that the centroid lies at 
the origin of the coordinate frame. 

3. For each coordinate frame, respectively, denote Ay


 and By


as the set of closest 

points on each linear object to the origin. 

4. For each line and plane, add the direction or normal vector to the set Ay


 or By


 

as applicable. 

5. Calculate the point-set registration between the sets Ay


 and By


. 

 
Linear Object Matching. Automatically determining correspondence is an important 
component of the proposed algorithm in terms of usability. Ideally, intrinsic features 
that are invariant between the two sets of linear objects could be used. By considering 
the counterexample of registering three equidistant points (for which the registration 
is unique given correspondence), however, it can readily be seen that any matching 
will produce a solution with the same fiducial registration error. Thus, some external 
feature must be used to determine linear object correspondence. 
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The chosen external feature is a set of fiducials which have invariance between the 
two coordinate frames, which shall be called “references”. These are not used for 
registration directly, but are used to determine the correspondence between linear 
objects. These references need not be collected with high accuracy, however, since 
they are not used directly for registration. A linear object’s signature is defined as the 

vector of distances to the set of references { }KrrR ,...,1= . 

    ( ) ( ) ( )[ ]KrLDrLDLsignature ,,...,, 1=             (3) 

Linear objects in the two coordinate frames can be matched by comparing their 
signatures. Linear objects whose signatures cannot be matched (to within some 
threshold) are discarded. The matching threshold is calculated as the product of the 
noise associated with collecting the linear objects and the number of references.  

 
Reconstructing Linear Objects from 
Point Sets. In practice, linear objects 
may be collected discretely. Thus, rather 
than points, lines, and planes, one set of 
linear objects may look like a set of 
points clustered about points, lying on 
lines, and/or lying on planes (see Fig. 1). 
It is assumed that point-sets are 
delineated such that each subset 
describes precisely one linear object. 
Then, the principal component analysis 
for each subset may be calculated, where the eigenvectors associated with non-zero 
eigenvalues represent direction vectors on the linear object. These derived linear 
objects may be subsequently used for linear object registration. 

Moreover, these initial points used to extract the linear objects may be used to 
improve the registration result. Given an initial registration and known 
correspondence, the registration between a set of linear objects in coordinate frame 

A  , and a set of points { }nbbb ,...,1=  in frame B can be calculated as follows. 

1.  Transform each point ib in coordinate frame B  by the current transform T . 

2.  For each transformed point iTb , find the closest point ia on its corresponding    

linear object in coordinate frame A . 

3.  Shift the sets ia  and ib  such that their centroids a  and b  lie at the origin. 

4.  Calculate the pure rotational registration R  between ia  and ib . 

5.  Recalculate the current transform. Its rotation is R  and its translation is bRa − . 
6.  Iterate until some convergence criteria is met (for example, the change in fiducial  

registration error is below some threshold). 
 
 

Fig. 1. Illustration of a point, line, and plane
(blue) reconstructed from a set of points (red) 
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Linear Object Registration Algorithm. In summary, LORA proceeds as follows. 

1. Reconstruct linear objects from collected points, as applicable. 
2. Compute linear object correspondences using references. 
3. Perform point-to-point, line-to-line, and plane-to-plane registration. 
4. Use the result from step 3 as an initial transform in an iterative point-set to linear 

object registration. 

Step 3, being the key step in the algorithm, offers a closed-form solution to the 
point-to-point, line-to-line, and plane-to-plane registration. It produces an exact 
solution to a finite version of the linear object registration problem which is globally 
optimal for the inifinite version in the case of no noise. This means that in practical 
cases where there is noise, step 3 produces an approximate solution. Step 4 is 
guaranteed to converge to a local minimum (by extension of the proof of convergence 
from [1]), so the entire solution is guaranteed to be approximate. 

2.2 Algorithm Validation 

Simulated Data. As an initial form of validation, LORA’s feasibility was tested on 
simulated data. The objective of the simulation was to generate random linear objects 
and to create random points on these linear objects, transformed by a known 
transformation matrix. Since the ground-truth transformation is known, the 
algorithm’s accuracy can be readily evaluated. 

A random transformation matrix can be generated by generating a random rotation 
and a random translation separately and combining the results. To generate a random 
rotation R , any matrix M with randomly generated elements and its singular value 
decomposition may be used. 

 TUDVM =             (4) 

 TUVR =             (5) 

The translation d


is generated by picking each component randomly. 

1. Generate a random number of each type of linear object (with random position and 
orientation) in coordinate frame A . Generate four references with random position 
in coordinate frame A . 

2. For each linear object L in coordinate frame A , generate a set of random points 

{ }naaa ,...,1= lying on L . 

3. Generate a random transformation matrix T  (by above described method).  

4. Apply the random transformation matrix to each random point iTa , and add 

Gaussian noise in each dimension. 

This algorithm generates random linear objects in coordinate frame A  and simulates 
point collection in frame B  on the linear objects. Thus, this simulated data can be 
used to test the feasibilty of LORA by comparing its result to the ground-truth. 
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Real Data. As interventional tools in the general 
sense, three previously developed surgical navigation 
phantoms were used for validation of LORA: an fCal 
ultrasound calibration phantom (Fig. 2a) [3], a lumbar 
spine phantom (Fig. 2b) [14], and a LEGO® ultra-
sound calibration phantom (Fig. 2c) [15]. Though 
these are not traditional interventional tools, the valida-
tion results apply equally to registration of tracked 
tools such as ultrasound probes or scalpels. The objec-
tive was to find the transformation between the phan-
toms’ sensor’s coordinate frame and the navigation 
system coordinate frame. This form of registration is 
required in surgical simulators to display all the ob-
jects in a common navigation space [14].  

For each phantom, the set of linear objects in the 
phantom coordinate frame was defined. Both 
ultrasound calibration phantoms had a box-like 
exterior. Each face of this box was defined as a linear 
object. The lumbar spine phantom sits on a rectangular 
prism base. Each face of the base was defined as a 
linear object. Also, the vertebrae are mounted on a 
block that is attached to the base. The lines where this 
block attaches to the base were defined as linear 
objects. 

The fCal and lumbar spine phantoms already had points machined on them for 
point-set registration purposes. Using these points, point-set registration for each 
phantom was performed and used as ground-truth against which LORA was 
compared. The LEGO® phantom did not have points machined on it, so LORA was 
validated by comparing target registration errors and point reconstruction accuracies 
[2] from point-set registration (using approximate fiducial positions) and LORA. 

For validation, all linear objects defined on each phantom were used, and two 
reference points were chosen from the set of points used for point-set registration. A 
0.9mm stylus, tracked using the Ascension TrakStar electromagnetic tracking system 
(www.ascension-tech.com), was used to collect points on each linear object. The 
stylus was placed with its tip at each point, the stylus tip was traced back and forth 
along each line, and the stylus tip was slid over the entire extent of each plane. All 
data was collected, annotated, and saved using 3D Slicer (www.slicer.org). 

3 Results 

To compare two transformations, the translational error metric was calculated as the 
norm of the difference between the two translations: 

     
     21 ddE NTRANSLATIO


−=              (6) 

The rotational error metric was calculated as the angle (from the axis-angle repre-
sentation) of rotation of the quotient of the two rotation matrices: 

 

Fig. 2. Photographs of a user 
collecting points on a) fCal 
[3], b) lumbar spine [14], and 
c) LEGO® [15] phantoms  
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Simulated Data. To demonstrate the robustness of LORA in simulation, the average 
translational and rotational error over fifty trials associated with the registration 
(compared to the ground-truth) is plotted for varying levels of Gaussian noise (Fig. 3). 
Most importantly, the error increases linearly with the noise, demonstrating the ro-
bustness of LORA. 

The Ascension TrakStar 
electromagnetic tracking 
system (www.ascension-
tech.com) reports 1.4mm root-
mean-square tracking accuracy. 
Using this level of simulated 
noise, the algorithm exhibits 
0.085° rotational error and 
0.21mm translational error. 

To demonstrate the required 
number of references, simulated 
data was generated using 
varying number of references. 
The linear object matching was successful over 90% of the time when there was one 
reference. For two or more references, matching was successful in every simulation 
trial (up to 10.0mm of root-mean-square noise), indicating that two references are 
sufficient for practical linear object registration. 

Real Data. For all three phantoms, the linear object registration had smaller average 
root-mean-square error than the traditional point-set registration (1.22mm vs. 2.13mm 
for the fCal ultrasound calibration phantom, 1.14mm vs. 1.33mm for the lumbar spine 
phantom, and 0.45mm vs. 0.53mm for the LEGO® phantom). 

The error between the ground-truth (calculated as the mean transform from the 
point-set registration) and the transformation calculated using LORA is displayed in 
Table 1. The variability in the results produced by each algorithm is shown in Table 2. 
This provides a measure of each algorithm’s precision. 

Translational variability for the lumbar spine phantom was the only significantly 
different reported variability (two-tailed t-test, p = 0.003) between the two algorithms. 

Table 1. Error metrics for linear object registration using the fCal and lumbar spine phantoms. 
Error is calculated as the mean difference between the linear object registrations and the mean 
point-set registration. The rotational and translational errors are averaged over all registrations. 

Metric fCal Phantom Lumbar Spine Phantom 
Rotational Error (°) 1.49 0.76 
Translational Error (mm) 0.74 1.15 

 

The target registration errors and point reconstruction accuracies for the LEGO® 
phantom are shown for each algorithm in Table 3. The point reconstruction accuracies 

Fig. 3. Plot of translational error (red) and rotational
error (blue) in the calculated transformation as a function
of root-mean-square noise in the simulated data 
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are so large due to noise in the electromagnetic tracking system; however, LORA still 
produces significantly better accuracies than point-set registration. Both metrics are 
significantly smaller for LORA (by two-tailed t-test), with medium-large effect size 
using Cohen’s d statistic (p = 0.005, effect size 0.57 for target registration error; p < 
0.001, effect size 0.68 for point reconstruction accuracy). 

Table 2. Rotational and translational precisions for each registration algorithm for the fCal and 
lumbar spine phantoms. The precision is calculated as the mean difference between each 
registration and the mean registration. 

fCal Phantom 

Metric Point-Set Registration Linear Object Registration 

Rotational Precision (°) 0.46 0.43 
Translational Precision (mm) 0.45 0.37 

Lumbar Spine Phantom 

Metric Point-Set Registration Linear Object Registration 
Rotational Precision (°) 0.29 0.42 
Translational Precision (mm) 0.35 0.76 

Table 3. Target registration error and point reconstruction accuracy for point-set registation and 
LORA on the LEGO® ultrasound calibration phantom 

Target Registration Error 

Metric Point-Set Registration Linear Object Registration 
Mean (mm) 1.34 1.18 
Standard Deviation (mm) 0.31 0.22 

Point Reconstruction Accuracy 

Metric Point-Set Registration Linear Object Registration 
Mean (mm) 3.98 3.46 
Standard Deviation (mm) 0.64 0.80 

 
For our current Matlab implementation, LORA took on average 34s with 9,816 

collected points for the fCal phantom, 71s with 11,969 collected points for the lumbar 
spine phantom, and 57s with 10,380 collected points for the LEGO® phantom. For 
surgical simulation and planning, registrations are typically performed offline; thus, 
this temporal performance is adequate for practical use. In all instances, point-set 
registration took less than 1s to complete, but uses fewer than ten points. These per-
formance results contrast with results from Olsson et al. [11], which took up to 30s 
with fewer than twenty collected points. With our dataset, which contains up to 
10,000 collected points per registration, their algorithm could take impractically long. 

4 Discussion and Conclusion 

Fitzpatrick et al. [5] prove that target registration error decreases with distance to the 
centroid and with larger fiducial configurations. This implies that linear objects 
should encompass relevant structures, and points should be collected on the entirety 
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of linear objects. For example, for both ultrasound calibration phantoms, the linear 
objects should encompass the calibration wires, and for the lumbar spine phantom, the 
linear objects should encompass the intervertebral spaces. Linear objects are usually 
completely defined by the surgical tool itself, however, and should not need to be 
modified for registration. The results from the simulated data using random geometry 
suggest that LORA is robust to the arrangement of linear objects.  

Additionally, Fitzpatrick et al. [5], show that target registration error also decreases 
as more points are collected for registration. Thus, the number and range of collected 
points on each linear object should be maximized to improve the accuracy of LORA.  

Some sets of linear objects are insufficient to specify the transformation between 
the tool sensor coordinate frame and the surgical tool coordinate frame completely. 
Importantly, LORA has the property that it will calculate the transformation between 
the two coordinate frames for any sufficient set of linear objects. 

One less robust aspect of LORA is matching. Although simulated results show that 
two references is sufficient, it can be inconvenient to collect many references. One 
possibility is to enforce that the user manually match the linear objects. Alternatively, 
geometrical constraints on the defined references and linear objects could be enforced 
to ensure unambiguous matching. 

The results reported here are strictly from surgical tool registration applications, 
however, the algorithm extends to related applications, for which limited further 
validation is required. Other applications for LORA include image registration. 
LORA offers a general method to register imaged points, lines, or planes with 
interventional tools including robots, or Z-frame and N-wire phantoms, without 
requiring development of a new registration algorithm. Validation of the proposed 
algorithm for surgical planing and image registration is a clinical setting is required. 

Of course, not all interventional tools consist of well-defined linear objects. LORA 
could be extended to registration of any parametrically defined surfaces or curves. 
This, however, may be problematic since parametrically defined objects do not 
necessarily have the properties of linear objects used by LORA. 

The proposed algorithm has been made available through the open-source 
SlicerIGT (www.slicerigt.org) extension for 3D Slicer (www.slicer.org). This 
provides a convenient interface for users to collect linear objects and use LORA. 
Further usability and temporal performance studies for the module are planned. 

In conclusion, an algorithm (LORA) for surgical tool registration using linear 
objects has been developed, implemented, and validated. The algorithm does not 
impose the constraint of well-defined points that point-set registration algorithms 
impose. The algorithm works on a principle of extracting corresponding points from 
the linear objects in the two coordinate frames using geometric invariants and 
performing point-set registration on these, following by an iterative algorithm to 
converge to an optimum, which is guaranteed to be close to the global optimum. This 
algorithm was validated on simulated data by showing that the error in the registration 
increases linearly with noise in the data. The algorithm was validated using three 
different surgical navigation objects. Results showed that LORA performs practically 
identically to ground-truth point-set registration and it demonstrates more favorable 
registration error metrics while it is significantly more convenient to apply in practice. 
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Abstract. Mitral valve annuloplasty is done in patients with mitral
valve insufficiency in order to stabilize, remodel or downsize the often
symmetrical or asymmetrical dilated annulus by stitching a prosthetic
ring on this anatomical structure. Prosthetic rings are available in dif-
ferent shapes and sizes. State-of-the-art intraoperative sizing techniques
for determination of the appropriate ring prosthesis are ambiguous and
highly depend on the surgeon’s expertise. We propose a new augmented
reality environment for visualizing the prosthetic ring in-situ on endo-
scopic images and therefore aid in ring selection. The superimposed ring
gives quantitative information and visual cues allowing to compare the
selected ring prosthesis with the patient’s annulus. Furthermore, it helps
in determination of regions where an asymmetrical dilatation can be ob-
served. Our method identifies 2D points on the endoscopic images by
detecting the entry points of the mattress sutures into the annular tissue
for ring fixation. 3D shape information of the annulus are obtained from
ultrasound images of the patient. The pose estimation problem of the
3D annulus model is solved using an adapted iterative closest point al-
gorithm. Neither additional hardware nor placement of artificial fiducial
markers are required by the proposed approach.

Keywords: Augmented Reality, Endoscopy, Surgical Suture Detection,
Mitral Valve Annuloplasty, Minimal-Invasive Valve Reconstruction.

1 Introduction

The mitral valve (MV) is a complex apparatus consisting of the annulus, the two
leaflets, chordae tendineae, and papillary muscles, which are required to act to-
gether throughout the cardiac cycle. The fibromuscular annulus is a ring-shaped
structure, which anchors the anterior and posterior leaflets. In degenerative,
myxomatous or ischemic diseases, the annulus is prone to symmetric or asym-
metric dilation, which can provoke dysfunctions, resulting in MV stenosis or
regurgitation. Both conditions reduce the pumping function of the heart, which
may cause life-threatening conditions that demand for valve surgery.

C.A. Linte et al. (Eds.): AE-CAI 2014, LNCS 8678, pp. 128–137, 2014.
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(a) (b)

Fig. 1. (a) Example of conventional sizing. The yellow arrowheads point to notches
on the sizing instrument, which have to be aligned with the commissural points. Each
green, dashed arrowhead points to the entry point of a mattress sutures following the
recommendations of Carpentier (see section 1.2). (b) Illustration of the MV morphol-
ogy. The saddle horn is the closest point on the annulus from the center of the anterior
leaflet. a.-l.=anterolateral, p.-m.=posteromedial.

1.1 Mitral Valve Reconstrunction

For patients without pathological findings in the MV tissue, reconstruction tech-
niques can be applied instead of a valve replacement. An important surgical
technique of MV reconstruction is the annuloplasty: a suitable commercially
available ring prosthesis is implanted on the native annulus in order to stabilize
or remodel its size and shape. Choosing the proper ring type has been described
as critical step during the operation [7]. If the ring is too narrow, functional
mitral stenosis, systolic anterior motion or even ring dehiscence might occur. If
the ring is oversized, regurgitation might reappear.

The traditional method for ring selection is the intraoperative so-called siz-
ing procedure. The size of the annulus is assessed by the surgeon using a sizer
instrument, which is a flat template that is placed on the MV (see figure 1(a)).
Different types of sizers with notches at the commissural or trigonal points are
provided by the manufactures and various sizing strategies are described in the
literature [1][2]. The opinions on how to select the appropriate ring shape and
size vary significantly among surgeons and often appear arbitrary and without
scientific justification. Bothe et al. [1] describe inconsistencies in the application
of ring sizers that make surgical success depend more on experience and personal
judgement than on objective measurements: the dimensions of the sizers may not
match the dimensions of their respective annuloplasty ring and the dimensions of
the sizers from different manufacturers differ although ring dimensions are iden-
tical. Thus, an operator-independent and less experience-based sizing strategy
may be helpful to optimize surgical success and patient outcome [1].

In this paper, we propose a technique for in-situ visualization of the pre-
segmented annulus and the chosen ring using Augmented Reality (AR). The
ring is superimposed on endoscopic images acquired during minimal invasive
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mitral valve reconstructions, providing a preview of the implantation result.
This system can have additional future applications for example by visualizing
predicted stress levels acting on the implanted ring prosthesis. To the best of
our knowledge, this is the first AR system for annuloplasty ring sizing using
endoscopic images.

1.2 Recommendations for Annuloplasty Ring Implantation

According to Alain Carpentier, pioneering surgeon in the field of mitral valve
reconstruction, the ring implantation meets two goals [3]: proper placement of
the sutures (1) within the annulus fibrosus to avoid ring dehiscence, and (2) into
the prosthetic ring to avoid annuluar distortion. These recommendations are fol-
lowed by surgeons worldwide. Considering the first objective, ring implantation
is achieved by placing a series of 12 to 15 mattress sutures through the mitral
annulus (see figure 1(a)). The width of each suture is guided by the curvature
of the 3/8 needle. It must not be smaller than 8 mm to avoid pulling the su-
ture through the annulus, and no larger than 1 cm to prevent distortion of the
anterior leaflet. The intervall between the mattress sutures should not exceed
2 mm. In case of an asymmetrical dilatation, more sutures should be placed in
the dilated part. White and green sutures should be placed alternately to avoid
confusion between the free suture ends. Considering the ring alignment, the two
commissural sutures should be passed through the selected ring at the exact
corresponding positions. This is an essential precaution to avoid malpositioning
of the ring and therefore a distortion of the annulus. The posterior midpoint of
the ring should be aligned to the saddle horn. The sutures are then evenly and
equally passed from the annulus through the corresponding parts of the ring.

2 Methods

The AR system has been implemented as a plugin of the free open-sourceMedical
Imaging Interaction Toolkit (MITK) [9]. The choice of methods and the workflow
was designed that neither additional hardware (e.g., a tracking system), nor
artificial fiducials are required. Instead, we take the well-defined organization of
the sutures (see section 1.2) as given fiducials in the scene.

Intraoperative endoscopic video (using a monoscopic HD endoscope by Karl
Storz, Tuttlingen,Germany) and 3D+t transesophageal echocardiography (TEE)-
ultrasound data from a patient with MV insufficiency who underwent minimal-
invasive mitral valve reconstruction (without robotic support) were collected. The
annulus was interactively segmented using the MITK Mitralyzer [5] from a sys-
tolic time step of the 3D+t TEE ultrasound data. This 3D annulus model is used
for 3D pose estimation. Fourteen commercially available rigid annuloplasty rings
were digitized by computer tomography and virtual models have been produced.
Intrinsic camera parameters were determined using the OpenCV implementation
of Zhang’s method [14]. A short scene (571 frames, 1920 × 1080 pixel) after the
placement of the sutures were extracted from the video. The upper image in fig-
ure 2 shows an exemplary frame. Besides the brighter valve tissue and the white
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Fig. 2. Pipeline for suture end point detection
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and green suture material, a huge atrial retractor is visible in the endoscopic video
sequence to allow for an optimal exposure of the valve. The surrounding tissue is
the reddish-yellow epicardium.

2.1 Suture Detection on Endoscopic Images

Our method is based on detecting green nonabsorbable 2-0 polyester sutures
(Ethibond ExcelTM, Ethicon Endo-Surgery, USA) on endoscopic images. This
braided suture material is frequently used for MV annuloplasty. Of interest are
the 2D image positions where the green sutures enter the tissue. Our solution to
this problem is to exploit different visual cues such as color and shape informa-
tion. The pipeline is depicted in figure 2 and described in the following.

– Classification For preprocessing of the RGB frames, we chose a learning-
based approach using on each RGB channel four feature types (Gaussian
smoothing, Laplacian of Gaussian, gradient magnitude, difference of Gaus-
sians) on four scales (σ ∈ {0.7, 1.0, 1.6, 3.5}) in a random forest classification
with 100 trees and separation into three different classes: green suture ma-
terial (class 1, appearing dark in figure 2), white suture material (class 2,
appearing reddish due to blood) and background (class 0). The green sutures
(class 1) distinguish well from the background and from the white sutures
and is used in the pipeline for further postprocessing. We used the ilastik
toolkit v0.5 [13] for this purpose. For training, we marked 10 green and 10
white sutures and parts of the background with the annotation tool of ilastik.

– MV region selection The tissue of the MV appears as a almost homoge-
nous dark region in the center of the probability image for class 1. This
information is exploited by using a threshold (0.015 in the current imple-
mentation) and selecting a large region R with its center of mass cxy closest
to the center of the image. In a next step, the region R is morphologically
dilated to region Rd with a kernel of size 18 to include proximal sutures and
to produce a mask.

– Suture detection On classification result 1, the 2D vesselness filter by Sato
et al. [11] with σ = 3 and a radius pyramid of 3,4,..,7 is applied, since the
sutures have a tubular shape similar to vessels. Further thresholding and
labeling of each suture sl with label l = 1, ..., n are carried out.

– Corner detection After suture detection, strong corners plxy are detected
using the Good Features To Track method of Shi and Tomasi et al. [12] in the
OpenCV implementation (with a quality threshold of 1% with respect to the
best corner, a minimum distance of 10 between detected corners, and a max-
imum of 200 corners). This method calculates the minimal eigenvalue of the
covariance matrix of derivatives and performs a non-maximum suppression.

– Corner outlier removal Postprocessing of detected features is neccessary
to determine the final end points of the sutures. In a first step, we only select
corners in the dilated region Rd. For each suture sl, select the corner p̃

l
xy that

has the smallest Euclidean distance to the center of mass cxy of the region R.
The corners p̃lxy are converted to polar coordinates r, φ with a coordinate
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system centered at cxy, then p̃lr,φ are sorted in accending order according to

the angle φ. Now, a 1D-median filter of size 5 is applied to r(p̃lr,φ). p̃
l
r,φ with

large deviation from the median radius are excluded. Furthermore, an angle
criteria is applied to the set of remaining p̃lr,φ, allowing only neighboring
corners to be connected by lines that have an inner angle of > 75◦ (see
figure 2 bottom left).

– Saddle horn detection A specific anatomical landmark, the saddle horn,
has been identified on the septal portion of the mitral annulus (see
figure 1(b)) in order to have a good first guess in terms of the position
of the 3D annulus model for 3D pose estimation. The fast Euclidean dis-
tance transform of binary images by Maurer et al. [8] has been applied to
the region R. The distance transform results in the largest negative value in
the center of the anterior leaflet. The centroid from the leaflet center region
is computed and the point on the annulus with the shortest distance to the
centroid is selected as saddle horn.

2.2 3D Pose Estimation

Given the 2D positions of the surgical suture entry points, we estimate the
corresponding 3D pose of the presegmented annulus model. By pose we mean
the transformation needed to map an object model from its inherent coordinate
system into agreement with sensory data such as image data [10], in our case the
endoscopic video data. The projection rays from the calibrated camera through
the 2D points on the image plane are reconstructed. The algorithm is based on
the idea that the position of the corresponding 3D points on the ring model are
restricted by the reconstructed rays. Tentative correspondences between the 3D
points on each ray closest to a point on the 3D object contour are established.
Next, the rigid transform between the object contour points and the points on
the ray are computed that gives the best fit mapping one onto the other in a least
squares sense. The pose estimation algorithm can be summarized as follows:

(a) Ray Reconstruction Reconstruction of projection rays from the center of
the camera through the 2D suture end points on the image plane

(b) Initial Pose Initial positioning of 3D annulus model in the arithmetic mean
of the rays; rotation of 3D annulus model to align with the saddle horn

(c) Correspondences The closest points of each projection ray to a point on
the 3D annulus model are taken as tentative correspondences

(d) Rigid Transformation Estimation of the pose of the 3D annulus model
using this correspondence set as input for Horns method [6]

(e) Error Calculation goto (c), if mean Euclidean distance between the ten-
tative corresponding 3D points is > 1 mm or number of iterations is < 1000.

Due to the oval shape of the annulus and the perspective distortion, the correct
rotation of the annulus model about the axis normal to the annular plane is hard
to estimate by an unrestriced pose estimation algorithm. Therefore, we give a
higher weight to the known correspondence of the saddle horn by inserting the
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Fig. 3. Automatic quantifications and result of 3D pose estimation of the presegmented
mitral annulus model fitted to the suture end points. The upper blue sphere indicates
the saddle horn.

correspondence five times into the set of correspondences. Thus, transformations
away from this point are highly penalized during the least squares solution.

2.3 Augmented Reality Environment

When the final pose has been found, the 3D annulus model is reprojected onto
the image plane using the intrinsic parameters of the calibrated camera and
superimposed on the endoscopic image, giving a visual impression about the
quality of pose estimation. Using the same virtual scene, the 3D ring model is
overlaid such that the commissural points of ring and annulus coincide, following
the recommendations from Carpentier (see section 1.2). Different ring models
from the set of 14 digitized annuloplasty rings can be selected and adjusted
in commercially available sizes. Additional quantitative information about the
ring or annulus model can be rendered into the scene such as the transverse or
septolateral diameter, circumference or area of the annulus, aiding in the ring
selection procedure. A color transfer function can be applied to the surface of the
ring to indicate regions of larger displacement between ring and annulus (green:
low displacement, red: high displacement) [4]. Arrows can be displayed to reveal
the relation between the relative positions of ring and anatomical structure.

2.4 Evaluation

The evaluation has been divided into two parts: (1) the evaluation of the re-
liability of suture detection and (2) the accuracy of pose estimation. For the
first task, we manually marked the entry points of the green sutures into the
tissue on 12 randomly selected endoscopic frames from the scene, which forms
our ground truth. Since the entry point is not really a single point, but a larger
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Fig. 4. Augmented reality-enhanced endoscopic image for annuloplasty ring selection.
The white curve depicts the patient-specific annulus segmented from TEE images. The
color-coded curve represents the virtual ring implant.

region of several pixels, a suture detection was considered successful, if the tip
of the suture was detected within a maximum distance of 10 pixels from the
ground truth. Every matching candidate is considered as true positive (TP),
and every candidate that does not match a ground truth region is called a false
positive (FP). If a ground truth region is not matched by any detected suture
point, it is called a false negative (FN). The detection performance is described
by the true-positive rate (TPR) and the false-positive rate (FPR) defined as
TPR = |TP |/(|TP | + |FN |) and FPR = |FP |/(|TP | + |FP |). Additionally,
since we want to detect the circular annulus, we evaluated the mean Euclidean
distance and standard deviation of the absolute difference in r(φ) between a
spline through the ground truth points and a spline through the detected points.

For the second task, the determined pose of the 3D model has been reprojected
onto the image. In an ideal world (with the heart not deforming interoperatively),
the reprojected points should coincide with the 2D suture points. To determine
the pose estimation error, we calculate the distance between the reprojected
points and the detected 2D suture points, in the following called backprojection
error. We also compute the fiducial registration error, which we define as the
mean distance between the 3D correspondence sets (ray points and object points)
after the final iteration.

3 Results

In total, 139 ground truth suture entry points have been evaluated. The suture
detection had a TPR = 0.583 and a FPR = 0.314 with TP = 81, FP = 37 and
FN = 58. The mean Euclidean distance between the reconstructed ground truth
spline and the spline connecting the detected end points was 19.4 ± 6.6 pixels.
The mean fiducial registration error between the 3D points on the projection
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rays and the points on the 3D annulus contour was 4.9 ± 1.9 mm after 1000
iterations. The mean backprojection error was 12.1± 5.9 pixels.

4 Discussion and Conclusion

The presented work describes an augmented reality application which has the
potential to be deployed into clinical routine, since no additional hardware is
neccessary. The aim is to aid the surgeon intraoperatively in providing decision
support for annuloplasty ring selection during MV reconstruction.

Information about suture placement is probably a valuable information on its
own, because it influences the geometry of the valve after repair. We used the
suture information for determination of the anatomical position of the annulus
in the image frame. In our application, the system already works with a rela-
tively low TPR of the end point detection, because the pose estimation step
can handle this lack of information, resulting in a mean 2D reprojection error
of 12.1 pixels. We showed that our pipeline is capable of detecting sufficient fea-
tures to reconstruct the oval arrangement of the sutures without large outliers
(mean Euclidean distance of spline to ground truth spline is 19.4 pixels).

We expected to observe a certain error in the reprojection of the 3D annulus
model, since the intraoperative anatomy of the cardioplegic heart generally dif-
fers from the anatomy captured in the functional TEE ultrasound image. This
implies that the 2D suture points in the endoscopic image do not exactly depict
the 3D annulus object points as determined in the ultrasound image. However,
the error is small and we do not see a huge drawback for this augmented reality
application. We selected a systolic time step from the cardiac cycle, because this
state is assumed to be the most similar to the intraoperative state of the annulus.

The intermediate step of visually assessing the valve using traditional sizer
instruments could be overcome by this computer-assisted method. The sizing
itself and especially switching between several sizer instruments is time consum-
ing. Therefore, we can envisage an acceleration of the procedure. Moreover, in-
strument sterilisation becomes superfluous. Another drawback of the traditional
sizing method is that the relation between ring and patient-specific annulus be-
comes only obvious after implantation. Our computer-based system provides a
preview of the prosthesis in its later environment. The surgeon gets a direct
visual impression about the resulting orifice of the MV which would result from
implantation of the selected ring. Likewise, more elaborate quantifications on the
patient-specific annulus and the ring prosthesis can be obtained in comparison
to the traditional planar sizing instrument.

The red color-coding on the ring indicates regions of high distances between
the selected prosthesis and annulus, as shown in figure 4. This information might
help in repairing asymmetric dilated annuli, where the ends of the sutures should
be placed in closer proximity on the ring. Thus, our proposed system is capable
of assisting in the next surgical steps of ring selection and, additionally, in suture
placement on the ring after suture placement on the annulus.

An evaluation of the proposed pipeline on a large collection of endoscopic and
ultrasound data has still to be performed. Furthermore, continuity information
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about the movement of the sutures will be integrated into the algorithm to make
it more robust against outliers. Tracking the suture points over time after their
initial detection with the proposed pipeline might be a viable solution to allow
real time processing.
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man Research Foundation (DFG) within project B01, SFB/TRR 125 Cognition-
Guided Surgery.
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Abstract. Fiducial localization in volumetric images is a common task
performed by image-guided navigation and augmented reality systems.
These systems often rely on fiducials for image-space to physical-space
registration, or as easily identifiable structures for registration validation
purposes. Automated methods for fiducial localization in volumetric im-
ages are available. Unfortunately, these methods are not generalizable as
they explicitly utilize strong a priori knowledge, such as fiducial intensity
values in CT, or known spatial configurations as part of the algorithm.
Thus, manual localization has remained the most general approach, read-
ily applicable across fiducial types and imaging modalities. The main
drawbacks of manual localization are the variability and accuracy errors
associated with visual localization. We describe a semi-automatic fiducial
localization approach that combines the strengths of the human opera-
tor and an underlying computational system. The operator identifies the
rough location of the fiducial, and the computational system accurately
localizes it via intensity based registration, using the mutual information
similarity measure. This approach is generic, implicitly accommodating
for all fiducial types and imaging modalities. The framework was evalu-
ated using five fiducial types and three imaging modalities. We obtained
a maximal localization accuracy error of 0.35 mm, with a maximal pre-
cision variability of 0.5 mm.

1 Introduction

Surgical augmented reality and image-guided navigation systems aim to enhance
the clinician’s ability to interpret the underlying surgical scene observed via
intra-operative imaging. This is most often achieved by registering high quality
pre-operative images to the intra-operative physical setting [2,20]. Registration is
typically performed using a rigid paired-point approach as it has an analytic so-
lution [7]. Fiducials are localized in the pre-operative image and intra-operatively
localized using a tracked calibrated pointer.

Performing paired point, rigid or non-rigid, registration in a robust, accurate,
and precise manner is a key task in navigation and guidance systems, aligning
image-space and physical-space. It is also in wide spread use in research labora-
tories where it serves as a means for estimating a ground truth transformation
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for evaluating results obtained with novel image-to-image or image-to-physical
registration methods [4,3,8].

The nomenclature describing the various errors in paired point registration
was introduced in [11], defining the three relevant quantities: Fiducial Localiza-
tion Error (FLE), Fiducial Registration Error (FRE), and Target Registration
Error (TRE). Thus, to minimize the TRE we need to reduce FLE. In other
words, we want to precisely and accurately localize the fiducials in image-space.

We next present, in chronological order, existing approaches to fiducial local-
ization described in the literature.

The simplest form of localization is for a human operator to visually local-
ize the fiducials in the volumetric image. This approach is common due to its
simplicity and the robustness of the human operator to variations in imaging
modalities and fiducial geometries and appearances. Studies that report the val-
ues of image-space FLE that can be expected in the clinical setting using skin
adhesive fiducials were described in [18,13]. According to these reports, typical
values for FLE in the image domain are in the range of 0.82.3 mm. These depend
upon the imaging modality, MR or CT, associated spatial resolution, and the
fiducial type in use. A study designed to evaluate FLE using a custom phantom
with divot fiducials and manual localization in CT reported FLE values in the
range of 0.4-0.8 mm [9]. Most likely these lower values are associated with the
use of CT and the specific fiducial choice.

Possibly the first automated method was presented in [17]. Cylindrical mark-
ers with known dimension are automatically localized in CT and MR. The al-
gorithm is comprised of two parts identification of potential fiducial locations
and fiducial localization. The first part identifies potential fiducial locations us-
ing thresholding and morphological operations. The second part determines if a
candidate is indeed a fiducial by comparing the size and shape of the connected
component and the known fiducial size and radius. The fiducial is localized using
the intensity weighted centroid of the connected component. It should be noted
that in practice MR and CT are treated differently, with modality specific steps
described as part of the algorithm. The method was shown to have a 1.4% false
positive identification error rate localizing 168 fiducials.

In [6] an automated algorithm for localizing fiducials in CT and MR is
presented. The method first identifies potential fiducial locations using the math-
ematical morphology top-hat operator; then, assuming no false negatives, it re-
moves candidates that are too close to each other based on the intensity values
in the candidate regions. Finally, localization is performed using the intensity
weighted centroid of the region. The method was only evaluated on a single CT
scan of a phantom with eight cylindrical fiducials. All fiducials were localized,
but given the sample size it is unclear if this method can indeed deal with various
fiducial types and modalities.

In [12] donut shaped fiducials are automatically localized in CT. A fixed in-
tensity threshold is used to identify the patient and fiducials, this is followed by
morphological operations that result in identification of connected components
that are deemed to be fiducial locations. Each fiducial is localized using the
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intensity weighted centroid of the connected component. The method was shown
to have less than 5% false negative and 2.3% false positive identification error
rate localizing 25 fiducials.

In [14] a method based on template matching on the edge detection results of
CT or MR is presented. The method is customized for donut fiducials that are
commonly used by clinical systems. The method successfully identified fiducials
in two CT and five MR data sets. Evaluation of the localization accuracy is not
provided.

A method designed for automatic donut fiducial detection on cranial images
is described [1]. The method is based on identification of fiducial corner points in
the 2D edge detected result obtained from CT or MR. The corners are clustered
via K-means and a polynomial curve is fit to the corner points. The center point
of the curves is defined as the fiducial location. The method successfully localized
fiducials in 56 CTs with a difference of 0.5 mm or less from a manually defined
ground truth. On 66 MR images the method only failed twice.

Another method designed for automatic donut fiducial detection in cranial
images is described in [16]. This method takes the 3D nature of the data into
account and uses a local 2D height map based template matching approach to
identify fiducial locations. First, the head surface is segmented from the CT or
MR volume using a threshold. Then at each surface voxel location the distance
between the surface and the plane defined by the voxel and the vector connecting
it to the center of the volume/head is estimated. This local height map is then
compared to the fiducial’s height map. If the difference between the two height
maps is less than a threshold this is a potential fiducial. All potential fiducial
locations are clustered using a nearest neighbor approach. The marker is then
localized by taking the candidate location whose height map is most similar to
the fiducial’s height map. The method was evaluated using 15 CT, and 10 MRI
data sets. In CT(MR) 69/75(47/52) fiducials were accurately localized.

A more recent method for automatic spherical fiducial localization in cranial
CT images is described in [5]. The method is specific to CT as the intensity value
of the fiducials is used as part of the localization approach. A set of surfaces
is obtained from the CT using the marching cubes algorithm. The surface that
corresponds to the head is removed and the remaining surfaces are categorized as
fiducial or not based on the known fiducial geometry by comparing the surface’s
bounding box size to the expected size and the Hausdorff distance between
the surface and a sphere positioned at the center of the bounding box. Once
a surface is classified as a fiducial its location is estimated as the centroid of
the surface vertices. The method was evaluated on clinical data with 211/233
fiducials accurately localized.

It should be noted that each of these localization methods was evaluated using
a single fiducial type, with some of the algorithms customized to the specific
fiducial geometry or the anatomical structure on which they are attached, such
as the head. In all of these algorithms the fiducial configuration is arbitrary.
This necessitates visual confirmation as none of these algorithms can guarantee
success, all fiducials correctly localized without any false positives. A strong
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constraint, that allows one to dispense with visual confirmation, is the use of a
known fiducial configuration.

We propose to use a common framework for semi-automatic fiducial local-
ization that is not tailored to a specific fiducial. The approach combines the
strengths of a human operator and an underlying computational system. The
operator performs a recognition task, identifying the presence of a fiducial in a
rough location, and the computational system accurately localizes it. We next
describe our approach in detail.

2 Materials and Methods

Our framework for fiducial localization in volumetric images is a natural exten-
sion of manual localization and thus fits within the existing clinical practice.
We formulate fiducial localization as a multi-modality intensity based rigid reg-
istration task. Fiducials are modeled as volumetric images. In our case we use
binary volumes, although other intensity models are readily accommodated by
our framework. A straightforward method for creating additional fiducial models
is to acquire a high quality volumetric scan of the new fiducial and accurately
localize it in that image.

To localize a fiducial in an image the operator identifies the rough fiducial
location in the image by clicking anywhere inside it, we then register the fiducial
model to the image with the indicated location serving as the initial translational
part of a rigid transformation. As most often fiducials represent a single point,
we require that the origin of the model fiducial image be located at this point.
Thus, the translational part of the transformation obtained by intensity based
registration becomes the point we seek.

The fiducial model is registered locally, with the region of interest defined
to be twice the size of the fiducial model image diameter. This ensures that
even if the operator identified the fiducial’s edge the whole fiducial is contained
in our region of interest. The rigid transformation is parameterized using three
translation components, with rotation represented by the three Euler angles. We
use the Nelder-Mead downhill simplex as our optimizer, as it does not require
the computation of derivatives. Given that our goal is to localize the fiducials
in all modalities using the same framework, we use mutual information as our
similarity measure [15,10].

As is well known, the success of iterative registration algorithms is highly
dependent on initialization. In our case initialization only provides a constraint
on the location of the fiducial and not its orientation. This is a critical issue, as
registration will most likely fail if a correct registration means that the fiducial
model image should be rotated by 180o around one of its axes, which is not
uncommon. We therefor associate a set of rotations with each fiducial model.
Together with the location these define a set of initializations used to localize
the fiducial. It should be noted that this set of orientations is dependent on the
fiducial geometry. In case of a spherical fiducial there is only one rotation, the
identity. Other commonly used fiducials such as the Beekly PinPoint (Beekley
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Fig. 1. Fiducial types used for framework evaluation: (top) physical fiducials (bottom)
surface representation of the binary fiducial models

Corp.,CT, USA) or the IZI multi modality markers (IZI Medical Products, MD,
USA), shown in Figure 1, do require multiple orientations. As these two fiducial
types are symmetric around one axis, they each have six orientations associated
with them. We thus perform multiple registrations starting from the set of ini-
tializations defined by the fiducial geometry. The transformation obtained by
the registration with the optimal similarity measure value is taken as the correct
one.

An interesting issue with the IZI multi-modality markers is that they have
two sets of symmetry planes. The more problematic one is due to the fact that
the part that is adhered to the patient is symmetric to the top of this cylindrical
fiducial. If we only modeled the fiducial this symmetry cannot be resolved. We
therefor break the symmetry by slightly enlarging the image model so that it
incorporates the fiducial, and above the fiducial an empty region. This matches
the physical setup where the region above the fiducial contains air.

Our framework uses the following parameter values. For Mutual Information
estimation we use 24 histogram bins and 0.4 of the pixels of the fiducial image.
We set the function convergence tolerance to 0.001, the parameters convergence
tolerance to 0.25 and the maximum number of iterations to 200.

3 Experimental Evaluation

To evaluate our fiducial localization framework we used the following set of fidu-
cials: (1) 4 mm diameter sphere; (2) 6 mm diameter sphere; (3) multi modality
markers from IZI, referred to as donut fiducials; (4) the PinPoint multi modality
markers from Beekly, referred to as cone fiducials; and (5) conical divot markers.
Figure 1 shows a subset of these and corresponding surface models. The fiducials
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Table 1. Number of localized fiducials per modality, number of scans in parenthesis.
Top part of the table are phantom data sets, bottom part are clinical data sets. Five
different forms of fiducials were localized, for a total of 95 unique localizations.

modality sphere
4 mm

sphere
6 mm

donut cone divot

CT 5(1) - 5 (1) 5(1) 12 (1)
CBCT 13(3) 20(4) - - -
MR - - - 5(1) -

CT - - 9(1) - -
MR - - 15(2) 9(1) -

were imaged using three modalities: CT, MR and Cone-Beam CT (CBCT). In
some cases the images are of phantoms and in others clinical images. The data
used in this evaluation study is described in Table 1.

The framework’s precision was evaluated exhaustively. All of the fiducials
are roughly localized in all data sets. We then perform an initial localization
using the operator provided location as described above. The output of this lo-
calization serves as the input for our precision evaluation. We construct a set
of concentric spheres centered on this point with each sphere having a radius
0.5 mm larger than the previous one. We randomly selected points on each of
the spheres serving as user input for our framework. We quantify precision
as the distance between the initial point used to construct the set of spheres
and the result of each of the registrations.

Fig. 2. Plastic phantom with divots whose location is known with high accuracy

Evaluating accuracy is a non-trivial task, as the true fiducial location is
never known. Instead we use common surrogates. In our case, we localized all
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spherical fiducials using the weighted intensity centroid (implementation found
online, ground truth for fiducial localization in CBCT [19]). We take the result
of this approach as the reference fiducial location. In addition, we also designed
a phantom with a dozen divot holes at known locations and used a highly ac-
curate 3D printer, Objet500 Connex from Stratasys, to print it. Figure 2 shows
this phantom. Finally, on two clinical data sets we used a common strategy for
obtaining a reference localization; we had multiple, in our case five, operators
manually localize donut fiducials and used the mean of this localization as the
reference fiducial location.
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Fig. 3. Precision using phantom data. Each point on the graphs represents the average
of 100 initializations. In CBCT we used 4 mm diameter spheres (continuous, blue,
line) and 6 mm diameter spheres (dashed, green, line). In CT we used 4 mm spheres
(dashed, green, line), cones (continuous, cyan, line), divots (dotted, blue, line) and
donuts (dash-dot, red, line). In MR we used cones.
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Fig. 4. Precision using clinical data. Each point on the graphs represents the average
of 100 initializations. In CT we used donut fiducials. In MR we used cone fiducials
(continuous, blue, line) and donut (dashed, green, line).

4 Results

Our evaluation results for precision, both for phantom and clinical data, show
a precision of less than 0.5 mm for all fiducial types. The breakdown point in
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precision occurs once the initialization is far enough from the actual fiducial
location so that the whole fiducial is not encompassed by our region of interest.
As the region of interest is determined by the fiducial size we observed that the
breakdown point for larger fiducials was further away from their actual location,
as is expected. Figures 3 and 4 summarize our experiments for phantom and
clinical data.
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Fig. 5. Precision of fiducial localization in mm. Donut fiducials localized in clinical
CT and MR (CTH/MRH-manual, CTC/MRC-semi-automated). The precision of the
semi-automated method is clearly better.
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While our results show that the proposed approach is highly precise, it is inter-
esting to compare this approach to the human operator’s precision. To compare
the two, we took the manual “accurate” localizations used to define a ground
truth on the clinical data. This illustrates the inter-observer variability and asso-
ciated precision. We compare this to the variability associated with the proposed
approach when the input is a rough localization. Figure 5 illustrates the higher
precision of our method.
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Having established that our framework is precise, we now look at its accuracy.
Our framework obtained results with a maximal error of 0.35 mm on phantom
data. This is in comparison to the ground truth obtained by using another semi-
automated localization approach, intensity weighted centroid, and to a ground
truth known from phantom construction. On clinical data our framework ob-
tained results with a maximal error of 1.5 mm. Figure 6 summarizes our accu-
racy evaluation. The accuracy results on the clinical data are significantly lower.
Most likely this is due to the quality of our reference gold standard, averaging of
multiple manual localizations. This observation is supported by the low precision
exhibited by manual localization as seen in Figure 5.

5 Discussion and Conclusions

We have presented a semi-automated framework for fiducial localization. The
framework was evaluated for precision and accuracy using three fiducial geome-
tries, sphere, cone, and donut. In all data sets all of the fiducials were accurately
localized. Our approach is based on the robustness provided by the human op-
erator, readily identifying the presence and rough location of fiducials. Once a
fiducial is identified the registration based approach accurately and precisely
localizes it.

While our approach is only semi-automatic, it is clinically acceptable as it is
a slight modification of the existing workflow, and places less requirements on
the operator. That is, instead of accurate localization the operator need only
identify the rough location of the fiducial. In addition, by taking advantage
of the robustness of the operator’s visual system complex settings are readily
accommodated for in an implicit manner, something that is not trivial when
proposing fully automated localization schemes. Point in case, we used a clinical
CT for evaluation in which the patient’s head was in a head rest (Figure 7).
None of the human operators was distracted by this, implicitly dealing with

Fig. 7. Volume rendering of cranial CT image used in our evaluation. Note the presence
of the head rest.
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confounding information which would most likely cause automated methods to
fail.
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