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Preface

This volume contains the papers presented at SEFM 2014, the 12th International
Conference on Software Engineering and Formal Methods, which was held during
September 3-5, 2014, in Grenoble, France. The aim of the conference is to bring
together practitioners and researchers from academia, industry, and government
to advance the state of the art in formal methods, to facilitate their uptake in the
software industry, and to encourage their integration with practical engineering
methods. SEFM 2014 was organized by Inria and supported by Grenoble INP,
University Joseph-Fourier, LIG, and CNRS.

SEFM 2014 received 138 abstracts and 106 full submissions. Papers under-
went a rigorous review process, and each paper received 3 reviews. After a careful
discussion phase, the international Program Committee decided to select 23 re-
search papers and 6 tool papers. These papers cover a wide variety of topics
such as program correctness, testing, static analysis, theorem proving, model
checking, and automata learning. They also address a wide range of systems,
including component-based, real-time, embedded, adaptive, and multi-agent.

The conference featured 3 invited talks by Patrice Godefroid (Microsoft Re-
search, USA), Joost-Pieter Katoen (RWTH Aachen University, Germany), and
Xavier Leroy (Inria, France). These talks discussed the software engineering chal-
lenges of developing trusted formal tools that scale to the size of industrial sys-
tems. Extended abstracts of the invited talks can be found in this volume.

Five international workshops were colocated with SEFM 2014: the 1st Work-
shop on Human-Oriented Formal Methods (HOFM 2014), the 3rd International
Symposium on Modelling and Knowledge Management Applications: Systems
and Domains (MoKMaSD 2014), the 8th International Workshop on Foundations
and Techniques for Open Source Software Certification (OpenCert 2014), the 1st
Workshop on Safety and Formal Methods (SaFoMe 2014), and the 4th Workshop
on Formal Methods in the Development of Software (WS-FMDS 2014).

We thank the local Organizing Committee (Sophie Azzaro, Wassila Bouhadji,
Myriam Etienne, Vanessa Peregrin) for taking care of the local arrangements,
the Steering Committee chair Antonio Cerone and the Conference Chair Radu
Mateescu for their guidance, the workshop chairs (Carlos Canal, Marc Frappier,
and Akram Idani) for supervizing the workshops organization, Rim Abid for
negotiating financial support, Lina Ye for acting as publicity chair, and Hugues
Evrard for acting as Web master. We assembled an exciting technical program
that would not have been possible without the excellent work of the Program
Committee and external reviewers. Last, but not least, we thank the authors of
all submitted papers, our invited speakers, and all the participants (speakers or



VI Preface

not) of the conference in Grenoble. All these people contributed to the success of
the 2014 edition of SEFM. Finally, EasyChair made our work as program chairs
substantially easier.

June 2014 Dimitra Giannakopoulou
Gwen Salaiin
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Formal Proofs of Code Generation
and Verification Tools

Xavier Leroy

Inria Paris-Rocquencourt, France

Abstract. Tool-assisted verification of critical software has great po-
tential but is limited by two risks: unsoundness of the verification tools,
and miscompilation when generating executable code from the sources
that were verified. A radical solution to these two risks is the deductive
verification of compilers and verification tools themselves. In this invited
talk, I describe two ongoing projects along this line: CompCert, a veri-
fied C compiler, and Verasco, a verified static analyzer based on abstract
interpretation.



500 Machine-Years of Software Model
Checking and SMT Solving

Patrice Godefroid

Microsoft Research
pglmicrosoft.com

Abstract. I will report on our experience running SAGE for over 500-
machine years in Microsoft’s security testing labs. SAGE is a whitebox
fuzzing tool for security testing. It performs symbolic execution dynami-
cally at the binary (x86) level, generates constraints on program inputs,
and solves those constraints with an SMT solver in order to generate new
inputs to exercise new program paths or trigger security vulnerabilities
(like buffer overflows). This process is repeated using novel state-space
exploration techniques that attempt to sweep through all (in practice,
many) feasible execution paths of the program while checking simultane-
ously many properties. This approach thus combines program analysis,
testing, model checking and automated theorem proving (constraint solv-
ing).

Since 2009, SAGE has been running 24/7 on average 1004+ machines
automatically “fuzzing” hundreds of applications. This is the largest com-
putational usage ever for any SMT solver, with over 4 billion constraints
processed to date. In the process, SAGE found many new security vul-
nerabilities (missed by blackbox fuzzing and static program analysis) and
was credited to have found roughly one third of all the bugs discovered
by file fuzzing during the development of Microsoft’s Windows 7, sav-
ing millions of dollars by avoiding expensive security patches to nearly a
billion PCs.

In this talk, I will present the SAGE project, highlight connections
with program verification, and discuss open research challenges.

This is joint work with Michael Levin, David Molnar, Ella Bounimova,
and other contributors.



Model Checking Gigantic Markov Models

Joost-Pieter Katoen

Software Modelling and Verification, RWTH Aachen University, Germany
Formal Methods and Tools, University of Twente, The Netherlands

Probabilistic model checking — the verification of models incorporating random
phenomena — has enjoyed a rapid increase of interest. Thanks to the availability
of mature tool support and efficient verification algorithms, probabilistic model
checking has been successfully applied to case studies from various areas, such
as randomized (distributed) algorithms, planning and Al, security, hardware,
stochastic scheduling, reliability analysis, and systems biology [9]. In addition,
model-checking techniques have been adopted by mainstream model-based per-
formance and dependability tools as effective analysis means. Probabilistic model
checking can thus be viewed as a viable alternative and extension to traditional
model-based performance analysis [1].

Typical properties that are checked are quantitative reachability objectives,
such as: does the probability to reach a certain set of goal states (by avoiding
illegal states) exceed ;? Extra constraints can be incorporated as well that e.g.,
require the goal to be reached within a certain number of transitions, within a
certain budget, or within a real-time deadline. For models exhibiting both transi-
tion probabilities and non-determinism, maximal and minimal probabilities are
considered. Intricate combinations of numerical (or simulation) techniques for
Markov chains, optimization algorithms, and traditional CTL or LTL model-
checking algorithms result in simple, yet very efficient verification procedures |2,
10]. Verifying time-bounded reachability properties on continuous-time models
of tens of millions of states usually is a matter of seconds. Using symbolic repre-
sentation techniques such as multi-terminal BDDs, much larger systems can be
treated efficiently as well. A gentle introduction can be found in [5].

Like in the traditional setting, probabilistic model checking suffers from the
curse of dimensionality: the number of states grows exponentially in the num-
ber of system components and cardinality of data domains. This hampers the
analysis of real-life systems such as biological models involving thousands of
molecules [12], and software models of on-board aerospace systems that incor-
porate probabilistic error models of various system components on top of the
“nominal” system behaviour [3].

This talk considers the theory and practice of aggressive abstraction of discrete-
time and continuous-time Markov models. Our abstraction technique is based
on a partitioning of the concrete state space that is typically much coarser
than e.g., bisimulation minimisation. We exploit three-valued abstraction [4]
in which a temporal logic formula evaluates to either true, false, or indefi-
nite. In this setting, abstraction is conservative for both positive and negative
verification results; in our setting this means that the analysis yields bounds



XVI J.-P. Katoen

on the desired probability measures. If the verification of the abstract model
yields an indefinite answer (dont know), no conclusion on the validity in the
concrete model can be drawn. States in abstract Markov models are groups of
concrete states and transitions are either equipped with intervals or modeled as
non-deterministic choices. The resulting abstraction is shown to preserve a sim-
ulation relation: concrete states are simulated by their corresponding abstract
ones.

We present the theoretical foundations of aggressive abstraction of Markov
models [6] and show how this technique can be applied in a compositional way.
This enables the component-wise abstraction of large models [7, 11]. We present
two case studies, one from systems biology and one from queueing theory, il-
lustrating the power of this technique. This includes strategies of which states
to group, verification times of the abstract models, and the resulting accura-
cies of the quantitative results. We show that this abstraction technique enables
the verification of models larger than 102% states by abstract models of a few
hundred thousands states while obtaining results with an accuracy of 1076 [8].

Acknowledgement. This work is funded by the EU FPT7-projects SENSA-
TION and MEALS, the STW project ArRangeer, and the Excellence Program
of the German Federal Government.
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Formal Proofs of Code Generation
and Verification Tools

Xavier Leroy

Inria Paris-Rocquencourt, France

Abstract. Tool-assisted verification of critical software has great po-
tential but is limited by two risks: unsoundness of the verification tools,
and miscompilation when generating executable code from the sources
that were verified. A radical solution to these two risks is the deductive
verification of compilers and verification tools themselves. In this invited
talk, I describe two ongoing projects along this line: CompCert, a veri-
fied C compiler, and Verasco, a verified static analyzer based on abstract
interpretation.

Abstract of Invited Talk

Tool-assisted formal verification of software is making inroads in the critical soft-
ware industry. While full correctness proofs for whole applications can rarely be
achieved [6,12], tools based on static analysis and model checking can already
establish important safety and security properties (memory safety, absence of
arithmetic overflow, unreachability of some failure states) for large code bases
[1]. Likewise, deductive program verifiers based on Hoare logic or separation logic
can verify full correctness for crucial algorithms and data structures and their
implementations [11]. In the context of critical software that must be qualified
against demanding regulations (such as DO-178 in avionics or Common Crite-
ria in security), such tool-assisted verifications provide independent evidence,
complementing that obtained by conventional verification based on testing and
reviews.

The trust we can put in the results of verification tools is limited by two risks.
The first is unsoundness of the tool: by design or by mistake in its implementa-
tion, the tool can fail to account for all possible executions of the software under
verification, reporting no alarms while an incorrect execution can occur. The
second risk is miscompilation of the code that was formally verified. With a few
exceptions [3], most verification tools operate over source code (C, Java, ...) or
models (Simulink or Scade block diagrams). A bug in the compilers or code gen-
erators used to produce the executable machine code can result in an incorrect
executable being produced from correct source code [13].

Both unsoundness and miscompilation risks are known in the critical software
industry and accounted for in DO-178 and other regulations [7]. It is extremely
difficult, however, to verify an optimizing compiler or sophisticated static an-
alyzer using conventional testing. Formal verification of compilers, static ana-
lyzers, and related tools provides a radical, mathematically-grounded answer to

D. Giannakopoulou and G. Salaiin (Eds.): SEFM 2014, LNCS 8702, pp. 1-4, 2014.
© Springer International Publishing Switzerland 2014



2 X. Leroy

these risks. By applying deductive program verification to the implementations
of those tools, we can prove with mathematical certainty that they are free of
miscompilation and unsoundness bugs. For compilers and code generators, the
high-level correctness statement is semantic preservation: every execution of the
generated code matches one of the executions of the source code allowed by
the semantics of the source language. For static analyzers and other verification
tools, the high-level statement is soundness: every execution of the analyzed code
belongs to the set of safe executions inferred and verified by the tool. Combining
the two statements, we obtain that every execution of the generated code is safe.

In this talk, I give an overview of two tool verification projects I am involved
in: CompCert and Verasco. CompCert [8,9] is a realistic, industrially-usable com-
piler for the C language (a large subset of ISO C 1999), producing assembly code
for the ARM, PowerPC, and x86 architectures. It features careful code genera-
tion algorithms and a few optimizations, delivering 85% of the performance of
GCC at optimization level 1. While some parts of CompCert are not verified yet
(e.g. preprocessing), the 18 code generation and optimization passes come with
a mechanically-checked proof of semantics preservation. Verasco [2] is an ongo-
ing experiment to develop and prove sound a static analyzer based on abstract
interpretation for the CompCert subset of C. It follows a modular architecture
inspired by that of Astrée: generic abstract interpreters for the C#minor and
RTL intermediate languages of CompCert, parameterized by an abstract domain
of execution states, itself built as a combination of several numerical abstract
domains such as integer intervals and congruences, floating-point intervals, and
integer linear inequalities (convex polyhedra).

Both CompCert and Verasco share a common methodology based on interac-
tive theorem proving in the Coq proof assistant. Both projects use Coq not just
for specification and proving, but also as a programming language, to implement
all the formally-verified algorithms within Coq’s Gallina specification language,
in pure functional style. This way, no program logic is required to reason about
these implementations: they are already part of Coq’s logic. Executability is not
lost: Coq’s extraction mechanism produces executable OCaml code from those
functional specifications.

CompCert and Verasco rely crucially on precise, mechanized operational
semantics of the source, intermediate, and target languages involved, from Comp-
Cert C to assembly languages. These semantics play a crucial role in the cor-
rectness statements and proofs. In a sense, the proofs of CompCert and Verasco
reduce the problem of trusting these tools to that of trusting the semantics in-
volved in their correctness statements. An executable version of the CompCert C
semantics was built to enable testing of the semantics, in particular random test-
ing using Csmith [13].

Not all parts of CompCert and Verasco need to be proved: only those parts
that affect soundness, but not those part that only affect termination, preci-
sion of the analysis, or efficiency of the generated code. Leveraging this effect,
complex algorithms can often be decomposed into an untrusted implementation
followed by a formally-verified validator that checks the computed results for
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soundness and fails otherwise. For example, CompCert’s register allocation pass
is composed of an untrusted implementation of the Iterated Register Coalescing
algorithm, followed by a validation pass, proved correct in Coq, that infers and
checks equalities between program variables and registers and stack locations
that were assigned to them [10]. Likewise, Verasco’s relational domain for lin-
ear inequalities delegates most computations to the Verasco Polyhedral Library,
which produces Farkas-style certificates that are checked by Coq-verified valida-
tors [4]. Such judicious use of verified validation a posteriori is effective to reduce
overall proof effort and enable the use of sophisticated algorithms.

In conclusion, CompCert and especially Verasco are ongoing experiments
where much remains to be done, such as aggressive loop optimization in Comp-
Cert and scaling to large analyzed programs for Verasco. In parallel, many other
verification and code generation tools also deserve formal verification. A no-
table example is the verified verification condition generator of Herms et al [5].
Nonetheless, the formal verification of code generation and verification tools ap-
pears both worthwhile and feasible within the capabilities of today’s interactive
proof assistants.

Acknowledgments. This work is supported by Agence Nationale de la
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Abstract. We present a principled approach to the development of con-
struction and verification tools for while-programs. Our verification tool
uses Kleene algebra with tests to capture the control flow of programs and
its relational semantics for their data flow. It is extended to a Morgan-
style program construction tool by adding one single axiom to the al-
gebra. Our formalisation in Isabelle/HOL makes these tools themselves
correct by construction. Verification condition generation and program
construction steps are based on simple equational reasoning and sup-
ported by powerful Isabelle tactics. Two case studies on program con-
struction and verification show our tools at work.

1 Introduction

Kleene algebras with tests [11] (KAT) support the analysis of while-programs by
simple equational reasoning. They consist of a Kleene algebra, which models se-
quential compositions, nondeterministic choices and finite iteration of programs,
and an embedded boolean algebra, which models assertions and test in condi-
tionals and while-loops. KAT can verify program transformations [11], and it
subsumes Hoare logic without the assignment rule [12]. The algebra has been
applied, for instance, in compiler optimisation [14] and static analysis [13]. This
applicability owes to its models of computational interest which include binary
relations, and guarded languages and automata.

Nevertheless the role of KAT in program verification and correctness tools has
so far been limited. One reason may be that these and similar algebras capture
the control flow of programs elegantly and concisely, while providing limited
capabilities for modelling their data flow. Only recently have KAT and similar
algebraic approaches been formalised in theorem proving environments such as
Coq [20] or Isabelle [3, 4] and first applications been explored.

A main contribution of this article lies in a principled approach by which
program construction and verification tools can be prototyped rapidly and ef-
fectively from an algebraic layer in Isabelle/HOL [18]. It benefits from Isabelle’s
support for designing algebraic hierarchies with their models and its emphasis
on proof automation through the integration of state-of-the-art first-order the-
orem proving and SMT solving technology. This technology has been optimised
for equational reasoning and it interacts very efficiently with the algebraic layer.

D. Giannakopoulou and G. Salaiin (Eds.): SEFM 2014, LNCS 8702, pp. 5-19, 2014.
© Springer International Publishing Switzerland 2014
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The Isabelle infrastructure and our large libraries for KAT and similar alge-
bras [4] make our approach simple and lightweight. We use variants of KAT for
reasoning about the control flow of programs. The data flow, which appears in
assignment statements, tests and assertions, is clearly separated from this layer.
It is captured within appropriate models of KAT, in our case the standard rela-
tional semantics of imperative sequential programs. At this level we can link once
more into Isabelle’s extensive libraries and its extant verification infrastructure.
The overall approach is illustrated through two main applications:

(i) the development of a KAT-based verification tool for while-programs which
uses Hoare logic;

(ii) its extension to a program refinement tool based on Morgan’s specification
statement.

Relative to the formalisation of KAT in Isabelle, the main development step
for the verification tool consists in refining the relational model of KAT into a
detailed program semantics with program stores, in deriving assignment rules
and in integrating data structures such as lists, arrays or queues.

For our program construction tool, we first show that the addition of one single
algebraic axiom to KAT and its justification in the relational model suffices for
deriving Morgan’s basic refinement calculus.

The development in Isabelle makes both tools themselves correct by construc-
tion. It also highlights the role of algebra in program construction and verifica-
tion. First of all, it allows the derivation of inference rules or refinement laws by
equational reasoning which, in our case, is straightforward and fully automatic.
Second, the algebraic laws can be turned into powerful tactics. In the context of
verification, these support the automatic generation of verification conditions,
which can be discharged by reasoning entirely at the data level. In the context of
construction, they support the automated verification of refinement steps. Third,
the algebraic approach is essentially open. It supports the rapid prototyping of
variants and extensions, and the efficient derivation of additional inference rules
or refinement laws as needed in applications.

We have applied our tools in a series of program construction and verification
examples, two of which are presented in this article: the computation of sums of
even Fibonacci numbers, and insertion sort. These evidence a high level of proof
automation and suggest that our tools are stable enough at least for educational
purposes. Optimisations to make them comparable to Isabelle’s more advanced
verification tools and similar tools for program construction and verification
[19, 9, 7] are certainly possible, but not the purpose of this article.

The complete implementation of our tools in Isabelle and the complete pro-
gram construction and verification proofs can be obtained online'. In particular,
all mathematical statements in this article have been verified with Isabelle. Com-
prehensive libraries for variants of Kleene algebras, and in particular KAT, can
be obtained from the Archive of Formal Proofs [5, 4].

! http://www.dcs.shef.ac.uk/~victor/refinement
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2 Kleene Algebras with Tests

Kleene algebras with tests combine Kleene algebras for reasoning about the
control flow of while-programs with boolean algebras that capture assertions as
well as tests in conditionals or loops. Kleene algebras, in turn, are based on
dioids or idempotent semirings.

A semiring is a structure (S,+,-,0,1) such that (S,4,0) is a commutative
monoid and (5, -, 1) a monoid; the distributivity laws 2+ (y+2) = -y +z-z and
(x+y)-z=x-z+y-z, and the annihilation laws -0 =0 and 0-x = 0 hold. A
semiring is idempotent (a dioid) if z4+x = x. In that case, (S, +,0) is a semilattice
with least element 0 and semilattice order defined by x <y < x+y=1y.

A Kleene algebra is a structure (K,* ) such that K forms a dioid and the star
satisfies the unfold laws and induction rules

1+az%x <a”, z4+yr <y=zzx* <y,
1+ z2* <z*, ztay <y=a'z<y.

Here and henceforth we drop the multiplication symbol.

Kleene algebras capture the control flow of programs. If K represents the
actions of a program, then + models the nondeterministic choice between actions,
- their sequential composition, and * their finite iteration; 0 represents abort
and 1 skip. The rule sz < ys = sz* < y*s, for instance, states that every
(co)simulation s from z to y is also a (co)simulation from a* to y*. It is proved
by equational reasoning with the first induction rule above.

For modelling concrete control structures such as conditionals or while-loops
and for expressing assertions, however, additional structure is needed.

A Kleene algebra with tests [11] is a pair (K, B) consisting of a Kleene algebra
K and a boolean algebra B of tests which is embedded into K. By this embed-
ding, the least and greatest element of B are respectively 0 and 1; addition +
corresponds to join and multiplication - to meet. Complementation is defined
only within B. Multiplication of tests is therefore commutative: pg = gp. We
write x, y, z for general Kleene algebra elements and p, ¢, r for tests; we write
KAT for the class of Kleene algebras with tests and the set of its axioms.

KAT yields a simple algebraic semantics for conditionals and while-loops:

if p then z else y fi = pz + py, while p do = od = (px)*p.

More precisely, it is well known that KAT is sound with respect to the standard
partial correctness semantics of while-programs in terms of binary relations.

Proposition 2.1 ([3]). Let A be a set. Then (24*4, B,U,0,* =, 0,id,) is a
KAT, where B={P € Ax A| P Cida} is the set of all subidentities in 2AXA

In this definition, o denotes relational composition, * the reflexive transitive
closure operation, =P = {(a,a)| (a,a) ¢ P}, and ida = {(a,a) | a € A} is
the identity relation. The structure (24*4, B, U,0,*,=,0),id 4) is called the full
relational KAT over A; each of its subalgebras forms again a KAT—a relational
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KAT. The reflexive transitive closure of every element of a relational KAT exists
and is equal to |J;5, R’ by standard fixpoint theory.

It can be checked in relational KAT that pz models an input restriction of
program x to those states where test p holds. Thus, in the above KAT-expression
for the conditional, x is executed when p holds while y is executed when p fails.
In the KAT-expression for the loop, x is executed zero or finitely many times
after p holds, and afterwards p fails, or else the loop aborts.

3 Hoare Logic with KAT
Tests can also model assertions. Validity of Hoare triples is encoded in KAT as

F{pkz{q} < prq=0.

The right-hand side states that there are no successful terminating executions
of program x from states where assertion p holds into states where assertion ¢
fails. In other words, if x is executed from precondition p and if it terminates,
then postcondition ¢ must hold after its execution.

KAT is expressive enough for deriving the inference rules of propositional Hoare
logic (PHL), that is, Hoare logic without the assignment rule [12].

Proposition 3.1 ([12]). The inference rules of PHL are theorems of KAT :

- {plskip{p},
p<p' A <qnEA{p'ta{dt = F{pkz{ql,
Fpla{riA EArkyfal =+ {pbasy{al,
F pblz{qlA F {pbly{q} = F {p}if b then z else y fi{ql]},
F pblz{p} = + {p}while b do x od{bp}.

The proof is calculational. The while rule, e.g., expands to the KAT-formula
pbap = 0 = p(bz)*b(bp) = 0.
Since pzrq = 0 is equivalent to pzr < xq in KAT, we calculate
pbar < bap = p(ba)” < (bx)"p = p(bx)"b < (b)"pb,

using the above (co)simulation rule in the first step. This illustrates the simplic-
ity and concision of reasoning about programs in KAT. Proving the other PHL
rules is even simpler. Hoare logic supplies one inference rule per programming
construct. Its inference rules can therefore be applied deterministically, which
simplifies the generation of verification conditions.

PHL rules for total correctness can be derived in a variant of Kleene algebra
in which an operation z°° for the possibly infinite iteration of z is used instead
of * [16]. This extension is, however, not considered in this paper.
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4 Refinement with KAT

KAT can be extended to a Morgan-style refinement calculus by adding one sin-
gle axiom. We keep the partial correctness setting, which suffices for practical
program construction tasks. Extending it to a total correctness setting with ter-
mination variants seems straightforward.

Our approach follows Morgan’s classical book on Programming from Specifi-
cations [17]. We think of specifications as programs that need not be executable.
Morgan starts from the largest program which relates a given precondition p
to a given postcondition ¢—the specification statement—and uses refinement
laws to transform it incrementally and compositionally into an executable pro-
gram which is correct by construction. In KAT, the axiomatisation of Morgan’s
specification statement is very simple.

A refinement Kleene algebra with tests (rfKAT) is a KAT expanded by an
operation [ , ]: B x B — K which satisfies

Fpba{al = = < [p.ql. (1)

It is easy to show that (1) implies the characteristic properties = {p}[p, q]{q}}
and F {p}z{q} = = < [p, ¢ of the specification statement. First of all, program
[p, q] relates precondition p with postcondition ¢ whenever it terminates. Second,
it is the largest program with that property.

Morgan’s basic refinement calculus provides one refinement law per program
construct. Once more we ignore assignments at this stage. Deriving these laws
in rKAT is strikingly easy. We use the refinement order C, which is the converse
of <. One may also identify p < ¢ on tests with the implication p — q.

Proposition 4.1. The following refinement laws are theorems of rKAT :

p < q=[p,q] C skip, (2)
pP<prqg<qd =[pgd Cl ] (3)
0,1] C z, (4)

z C[1,0], (5)

[p,q] C [p,7]; [, dl, (6)

[p,q] C if b then [bp, q] else [bp, q] fi, (7)

[p, bp] C while b do [bp, p] od. (8)

The laws are usually derived from Hoare logic in set theory. Two typical examples
show the simplicity of deriving them with rKAT instead. For (2), we calculate

p<q=>pg<qq=0=plg=0=F{p}l{q} = 1 <[p,q] = [p,q] C skip.

For (8), we calculate with the while-rule of PHL and (1), C,

= {pbl [pb, pl{p} = F {p}while b do [bp, p| od{bp}
= [p, bp] C while b do [bp, p] od.
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In (2), skip refines any specification statement provided its precondition im-
plies its postcondition. [0,1] is usually called the abort statement, [1,0] the
magic statement. For further discussion of these laws we refer to the literature.

Finally, we verify soundness of rKAT in the relational model.

Proposition 4.2. Let A be a set and let, for all P,Q Cida,
[P.Ql = J{RC AxA| - {P}R{Q}}.
The structure (24*4 B, U,0,[ , ],*,=,0,id ) then forms a rKAT.

This structure is called the full relational rKAT over A. Again, every subalgebra
forms a rKAT; a relational rKAT over A.

5 Program Correctness Tools in Isabelle

We develop our tools within the Isabelle/HOL theorem proving environment [18].
Variants of Kleene algebras have already been formalised in Isabelle together
with their most important models, in particular the binary relation model [5].
More recently, a comprehensive Isabelle library for KAT and a related algebra
for total program correctness have been implemented [4, 3]. This includes the
soundness proof for KAT with respect to the relational model (Proposition 2.1)
and the derivation of the PHL rules (Proposition 3.1).

Formalising theory hierarchies is supported by Isabelle’s type classes, which
allow theory expansions. The class of dioids, for instance, can be specified by list-
ing its signature and axioms. Kleene algebras are obtained by expanding dioids;
fixing the star and listing its axioms. Algebras declared that way are polymor-
phic; their elements can have various types. This allows linking algebras formally
with their model by instantiation or interpretation statements, for instance KAT
and rKAT with the relational model.

By designing hierarchies like this, theorems are automatically propagated
across classes and models. Those proved for Kleene algebras, for instance, be-
come available for KAT and the relational model. Algebraic reasoning benefits
from powerful proof automation supported by Isabelle’s integrated automated
theorem provers and SMT-solvers, whose proof output is internally verified to in-
crease trustworthiness. Since these tools are highly optimised for equational rea-
soning, they interact very efficiently with the algebraic layer. Reasoning within
models may require higher-order logic. This is supported by Isabelle’s capabil-
ities for modelling and reasoning with sets, polymorphic data types, inductive
definitions and recursive functions as well as its tactics and simplifiers.

With this infrastructure, the implementation of verification tools for while-
programs is very simple. Since the relational model of KAT is polymorphic in
the underlying set, we can model the assignment rule of Hoare logic at the level
of relations between generic program stores. Together with the rules of PHL at
the algebraic level it can then be used for generating verification conditions.
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Verifying these conditions depends on the underlying data domain, for which
Isabelle, in many cases, offers excellent library support.

Implementing the refinement tool requires, as a first step, the formalisation of
the material on rKAT from Section 4. This is straightforward and most proofs are
fully automatic. Parts of the verification tool can then be reused for reasoning
about the store and implementing Morgan’s refinement rules for assignments.

We first describe the derivation of Hoare’s assignment rule in the relational
model. We define the store as a record of program variables. For each variable
we provide a retrieve and an update function, which support variables of any
Isabelle type. Isabelle’s built-in list data type and its built-in list libraries can
thus be used, e.g., for reasoning about list-based programs. We follow Isabelle’s
existing Hoare logic closely and use many of its predefined functions.

Let S be the set of all possible states of the store. We implement assignment
statements as relations

(‘=€) ={(o, ¢ update o €) | o0 € S},

where ‘z is a program variable, x update the update function for ‘x provided by
Isabelle; o is a state and e an evaluated expression of the same type as ‘z.

As usual we identify assertions with their extensions, which are sets of states.
For the relational model we need to inject assertions into relational subidentities:

|P| ={(0,0) | o € P}.
This allows us to complete our implementation of Hoare logic in Isabelle.

Lemma 5.1. Hoare’s assignment rule is derivable in relational KAT.

PCQle/z]=H{[P]}(z:=e){[Q]],
where Qle/ ‘x| denotes substitution of variable ‘x by evaluated expression e in Q.
This yields the following soundness theorem of Hoare logic.
Theorem 5.2. The rules of Hoare logic are theorems of relational KAT.

We use the rules of Hoare logic to implement the Isabelle proof tactic hoare
which generates verification conditions automatically and tries to blast away the
entire control structure. As an enhancement of verification condition generation
we have verified an additional rule for while-loops with invariants.

p<i A pi<qAF{iblz{i} = F {p}while b inv i do = od{q].
In addition, our definition of assignment allows us to derive refinement laws.

Proposition 5.3. The following refinement laws are derivable in relational rKAT .

PCQle/a]=[|P],|Q]] E (z:=e), 9)
Q CQle/«] = [LP|,[QIEIP], Q] (z:=e), (10)
P’ C Ple/a] = [[P], Q]I E (z:=e); [|P'],[Q]]. (11)

(10) and (11) are called the following and leading refinement law for assign-
ments [17]. They are particularly useful for program construction. As in the case
of verification, we have programmed a refinement tactic which automatically
tries to apply the rules of the basic refinement calculus.
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6 Sum of Even Fibonacci Numbers

We now present the first example which shows our tools at work. We construct
a program which computes the sum of even Fibonacci numbers below a given
threshold?. Its input is threshold m € N; its return value is stored in variable
‘sum. Because of typing there is no specific precondition. The postcondition
is-sum-eftb ‘sum m, which is equivalent to dn. ‘sum = sum-efib m nA fib n < m,
is specified using the standard functional program fib, which can be programmed
in Isabelle, and the recursive function

sum-efib m 0= 0,

sum-efib m n for fib n odd or fib n > m,
sum-efib m n+ fib n  otherwise.

sum-efib m (n+1) = {

The specification statement for our program is therefore, in Isabelle syntax,
[ True, is-sum-efib ‘sum m].
To keep track of all even Fibonacci numbers up to m, we use the function
efib 0= 2, efib 1 =8, efib (n+2) =/ * efib (n+1)+ efib n.

We have verified by induction that all numbers computed by efib are even and
that efib n = fib (3n + 1) holds for all n > 0. The following classical fact about
Fibonacci numbers then implies that efib computes indeed all even terms:

(fib n) mod 2= 0< n mod 3= 1.

After this groundwork, which is an indispensable part of program construc-
tion and verification, we can start with the program construction itself. It is
shown in Figure 1. Since Fibonacci numbers are defined recursively from their
two predecessors, we add the variables ‘¢ and ‘y to keep track of them. In (1)
we initialise ‘x to 2—the first even Fibonacci number—applying the leading re-
finement law for assignments derived in Proposition 5.3. Our refinement tactic
automatically applies the assignment law. In (2) we then initialise ‘y to &—the
second even Fibonacci number. The refinement tactic now dictates the proof
obligation fib 4 = 8, which is discharged by an integrated SMT solver. In (3) we
initialise ‘sum to 0 and state that ‘sum = sum-efib m 1 by definition.

The main idea behind this program is to add the next even Fibonacci number
to ‘sum as long as it is below m, while storing the previous numbers in ‘x and ‘y.
In the actual state of development, we also want to keep track of the indices of
these numbers in the fib and efib series. Hence in (4) we add the variables ‘n and
‘k. The facts proved about Fibonacci numbers imply that the numbers stored in
‘x and ‘y have distance 3 in the series of Fibonacci numbers. The precondition

2 The algorithm is taken from http://toccata.lri.fr/gallery/euler002.en.html.
Fibonacci numbers start as 1,2, 3,5, 8, ..., which is perhaps nonstandard.
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[ True, is-sum-efib ‘sum m]
c (1)
‘x = 2;
[ ‘z=efib 0 N ‘z=fib 1, is-sum-efib ‘sum m]
by refinement
C @)
‘x = 2; ‘y:=8;
[ ‘z=efib 0 N ‘z=fib 1 N ‘y=efib 1 N ‘Y=fib 4, is-sum-efib ‘sum m]
by refinement (smt even-fib.simps(2) even-fib-correct)
c 3)
‘= 2; ‘y = 8; ‘sum = 0,
[ ‘z=efib 0 A ‘z=fib I A ‘y=efib 1 N ‘y=fib 4 N ‘sum=sum-efib m 1,
is-sum-efib ‘sum m]
by refinement
c (4)
‘x = 2; y:=8; ‘sum = 0; ‘n:=0; k= 1;
[ ‘z=efib ‘n A ‘z=fib ‘k N ‘y=efib (‘n+1) A ‘y=fib (‘k+3)
ANn>0N‘%k>1N ‘sum=sum-efib m ‘k, is-sum-efib ‘sum m]
by refinement
C (5)
‘x = 2; ‘y:=8; ‘sum = 0; ‘n:=0; k= 1;
while { o < m |} do
[ ‘z=efib ‘n A ‘z=fib k A ‘y=efib (‘n+1) A ‘y=fib (‘k+3)
AN‘n>0N‘%k>1N ‘sum=sum-efib m ‘k N ‘c < m,
‘c=efib ‘n A ‘z=fib ‘k A ‘y=efib (‘n+1) A ‘y=fib (‘*k+3)
AN‘n>0AN‘%k>1N ‘sum=sum-efib m k|
od
by refinement (smt is-sum-efib-def)
c (6)
‘x = 2; ‘y = 8; ‘sum = 0; ‘n:=0; k= 1;
while { =z < m [} do
[ ‘z=efib ‘n A ‘z=fib k A ‘y=efib (‘n+1) A ‘y=fib (*k+3)
AN‘n>0N‘%k>1NAN ‘sum=sum-efib m ‘k N ‘c < m,
‘z=efib ‘n A ‘z=fib (k+3) N ‘y=efib (‘n+1)
A ‘y=fib (6+k) A ‘n > 0 A ‘sum=sum-efib m (‘k+3) [;
k= k+38
od
by refinement
C (7)
‘= 2; ‘y:=8; sum :=0; ‘n:=0; ‘k = 1;
while { © < m |} do
[ ‘z=efib ‘n A ‘z=fib ‘k N ‘y=efib (‘n+1) N ‘y=fib (k+3)
AN‘n>0AN‘%k>1NAN ‘sum=sum-efib m ‘k N ‘c < m,
‘y=efib (‘n+1) A y=fib (‘k+3) A (4*y+ z)=efib (‘n+2)
A (4xy+2)=fib (6+%k) A (‘sum+ ‘z)=sum-efib m (‘k+3) |;
tmp = ‘x; ‘T = ‘y;
Y= 4x‘y + ‘tmp;
‘sum = ‘sum + ‘tmp;
‘n:= ‘nt+1; k= k+3
od
by refinement

Fig. 1. Construction of the sum of even Fibonacci numbers program
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now stores the tentative loop invariant; so we can introduce the while-loop in
(5). This requires that the precondition implies the postcondition, which follows
from the definition of the predicate is-sum-efib by setting n to ‘k.

Deriving the body of the loop in (6) and (7) is quite straightforward; we just
need to specify the variable updates. In (6), k is updated; then, in (7), ‘sum is
updated to ‘sum + ‘z, ‘z to ‘y, ‘y to the next even Fibonacci number, and so on.
This can be achieved by applying the following or leading refinement law. This
time we choose to apply the following law from Proposition 5.3, which forces a
substitution in the postcondition. In (7) we also add a new variable ‘tmp to save
the value of ‘x and proceed as before until all variables have been updated.

It now remains to eliminate the surviving specification statement. Refining
it to skip with refinement law (2) requires that its precondition implies its
postcondition. Accordingly, our refinement tactic generates the proof obligations

fib (k+6)=4xfib(k+ 3)+fibk,
even (fib k) A fib k< m = sum-efib m (k + 3) = sum-efib m k+ fib k,

which are discharged by automatic theorem proving, using induction on Fi-
bonacci numbers. This finally gives us the program in Figure 2, which is partially
correct by construction. For total correctness it remains to prove termination,
for which Isabelle provides support as well [21].

We conclude this development with three remarks. First, with good libraries
for Fibonacci numbers in place, the algebra and particular Isabelle technology
used for constructing this algorithm remain hidden behind an interface. Devel-
opers interact with Isabelle mainly by writing mathematical expressions and
pseudocode in a specification language similar to to Morgan’s, and by calling
the refinement tactic and Isabelle’s theorem provers. Alternatively, they could
invoke individual refinement rules. This is nicely supported by Isabelle’s struc-
tured proof specification language Isar.

Second, proof automation was very high. Most refinement steps were verified
by refinement alone, the others by automated theorem proving. Isabelle thus
supported a seamless refinement process at the level of textbook proofs.

Finally, it should be pointed out that we used ghost variables such as ‘n and
‘k to prove correctness, which are not displayed in the final program, but have
not been eliminated formally.

The Fibonacci algorithm can as well be verified with Hoare logic as shown
in Figure 3. Our hoare tactic generates the standard proof obligations, which

‘= 2; ‘y:=8; ‘sum = 0;
while { 2 < m |} do

tmp == ‘z; ‘x = ‘y;

Y= 4%y + tmp;

‘sum = ‘sum + ‘tmp;
od

Fig. 2. Sum of even Fibonacci numbers
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lemma F { True |}

‘z:=2; y:=8; ‘sum:= 0; ‘n:=0; ‘k:=1;

while { o < m |}

inv {
(%6 > 1) A (‘z=efib ‘n) A (‘z=fib k) A (‘y=efib (‘n+1))
A (‘y=fib (‘k+8)) A (‘sum=sum-efib m ‘k)

b

do
mp = ‘z; ‘T = ‘y;
Y= 4y A+ tmp;
‘sum = ‘sum + ‘tmp;
‘n:= ‘n+l1; k= ‘k+3

od

{ is-sum-efib ‘sum m [}

apply (hoare, auto)

apply (smt is-sum-efib-def )

apply (metis fib-6-n)

apply (metis efib-mod-2-eq-0 sum-efib-fib)
by (smt efib.simps(2) efib-correct)

Fig. 3. Verification of the sum of even Fibonacci numbers program

can be inspected when executing our Isabelle theories, and auto discharges the
trivial ones. The survivors are then proved by Isabelle’s SMT solvers and exter-
nal theorem provers, using the built-in theorem prover metis to verify external
outputs. In this case, user interaction is restricted to calling tactics and theorem
provers. Beyond that the verification is fully automatic.

7 Insertion Sort

Our next example stems from Morgan’s book: the construction and verification
of insertion sort. It shows that our tool can handle arrays and nested loops.

We model an array A by using Isabelle’s functional lists, and therefore ben-
efit from its excellent libraries developed for this data type. This includes the
operation A ! i for retrieving the i-th element of A, the function take n A which
extracts the first n elements of A, the function list-update A i e which updates
the i-th value of A to e, and a sorted predicate. Using this, array assignments
are defined merely as syntactic sugar:

‘Ali:=e & ‘A= list-update ‘A i e.

Our insertion sort algorithm takes an array Ag of polymorphic data that can
be linearly ordered. It returns a variable ‘A which holds the sorted array; that is,
the values in Ag have been permuted so that ‘A ! 7 < ‘A ! j whenever i < j. We
write ‘A ~, Ag if ‘A stores a permutation of the values of Ayg. We also require
that Ag has positive length. This suggests the specification statement
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[ Aol > 0 A ‘A=Ay, sorted ‘A N ‘A ~q Ag .

The idea behind insertion sort is well known and need not be repeated. To
express that we successively sort larger prefixes, we introduce a variable ‘¢ such
that 1 < ‘i <|‘A|. For ‘¢ = 1, we have sorted (take ‘i ‘A).

Our refinement steps are similar to Morgan’s. We show only the most impor-
tant ones in Figure 4. In (1) we initialise ‘¢ := 1 and introduce a while-loop. The
resulting proof obligation is discharged by the refinement tactic. In the body
of the loop we now wish to take the ‘“-th element of the array and insert it in
position ‘j < ‘i such that sorted (take (‘i4+1) ‘A). To express this succinctly we de-
fine the predicate sorted-but A k, which states that A is sorted after removing its

[ Aol > 0 A ‘A=Ao, sorted ‘A N ‘A ~x Ao] C (1)
“4:=1;
while {‘ < |'A|} do

[ sorted (take ‘i ‘A) A ‘i < |‘A| A ‘A ~x Ao,

sorted (take (‘i+1) ‘A) A (i+1) < |*A| A ‘A ~x Aol

4 = “4+1
od

C (2)

1= 1

while {% < [‘A|} do
[ sorted-but (take (‘i+1) ‘A) 4 A ‘4 < |'A| A ‘A ~r Ao,
4 < ‘4 A sorted-but (take (i+1) ‘A) 5 A (G#%9 — ‘Al 4§ < ‘Al (45+1))
A(a+1) < Al A (9=0V ‘Al (5—1) < ‘Al 4) A A ~q Aol
4= 9+1
od
C 3)
1= 1

while {% < |‘A|} do
“Gi=7;
while { 5#£0 A ‘A1 5 < ‘A (95— )ﬂ»do
[ j< % A sorted-but (take (‘i+1) ‘A) G A (];«fé i— ‘ALY <AL (5+1)
A (94+1) < AN G#0 AN ‘AL 5 < AL (5—1) A CA ~r Ao,
§—1 < % A sorted-but (take (i+1) ‘A) (5—1) A (‘i+1) < |‘A]
A (G125 — A1 (5-1) < AV 5) A G20 A ‘A ~p Ad];
9= 9-1
od;
4= ‘9+1
od

[ -..previous specification statement . ..]
c (4)
k= ‘Al Y,
Al Yy = Al (95-1);
Al (95-1) =k

Fig. 4. Construction of insertion sort algorithm (excerpts)
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4= 1;
while {% < [‘A|} do
=7
while { 5#0 N ‘Al 4§ < ‘Al (%—1) |} do
k=AY

AL G = Al (9-1);
‘Al (95-1) = k;
4= 9-—1
od;
4= “4+1
od

Fig. 5. Insertion sort algorithm

k-th element. We then rewrite the specification statement in (2). The refinement
tactic generates four proof obligations which are discharged automatically.

Next we wish to set ‘j to ‘i and iteratively swap ‘A ! ‘j to ‘A ! (‘4 — 1) until
‘Al (j—1) <‘A !l or ‘4 = 0. This requires introducing a new while-loop in
(3) which is justified by calling refinement.

Finally, in (4) we need to prove that the remaining specification statement is
refined by swapping ‘A ! ‘j to ‘A ! (‘§ — 1). The refinement tactic generates six
proof obligations. Discharging them automatically requires proving some general
properties of sorted list and permutations absent in Isabelle’s library, e.g., that
swapping array elements yields a permutation. Construction of the insertion sort
algorithm is then complete. The result is shown in Figure 5. Again, it is partially
correct by construction; its termination can be proved by other means. Apart
from adding some general-purpose lemmas about permutations and sorted lists
to Isabelle’s libraries, the development was fully automatic.

Decorating the algorithm with the pre- and postcondition from the above
specification statement, one can also verify this algorithm with Hoare logic.
After calling the hoare tactic and auto we are left with seven proof obligations,
the proof of which is shown in Figure 6. It is mainly by automated theorem
proving. Only the unfold step does not directly call a theorem prover. It unfolds
two facts and then calls Isabelle’s auto tool.

apply (hoare, auto)

apply (metis One-nat-def take-sorted-butE-0)

apply (metis take-sorted-butE-n One-nat-def less-eq-Suc-le not-less-eq-eq)

apply (metis One-nat-def Suc-eq-plusl le-less-linear less-Suc-eg-le take-sorted-butE)
apply (unfold sorted-equals-nth-mono sorted-but-def, auto)

apply (smt nth-list-update)

apply (metis (hide-lams, no-types) One-nat-def perm.trans perm-swap-array)
apply (smt nth-list-update)

by (smt perm.trans perm-swap-array)

Fig. 6. Verification of insertion sort algorithm (proof steps)
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8 Conclusion

We have used Kleene algebra with tests for developing a simple program veri-
fication tool based on Hoare logic in Isabelle. Adding one single axiom to this
algebra yielded a tool for program construction with a basic Morgan-style re-
finement calculus. Using the algebra in combination with Isabelle’s integrated
automated theorem provers and SMT solvers made this development simple and
effective. Two extended case studies show our tools at work.

Our tools form a lightweight flexible middle layer for formal methods which
can easily be adapted and extended. Programs are analysed directly on their re-
lational semantics, but most relational manipulations are captured algebraically.
Therefore our tools can be integrated directly into any formal method which uses
a relational semantics. Alternatively, imperative code can be verified by map-
ping a programming language syntax to its relational semantics. In the context
of program construction, code for a given imperative language could be gener-
ated automatically from our “relational” programs, transforming the abstract
data structures in these programs by data refinement [10].

Or approach can be enhanced and adapted flexibly to other analysis tasks.
First, equations in KAT can be decided in PSPACE. The general Horn and
first-order theories are undecidable, but universal Horn formulas of the form
rp =0A---Ar, =0 = s =1 are still decidable via a technique called hypothesis
elimination. Inference rules with Hoare triples fall into this fragment. Formally
verified decision and hypothesis elimination procedures are currently available
only in Coq [20]; they would further enhance the performance of our tools.

Second, in contrast to our semantic approach, KAT can be expanded to cap-
ture assignments at the algebraic level [1]. A flowchart equivalence proof from [1]
has already been formalised in Coq [20] and Isabelle [6] with this approach. It re-
quires, however, more work to integrate it into tools and increase its automation.
Comparing both approaches in practice is certainly interesting.

Third, while KAT captures the deductive aspect of Hoare logic, modal Kleene
algebras [8] encompass also its partial correctness semantics [15]. The integration
of our tools into these more expressive algebras will be our next step. This
supports program analysis directly via the wlp-semantics. It may also yield more
powerful inference rules and refinement laws, and support static analysis.

Finally, KAT could be replaced by algebras for total correctness reasoning, for
which Isabelle support has already been provided [3], and by rely-guarantee style
algebras for shared variable concurrency. A simple verification tool for this, which
includes a semantics of finite transition traces, has already been developed [2].

Acknowledgements. This work has been supported by the CNPq and the
EPSRC through a DTA scholarship and grant EP/J003727/1.
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Abstract. This paper extends Reynolds’ separation logical system for
pointer-based while program verification by adding inductive definitions.
Inductive definitions give us a great advantage for verification, since they
enable us for example, to formalize linked lists and to support the lemma
reasoning mechanism. This paper proves its completeness theorem that
states that every true asserted program is provable in the logical system.
In order to prove its completeness, this paper shows an expressiveness
theorem that states the weakest precondition of every program and every
assertion can be expressed by some assertion.

1 Introduction

Reynolds proposed a new logical system based on separation logic for pointer
program verification [17]. It enables us to have a concise specification of program
properties and a manageable proof system. Separation logic is successful in a
theoretical sense as well as a practical sense. By using separation logic, some
pointer program verification systems have been implemented [13,2].

Inductive definitions in logical systems to formalize properties of programs
have been studied widely, for example, in [7,15,18,11]. Inductive definitions play
an important role in formalizing properties of programs in logical systems. Many
important data structures such as lists and trees are naturally represented in
logical systems by using inductive definitions, since they are recursively defined
by nature. Specifications and properties of programs can be formally represented
in a natural way in a logical system with the help of inductive definitions.

Combining with separation logic, inductive definitions give a verification sys-
tem a general mechanism to formalize recursive data structures such as linked
lists and circular doubly-linked lists. Instead of manually adding these data struc-
tures one by one in an ad hoc way, the system uniformly formalizes all these
recursive data structures once we have inductive definitions in the system. Some
properties called lemmas in [14] are important for program verification. In our
system, every lemma statement corresponding to each recursive data structure is
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© Springer International Publishing Switzerland 2014
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also generated automatically from the description of the recursive data structure,
and the consistency of the system is automatically preserved.

One of the most important theoretical questions for a verification system is
its completeness [1,5,9,12]. The soundness of a system guarantees that if the
correctness of a program is proved in the system, then the program will indeed
run correctly. The soundness of those existing practical systems has been proved.
However, it does not mean the system can prove all correct programs are correct,
that is, there is a possibility that some programs are not proved to be correct
by the system even though they are indeed correct. The completeness is the
converse of the soundness. The completeness of the system guarantees that if a
program runs correctly, then the system surely proves the program is correct.
The completeness of a system shows how powerful the system is.

Our contributions are: (1) an extension of separation logic for pointer while
program verification by adding inductive definitions, (2) the completeness theo-
rem of separation logic with inductive definitions for pointer while programs, and
(3) the expressiveness theorem of the separation logic with inductive definitions
for pointer while programs.

We will prove the completeness by extending the completeness results of sepa-
ration logic for pointer while programs given in [19] to assertions with inductive
definitions. The main challenge is proving the expressiveness theorem.

We say that a logical system with the standard model is expressive for pro-
grams, if the weakest precondition of every program is definable in the logical
system. At first sight, the expressiveness may look trivial, but it is indeed a
subtle problem and some pathological counterexamples are known [3].

The expressiveness theorem for Peano arithmetic and separation logic was
proved in [19] based on the following idea. We code the heap information as well
as the store information by natural numbers, and simulating program executions
as well as the truth of assertions by using Peano arithmetic. The idea uses natural
numbers to encode the current store s and heap h, respectively. The store s is
coded by a list of values in distinguished variables. We can construct a heapcode
translation HEvals(m) of an assertion A. HEvals(m) is a pure formula such
that A is true at (s, h) if and only if HEvals(m) is true at s when the number
m represents the heap h.

We will extend the expressiveness proof in [19] to inductive definitions. Since
our system is proof-theoretically strictly stronger than the system in [19] because
of inductive definitions [16], we did not know a possibility of this extension. The
key in our proof of the expressiveness theorem for inductive definitions is to
observe that if A is an inductively defined predicate, we can define HEval4(m)
by using another inductively defined predicate. This idea is a similar direction to
the solutions used in an extension of type theory to inductive definitions [7,15],
and an extension of realizability interpretations to inductive definitions [18].

An extension of bunched implications with inductive definitions was studied
in [4]. Our assertion language is included in it, but ours is more specific for the
aim of pointer program verification. They discussed only an assertion language
and did not discuss asserted programs.
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Recently the completeness of separation logic was actively studied [5,9,12].
However, the case of a predicate logic with inductive definitions has not been
investigated yet, since [5] and [9] discussed only propositional logic, and [12]
studied only a system without inductions.

Our long-term aim is proving completeness of the core of existing practical
verification systems for pointer programs. This paper will give a step for this
purpose. In order to analyze a verification system with built-in recursive data
structures and their properties such as the lemma reasoning mechanism in [14],
the separation logic with inductive definitions is indispensable. Since our system
in this paper is simple and general, our completeness theorem can be applied
to those systems in order to show the completeness of their core systems. This
paper will also provide a starting point for completeness theorems in extensions
with richer programming languages and assertion languages such as recursive
procedure calls.

Section 2 defines our programming language and our assertion language, and
gives examples of inductive definitions. Their semantics is given in Section 3.
Section 4 gives a logical system for proving asserted programs, and Section 5
shows our completeness theorem as well as our soundness theorem. Section 6
gives a proof sketch of the expressiveness theorem. Section 7 is the conclusion.

2 Languages

This section defines our programming language and our assertion language. Our
language is obtained from Reynolds’ paper [17] by adding inductive definitions
to the assertion language.

Our programming language is an extension of while programs to pointers. It
is the same as that of Reynolds [17].

We have variables z,y, z,w, ..., and constants 0,1, null. Its expressions are
defined as follows.
Expressions e :=x |0 |1 |null|e+e|exe.

Expressions mean natural numbers or pointers. null means the null pointer.
Its boolean expressions are propositional formulas defined as follows.
Boolean expressions b::=e=e|e<e|-b|bAb|bDVD]|b—b.

Boolean expressions are used as conditions in a program.

Programs are defined by:

Programs P ::= z := e | if (b) then (P) else (P) | while (b) do (P) | P; P |

x = cons(e,e) | x := [e] | [e] := e | dispose(e).

The statement x := cons(eq, e2) allocates two new consecutive memory cells,
puts e; and es in the cells, and puts the address into x. The statement x := [¢]
looks up the content of the memory cell at the address e and puts it into x. The
statement [e1] := e changes the content of the memory cell at the address e; by
e2. The statement dispose(e) deallocates the memory cell at the address e. We
will sometimes write the number n to denote the term 1+ (14 (1+4...(1+0)))
(n times of 1+). We will use i, j, k, [, m, n for natural numbers.
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Our assertion language is a first-order language extended with inductive def-
initions and the separating conjunction * and the separating implication —x. It
is an extension of assertions in [17,19] with inductive definitions. Our assertion
language is defined as follows: Terms are the same as the expressions of our
programming language and denoted by ¢. We have predicate symbols =, <,—, a
predicate constant emp, and predicate variables X,Y,.... We assume that when
we have a predicate variable X we also have a predicate variable X.

Open formulas A ::=emp |e=e|e<e|le—e| X(t,...,t) | "A|ANA]

AVA|A— A|VzA | FzA| (uX Az ..z A)(E,...,t) | AxA| A—x A,

We assume that X occurs in A only positively for (uX.Az1 ... zn . A)(t1,. .., ts).
The positivity is defined in a standard manner as follows. We define the set
FPV_,(A) of positive predicate variables and the set FPV_(A) of negative predi-
cate variables for A in a standard way. We say that X occurs only positively in A
when X ¢ FPV_(A).

We define FPV(A) as FPV(A) UFPV_(A). We call an open formula A a
formula if FPV(A) = (). We will sometimes call a formula an assertion. We call
an open formula pure when the open formula does not contain emp, e; — es,
AxB,or A—x B.

The open formula (uX. Az ... 2,.A)(t1, .. ., t,) means the inductively defined
predicate uX.A\z1 ...x,.A holds for ¢y, ..., t,. The predicate uX.Azx; ... x,.A de-
notes the least predicate X such that A <> X (x1,...,2,). An open formula may
contain some predicate variables. The meaning of an open formula depends on
the meaning of its predicate variables. A formula does not contain any predicate
variables, and its meaning is determined in an ordinary way. For an assertion,
we will use only a formula, since it does not contain any free predicate variables.

emp means the current heap is empty. e; — e2 means the current heap has
only one cell at the address e; and its content is es. A * B means the current
heap can be split into some two disjoint heaps such that A holds at one heap and
B holds at the other heap. A —x B means that for any heap disjoint from the
current heap such that A holds at the heap, B holds at the new heap obtained by
combining the current heap and the heap. Note that X (¢1,...,t,) may depend
on the current heap since X could take emp or e; — es. The other formula
constructions mean ordinary logical connectives.

FV(A) is defined as the set of free variables in A. FV(e) and FV(P) are
similarly defined. FV(Oy,...,O,) is defined as FV(O;)U...UFV(0O,) when O;
is an open formula, an expression, or a program. A < B is defined as (A — B) A
(B— A). We use Az := t] for a standard substitution without variable capture.

We use vector notation to denote a sequence. For example, @ denotes the
sequence e, ..., e, of expressions.

Example 1 (linked lists). The predicate that characterizes singly linked lists
is formalized by using inductive definitions as follows.

Node(z,y,2) =z —y*xz+1— z,
LL = pX. Azy.(x = null Ay = 0V Fzw(Node(z, z, w) * X (w,y — 1))).
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LL(p, n) means that there is a singly linked list pointed by p such that its length
is n.
LL is the least predicate that satisfies

LL(p,n) <> p=null An =0V Jzq(Node(p, x, q) * LL(¢g,n — 1)).

LL(p,n) formalizes the predicate p::11<n> given in [14]. They added their
lemma properties in an ad hoc way for proof search. In our system, those prop-
erties are derived by the above general principle.

Example 2 (circular doubly-linked lists). Let

Node2(z,y,z,w) =z~ yxx+ 1 zxx +2— w,
DSN = pX \zyzuwv.(e =wAz=vAy=0
\/ay/wl(NOde2(x’ y/’ Z’ wl) * X(w/’ y - ]" x’ w’ ,U)))’
DCL(z,y) = (x = null Ay = 0V
Jzw(JuNode2(z, u, z, w) * DSN(w,y — 1, x,x, 2))).

DSN(q, s, p, n,t) means that there is a doubly linked list pointed by ¢ such that
its length is s, the previous pointer in the first element is p, the next pointer in
the last element is n, and ¢ points the last element. DCL(p, s) means that there
is a circular doubly-linked list of length s pointed by p.

DSN is the least predicate that satisfies

DSN(g, s,p,n,t) <
g=nAp=tAs=0V3Irs(Node2(q,s,p,r) « DSN(r,s — 1,¢,n,t)).

Since it is the least, we can also show that one of their lemma properties
DSN(q, s,p,n,t) A s >0« Ir(DSN(q, s — 1,p, t,r) * JxNode2(t, z,r,n))

is true.

DCL(p, s) formalizes the predicate p::dcl(s), DSN(r,s,p,n,t) formalizes
r::dseqN<s,p,n,t>, and the last equivalence formula formalizes their lemma
given in [14].

Example 3 (linked list segments). The predicate that characterizes linked
list segments is formalized by using inductive definitions as follows.

LS = uX.\xy.(z = y Aemp V Fu(JuNode(z, u, v) * X (v,y)) A x # y).

LS(z, p) means that the heap is a linked list segment such that  points the first
cell and p is the next pointer in the last cell.
LS is the least predicate that satisfies

LS(z,p) <» x = p Aemp V Jv(FuNode(x, u, v) * LS(v,p)) A = # p.
By this general principle we can show that
LS(x, p) » Node(p, a,b) <+ 3q(LS(x, q) » LS(q, p) * Node(p, a, b))

is true.
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LS(E, F) formalizes the following predicate 1s(E, F) given in [2], where we
represent E — [f1 : x, fo : y] by Node(E, z,y). These formulas are also true in
our system.

Is(E,F) < (E=FAemp)V (E # FA3y.Ew— [n:y]«1s(y, F)),
Is(Eq, E3) x1s(Eq, E3) x E3 — [p] = 1s(E1, E3) * E3 — [p].

3 Semantics

The semantics of our programming language and our assertion language is de-
fined in this section. Our semantics is obtained by combining a standard seman-
tics for natural numbers and inductive definitions and a semantics for programs
and assertions given in Reynolds’ paper [17] except the following simplification:
(1) values are natural numbers, (2) addresses are non-zero natural numbers, and
(3) null is 0. We call our model the standard model.

The set N is defined as the set of natural numbers. The set Vars is defined
as the set of variables in the language. The set Locs is defined as the set {n €
N|n > 0}.

For sets S1,S2, f : S1 — So means that f is a function from S; to Ss.
f 81 = fin So means that f is a finite function from S; to Sy, that is, there
is a finite subset S7 of S; and f : S] — Sa2. Dom(f) denotes the domain of the
function f. We use () and p(S) to denote the empty set and the powerset of the
set S respectively. For a function f : A — B and a subset C C A, the function
fle : C — B is defined by f|c(z) = f(z) for z € C.

A function f : p(S) — p(S) is called monotone if f(X) C f(Y) forall X C Y.
It is well-known that a monotone function has its least fixed point. The least
fixed point of f is denoted by lfp(f).

A store is defined as a function from Vars — N, and denoted by s. A heap is
defined as a finite function from Locs — i, IV, and denoted by h. We will write
Heaps for the set of heaps. A value is a natural number. An address is a positive
natural number. The null pointer is 0. A store assigns a value to each variable.
A heap assigns a value to an address in its finite domain.

The store s[zq :=n1, ...,z := ng| is defined by s’ such that s'(z;) = n; and
s'(y) = s(y) for y & {x1,...,2}. The heap h[mq :=nq,...,mg := nyi] is defined
by h' such that h'(m;) = n; and h'(y) = h(y) for y € Dom(h) — {m1,...,my}.

The store s[z1 := ni,...,z, = ng] is the same as s except values for the
variables x1,...,2,. The heap hlm; := ni,...,my := nyi| is the same as h
except the contents of the memory cells at the addresses my,...,mg. We will

sometimes write () for the empty heap whose domain is empty.

We will write h = hy + he when Dom(h) = Dom(hy) UDom(h2), Dom(hq) N
Dom(hz) = 0, h(z) = hi(z) for x € Dom(hy), and h(z) = ho(z) for z €
Dom(hz). The heap h is divided into the two disjoint heaps hi; and ho when
h = hy + ha.

A state is defined as (s, h). The set States is defined as the set of states. The
state for pointer program is specified by the store and the heap, since pointer
programs manipulate memory heaps as well as variable assignments.
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Definition 3.1. We define the semantics of our programming language.

We define the semantics [[e]]s of our expressions e and the semantics [A])s of
our boolean expressions A under the variable assignment s by the standard model
of natural numbers and [null]] = 0. For example, [[e]]; is defined by induction on
¢ by ], = s(@), [0 = 0, [1s = 1, [mll]s = 0, [ex + eals = [exls + [eals,
and so on. [[A]l, is defined in a similar way.

For a program P, its meaning [[P]] is defined as a function from StatesU{abort}
to p(States U {abort}). We will define [P]](r1) as the set of all the possible
resulting states after the execution of P with the initial state r; terminates. In
particular, if the execution of P with the initial state r; does not terminate, we
will define [[P])(r1) as the empty set, since there are no possible resulting states
in this case. Our semantics is nondeterministic since the cons statement may
choose a fresh cell address and we do not allow renaming of memory addresses.
[P]] is defined by induction on P as follows:

[P]l(abort) = {abort},

[ := €ll((s, ) = {(s[z := [e]ls], )},

[if (b) then (P1) else (P2)[|((s, h)) = [P1]]((s, k) if [b]ls = true,
[P2]]((s, h)) otherwise,

[while (5) do (P)]((s, b)) = {(s, h)} if [b], = false,
U{[while (8) do (P)](r) | r € [P]((s, h))} otherwise,

1Py Pl (s, ) = LIRS0 | (P]((x, ).

[ := cons(er, e2)]((s. 1) = {(sle := n]. hln := [ex]leon + 1 2= [ea]l])]
n>0,n,n+1¢ Dom(h)},

[ = [e]]((5: 1)) = {(sl& = h(els)}, 1)} if [, € Dom(h),
{abort} otherwise,

[lea] := e2ll((s, 7)) = {(s, hlller]ls == [e2lls)} if [ea]]s € Dom(h),
{abort} otherwise,

[dispose(e)]((5, 1)) = (5. PlDomny_ (1)} if [l € Dom(h),
{abort} otherwise.

Definition 3.2. We define the semantics of the assertion language. For an as-
sertion A and a state (s,h), the meaning [A]l(s ) is defined as true or false.
[All(s,r) is the truth value of A at the state (s, h).

A predicate variable assignment ¢ is a function that maps a predicate vari-
able X with arity n to a subset of N™ x Heaps. Since an open formula A may
contain free predicate variables, in order to give the meaning of A, we will use a
predicate variable assignment for the meaning of free predicate variables in A.
The predicate variable assignment o[X; := S1,..., X, := Sy] is defined by o’
such that ¢/(X;) = S; and o/ (V) = o(Y) for Y ¢ {X1,..., X, }. We will some-
times write () for the constant predicate variable assignment such that ((X) is
the empty set for all X.

In order to define [[A]/(s,5) for a formula, we first define [[A]f; ) for an open
formula by induction on A as follows:
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empl|f, ,,y = true if Dom(h) =0,

er = ea])7, ;) = ([ea]ls = [fea]ls),

er < ea]l7, ) = ([eals < [ea]lo),

e1 = eallf, = true if Dom(h) = {[lexs} hi(fer]ls) = lleall,
X (T, ) = true if ([T, h) € o(X),

~AJT, py = (ot [AJ7, 1)),

AN B,y = ([, ) and [BI7, 4));
AV Bl onyz = ([Alf, ny or [BIf, n));
A= Bty = ([Alf p) implies [BI7 4));

VxA]]‘(’s py = true if [A }]‘(fs[x:n]vh) = true for all n € N,
Jw AT, ) = true if [[Aﬂ‘(’s[m —n),n) = true for some n € N,
A x B}](S py = true if h = hy + ho,
[Al7s 1yy = [BI{; p,) = true for some hy, ho,
[A— B]}‘(’ = true if ho = hy + h and
AL, 1, iy = true imply HBH(S&;) true for all hq, ha,
[(pX A7 A)( Nfs,ny = trueif ([']s, h) € Up(F) where
n is the length of @,
F : p(N™ x Heaps) — p(N™ x Heaps),
- o[X:=9]
F(S) = {(Th) | TAIX5L, = true}.
(s[T:= 1 1,h)
We define [A]] (5 ) for a formula A as [A] ?S py- We say A'is true when [[A]J5,n) =
true for all (s, h).

Note that in the definition of [(uX.\ 7. A)(_>)]](S s since X appears only
positively in A, F' is a monotone function and there is the least fixed point of F'.

Since the inductively defined predicates are interpreted by the least fixed
points, we have the following lemma. We use A[X := A\7.C] to denote the
formula obtained from A by replacing X (7 )by C[7 = ?]

Lemma 3.3. Let u be uX.\7.A.
(1) A[X = ] <> p(?) is true.
(2) VZ(A[X := A7 .C] = O) = VT (u(T) — C) is true for any formula C.

They are proved by using the definition of semantics.

The claim (1) means the folding and the unfolding of inductive definitions.
The claim (2) means the inductively defined predicate is the least among C
satisfying V& (A[X := \7.C] — O).

Definition 3.4. For an asserted program {A}P{B} with assertions A and B,
its meaning is defined as true or false. {A}P{B} is defined to be true if the
following hold.

(1) for all (s, h), if [[A]](s,n) = true, then [P]|((s,h)) # abort.

(2) for all (s, h) and (s', '), if [[A]|(s,n) = true and [P]|((s,h)) > (s',h’), then
[B]((', 1)) = true.
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{A}P{B} means abort-free partial correctness. It implies partial correctness
in the standard sense. It also implies that the execution of the program P with
the initial state that satisfies A never aborts, that is, P does not access to any
unallocated addresses during the execution.

Examples. (1) {0 = 1}dispose(1);[1] := 0{0 = 1} is true. Because there is no
initial state that satisfies 0 = 1.

(2) {emp}[1] := 0{0 = 0} is false. Because the abort occurs at [1] := 0.

(3) {emp}while (0 = 0) do (z := 0);[1] := 0{0 = 1} is true. Because we do
not reach [1] := 0 because of the infinite loop, and the abort does not occur.

4 Logical System

This section defines our logical system. It is an extension of Reynolds’ sys-
tem presented in [17] so that our assertion language is extended with inductive
definitions.

We will write the formula e — e1, ez to denote (e — e1) * (e + 1 — e3).

Definition 4.1. Our logical system is defined by the following inference rules.

(assignment)

{Alz := e]}x = e{A}
{ANDYP{B} {AA-D}P{B}
{A}if (b) then (Pr) else (P2){B} (
{AND}YP{A}
{Alwhile (b) do (P){A A —b}
{A}P{C} {C}P{B}

if)

(while)

(ypip(py
{A}P{B} (conseq)
{A}P{B} ¢ (A — Ay true, B; — B true)

(cons)

{Vz'((z' — e1,e2) —* Alz := 2']) }x := cons(e1, e2){A} (z' € FV(e1, ez, A))

(lookup)

{3 (e = &' * (e = &' —x Alz :=2'])) }x = [e]{A} (' € FV(e, A))

(mutation)

{(Fz(e1 — x)) * (e1 — ea — A)}e1] := ea{ A} (x € FV(e1))

{(3z(e — x)) x A}dispose(e){A} (dispose)

(z € FV(e))

We say {A}P{B} is provable and we write - {A}P{B}, when {A} P{B} can
be derived by these inference rules.

Note that in the side condition (A— A; true, B;— B true) of the rule (conseq),
the truth means one in the standard model of natural numbers and inductive
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definitions. Theoretically there are several interesting choices for the truth of this
side condition [1]. Since we are interested in whether a given implementation of
this logical system is indeed powerful enough in a real world, we choose the truth
of the standard model. Hence the completeness of our system means complete-
ness relative to all true formulas in the standard model of natural numbers and
inductive definitions.

5 Soundness and Completeness Theorems

Our main results are the completeness theorem and the expressiveness theorem
stated in this section. We will also show the soundness theorem. The soundness
theorem is proved in a similar way to [17] and [19]. The completeness theorem is
proved in a similar way to [19] if we have the expressiveness theorem. A proof of
the completeness theorem requires the expressiveness theorem. Since our asser-
tion language is extended with inductive definitions, the expressiveness theorem
for our assertion language is really new. For this reason, the completeness result
is also new. We will give only proof sketches of the soundness theorem and the
completeness theorem.

Theorem 5.1 (Soundness). If {A}P{B} is provable, then {A} P{B} is true.

The soundness theorem is proved by induction on the given proof of { A} P{B}.
Intuitively, we will show each inference rule preserves the truth.

Definition 5.2. For a program P and an assertion A, the weakest pre-
condition for P and A under the standard model is defined as the set
{(s, B)|Vr([P]((s,h)) > 7 — 1 # abort A [A]}, = true)}.

Our proof of the completeness theorem will use the next expressiveness theo-
rem, which will be proved in the next section.

Theorem 5.3 (Expressiveness). For every program P and assertion A, there
is a formula W such that [W]|(, ) = true if and only if (s, h) is in the weakest
precondition defined in Definition 5.2 for P and A under the standard model.

Theorem 5.4 (Completeness). If {A}P{B} is true, then {A}P{B} is
provable.

This theorem says that a given asserted program {A}P{B} is true (defined
in Section 3), then this is provable (defined in Section 4). Note that it is relative
completeness in the sense that our logical system assumes all true formulas in
the standard model of natural numbers and inductive definitions. This is the
best possible completeness for pointer program verification for a similar reason
to that for while program verification discussed in [6].

We sketch the proof. The completeness theorem is proved by induction on
the program P. The goal is showing a given true asserted program is provable.
Intuitively, we will reduce this goal to subgoals for smaller pieces of the given
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program that state true asserted subprograms of the given program are provable.
If we show that for each program construction a true asserted program is provable
by using the assumption that all the asserted subprograms are provable, we can
say any given true asserted program is provable.

We discuss the rule (comp). Suppose {A}P;; Po{B} is true. We have to con-
struct a proof of {A}Pr; Po{B}. In order to do that, we have to find some asser-
tion C such that {A}P1{C} is true and {C} P2{ B} is true. If we find the assertion
C, since P, and P, are smaller pieces of the given program P;; Py, we can sup-
pose {A}P1{C} and {C}P,{B} are both provable, and by the rule (comp), we
have a proof of {A}P;; P,{B}. In order to find the assertion C, we will use the
expressiveness given by Theorem 5.3, to take the weakest precondition for P
and B as the assertion C.

6 Proof Sketch of Expressiveness Theorem

This section gives a sketch of proofs of the expressiveness theorem (Theorem
5.3). We extend the expressiveness proof given in [19] to inductive definitions.
We assume the readers of this section have knowledge of [19] and [20].

In order to show the expressiveness theorem, we have to construct a formula
that expresses the weakest precondition for given a program P and a formula
A. We will follow the technique used in [19] and [20]. The main technique is
to translate separation logic into ordinary first-order logic by coding a heap by
a natural number and simulating a separation-logic formula by a pure formula
produced by its translation. First we translate a separation-logic formula A into
a pure formula HEvaly(m) such that A is true at the current heap h if and
only if HEvala(m) is true where m is a natural number that represents the
current heap h. We say m is a code of h. Secondly we give a pointer program
P a semantics Execp((n1,m1), (n2, ma)) that manipulates the code of the cur-
rent heap instead of the current heap itself. We will define the pure formula
Execp((n1,m1), (n2, ma)) such that when the current heap is represented by
my, if we execute P, then the current heap is changed into some heap repre-
sented by ms. Finally the weakest precondition for P and A is described by a
formula Wp 4 that transforms the current heap into its heap code mq, requires
Execp((n1,m1), (n2, ma)) for executing P, and requires HEval 4 (m2) for enforc-
ing A at the resulting heap ms. This formula Wp 4 proves our expressiveness
theorem.

Since our assertions include inductive definitions, it is non-trivial to make
this technique work for our system. In particular, the main challenge is to define
a translation scheme HEvaly for assertions of form A that contain inductive
definitions. This section shows it is actually possible. Similar problems occurred
in type theory and realizability interpretations. An extension of type theory to
inductive definitions was solved in [7] and [15], and an extension of realizability
interpretations to inductive definitions was solved in [18]. Their ideas were to
use another inductive definition for translating a given inductive definition. Our
solution will be similar to these ideas.
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We will define a heapcode translation HEvaly(m) of an assertion A such
that HEvala(m) is a pure formula for expressing the meaning of A at the heap
coded by m. The main question is how to define HEvaly(m) for inductively
defined predicates. To answer this question, we will show that we can define

- — .
HEval(MX.)\?_A)(?)(m) as (uX ATy.HEvala(y) A IsHeap(y))(?,m) by using

another inductively defined predicate X .AZy.HEvala(y) A IsHeap(y), and we
will also show that this satisfies a desired property (Lemma 6.8).

Semantics for Pure Formulas

When we simulate an inductively defined separation-logic formula by some in-
ductively defined pure formula, in order to avoid complications, we introduce the
semantics of pure formulas, which does not depend on a heap. This semantics
has the same meaning as our semantics defined in Section 3, and is a stan-
dard semantics for pure formulas with inductive definitions, for example, given
in [18,16].
Definition 6.1. For a store s, and a pure formula A, according to the standard
interpretation of a first-order language with inductive definitions, the meaning
[[A]ls is defined as true or false. [A]|; is the truth value of A under the store s.

A pure predicate variable assignment o is a function that maps a predicate
variable of arity n to a subset of N™. The pure predicate variable assignment
o[X;y :=81,..., X, := Sp] and the pure constant predicate variable assignment
() are defined in a similar way to Section 3.

In order to define [[A])s for a pure formula A, we first define [[A]] for a pure
open formula A as follows. We give only interesting cases.

[X (7)]g = true if [T]. € o(X),
[[(MX)\?A)(?)]H = true if [[?}]s € Ifp(F) where n is the length of 7,
F:p(N™) > p(N™),
F(8)={T| [A7 575, = true}.

We define [[A]]s for a pure formula A as [[A])?.

S

In order to show [A]ls = [A]ls,n) for a pure formula A, we need some
preparation.

For a pure predicate variable assignment o, we define a predicate variable
assignment o x Heaps by (o x Heaps)(X) = o(X) x Heaps. For a subset S of
N™ x Heaps, we call the subset S H-independent when S = S’ x Heaps for some
subset S’ of N™. For a predicate variable assignment o, we call the predicate
variable assignment o H-independent when o(X) is H-independent for all X.

Lemma 6.2. Suppose A is pure.
(1) {(s; h) [ [A]l{s 5y = true} is H-independent if o is H-independent.

(2) [[4]2 = [A]7 P for all heaps h.

Lemma 6.3. For a pure formula A, we have [A]]; = [[A]|(s,5) for any h.
Proof. By letting o = () in Lemma 6.2 (2). O
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Heapcode Translation

We define a heapcode translation of an assertion A that is a pure formula and
describes the meaning of A in terms of the heap code. This is based on the same
idea in [19]. Our key idea is to find that it is possible to define HEval4(z) for an
inductively defined predicate A by using another inductively defined predicate.

Definition 6.4. We define the pure open formula HEval4(z) for the open for-
mula A by induction on A. We give only interesting cases.

HEval  — (m) = X(T,m),

(t) -
HEval (m) = (uX \Zy.HEvala(y) A IsHeap(y))(?>

WX AT A)(T) -

For a formula A, HEvala(m) means [[A]](s ) = true where s is the current store
and m represents the heap h. That is, we have [HEvala(m)]ls = [A]l(s,n) if m
represents the heap h. This will be formally stated in Lemma 6.8.

Note that in the definition of HEval(MX.)\?.A)(?)(m), since X appears

only positively in A, ~X appears only positively in HEvala(y). We have
FPV(HEvala(m)) = {X|X € FPV(A)}. In particular, when (;LX.)\?.A)(?)
is a formula, (uX A7 y.HEvala(y) A IsHeap(y))(?, m) is also a formula.

Definition 6.5. We define the pure formula Eval , = (n,m) for the assertion A.
We suppose 7 includes FV(A).

Eval, 2 (n,m) = IsHeap(m) A 37 (Store— (n) A HEvaly (m)).

For a formula A, Eval, »(n, m) means [A]|, ) = true where n represents the
store s and m represents the heap h.

Key Lemma

To utilize the heapcode translation defined just above, we need the key lemma
that states that the semantics of a separation-logic formula equals the semantics
of the corresponding pure formula obtained by the translation even if our system
includes inductive definitions.

We define ( )* for transforming semantics for heaps between that for heap
codes.

Definition 6.6. We use Heapcode(m, h) to mean the number m is the code
that represents the heap h. For S C N™ x Heaps, we define

S = {(?Jn) | (?, h) € S,Heapcode(m, h)},

For a predicate assignment o, we define o* by o*(X) = (X)*.

The role of S* is to give the semantics of the corresponding pure formula when
S gives the semantics of a separation-logic formula.

In order to prove Lemma 6.8, we need the following key lemma, which is a
generalization of Lemma 6.8 for open formulas.
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Lemma 6.7 (Key Lemma). Suppose A is an open formula and y ¢ FV(A).
We have Vmh(Heapcode(m, h) — [[HEvalA(y)]]‘S’[*y::m] = [Al7; 1))-

The next lemma shows that the pure formula HEval4(m) actually has the
meaning we explained above.

Lemma 6.8. Suppose A is a formula. We have Heapcode(m,h) —
[HEvala(m)]ls = [Alls,n)-

Proof. By letting o = () in Lemma 6.7. O

Once HEval, is defined and Lemma 6.8 is shown, we can construct the for-
mula required in the expressiveness theorem in a similar way to [19]. Note that
Eval , » below is extended to inductive definitions. We will use Pair2(k,n,m) to
mean that k represents the state (s, h) when n represents s and m represents h.

Definition 6.9. We define the formula Wp 4(7') for the program P and the
assertion A. We fix some sequence 7 of the variables in FV(P, A).

Wpa(T) = Vayzw(Store— (x) A Heap(y) A Pair2(z, z,y) A Execp (2, w)
—w > 0 A Jyrz1(Pair2(w, y1, 21) A Evaly 2 (y1,21))).

Wp 4(7) means the weakest precondition for P and A. That is, Wp 4 () gives
the weakest assertion W such that {W}P{A} is true. Note that all the free
variables in Wp 4(7) are T and they appear only in Store— (z). This formula
is the formula that describes the weakest precondition, and by this formula we
can prove the expressiveness theorem (Theorem 5.3).

7 Conclusion

We have shown the completeness theorem of the pointer while program verifica-
tion system which is an extension of Reynolds’ separation logic with inductive
definitions. For this purpose, we have also proved the expressiveness theorem
of Peano arithmetic, the separation logic, and inductive definitions for pointer
while programs under the standard model.

Future work would be to find a assertion language with inductive definitions
that would be more suitable for automated deduction. For example, it would
be interesting to find what syntactical condition guarantees that the claim (1)
derives the claim (2) in Lemma 3.3. It would be also interesting to find a decidable
fragment of a logical system with inductive definitions.

Another future work would be proving completeness results of various ex-
tensions of our system such as recursive procedure calls with call-by-name pa-
rameters and global variables, which have been intensively analyzed for while
programs by several papers [1,8,10].
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Abstract. We describe the motivations, technical problems and solu-
tions behind the implementation of BeeDeeDee, a new thread-safe Java
library for Binary Decision Diagrams (BDDs) manipulation. BeeDeeDee
allows clients to share a single factory of BDDs, in real parallelism, and
reduce the memory footprint of their overall execution, at a very low
synchronization cost. We prove through experiments on multi-core com-
puters that BeeDeeDee is an effective thread-safe library for BDD ma-
nipulation. As test cases, we consider multiple instances of the n-queens
problem, the construction of circuits and the parallel execution of infor-
mation flow static analyses of Java programs, for distinct properties of
variables. For sequential-only executions, BeeDeeDee is faster than other
non-thread-safe Java libraries and as fast as non-thread-safe C libraries.

Keywords: Manipulation of Boolean functions, Binary Decision Dia-
grams, Java multithreading.

1 Introduction

Binary Decision Diagrams [14] (from now on BDDs) are a well-known data
structure for the efficient representation of Boolean functions. Their first success
story is their application for symbolic model checking [16]. They have been sub-
sequently applied to static analysis: groundness analysis of logic programs [11],
aliasing analysis of Java [18], cyclicity analysis of Java [20] and information flow
analysis of Java bytecode [17]. This is because variables in Boolean functions
can be very naturally seen as properties of program states or program variables,
while implications between them can be seen as constraints between those prop-
erties. For instance, a Boolean function might express the fact that groundness
of a variable might imply groundness of another; or that aliasing between a pair
of variables might entail aliasing between other pairs; or that whenever a piece
of information flows into a variable it might flow into other variables as well.
BDDs are one of many possible representations for Boolean functions. Their
success is related to their compactness and efficiency. The key idea underlying
their definition is to represent a Boolean function as a directed acyclic graph,
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where each non-terminal node corresponds to the evaluation of a variable and
has two outgoing edges, leading to graphs which represent the function with
the variable value fixed to 1 (true) or 0 (false), respectively; terminal nodes are
labeled 0 or 1 and correspond to the evaluation of the function once all vari-
ables has been assigned a value [14,15]. The order of variable evaluation can be
fixed, and redundant nodes can be removed, leading to a canonical BDD, that
is, a minimal representation for a class of equivalent functions. So, equivalence
of functions can be tested by checking the structural identity of their BDD rep-
resentations. Moreover, this accounts for a significant reduction in the memory
space needed to hold a BDD. Furthermore, a clever implementation might allow
distinct BDDs to share identical subgraphs.

There exist special purpose BDDs. For instance, Algebraic Decision Diagrams
(ADDs) [12] can have other terminal nodes than 0 and 1. They can efficiently
represent matrices and weighted directed graphs, by encoding their characteristic
functions. Zero-suppressed Binary Decision Diagrams (ZDDs) [19] consider as
redundant and remove the nodes whose positive edge points to terminal node 0.
They are overall larger than BDDs in size, but they become very compact when
dealing with functions that are almost everywhere 0.

C libraries, such as BuDDy [2], CUDD [4] and CAL [3], that represent and ma-
nipulate BDDs, may be used in Java via the Java Native Interface. They merely
feature an API that is poorly adapted to an object-oriented language and they
are not cross-platform since they must be recompiled on each platform. Java
libraries, such as JavaBDD [7], JDD [8] and SableJBDD [10], are built around
a common architecture, where BDDs are compactly stored in an array of inte-
gers: each integer stands for a logically distinct BDD. This array is manipulated
through a centralized controller, called factory, that uses a unique table of nodes.
Furthermore, caching is typically used to avoid re-computations

JavaBDD seems to be the current choice of the Java world and it offers in-
terfaces to the native libraries BuDDy, CAL and CUDD, as well as to JDD. It
includes a unique table implementation directly translated in Java from BuDDy.
JDD performs well with problems that only involve simple Boolean operations,
such as the n-queens problem, but performs rather badly in case of variable
replacement or quantification. Moreover, for replace, exist and forall opera-
tions, it exhibits unusual behaviors, such as exiting the JVM instead of throwing
exceptions. Consequently, it may not be suitable to production environments.
SableJBDD is in a very early stage of development and currently exhibits low
performance and very high memory consumption.

Among C libraries, CUDD can manipulate both ADDs and ZDDs. Among
Java libraries, only JDD can manipulate ZDDs.

2 Our Motivation: Parallel Information Flow Analyses

The present work was sparked from a concrete problem. We were implementing
many flavors of information flow analysis for Java bytecode inside our Julia static
analyzer [9], by using a common framework derived from [17] and based on a
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translation of the program into Boolean functions.! Each flavor was targeted at
determining where and how some specific kind of information might flow inside
a Java program. These kinds of information were inspired from the Top 25 Most
Dangerous Software Errors [1]: among them, one finds well-known issues such as
user-provided servlet parameters flowing into SQL commands (SQL-injection)
or into OS commands (command-injection); hard-coded credentials flowing into
user-visible output; internal data flowing into implementation revealing output.

These distinct analyses do share a lot: namely, most program statements
just transfer information from variables to variables and their abstraction into
Boolean functions is identical for all flavors of information flow analysis; only a
few statements have different abstraction for distinct information flow flavors.
Our first implementation was based on JavaBDD. Each information flow analy-
sis was independent from the others, that is, it was run in isolation and did not
share any data structure with the others. The result was perfectly working and
we could also run more analyses in parallel, in distinct threads, as long as each
thread allocated its own unique table of BDDs and caches. But we immediately
hit the limit of this approach as soon as we tried to analyze, in parallel, the full
codebase of Hadoop Common [5], a Java implementation of a big data engine.
While the computational cost in time was still acceptable, the memory footprint
of the parallel analyses exploded and we had to rely on their sequential rather
than parallel execution, which however takes many hours rather than minutes.

In order to reduce the memory footprint of the parallel analyses, we tried to
use a single BDD unique table, shared among all threads. But this turned up
to be impossible with JavaBDD. In fact, JavaBDD is not a thread-safe library,
in the sense that by sharing the unique table among threads one just gets a
runtime exception. This problem was present also with native C libraries. We
realized that we needed a new library for BDD manipulation, with a thread-
safe implementation. Our first version of that library was however deceiving: we
built it so that all operations on the unique table were mutually exclusive, which
made it thread-safe; however, any parallel execution was in reality completely
sequential, since one thread at most could access the unique table, at a time.
We understood that we had to allow more threads to use the unique table at
the same time and synchronize them as rarely as possible. How this could be
achieved was far from obvious and is the topic of this article.

3 The Features of Our Library

We assume the Java memory model: the runtime may introduce execution opti-
mizations as long as the result of a thread in isolation is guaranteed to be exactly
the same as it would have been if all the statements been executed in program
order. This semantics does not prevent different threads from having different
views of the data, but actions that imply communication between threads, such

! These information flow analyses are not the topic of this article and we describe
them as far as it is needed for understanding our work on BDDs.
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Fig.1. An ordered read-once branching program with order x1 < x2 < x3 for the
Boolean formula =(z1 Azz Az3) V (21 Az2) V (22 Axs)

as the acquisition or release of a lock, ensure that actions that happen prior to
them are seen by other threads.

Let us clearly state the features of our efficient thread-safe library for BDD
manipulation in Java. By thread-safe we mean that clients can run in parallel
and safely share a BDD unique table and all the needed caches. By efficient
we mean that clients do not pay a high synchronization cost for that and are
consequently blocked for a low percentage of their overall execution time.

Our library is not multithreaded, in the sense that it does not use multi-
threading itself: BDDs are manipulated exclusively via sequential algorithms. It
does use multithreading just for parallel resizing and garbage-collection, but this
is a secondary aspect that does not account very much for its efficiency.

As a matter of fact, ideal parallelism is rarely achievable, since there is gen-
erally some synchronization cost to pay for. As a consequence, the parallel ex-
ecution of many instances of the same task will cost, in general, slightly more
than the execution of a single instance, also when enough execution cores are
available. A concrete example is shown at the end of this article (see Figure 6).

4 Boolean Formulas and BDDs

Boolean formulas are generated by the grammar f =z |0 | 1| =f | f A f]
fVflf=1f|f% f, where x ranges over a given set of Boolean variables, 0
means false and 1 means true. The set of truth values is denoted as B = {0, 1}. An
assignment 7 binds each Boolean variable z to a truth value 7(z) and allows one
to evaluate a Boolean formula f into a truth value 7(f), computed by replacing
each Boolean variable in f with its value as provided by 7 and by applying the
usual truth tables for the logical operators. If we fix an ordering on the Boolean
variables, we can view f as defining a Boolean function from B"™ to B where n is
the number of variables in f. Two Boolean functions are equal if they yield the
same truth value for all assignments.
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(a) isomorphic nodes (b) useless test

Fig. 2. Types of redundancy in an ordered read-once branching program

Fig.3. BDD for =(z1 Azz Az3) V (z1Az2) V (22 Aws) with 21 < z2 < 23

We can represent a Boolean function f as a rooted, directed, acyclic graph,
consisting of decision nodes and terminal nodes. Each decision node v is labeled
with a Boolean variable x and has two children called low(v) and high(v). The
edge from v to low(v) (or high(v)) represents an assignment of x to 0 (respec-
tively, 1). Terminal nodes can be either a 0-terminal or a 1-terminal. Each truth
assignment 7 stands for a path from the root to a terminal node, the latter being
7(f)-terminal. Each variable can be evaluated at most once in a path. Such a
graph is called a read-once branching program. Moreover, it is called ordered if
the variables on a path from the root to a terminal node are ordered according to
a fixed total order, as in Figure 1. These graphs can be simplified by applying the
following rules (see Figure 2): merge any isomorphic subgraphs (merging rule)
and remove any node whose children are isomorphic (elimination rule). This
leads to reduced ordered read-once branching programs, also known as Binary
Decision Diagrams or BDDs (Figure 3).

Any Boolean function has a unique BDD representation [14], up to isomor-
phism; i.e., BDDs are a canonical representation of Boolean functions, where the
equivalence test of functions becomes an isomorphism check on acyclic graphs.



40 A. Lovato, D. Macedonio, and F. Spoto

Function MK(v,l,h)
input : A variable v and two nodes [ and h
output: A node with label v, low child [ and high child h

1 if [ = h then

2 return [;

3 if the unique table does not contain a node n = (v,l, h) then
4 add node n = (v,l, h) to the unique table;

5 return n.

5 Architecture of a BDD Library

The first efficient BDD package of [13] has been the inspiration for subsequent
packages. The idea is to implement a BDD node as a data structure with, at
least, a variable index and two node references to low and high children.

As we anticipated, every BDD package keeps a unique table of nodes, which
contains all the already created BDDs and is used as a cache, so that isomorphic
BDDs are never recreated. This allows the achievement of strong canonicity: not
only are two equivalent functions represented by isomorphic graphs, but they
are actually the same graph in memory. Therefore BDD equivalence testing
boils down to constant-time equality checking of pointers. The unique table is
typically an array of integral values: each node is represented as a triple (v,l, h),
where v is the corresponding variable, [ is the position of the low child and h is
the position of the high child inside the same array.

To retrieve already created nodes from the unique table, it is convenient to
organize it as a hash table, so that the array also contains, for each node, the
position of the next node inside the same bucket, if any.

In order to represent strongly canonical BDDs, a package defines two constants
and two functions. Constants ZERO and ONF stand for 0 and 1. Function MK
yields a node with a given variable as a label and with two given nodes as chil-
dren. Function APPLY implements a logical operation over BDDs and typically
uses a cache for efficiency, which is implemented as a hash table.

Lines 1-2 of MK implement elimination rule, while lines 3—4 implement merg-
ing rule. Thanks to the use of the unique table inside MK, function APPLY
keeps strong-canonicity, as it can be proved by induction. Since BDDs must be
ordered, variables are put in order in the result of APPLY. Time complexity is
O(|n1||n2|). In fact, if |n| denotes the number of nodes of a BDD rooted at n,
then the recursive calls in APPLY (op, n1, na) are |nl||n2| at most (see [14]).

Caching is also used for non-propositional operations on BDDs such as restric-
tion (fixing the value of a variable) and variable replacement. In fact, variables
must be kept ordered subsequently to every variable replacement and reordering
requires a complete and expensive rearrangement of BDDs: this is why a cache
is used. Universal and existential quantification are reduced to restriction and
propositional operations.
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Function APPLY (op, n1, n2)

input : A logical operator op and two nodes ni and na
output: The result of the operation ni op n2

if the result of (n1 op n2) is already cached then
return that result;

if n1, na are constants then
return op applied to n; and na;

if var(n1) = var(nz) then
result = MK (var(ni),
APPLY (op, low(ni), low(nz)), APPLY (op, high(n1), high(n2)) );

else if var(ni) < var(nz) then
result = MK (var(n1),
APPLY (op, low(ni), n2), APPLY (op, high(ni), n2) );
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11 else

12 result = MK (var(ns2),

13 APPLY (op, n1, low(nz))), APPLY (op, n1, high(nz2)) );
14 cache result;

15 return result;

BDDs might be used for temporary operations and then become garbage,
alike all dynamically allocated data structures. However, the normal garbage
collector of Java is not in charge here: nodes are elements of an array of integers
(the unique table) and Java garbage collector deals with the array as a whole,
not with its single elements. It is hence necessary to implement a brand new
garbage collector for elements of the unique table array. This garbage collector
must run when that table is almost full, mark unr