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Abstract. From the era of big science we have back to the "do it yourself" era of
science, where you don’t have any money to buy clusters and subscribe to grids but
still have algorithms that crave many computing nodes and need them for scalability.
Fortunately, this coincides with the era of big data, cloud computing, and browsers
including JavaScript virtual machines. This talk will concentrate on two different
aspects of volunteer or freeriding computing: first, the pragmatic: where to find
those resources, which can be used, what kind of support you have to give them;
and then, the theoretical: how algorithms can be adapted to a environment in which
nodes come and go, have different computing capabilites and operate in complete
asynchrony of each other.

1 What Is the Point of Low or No Cost Evolutionary
Algorithms

The world has computational resources in spades. Most of them do not belong to
you or your lab. That does not mean you cannot use it. The problem is how.

Most theory in parallel computing has been devoted to predict and optimize the
performance where the number of nodes, their connections, and the time every one
is devoting to the computation is known in advance. However, even if Big Science is
not over, the era of Citizen science has started (with SETI@home and then BOINC)
and it offers a vast amount of computational resources to attract, if only you know
how. But there is a challenge: knowing, or at least having a ballpark, of how your
algorithm is going to perform in this uncertain environment, where none of the
factors is known: neither the number of nodes, through how they are connected,
to how long are they going to be focused on doing what you want them to.
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Besides, since Amazon started selling EC2 several years ago, reliable and scal-
able computing resources are also available for a low price and on demand. Recently,
Google has also refurbished its offering lowering their prices. This means that the
conjunction of free or low-cost cloud computing engines, volunteer computing sys-
tems and and untapped capability of desktop systems can be used for creating mas-
sive, or at least potentially massive, distributed computing experiments.

2  Conclusion

In this talk we will offer our experience on using browser-based computing since
1999 [1] and other emerging paradigms, such as peer to peer based computing [2],
mainly using evolutionary algorithms.

There are many challenges involved in using these resources: from adapting cur-
rent algorithms so that they match this environment [3] to check which EA config-
uration works the best in it, or creating a framework that can use it easily [4]. But
the main challenge is that asking people to contribute resources implies that you
are opening your science to society and you have to give something in return: you
have to adopt a set of best practices that have come to be known as Open Science,
because “Give, and it shall be given unto you”, you will get as much back from
society as you give to it opening your science and explaining it to the public. This,
among other things, means that popularity will become directly performance of the
metacomputer you create by attracting more users.
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