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Preface

The 15thedition of the Towards Autonomous Robotic Systems (TAROS) confer-
ence was held during September 1–3, 2014, at the new Library of Birmingham,
in the UK. The papers in these proceedings are those presented at TAROS 2014.

The TAROS series was initiated by Ulrich Nehmzow in Manchester in 1997
under the name TIMR (Towards Intelligent Mobile Robots). In 1999, Chris Mel-
huish and Ulrich formed the conference Steering Committee, which was joined
by Mark Witkowski in 2003 when the conference adopted its current name. The
Steering Committee has provided a continuity of vision and purpose to the con-
ference over the years as it has been hosted by robotics centers throughout the
UK. Under their stewardship, TAROS has become the UK’s premier annual con-
ference on autonomous robotics, while also attracting an increasing international
audience. Sadly, Ulrich died in 2010, but his contribution is commemorated in
the form of the TAROS prize named the “Ulrich Nehmzow Best Paper Award.”

In 2014, our call for papers attracted 48 submissions (34 for full paper and
14 for extended abstracts) from institutions in 14 countries. Each paper was as-
signed to two Program Committee members and underwent a careful reviewing
procedure, occasionally with support from additional experts. Based on the re-
views and feedback from the committee, the organizers accepted 23 full papers
and nine extended abstracts to be presented at the conference. The accepted
submissions are published in these proceedings, with full papers allocated 12
pages and extend abstracts at two pages. The overall program covers various
aspects of robotics, including navigation, planning, sensing and perception, fly-
ing and swarm robots, ethics, humanoid robotics, human–robot interaction, and
social robotics.

We would like to thank all Program Committee members for their service to
the robotics community and all authors for their contributions to TAROS. We
also thank the University of Birmingham and its School of Computer Science,
Claire Lindow for administrative support, the Institution of Engineering Tech-
nology (IET) for sponsoring an invited lecture, and Springer for sponsoring the
best paper award. The local organizers additionally thank Mark Witkowski and
Chris Melhuish for providing guidance and support.

We hope the reader finds this present volume of robotics papers insightful and
engaging, and we look forward to seeing the continued progress and successes of
the robotics community at TAROS conferences in the years to come.

July 2014 Michael Mistry
Aleš Leonardis

Mark Witkowski
Chris Melhuish
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Tony Dodd University of Sheffield, UK
Sanja Dogramadzi University of West England, UK
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Modeling of a Large Structured Environment

With a Repetitive Canonical Geometric-Semantic Model�

Saeed Gholami Shahbandi and Björn Åstrand

Center for Applied Intelligent Systems Research (CAISR),
Intelligent Systems Lab, Halmstad University, Sweden

Abstract. AIMS project attempts to link the logistic requirements of
an intelligent warehouse and state of the art core technologies of automa-
tion, by providing an awareness of the environment to the autonomous
systems and vice versa. In this work we investigate a solution for mod-
eling the infrastructure of a structured environment such as warehouses,
by the means of a vision sensor. The model is based on the expected
pattern of the infrastructure, generated from and matched to the map.
Generation of the model is based on a set of tools such as closed-form
Hough transform, DBSCAN clustering algorithm, Fourier transform and
optimization techniques. The performance evaluation of the proposed
method is accompanied with a real world experiment.

1 Introduction

Following the advances of the state of the art in autonomous vehicles, and grow-
ing research on the design and development of innovative solutions, intelligent
warehouses emerge leveraging insights from several specialist domains. The Au-
tomatic Inventory and Mapping of Stock (AIMS) project targets the traditional
warehouses where not necessarily infrastructures are designed or installed for au-
tomation. AIMS project intends to develop a process, through which an aware-
ness of the surrounding environment is embedded in a “live” semantic map,
for effective management of logistics and inventory (see fig. 1). Achieving this
objective requires different sensors contributing to this semantic map in mul-
tiple layers. Forklift trucks enriched with such an awareness enable safe and
efficient operations while sharing the workspace with humans. In such a shared
workspace, compatibility between vehicles’ knowledge, humans’ cognition and
Warehouse Management Systems (WMS) is important.

This paper focuses on mapping and modeling the infrastructure of the ware-
house, as a foundation for addressing the location of both vehicles and storage
of the warehouse. We present a method to extract structural pattern of the map
that serves as the foundation of a multilayer geometric-semantic map to be used
for logistic planning, Auto Guided Vehicle (AGV) path planning and WMS in-
teraction. Semantic labels are subject to the context, in order to be functional

� This work as a part of AIMS project, is supported by the Swedish Knowledge Foun-
dation and industry partners Kollmorgen, Optronic, and Toyota Material Handling
Europe.

M. Mistry et al. (Eds.): TAROS 2014, LNAI 8717, pp. 1–12, 2014.
c© Springer International Publishing Switzerland 2014



2 S.G. Shahbandi and B. Åstrand

Fig. 1. The objective in AIMS project is to provide an awareness framework. The
framework interacts with Warehouse Management System (WMS).

they shall be defined based on the environment and application. Accordingly we
integrate multiple layers in this map, from geometric layout design of the environ-
ment to semantic annotation of the regions and infrastructures as a model. For
this purpose a map of pillars of the pallet rack cells (see fig. 1) is generated, from
a fish-eye camera based on a bearing-only mapping method. This map is used for
inference and generation of a layout map of the warehouse, which integrates the
desired conceptual meaning. Contribution of this work is a semantic-geometric
model, based on an object map entailing infrastructure elements as landmarks.
This is followed by an easement in inferences through a method for extracting
and matching the model from and to the aforementioned map. Reliability and
performance of the proposed model and accompanying method is demonstrated
on a map acquired from a real world warehouse.

1.1 Related Works

In a time where robots are embedded in our daily life, robot’s awareness of their
surrounding is a crucial competence and semanticmapping is a particularly impor-
tant aspect of it. That is because, while a geometrically consistentmap is sufficient
for navigation, it is not enough for task planning and reasoning. Many researchers
have been contributing to this particular aspect, from different points of view.

Some tried to model the environment through the topology of open space in
geometric map, like [6], where they employed a series of kernels for semantic
labeling of regions. Some others like [5], [14] and [9] proposed spatial maps,
enhanced conceptually by object recognition in regions of the map. [5] proposed a
composition of two hierarchical maps, semantic and geometric anchored together.
In [14] a framework of a multilayer conceptual map is developed, representing
the spatial and functional properties of the environment. And [9] introduced
a comprehensive framework of spatial knowledge representation for large scale
semantic mapping.

While mentioned researchers aimed to derive semantic concept from the func-
tionality of the objects into the map, some others such as [8], [12] and [7],
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introduced properties of the regions as semantic label. [8] annotates an occupancy
map with the properties of the regions, either “building” or “nature”, through
data from range scanner and vision. In [12] properties of the environment such
as terrain map and activity map, are embedded into a metric occupancy map.
Concerning the global localization, [7] employed hybrid geometric-object map.

Mentioned works are proposed for cases where the global structure of the en-
vironment is not a concern, and semantic information is extracted locally. The
conceptual meaning is the property or functionality of the content of those re-
gions, and does not link to the structural model of the environment. Researchers
have also taken into account the environment’s structure. [13] attempted mas-
tering the SLAM problem by a geometrical object-oriented map representation,
through modeling the boundaries of obstacles with polygons, employing a Dis-
crete Curve Evolution (DCE) technique. An interesting recent work [10], devel-
oped a method for detection, evaluation, incorporation and removal of structure
constraint from latent structure of the environment into a graph-based SLAM.
Two last examples take into account the structure of the environment, for im-
proving the solution to SLAM problem and providing a more consistent map.
However there is no conceptual meaning accompanying the extracted structure.

Spatial semantic of open space from occupancy map is an interesting aspect
and we investigate it in another work. It does provide useful knowledge of the open
space in a warehouse, such as connectivity, corridors, or crossing of the corridors.
But it does not provide semantic labels for infrastructure, such as the entrance of a
pallet rack cell (see fig. 2). Such an information is very useful when the articles are
localized in the layout, for logistic andAGVs’ task planning. The other approaches
to semantic mapping, where the semantic labels are derived from objects in the
region is not very beneficial to our work either. That is because the smallest en-
tities of regions are pallet rack cells with same semantics. Stored articles in those
pallet rack cells and their identities do not carry any conceptual meaning for their
region. The objects that we are interested in are the infrastructure of the ware-
house, such as pillars of the pallet rack cells which represent the structure of the
environment (see fig. 2). Therefore a more suitable approach for us would be to
create a map of the environment, using the infrastructure as landmarks, and then
extracting those patterns that are meaningful for us.

1.2 Our Approach

This paper presents a canonical geometric model and describes how to match it
into the latent structure of a map. Such a model enables the further processing of
geometric-topological modeling of the environment, for the purpose of semantic
annotation of structures and geometric layout extraction. Semantic concept is en-
coded into themodel through the choice of landmarks in themap as shown in fig. 2.
It is assumed that the environment is highly structured and a pattern is frequent
enough, so that it is possible to effectively represent the whole structure by a set of
this canonical model with different parameters. By choosing pillars as landmarks,
opening of a pallet rack cell is implied by two neighboring landmarks, while the
sequence of landmarks creates a layout map by the “boundaries” of the corridors
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(a) warehouse scene (b) top view of warehouse (c) geometric semantic model

Fig. 2. Design of the model derived from the map’s context, encoding semantic-
geometric relation of landmarks

(a similar concept of representation as in [13]). This explains how themodel in fig. 2
embeds a sufficient level of semantic and geometric knowledge while it is expressed
only by a set of points uniformly distributed on a straight line. Different models
are uniquely identified by the means of 5 parameters n, d, x, y, θ. The model and
matching method is designed to represent independent lines of landmarks, there-
fore parameters of different models are independent. However the repetition of the
model in the map of a warehouse, makes it possible to pose a global constraint on
its parameters in order to achieve a set of models which are globally consistent.

In next section (2), the model and the matching method are explained in
details. The process is demonstrated on a synthesized data in order to sketch
the generality of the method where the models in one map are completely inde-
pendent. Section 3 contains the method we adapt for mapping the environment
from a fish-eye camera. Resulting map is modeled by the proposed method, while
introducing global constraints for a real world map.

2 Model Generation and Fitting

Let’s assume a MAP consisting of landmarks is given, where each landmark is
described by its pose (μ = x, y) and corresponding uncertainty modeled with a
2D normal distribution (with covariance Σ) as defined in equation 1.

MAP = {lmi | lmi := Ni(X)} , Ni(X) =
exp(− 1

2 (X−μi)
TΣ−1

i (X−μi))√
(2π)2|Σi|

(1)

The expected pattern in this map was described and motivated in the in-
troduction (section 1). This model as illustrated in fig. 2, represents a set of
landmarks (pillars) aligned on one side of a corridor. We call these sets of land-
marks L, and we try to fit one model per set.

Li = {{lmij} , θi | lmij ∈ MAP} (2)

In the definition of Li (equation 2) lmij are landmarks aligned on the side
a corridor, and θi is the angle of alignment. Model M shown in fig. 2c and
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expressed in equation 3 is designed to represent sets of landmarks L, and each
model is uniquely identified by 5 parameters (n, d, x, y, θ), where n is the number
of landmarks in the corresponding L, d is the distance between two consecutive
landmarks, (x, y) are the coordination of the 1st landmark, and θi is the angle
of alignment of the set.

Mi(ni, di, xi, yi, θi) := {pij} , pij =

[
xi + njdi cos θi
yi + njdi sin θi

]
, 0 ≤ nj < ni (3)

First step in generating the models M is to segment the MAP into the sets of
landmarks Li. For this purpose we have developed a closed-form of Hough trans-
form in combination with a clustering algorithm. This technique not only locates
the desired L by (θ, ρ), but also directly clusters the landmarks into different L.
After the segmentation of landmarks into sets, each set is projected into an axis
passing through that set (see fig. 4b). This operation will map the 2D normal
distributions of the landmarks into a 1D signal. An analysis of the resulting 1D
signal in frequency domain will result in an estimation of the n and d of the
model. Given the θ, n and d of the model by closed-form Hough transform and
frequency analysis, x and y remain for extraction. An optimization would serve
this purpose, where the first point of the set L serves as the initial guess of the
optimization process.

2.1 Segmentation by Closed-Form Hough Transform

Transformation of a point from Cartesian space (x, y) into Hough space [3] (θ, ρ)
is performed by equation 4.

ρ = x cos θ + y sin θ (4)

Conventional form of Hough transform is applied to discrete images. Hough
space is also a discretized image where the value of each pixel (θ, ρ) is given
by the summation of the value of all pixels (x, y) that satisfy the equation 4.
The peaks in the Hough space represent lines in original image where points are
aligned. But we are interested in more than that. We would like to know which
particular points in Cartesian space contributed to an specific peak (θ, ρ) in
Hough space. Therefore we introduce a closed-form solution of Hough transform
to address that issue. This is realized by representing each point (xi, yi), with a
corresponding sinusoid as expressed in equation 4. Next step is to intersect all
resulting sinusoids and store the intersections with (θij , ρij , i, j). Where (θij , ρij)
represent the location of the intersection in Hough space and i, j are the indices
of intersecting sinusoids. Outcome of this step is a set of intersection points in
Hough space as illustrated in fig. 3b.

Advantages of closed-form approach are, first, clustering the intersection points
inHough space directly corresponds to clustering aligned points inCartesian space.
Secondly, it prevents us from discretization of a continues Cartesian space.

From the Hough space, clustering the intersection points is straightforward.
We employed the Density-based spatial clustering of applications with noise (DB-
SCAN) [4] algorithm. This algorithm requires a value for the minimum number
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(a) Cartesian space (b) Hough space (c) clustered sets

Fig. 3. Closed-form Hough transform maps the points from Cartesian space into sinu-
soids in Hough space. A clustering is performed over intersections in Hough space (red
circles) to cluster the aligned points in Cartesian space.

of samples per cluster, which is derived from the number of expected points in
each alignment L. Assuming a set of n point aligned in Cartesian space (L),
consequently there will be the same number of sinusoids in Hough space inter-

secting n(n−1)
2 times at the same location (θ, ρ). As a perfect alignment in noisy

data is unlikely, minimum number of samples are set to half of that (n(n−1)
4 ) to

guarantee a successful clustering.
The result of clustering in Hough space is mapped to Cartesian space, gener-

ating sets of points Li as desired. Angle of alignment θi ∈
[−π

2 , π
2

]
, is therefore

the first estimated parameter of the model.

2.2 Frequency and Length via Fourier Transform

In order to estimate two parameters of the model n, d, each set of landmarks
Li is projected to an axis passing through the center of mass, projecting the set
of 2D normal distribution functions into a 1D signal. This projected signal is
illustrated in fig. 4b and defined in equation 5.

signali =
∑

lmj∈Li

flmj (μj , σj)

flmj (μj , σj) =
1

σj

√
2π

e
− (x−μj)

2

2σ2
j , μj =

−→v1.−→v2
‖−→v1‖ , σj = σx[

σ2
x ρσxσy

ρσxσy σ2
y

]
= R(θj)ΣjR

T (θj)

(5)

In equation 5 vectors −→v1 ,−→v2 are those illustrated in fig. 4b. −→v1 is the projection
axis itself and −→v2 is a vector from starting point of −→v1 to the point subjected to
projection.

Assuming a uniform distribution of points in each set implies that, Fourier
transform of the projection signal (F(f)) has a dominant frequency. This fre-
quency relates to the values n, d as expressed in equations 6.

n = f0 , d = ‖−→v1‖
f0

f0 = argmaxF(f) := {f0 | ∀f : F(f) ≤ F(f0)}
(6)
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2.3 Optimization and Model Fitting

Last parameters to uniquely define the model are (x, y). For that purpose, (x, y)
are set to the pose (μ) of the first landmark in L. Considering that the angle of
alignment θ belongs to

[
−π

2 ,
π
2

]
, first element of each L is the most left item,

or the lowest in case of vertical lines. Then through an optimization process
(x, y) are tuned. It should be noted that the first landmark in L is an initial
guess for the optimization. This is based on the assumption that L does not
consist of very far off outliers. Such outliers may bring the optimization into
a local minima, causing a shift in model’s position. Objective function of the
optimization is given in equation 7. This function is a summation of all normal
distribution functions of landmarks of the line (Nik ∈ Li) operating on all the
points of the model (pil ∈ Mi).

fi(X) = 1
pil∈Mi∑

l

Nik∈Li∑
k

Nik(pil)
(7)

Since in the map of a real environment most of the models share 3 parameters
(n, d, θ), for demonstrating the performance and generality of the method, it was
applied to a synthesized data instead of a real map. Performance of the proposed
method is evaluated over a map from real world in section 3. Unlike real environ-
ment the synthesized data in Figure 4a contains 3 L with all different parameters.

(a) clustered sets (b) 2D to 1D projection (c) models

Fig. 4. Modeling 3 segmented line sets (L) from 4a to 4c. 4b shows 2D to 1D projection
of a single L according to equation 5 for frequency analysis

Result of clustering is encoded in colors. While in a real world map a crossing
between L is not expected, in this synthesized data the lines are crossing to
demonstrate the performance of the closed-form Hough transform. In addition
to a uniform noise added to the position of each landmark, 10% of landmarks are
removed to evaluate the result of Fourier transform in estimating n and d. As it is
observed in fig. 4c, the model would fill in the position of missing landmarks. Fi-
nally the values of the parameters are successfully computed by the method, in
fig. 4 M1 (20, 2.12,−0.1, 0.0, 0.78) colored red, M2 (20, 1.50, 0.0, 23.0, 0.00) col-
ored green and M3 (15, 2.80, 0.0, 28.5,−0.78) colored cyan. It should be men-
tioned that in case of a real map not all minor assumptions are met, so global
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constraints are introduced over all parameters. However none of the global con-
straints are preset, but all are extracted from the map. This aspect is explored
further in section 3.1.

3 Experimental Results and Discussion

This section describes the procedure of creating and modeling a map of a real
warehouse. For this purpose we use a “Panasonic” 185o fish-eye lens mounted on
“Prosilica GC2450” camera, installed on a AGV forklift truck in a warehouse. As
the truck is provided with a localization system based on lasers and reflectors,
we adopt an Extended Kalman Filter based bearing-only technique for mapping.
Then the model developed in this work is employed to represent the map. To
this end, a set of global estimations are extracted from the map and posed over
the model’s parameters as global constraints.

Pillar Detection. Considering the common color coding of the pillars in the
warehouses, pillar detection starts with segmentation through color indexing
[11], followed by calculation of the oriented gradient. The camera is pointing
downward and all the pillars are parallel to the camera axis. Consequently pillars
are pointing to the vanishing point of the camera in the images, hence gradient
vectors of pillars’ edges are perpendicular to lines passing through the vanishing
point. Any other gradient vectors are considered non-relevant and filtered out.
The gradient image is sampled over multiple concentric circles as illustrated in
fig. 5b. Results of all sampling are accumulated in a signal as in fig. 5c, capturing
the pattern of a pillar’s appearance by two opposite peaks representing the edges
of the pillar. Detecting the position of such a pattern returns the bearing to
pillars. A continuous wavelet transform (CWT) based peak detection technique
[2] is adopted for detection of pillars’ pattern in the gradient signal. The method
is based on matching a pattern encoded in a wavelet, by the help of CWT. The
pattern representing two sides of the pillar in the gradient signal (see fig. 5c),
could be modeled with a wavelet based on the 1st order derivative of a Gaussian
function as illustrated in fig. 5d.

(a) (b) (c) (d)

Fig. 5. Detection of pillars. 5a) original image and the result of pillar detection, 5b)
circular sampling of gradient image. 5c) accumulation of circular sampling as a signal,
illustrating the occurance of pillars. A wavelet in 5d, resembling the pattern of pillars
in gradient signal, is used for pillar detection by CWT technique.
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Bearing Only Mapping. Mapping is performed in an Extended Kalman Filter
(EKF) fashion proposed in [1] for bearing-only SLAM. However, as the pose of
the truck is provided through a laser-reflector based system, there is no need to
localize the truck through EKF framework. Nevertheless, we include the state
of the vehicle in the Kalman filter’s state to ease the adaptation and system
description. The truck’s state is neither predicted nor updated in corresponding
phases of the EKF, instead it comes directly from the localization system. This
ensures that Kalman gain computation and prediction step are based on the
“true” pose of the truck, and leaves the possibility to extend this implementation
into SLAM if required.

A map generated through this framework, from the data logged in a real world
warehouse is sketched in fig. 6. Colors in this map code the result of clustering
of the line sets (L), and blacks are outliers.

Fig. 6. Mapping 77 lines of pillars of a warehouse of size 250m × 72m

3.1 Global Constraints on the Models

Recalling the assumption of a structured environment, the set of models rep-
resenting the boundaries of corridors are parallel, and have similar parameters
n, d, θ. Even the starting points of the models are aligned on a straight line (like
in fig. 6). We exploit this information to pose a set of global constraints, which
results in a globally more consistent set of models of the environment.

Dominant Orientation refers to the fact that corridors in an environment have
the same direction. This suggest that we could pose a global constraint on θ. This
has a crucial importance for the clustering step as well, as the number of inter-
section points in Hough space (see fig. 3b) increases quadratically by the number

of landmarks (n(n−1)
2 ). This means for a map consisting of more than 2000 land-

marks like fig. 6, there will be more than 2 million intersection points in Hough
space. Such a number of points can not be easily clustered. However, considering
the assumption of dominant orientation, it is possible to reject a huge number of
intersection points which are not within an acceptable range (5o) from dominant
orientation. This filtering process is handled by discretization of the Hough space
and finding the dominant orientations, where most of the peaks occur. After the
filtering process, the clustering proceeds as explained earlier in closed-form.
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Dominant Frequency. Similarly a constraint is posed over parameters n and
d. This is also very helpful since in a real map, sometimes landmarks are not
visible and hence not included in the map. If the percentage of missing landmarks
become too big, it may yield a wrong estimation of the frequency. In order to
estimate global constraint of these two parameters, first n and d are computed
for all lines (L) without constraint. Then the mode in the histogram of these
parameters as shown in fig. 7 provides a global estimation of the parameters.
After acquiring the global values from the map, models are generated again, this
time with the global constraints.

Initialization Line. Assumption of a structured environment implies that the
starting points of all L are located on the same line. This line is then used
for initial guess in the optimization process. The initialization line is calculated
by a linear regression among first landmarks in all L, shown in fig. 7c. While
each L comes from Hough space with its line equation, the exact position of
the optimization’s initial guess for each L is given by the intersection point of
mentioned line and initialization line.

(a) histogram of parameter n

(b) histogram of parameter d (c) initialization line

Fig. 7. Global constraints; Histograms of (n, d), mode in each shows the dominancy.
Initialization line is a linear regression of first landmarks in all L (red points).

3.2 Discussion

Engaging all the global constraints, result of modeling the map given in fig. 6 is
illustrated in fig. 8a. The final result of modeling is useful for geometric mapping
of the boundaries of corridors, as well as semantic annotation of pallet rack cell
on the side of corridors. A crop of the model augmented with truck’s pose and
reflectors is presented in fig. 8b. The reflectors are those pre-installed in the
environment used for AGVs’ localization. We use the position of reflectors as
ground truth for accuracy estimation. A box plot in fig. 8c demonstrates the
distances between 1143 reflectors and nearest point in the model. Taking into
account the width of pillar’s and reflector’s mount, the distances are representing
the errors of the model with an offset of about 1 decimeter.
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(a) (b) (c)

Fig. 8. Modeling a warehouse (see fig. 6) with geometric semantic models (all axes’ unit
in meter). 8b) shows a crop of model augmented with the truck’s pose(black arrow) and
reflectors (white triangles). 8c) shows distance between models and closest reflectors,
with an offset about 1dm.

It must be remembered, although the global constraints improve the global
consistency of the models, yet it is only applicable if the infrastructures share
similar geometry, that is to say the resulting models have the same parame-
ters. In case of an environment that consists of multiple regions with different
characteristics, those regions must be subjected to regional constraints.

4 Conclusion

Toward developing an awareness framework for effective management of logis-
tics and inventory in a warehouse environment, a rich geometric-semantic map
is set as a goal. In this work we address this objective on the level of infrastruc-
ture modeling. We suggest a choice of landmark for bearing-only mapping of
a warehouse environment, leading to a map which integrates the infrastructure
of the warehouse. This paper presents a canonical geometric-semantic model,
along with a method for generating and matching these models into the map.
The model is a set of points aligned on a straight line uniquely identified by 5
parameters. Geometrically it represents the boundaries of corridors, and seman-
tically represents pallet rack cells. A series of tools such as closed-form Hough
transform, DBSCAN clustering algorithm, Fourier transform and optimization
techniques are employed to estimate the parameters of each model and match
them with the map. The performance of the method is demonstrated over both
synthesized data and real world map.

Proposed model and extracting method have interesting characteristics, such
as modularity, generality, and representing both geometric and semantic knowl-
edge. Most of the steps and parameters of the model are independent, therefore
it is adjustable according to different scenarios. One example of such adjustment
was given as global constraint in this work, where all of the models’ parameters
adopt to the global characteristic of the map for a better consistency. However
the method has its own limits as discussed in 3.2, such as sensitivity to initial
guess of the optimization, and consideration of global constraints for consistency.
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We plan to develop this work further by fusing other sensory data into this map,
such as introducing occupancy notation from range scanners. And also by develop-
ing a more dynamic model, allowing harmonics of the dominant frequency to par-
ticipate, and handling those cases where landmarks are not uniformly distributed.
Segmentation of map into regions based on dominant orientations would be help-
ful, if the environment consists of multiple orientations. Indeed we investigated
this aspect in another work based on occupancy maps, and will introduce it to
this method as soon as the occupancy notation is fused into this map.
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Abstract. This work presents a combination of a teach-and-replay visual
navigation and Monte Carlo localization methods. It improves a reliable
teach-and-replay navigation method by replacing its dependency on
precise dead-reckoning by introducing Monte Carlo localization to de-
termine robot position along the learned path. In consequence, the nav-
igation method becomes robust to dead-reckoning errors, can be started
from at any point in the map and can deal with the ‘kidnapped robot’
problem. Furthermore, the robot is localized with MCL only along the
taught path, i.e. in one dimension, which does not require a high num-
ber of particles and significantly reduces the computational cost. Thus,
the combination of MCL and teach-and-replay navigation mitigates the
disadvantages of both methods. The method was tested using a P3-AT
ground robot and a Parrot AR.Drone aerial robot over a long indoor
corridor. Experiments show the validity of the approach and establish a
solid base for continuing this work.

1 Introduction

The problem of autonomous navigation has been widely addressed by the mobile
robotics research community. The problems of localization and mapping, which
are closely related to the navigation task, are often addressed using a variety
of approaches. The most popular is Simultaneous Localization and Mapping[1]
(SLAM), with successful examples such as MonoSLAM[2] and more recently
PTAM[3], which uses vision as the primary sensor. However, these approaches
generally model both the environment and the pose of the robot with a full met-
ric detail, using techniques such as Structure From Motion (SfM) or stereo-based
reconstruction[4]. While successful, these methods are computationally demand-
ing and have shortcomings which arise from the complexity of the mathematical
models applied.

M. Mistry et al. (Eds.): TAROS 2014, LNAI 8717, pp. 13–24, 2014.
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In terms of solving the navigation problem, it may not always be necessary to
obtain a detailed metric description of the environment nor to obtain a full 6DoF
pose. For example, teach-and-replay (T&R) techniques[5,6,7,8,9,10], where the
robot is supposed to autonomously navigate a path that it learned during a
tele-operated run, do not require to explicitly localize the robot.

While standard visual navigation approaches depend on a large number of
correspondences to be established to estimate the robot position, feature-based
T&R methods are robust to landmark deficiency, which makes them especially
suitable for scenarios requiring long-term operation [11]. Moreover, the T&R
methods are generally much simpler and computationally less-demanding. On
the other hand, they are usually not able to solve the kidnapped-robot problem
nor to localize a robot globally, requiring knowledge about the initial robot
position. Also, most of them are susceptible to errors in dead-reckoning caused
by imprecise sensors or wheel slippage.

To address these shortcomings, the use of particle-filters such as Monte Carlo
Localization (MCL)[12] becomes attractive. MCL is able to efficiently solve the
localization problem and addresses the global-localization and kidnapped-robot
problems, and has been applied with success in vision-based applications[13,14]
and robot navigation[6,10,15].

In this work, an existing visual T&R method[7,8] is improved by replacing lo-
calization by means of dead-reckoning with Monte Carlo Localization. The orig-
inal method relied on the precision of it’s dead reckoning system to determine
the distance it has travelled from the path start. The travelled distance estima-
tion determines the set of features used to calculate the robot lateral displace-
ment from the path and thus influences the precision of navigation significantly.
While the authors show [7] that estimating the distance with dead-reckoning is
sufficient for robots with precise odometry and paths that do not contain long
straight segments, these conditions might not be always met. By replacing this
dead-reckoning with MCL, the localization error can be diminished, while not
only tackling the kidnapped-robot problem but also allowing the navigation to
start at an arbitrary point in the taught path.

2 Related Work

Teach-and-replay methods have been studied in several works. While some ap-
proaches are based on metric reconstruction techniques, such as stereo-based
triangulation[9,16], several works employ so-called appearance-based or qualita-
tive navigation[5,17,18].

This type of navigation uses simple control laws[5] to steer the robot according
to landmarks remembered during a training phase. While some works approach
the localization problem with image-matching techniques[19,20,21], others ap-
proaches use only local image features[18,17]. While the feature-based techniques
are generally robust and reliable, image feature extraction and matching can be
computationally demanding. Thus, strategies for efficient retrieval of landmarks
are explored, such as with the LandmarkTree-Map[18].
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However, feature- or dead-reckoning- based localization is error-prone and sev-
eral visual T&R navigation methods propose to improve it by using advanced
techniques such as Monte Carlo Localization (MCL). One of these works corre-
sponds to [15] where MCL is applied together with an image-retrieval system
to find plausible localization hypotheses. Another work[6] applies MCL together
with FFT and cross-correlation methods in order to localize the robot using an
omni-directional camera and odometry. This system was able to robustly repeat
a 18 km long trajectory. Finally, a recent work[10] also employs MCL successfully
with appearance-based navigation.

Based on similar ideas, the method proposed in this work applies MCL to a
visual T&R navigation method[7] that proved its reliability in difficult scenarios
including life-long navigation in changing environments[11]. Despite of simplicity
of the motion and sensor models used in this work’s MCL, the MCL proven to be
sufficient for correct localization of the robot. In particular, and as in [10,6], the
localization only deals with finding the distance along each segment of a topo-
logical map and does not require determining orientation. However, in contrast
to the aforementioned approaches, global-localization and the kidnapped-robot
problem are considered in our work.

3 Teach-and-Replay Method

In this section, the original teach-and-replay algorithm, which is improved in the
present work, is presented. During the teaching or mapping step, a feature-based
map is created by means of tele-operation. The replay or navigation phase uses
this map to repeat the learned path as closely as possible. For further details
about the method please refer to works[7,8].

3.1 Mapping

The mapping phase is carried out by manually steering the robot in a turn-
move manner. The resulting map thus consists of a series of linear segments,
each of a certain length and orientation relative to the previous one. To create
a map of a segment, salient image-features (STAR/BRIEF) from the robot’s
onboard camera images are extracted and tracked as the robot moves. Once a
tracked feature is no longer visible, it is stored as a landmark in the current
segment’s map. Each landmark description in the map consists of its positions
in an image and the robot’s distance relative to the segment start, both for
when the landmark is first and last seen. Finally, the segment map contains the
segment’s length and orientation estimated by dead-reckoning.

In the listing 1, the segment mapping algorithm is presented in pseudo-code.
Each landmark has an associated descriptor ldesc, pixel position lpos0 , lpos1 and
robot relative distance ld0, ld1 , for when the landmark was first and last seen,
respectively.
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Algorithm 1. Mapping Phase

Input: F : current image features, d: robot distance relative to segment start, T :
landmarks currently tracked

Output: L: landmarks learned current segment
foreach l ∈ T do

f ← find match(l,F )
if no match then

T ← T − { l } /* stop tracking */

L ← L ∪ { l } /* add to segment */

else
F ← F − { f }
t ← (ldesc, lpos0 , fpos, ld0 , d) /* update image coordinates & robot position */

foreach f ∈ F do
T ← T ∪ { (fdesc, fpos0 , fpos0 , d, d) } /* start tracking new landmark */

3.2 Navigation

During the navigation phase, the robot attempts to repeat the originally learned
path. To do so, starting from the initially mapped position, the robot moves
forward at constant speed while estimating its traveled distance using dead-
reckoning. When this distance is equal to the current segment’s length, the robot
stops and turns in the direction of the following segment and re-initiates the
forward movement. To correct for lateral deviation during forward motion along
a segment, the robot is steered so that that its current view matches the view
perceived during the training phase. To do so, it continuously compares the
features extracted from the current frame to the landmarks expected to be visible
at the actual distance from the segment’s start.

The listing 2 presents the algorithm used to traverse or ‘replay’ one segment.
Initially, the list T of expected landmarks at a distance d from segment start is
created. Each landmark l ∈ T is matched to features F of the current image.
When a match is found, the difference between the feature’s pixel position fpos
is compared to an estimate of the pixel-position of l at distance d (obtained by
linear interpolation). Each of these differences is added to a histogram H . The
most-voted bin, corresponding to the mode ofH , is considered to be proportional
to the robot’s lateral deviation and is therefore used to set the angular velocity
ω of the robot. Thus, the robot is steered in a way that causes the mode of H
to be close to 0. Note that while for ground robots the horizontal pixel-position
difference is used, it is possible to apply it also with vertical differences, which
allows to deploy the algorithm for aerial robots[8] as well.

While only lateral deviations are corrected using visual information, it can be
mathematically proven[7] that the error accumulated (due to odometric errors)
in the direction of the previously traversed segment is gradually reduced if the
currently traversed segment is not collinear with the previous one. In practice,
this implies that if the map contains segments of different orientations, the robot
position error during the autonomous navigation is bound.
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Algorithm 2. Navigation Phase

Input: L: landmarks for present segment, slength: segment length, d: current
robot distance from segment start

Output: ω: angular speed of robot
while d < slength do

H ← ∅ /* pixel-position differences */

T ← ∅ /* tracked landmarks */

foreach l ∈ L do
if ld0 < d < ld1 then

T ← ∪ { l } /* get expected landmarks according to d */

while T not empty do
f ← find match(l,F )
if matched then

/* compare feature position to estimated current landmark position by

interpolation */

h ← fpos −
(
(lpos1 − lpos0)

d − ld0
ld1− ld0

+ lpos0

)
H ← { h }

T ← T − { l }
ω ← α mode(H)

However, this restricts the method to maps with short segments whenever sig-
nificant dead-reckoning errors are present (eg. wheel slippage).Otherwise, it is nec-
essary to turn frequently to reduce the position error [22]. Moreover, the method
assumes that the autonomous navigation is initiated from a known location. This
work shows that the aforementioned issues are tackled by applying MCL.

4 Monte Carlo Visual Localization

In the present work the position estimate d of the robot relative to the segment
start is not obtained purely using dead-reckoning. Rather than that it is obtained
by applying feature-based MCL. With MCL, if sufficient landmark matches can
be established, the error of the position estimation will remain bounded even if a
robot with poor-precision odometry will have to traverse a long segment. More-
over, the MCL is able to solve the global localization problemwhich allows to start
the autonomous navigation from arbitrary locations along the taught path.

The robot localization problem consists in finding the robot state xk at time
k given the last measurement zk (Markov assumption) and a prior state xk−1.
MCL, as any bayesian-filter based approach, estimates the probability density
function (PDF) p(xk|zk) recursively, i.e. the PDF calculation uses information
about the PDF at time k − 1. Each iteration consists of a prediction phase,
where a motion model is applied (based on a control input uk−1) to obtain a pre-
dicted PDF p(xk|zk−1), and an update phase where a measurement zk is applied
to obtain an estimate of p(xk|zk). Under the MCL approach, these PDFs are
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represented by means of samples or particles that are drawn from the estimated
probability distribution that represents the robot’s position hypothesis.

In the present work, since the goal of the navigation method is not to obtain
an absolute 3D pose of the robot, the state vector is closely related to the type
of map used. In other words, since the environment is described by using a series
of segments which contain a list of tracked landmarks along the way, the robot
state x is simply defined in terms of a given segment si and a robot distance
from the segment’s start d:

x = [si d].

The orientation and lateral displacement of the robot is not modeled in the state
since these are corrected using the visual input. This simplification leads to a
low dimensional search-space that does not require to use a large number of
particles.

The MCL algorithm starts by generating m particles pk uniformly distributed
over the known map. As soon as the robot starts to autonomously navigate, the
prediction and update phases are continuously applied to each particle.

4.1 Prediction Step

The prediction step involves applying a motion-model to the current localization
estimate represented by the current value of particles pk, by sampling from
p(xk|xk−1, uk), where uk is the last motion command. The motion model in this
work is defined as:

f([si d]) =

{
[si, d+Δ d+ μ] (d+Δd) < length(s)

[si+1, (d+Δd+ μ)− length(s)] else

where Δd is the distance traveled since the last prediction step and is a random
variable with Normal distribution, i.e. μ ∼ N (0, σ). The value of σ was chosen
as 10 cm. This noise term is necessary to avoid premature convergence (i.e. a
single high-probability particle chosen by MCL) and to maintain the diversity of
localization hypotheses. Finally, this term can also account for the imprecision
of the motion model which does not explicitly account for the robot heading.

The strategy to move particles to the following segment, which is also used in
other works[10], may not necessarily be realistic since it does not consider the
fact that the robot requires rotating to face the following segment. However, not
propagating the particles to the following segment means that the entire particle
set needs to be reinitialized every time new segment traversal is started, which
is impractical.

4.2 Update Step

In order to estimate p(xk|zk), MCL applies a sensor model p(zk|xk) to measure
the relative importance (weight) of a given particle pi. Particles can then be re-
sampled considering these weights, thus obtaining a new estimate of xk given the
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last measurement zk. In this work, zk corresponds to the features F extracted
at time k. The weight wi of a particle pi is computed in this work as:

wi =
#matches(F, T )

|T |

where T is the set of landmarks expected to be visible according to pi. In other
words, the weight of a particle is defined as the ratio of visible and expected
landmarks. The weights wi are then normalized in order to represent a valid
probability p(zk|pi). It should be noted that it is possible for a particle to have
wi = 0 (ie. no features matched). Since every particle requires to have a non-
zero probability of being chosen (i.e. no particles should be lost), particles with
wi = 0 are replaced by particles generated randomly over the entire map.

While this sensor model is simple, the experiments proved that it was sufficient
to correctly match a particle to a given location.

4.3 Re-sampling

To complete one iteration of MCL, a new set of particles is generated from the
current one by choosing each particle pi according to its weight wi. A naive ap-
proach for this would be to simply choose each particle independently. However,
a better option is to use the low-variance re-sampling algorithm [1]. In this case, a
single random number is used as a starting point to obtain M particles honoring
their relative weights. Furthermore, this algorithm is of linear complexity.

The low-variance sampler is used not only to generate particles during the
update step, but also to generate uniformly distributed particles in the complete
map (during initialization of all particles and re-initialization of zero-weight par-
ticles). In this case, the set of weights used consists of the relative length of each
segment in the map.

4.4 Single Hypothesis Generation

While MCL produces a set of localization hypotheses, the navigation needs to de-
cide which hypothesis is the correct one. Furthermore, to asses the quality of this
type of localization compared to other methods (such as a simple dead-reckoning
approach) it is necessary to obtain a single hypothesis from the complete set.

To this end, the proposed method to obtain a single hypothesis is to compute
the mean of all particle positions over the complete map. This is the usual choice
for uni-modal distributions but is not suitable in general for an approach such as
MCL which may present multiple modalities. However, when MCL converges to
a single hypothesis, the mean position of all particles is a good estimate for the
true position of the robot. In these cases, all particles are found to be clustered
around a specific region and the population standard deviation is similar to the
σ value used as the motion model noise. Therefore, it is possible to check if the
standard deviation of all particles is less than kσ and if so, the mean position
will be a good estimate of the true robot position. In other cases, if the standard
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deviation is higher, the mean may not be a good position estimate. This can
happen when the robot is “lost” and when the underlying distribution is multi-
modal (i.e. when the environment is self-similar and the current sensor readings
do not uniquely determine the robot position).

Finally, since an iteration of MCL can be computationally expensive and
single-hypothesis estimates can only be trusted whenever the std. dev. is small
enough, dead-reckoning is used to update the last good single-hypothesis when-
ever MCL is busy computing or it has failed to find a good position estimate.

5 Experiments

The proposed system was implemented in C/C++ within the ROS (Robot Op-
erating System) framework as a set of separate ROS modules. In order to achieve
high performance of the system, each module was implemented as a ROS nodelet
(a thread).

Tests were performed over a long indoor corridor using a P3-AT ground and a
Parrot AR.Drone aerial robot. The P3-AT’s training run was ∼ 100m long while
the AR-Drone map consisted of a ∼ 70m long flight. The P3-AT used wheel
encoders for dead-reckoning and a PointGrey 0.3MP FireflyMV color camera
configured to provide 640 × 480 pixel images at 30Hz. The AR.Drone’s dead
reckoning was based on its bottom camera and inertial measurement unit and
images were captured by its forward camera that provides 320×240 pixel images
at 17Hz. A Laptop with a quad-core Corei5 processor running at 2.3GHz and
4GB of RAM was used to control both of the robots.

Both robots were manually guided along the corridor three times while record-
ing images and dead-reckoning data. For each robot, one of the three datasets
was used for an off-line training run and the remaining ones were used for the
replay phase evaluation (we refer to the remaining two datasets as ‘replay 1’ and
‘replay 2’). Since this work focuses on the use of MCL for improving the original
teach-and-replay method, only the localization itself is analyzed. Nevertheless,
preliminary on-line experiments with autonomous navigation were performed
using MCL which yielded promising results.1

In figure 1 the position-estimates of the robot obtained by dead-reckoning
and MCL are compared. The standard deviation of the particle population in
relation to the threshold of 5σ is also presented, see 1.

When analyzing figures 1(a),1(b), it becomes evident that the odometry of
the P3AT is very precise and MCL does not provide a significant improvement.
The standard deviations (see figures 1(a),1(b)) for these two cases show an initial
delay caused by initialization of the MCL. Once the MCL particles converge, the
position estimate becomes consistent and remains stable during the whole route.

On the other hand, in the AR.Drone localization results (see figures 1(c),1(d))
there’s a noticeable difference between the MCL and dead-reckoning estimates
due to the imprecision of the AR.Drone’s dead-reckoning. During the ‘replay 2’,

1 Note to reviewers: experiments are in progress, more exhaustive results will be ready
for the camera-ready version.
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(a) P3-AT, replay 1
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(b) P3-AT, replay 2
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(c) AR.Drone, replay 1
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(d) AR.Drone, replay 2

Fig. 1. Comparison of position estimates obtained from dead-reckoning (DR) and
MCL, with corresponding standard deviation of the MCL’s particle set
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(a) Training (b) MCL (c) Dead-reckoning

(d) Training (e) MCL (f) Dead-reckoning

Fig. 2. Parrot AR.Drone view during replay and training, for matching distance es-
timates obtained with MCL and dead-reckoning: (a)-(c): replay 2, d ≈ 0; (d)-(f):
replay 1, d ≈ length(s)

the AR.Drone was placed a few meters before the initial mapping point, which
is reflected by MCL, but not by the dead-reckoning, see Figure 1(d).

When analyzing the AR.Drone’s ‘replay 1’ (see Figure 1(c)) it can be seen
that after the initial convergence of MCL, the position estimates differ only
slightly. However, there is a particular difference at the segment end where the
drone actually overshot the ending point. In this case, MCL correctly estimates
that the robot has reached the end, while with dead-reckoning the estimate
goes beyond the segment length. Eventually, the MCL estimate diverges but
this happens since the robot landed very close to a wall and suddenly no more
recognizable feature were visible.

A similar situation occurred on ‘replay 2’ (1(d)) where the initial displacement
of the AR.Drone is corrected by MCL and its difference to the odometry remains
prominent. In this case, the MCL did not offer a suitable position hypothesis until
the drone reached the segment start (notice the high standard deviation of the
particles on 1(d)). One can see that while the MCL position estimate converges
to 0 as soon as the robot passes the segment start, the position estimate provided
by the dead-reckoning retains the offset throughout the entire segment.

Since no ground-truth is available to verify the correctness of the position es-
timates, we present the images taken when the MCL or dead-reckoning reported
the drone to be at the segment start or end, see figures 2(a)-2(c) and 2(d)-2(f).
It can be seen that in the case of MCL position estimation, the images captured
by the robot are more similar to the images seen during the training phase. In
the case of dead-reckoning, the views differ from the ones captured during the
training phase which indicates a significant localization error.
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6 Conclusions

This article has presented a combination of a teach-and-replay method and
Monte Carlo Localization. The Monte Carlo Localization is used to replace the
dead-reckoning-based position estimation that prohibited to use the teach-and-
replay method by robots without a precise odometric system or in environments
with long straight paths. Moreover, the ability of the MCL to deal with the
kidnapped robot problem allows to initiate the ‘replay’ (i.e. autonomous navi-
gation) from any location along the taught path. The experiments have shown
that MCL-based position estimate remains consistent even in situations when
the robot is displaced from the path start or its odometric system is imprecise.

To further elaborate on MCL’s precision, we plan to obtain ground-truth
position data by using an external localization system introduced in [23], In
the future, we plan to improve the method by more robust calculation of the
MCL’s position hypothesis, more elaborate sensor model and improved feature
extraction (eg. fixed number of features per frame). We also consider approaches
such as Mixture Monte Carlo [24], that may provide further advantages.

Finally, the use of MCL opens the possibility of performing loop-detection,
which will allow to create real maps rather than just remember visual routes.
Using loop-detection, the robot would automatically recognize situations when
the currently learned segment intersects the already taught path. Thus, the user
will not be required to explicitly indicate the structure of the topological map
that is learned during the tele-operated run.

Acknowledgements. The work is supported by the EU project 600623
‘STRANDS’ and the Czech-Argentine bilateral cooperation project ARC/13/13
(MINCyT-MEYS).
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Abstract. Cellular automata (CA) are able to represent high complex phenome-
na and can be naturally simulated by digital processors due to its intrinsic  
discrete nature. CA have been recently considered for path planning in  
autonomous robotics. In this work we started by adapting a model proposed by 
Ioannidis et al. to deal with scenarios with a single robot, turning it in a more 
decentralized approach. However, by simulating this model we noticed a prob-
lem that prevents the robot to continue on its path and avoid obstacles. A new 
version of the model was then proposed to solve it. This new model uses CA 
transition rules with Moore neighborhood and four possible states per cell. Si-
mulations and experiments involving real e-puck robots were performed to eva-
luate the model. The results show a real improvement in the robot performance. 

Keywords: Autonomous Robotics, Cellular Automata, Path Planning. 

1 Introduction 

Path planning is one of the most-studied tasks in autonomous robots [1]. Traditional 
approaches to path planning are: route maps [2], cell decomposition [3] and potential 
field [4]. Since they are totally discrete models, cellular automata (CA) [5], [6] have 
also been recently considered for path planning [7], [8], [9], [12], [13], [14], [15], 
[16], [17], [18]. The decentralized CA architecture permits the development of high-
distributed solutions for path-planning. In this work, we investigate the model  
proposed by Ioannidis and collaborators [14]. The authors use a team of robots to  
navigate between two points on a 2D environment. The team formation is controlled 
by a master-slave architecture. This characteristic turns the model into a centralized 
control system which contradicts the idea of totally distributed CA-based architectures.  

We start by presenting an adaptation to the model in [14] to apply it using scena-
rios with a single robot. The purpose of such simplification was to better investigate 
the resultant robot's behavior by using only CA rules and no centralized control  
architecture. The desirable pattern is to try to keep a single robot navigating in the 
axis formed by the initial position and the goal whenever it is possible. We could 
observe the behavior of the CA rules without the influence of the team pattern control 
strategy. However, when we simulated this model using the Webots platform [10]  



26  G.B.S. Ferreira, P.A. Vargas, and G.M.B. Oliveira 

we noticed a problem that prevented the robot to continue on its path and avoid ob-
stacles. We called it as the corner deadlock. It happens when the robot faces an ob-
stacle and tries to overcome it by applying the CA deviation rules. The robot then gets 
stuck by the current combination of rules and the imprecise sensor readings, thus 
rotating in the same axis and not moving forward. In the present work, a new local deci-
sion making model is proposed for path-planning starting from Ioannidis et al. original 
model. We show that the identified problem can be solved by including one new state 
per cell to be used by deviation rules in corner situations and modifying such rules to 
deal with this new state. These modifications help the robot to overcome the obstacles 
and return to its original axis of movement after several steps. This better performance 
was observed in simulations and real experiments using real e-puck robots [11].  

2 Cellular Automata and Robot Path-Planning Approaches 

Cellular automata are discrete dynamical systems composed by simple components 
with local interactions. It has a regular lattice of N cells, each one with an identical 
pattern of local connections to other cells. CA transition rule determines the state of 
the cell i at time t + 1 depending on the states of its neighborhood at time t including 
cell i [5]. Formally, let Zd be a d-dimensional lattice and Σ a finite set of states. Lattice 
configuration is a map c: Zd → Σ, which specifies the states of all lattice cells. The 

state of cell i in a time t is denoted by si
t, where si

t
∈ Σ. The state si

t of cell i, together 
with the states of all cells connected with i is called neighborhood of cell i and de-

noted by ηi
t. The transition rule of cellular automata is defined by a function Φ: Σn→ 

Σ where n is the neighborhood size, that is, Φ(ηi) gives the next state si
t+1 for cell i, as 

a function of ηt [5]. A one dimensional CA defines its neighborhood using a radius 
specification. Elementary CA has 1D lattice, 2 states and radius-1 neighborhood. 
Transition rule defines the output bit that is the new state of the central cell for each 
possible neighborhood. In elementary CA, the transition rule is defined by 8 output 
bits. Figure 1 shows a transition rule defined by the output bits for each one of the 
eight possible 3-cells binary neighborhood and the lattice configuration at the initial 
time and after the synchronous application of the rule over all cells. 

 

Fig. 1. Example of elementary CA: 1D-lattice, binary states and radius 1 neighborhood  

Considering 2D lattices, two types of neighborhood are commonly used: von 
Neumann formed by the central cell and its four neighbors in the orthogonal direc-
tions, and Moore, which also includes the diagonal cells on the neighborhood, totaliz-
ing 9 cells (including the central cell itself). Considering binary CA, the transition rule 
for 2D lattices is formed by 512 bits using Moore neighborhood. Thus, 2D rules are 
usually defined in a totalistic description [5], instead of a list of output bits.  
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 Cellular automata can be exactly simulated by digital processors due to its intrinsic 
discrete nature. Besides, they are able to represent high complex phenomena [6]. 
Those characteristics lead CA to be considered for path-planning and several models 
can be found in the literature. Using their similarities, we classified them into six 
distinct approaches: Power Diffusion [16]; Goal Attraction [17]; Voronoi's Diagram 
[18]; Distance Diffusion [7], [8]; Local decision making [12], [13], [14], [15]; and 
Message Sending [9]. The new model proposed here belongs to the local decision 
making approach, which is characterized by the usage of robot's sensors at each step 
to evaluate the neighborhood and the application of a CA rule to decide the next 
movement. There is no previous knowledge of  the environment. 

3 Adaptation of the Previous Model for a Single Robot 

The main objective of the model proposed by Ioannidis et al. [14] is to navigate a 
team of robots in a straight line from their initial positions to their final goals and 
deviate from eventual obstacles during navigation. The model also tries to keep the 
team in a desirable pattern while navigating. The environment is a two-dimensional 
space formed by square cells with side l. The robot can be larger than l but for the 
algorithm it occupies a single cell (where its center is localized). The neighborhood at 
each time step was elaborated using the robot's infrared proximity sensors. Two navi-
gation patterns were evaluated in [14]: the triangular and the linear formations. The 
authors performed experiments both in simulation and with real e-pucks to validate 
their results. Two different types of 2D CA rules are employed in [14]: the first type is 
used to deviate from obstacles and the second to perform the formation control. The 
application of such rules is performed through a master-slave control architecture in 
[14], which takes in account the relative position of other robots as well and the desir-
able pattern. The server robot receives all robots' positions and decides what will be 
the rule to apply to each member of the team. Therefore, this process is performed by 
a centralized control system which contradicts the idea of totally distributed CA-based 
architectures. In this work we present the adaptation performed to the model in [14] to 
apply it using scenarios with a single robot. The purpose of such simplification is to 
better investigate the resultant robot's behavior by using only CA rules and no central-
ised control architecture.  

The desirable navigation pattern for this single robot is to cross the environment in 
a straight line whenever is possible, deviating from eventual obstacles. The path-
planning algorithm is divided into three stages: (i) construction of the neighborhood 
(ii) decision about which rule will be applied and (iii) application of the rule resulting 
in the change of state of the neighborhood central cell and the effective robot action. 
The three possible cell states are Free (F), Obstacle (O) and Robot (R). The Moore 
neighborhood is constructed using robot's sensors readings. E-puck robots [11] with 8 
infrared sensors were employed both in simulated and real experiments. The 
neighborhood is a vector a = [a0, a1, a2, a3, a4, a5, a6, a7, a8] which represents in a 
linear way the spatial neighborhood in Figure 2.  

The current robot's rotation angle (ΘR) is also stored and it can take 5 possible val-

ues in relation to its crossing axis. For example, if the robot's goal is to navigate in an 
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axis from the south to the north, the possible values and interpretations for ΘR are: 0∘ 

(the robot points to a1), 45∘ (it points to a2), 90∘ (it points to a3), −45∘ (it points to a8), 

−90∘ (it points to a7). Two kinds of discrete robot's movements are possible at each 

time step: (i) it moves to an adjacent cell keeping its current orientation or (ii) it ro-
tates keeping its current orientation. In a movement action, the distance to be crossed 
is defined by the width cell (l): l for cardeal neighbor cells and 2 l for diagonal ones. 
Cellular automata transition rules define the next robot movement at each time  
step and it updates cell states. Each transition rule is a function of the current  
neighborhood and the rotation angle (ΘR). There are 2 types of rules: those used to 

avoid collisions and those applied to formation control. Each robot identifies  
its neighborhood and which kind of rule will be applied. If there is an obstacle, a  
deviation rule will be applied. Otherwise, a formation control rule will be applied. 

 

 

Fig. 2. Spatial neighborhood  

There are two types of deviation rules: (i) those that makes the robot to move 1 
cell; (ii) those that rotates the robot. The rules able to move the robot must be applied 
in pairs: the first rule is executed for the neighborhood for which the central cell is in 
the state Robot, indicating that the robot is within this cell (the next state will be Free) 
and the second one is executed for the neighborhood for which the central cell is in 
the state Free (this state will be changed to Robot). Figures 3.a and 3.b exemplifies 
two scenarios of movement that must be applied in pairs. The first one is the scenario 
involving the neighborhood, in which the robot is in the central cell. The second one, 
is the scenario involving the neighborhood with the central cell free, which will re-
ceive the robot in the next time step. Robot’s position and orientation are represented 
by an arrow, obstacles by shadow cells and free space by white cells. Suppose that the 
robot's crossing axis is defined from the south to the north. Figure 3.a indicates that if 

there are two obstacles in cells a1 and a2 and the current ΘR is −90∘, the robot must 

move to the cell a7, keeping its orientation. Figure 3.b indicates that if there is a free 
cell at the central position, the robot is within cell a3, there is an obstacle in cell a2 and 

the current ΘR is −90∘, the robot must move to the central cell, keeping its orientation. 

Besides the change of the central cell state in both rules, the trigger of those rules also 
activates the movement dynamics in a way that the robot will cross a distance equiva-
lent to one cell in the desirable direction. The transition rules that determine a robot 
rotation must be applied in two kinds of scenarios: (i) when the robot's orientation is 
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in the same of its crossing axis (ΘR= 0∘) and it identifies an obstacle in its front that 

forbids its progression as the scenario in Figure 3.c; (ii) when the robot's orientation is 
different from its crossing axis, indicating that it did a previous rotation to deviate 
from some obstacles and it does not identify any obstacle in its neighborhood that 
forbids to return to its crossing axis' orientation as the scenario in Figure 3.d. Figure 
3.c shows a scenario where the robot was moving to the north and its sensors identi-

fies obstacles in 3 cells (a1, a7 and a8). In such case, the robot must rotate to 90∘ aim-
ing to avoid the obstacle. Figure 3.d shows a scenario where the robot was moving to 
the west  indicating that it identified an obstacle in some previous steps and it was 
forced to rotate. However, at the current time step, the only identified obstacle is on 
cell a2, which enables the robot to rotate and to return to its original orientation (to 

the north). 
  

 

Fig. 3. Scenarios relative to deviation obstacle rules supposing that the robot's crossing axis is 
to the north 

In [14], the authors presented the deviation rule set on a linear representation, 
where each rule represents a single scenario. Figure 4 show examples of these linear 
rules relative to the scenarios of  Figure 3. However, if the rule set is written is such a 
way, it will be necessary to do an exhaustive list of all possible configurations of the 
current state. Considering only the rules in which the central cell is in state Robot, 
there are 825×  (1280) different possible rules. Besides, as presented in next section, 
in the new model proposed here, the number of states per cell was increased from 3 to 
4, leading to a larger number of scenarios to be listed. Therefore, we adopted a totalis-
tic representation [5] of the rule set, which generalizes several scenarios in a unique 
description. Figure 5 shows the transition rule implemented in the adapted model.  

 

 

Fig. 4. Examples of linear transition rules corresponding to the scenarios in Figure 3  

The algorithm in [14] was elaborated for a team of robots. This characteristic was 
modified for the navigation of a single robot. In that way, it was possible to observe 
the robot behavior without the influence of the centralized master-slave control used 
in [14] to implement the team cooperation. Besides, the robot behavior can be as-
sumed to be exclusively due to the CA rules. Therefore, the formation control used in 
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[14] needed to be modified because it was based on multiple robots and a constant 
check whether it was necessary to change their crossing axis. This change of goal is 
determined by the master robot which is responsible to define the rule to be applied to 
each robot team at each moment. As there is only a unique robot in the scenario, there 
is no change of axis and the robot tries to keep its own crossing axis. Whenever it is 
necessary to escape from its crossing axis to avoid obstacles, the formation control 
rules make the robot returns to its previous path after deviating from the obstacles.  

 

 

Fig. 5. Adapted model: deviation transition rules 

The formation control rules are presented in Figure 6. Since it tries to keep the ro-
bot on its axis, it is necessary to store its original horizontal position called horr. The 

column which is the current robot's horizontal position is called xr. The formation 

control rules try to keep xr equal to horr and they are applied only if there is no ob-

stacle and the robot is on its original orientation. If the robot position indicates it is on 
its axis, the robot will move forward. On the other hand, if the robot is to the outside 
of its crossing axis, the formation control rule will make the robot moves towards its 
axis through diagonal steps.  

The adapted model was initially implemented in the Webots simulator [10] using 
e-puck robots [11]. Figure 7 shows a simulation experiment performed using 1 robot 
and 1 obstacle: these images were generated by Webots except for the blue arrows 
included to show the robot orientation in each time step illustrated. The robot's initial 
behavior was as expected. However, a problem always happened when the robot 
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faced an obstacle and tried to overcome it by applying the CA deviation rules. The 
robot got stuck by the combination of rules and imprecise sensor readings, thus rotat-
ing in the same axis and not moving forward. This particular problem was named 
corner deadlock. A sequence of movements illustrating the problem in simulation can 
be seen in Figure 7 (a-f). The same problem could be observed in the real robot expe-
riment. The sequence of movements can be seen in Figure 8 (a-g). After we identified 
this problem by simulation and confirmed it using real e-pucks, we returned carefully 
to Ioannidis' works to check if there was some comments related to this behavior and 
how it was fixed, since they also used e-pucks robots in their experiments. However, 
we couldn't find any mention to such problem and the robots seemed to successfully 
overcome the corners in the reported experiments. One point that caught our attention 
in [14] was that in all reported experiments whenever a robot faces a corner it moves 
closer to a robot neighbor. In such case, the formation control changed the robot's 
referential axis and instead of trying to overcome the obstacle the robot started to 
walk in diagonal steps to the changed axis. However, there are other possible scena-
rios not shown in [14] where the features that caused the corner deadlock could also 
happen. For example, if the robot deviate from an obstacle to the left and it is the team 
member in the left side of the formation, the robot would not have any other member 
to change their referential axis and it would have to overcome the obstacle. In this 
case, we are confident that a standard e-puck will present the same difficult with corners 
and the looping of rotations should be expected. Another evidence of this difficulty is that 
on a posterior paper [15], the authors reported that they used non-standard e-puck robots 
with 36 sensors. Probably in such configuration the robot would identify the corner with 
precision. However, using the standard e-puck robot with 8 sensors it is critical and 
should be deal with. Besides, even using other robot’s architectures, it is common to have 
some "blind regions", specially in the later half of their bodies. Therefore, an improve-
ment in the previous model is necessary to deal with the corner deadlock.  

 
Fig. 6. Formation control rules 

 

 

Fig. 7. Simulation with the adapted model 
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4 A New Path-Planning Model  

Due to the corner deadlock observed in the experiments performed with the adapted 
model, we carried out some modifications to propose a new path-planning algorithm. 
This new model preserves the major characteristics of the adapted model: (a) it is 
based on local transition rules of CA to decide the next robot step at each time step; 
(b) there are two types of CA rules being that the first type is used when the robot 
must avoid an obstacle in its neighborhood and the second type is used to keep the 
robot navigating on its crossing axis. The major modification was to include a new 
state to the model. This new state identifies that the robot has come from a previous 
rotation to deviate from an obstacle when it rotates to its original orientation again, as 
in the scenario of Figure 8.e. In the new model, when the robot is on a changed orien-
tation and did not identify any obstacle as in Figure 8.d, the robot returns to its origi-
nal orientation like in Figure 8.e, bust changing to the state Rotated_robot, indicating 
that it comes from a previous rotation due to some obstacle identification in an early 
step. In such state, if the robot does not identify an obstacle in its front, the state 
changes again to Robot and it will start to move by formation control rules. On the 
other hand, if the robot identifies an obstacle in its front, the robot will rotate again to 
avoid it but keeping the state Rotated_robot. Once in its new orientation, the robot 
identifies it as a "possible corner scenario" and it will make a new step to the left to 
deviate from the obstacle, even if its side sensors indicate that the obstacle was over-
come. Therefore, the new model includes a state Rotated_robot and the consequent 
modifications in the deviation rules to deal with the new state. Figure 9 shows the 
new set of deviation rules used. The formation control rules were not modified and 
they were the same presented in Figure 6 for the adapted model. Comparing figures 5 
and 9, one can observe the modifications performed in the deviation rules to deal with 
the new state Rotated_robot.  

 

Fig. 8. Real experiment with the adapted model 

The new model was first simulated using Webots. Figure 10 shows a simulation 
using the same initial scenario of Figure 7. The scenarios in which the robot is at state 
Rotated_robot are marked with "*". It identifies an obstacle, makes a rotation (Figure 
10.b) and moves up to the corner (Figure 10.c) where the sensors do not identify the 
obstacle. Subsequently, the robot rotates to the original orientation (Figure 10.d). 
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However, in this new version, the state is also changed to Rotated_robot, indicating 
that it came from a previous rotation to avoid some obstacle. Therefore, when the 
obstacle is identified, it turns to the left but keeping the current state (Figure 10.e). In 
this situation, the deviation rules make the robot to walk one more step to the left, 
even with no sensors' reading (Figure 10.f) and its state is changed to Robot again. 
This process will be repeated again (Figure 10.g and 10.h) and the robot will do an-
other step to the left (Figure 10.i) and returned to the original orientation (Figure 10.j). 

The process is composed by the following steps - (i) rotation to 0◦ changing to state 

Rotated_Robot, (ii) rotation to 90◦ keeping the state Rotated_Robot, (iii) move one 
cell to the left changing to state Robot - will be repeated until the robot does not iden-
tify any obstacle in its front when it is in the original orientation. When it happens, the 
robot will start to move forward and changes its state to Robot again. Therefore, it is 
possible to notice that the corner deadlock was solved with the inclusion of the new 
state Rotated_robot and its related rules presented in Figure 9. 

 

 

Fig. 9. Deviation rules for the new model 

After simulation, we embedded the algorithm code related to the new model on a 
real e-puck robot. Figure 11 shows some images of the real experiment. Figure 11.a to 
11.d shows the navigation until the robot achieves the obstacle's corner. Figure 11.e  
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Fig. 10. Simulation with the first version of the new model 

  

Fig. 11. Initial movements of a real experiment with the new model  

shows the moment that the e-puck returns to the original orientation and changes its 
state to Rotated_robot. As an obstacle is identified, it rotates keeping its current state 
(Figure 11.f). The e-puck moves 1 step to the left (Figure 11.g) and returns to its 
original orientation (Figure 11.h). As the obstacle is not identified, the robot changes 
to state Robot and moves 2 steps forward, using diagonal movements (Figure 11.i and 
11.j). After this, the robot will identify the obstacle in its front again and the sequence 
of rotations and state changes will be used to move to the left until the robot could 
totally deviate the obstacle's corner and start to navigate toward the original path.  

Therefore, simulations and real experiments have shown that the inclusion of the 
state Rotated_robot solved the corner deadlock. The e-puck was able to deviate the 
obstacle and returned to its crossing axis at the end of the experiment. Figure 11 only 
highlights the initial movements of the robot to escape from its obstacle corner.  
Figure 12 shows pictures from a similar experiment using the new path-planning 
model proposed here from a different perspective: the crossing axis was marked on 
the table where the e-puck was navigating only to facilitate the understanding, but the 
robot does not use it to make any decision. The robot's decision making is done exclu-

sively using the infrared sensors, its CA rules (Figures 6 and 9) and in the robot’s 
current neighborhood. It was possible to confirm that the new model was able to 
overcome the corner deadlock problem. 
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Fig. 12. Full Real experiment with the new model 

5 Conclusion and Future Work 

We proposed an improved cellular automata-based model for the path-planning of 
mobile robots. We started from the analysis of the model from Ioannidis et al. [14]. 
Our adapted model was just based on decentralized CA rules instead of using a cen-
tralized architecture controlling these rules as in the original model. We also used 
only one robot instead of a team of robots. During the first simulations a major prob-
lem was spotted and we called it corner deadlock. Although this problem might be 
very simple to solve using other local path-planning algorithms [19], we wanted to 
further investigate a solution using the CA rules in a decentralized way. The decen-
tralized CA architecture permits the development of high-distributed solutions for 
path-planning. The main motivation behind the use of CA for path planning relies on 
the application of CA in more complex scenarios involving multiple robots.  

We are currently investigating a better set of states and CA rules so that the robot 
improves its performance even further. As future work we plan to concentrate on 
applying the new improved and refined CA model to a swarm of robots that could 
efficiently perform path-planning while keeping the team formation on a more realis-
tic dynamical environment.  
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Abstract. The authors present a critical review on flying motion and echolocation 
in robotics, directly derived from research on biology and flight mechanics  
of bats, aimed at designing and prototyping a new generation of robotic  
technologies.  

To achieve this goal, the paper starts with an in-depth review on real bats, 
studying and proposing models derived from the analysis of the aerodynamics 
of bat wings combined together with the investigation of the bat echolocation 
system. 

These models will form the basis for the implementation of the conceptual 
design of the proposed robotic platform, consisting of a new complete bat body, 
light and smart body structures, provided with a set of sensors and actuated 
joints, displaying echolocation, sensing and coordination capabilities.  

Keywords: Aerial robots, bio-inspiration, bio-robotics, echolocation, robotic 
bat, smart materials, flapping wings, micro aerial vehicles, perception. 

1 Introduction 

As more and more widely recognized today, both science and engineering can benefit 
from joint research in biomimetics: on one hand, biology supplies the knowledge and 
models on the biological side to provide inspiration for developing biomimetic systems; 
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on the other hand, the development of biomimetic systems provides insight about per-
formance and constraints into the animals they are inspired from [1], and can even rep-
resent a powerful tool for experimental investigation on the living organism itself [2]. 
Animals can represent a source of inspiration for robotics and flying animals can be 
used as starting point for the development of novel unmanned micro-aerial vehicles. 

Among flying animals, bats have impressive motor capabilities and orientation 
ability. The coordination between their flying motion and their sonar system make 
them great aerial hunters, able to move in unknown and complex environments. From 
a strictly engineering point of view, bats present interesting characteristics, such as: 

• sustained flight 
• sensitive wings 
• echolocation in complex natural environments 
• flexible finger bones. 

Because of these features, the bat’s structure is an inspiration in robotics, both for 
the development of bio-inspired artificial sonar systems [3] and for the development 
of lightweight flying artefacts [4].  

In this work we propose a novel approach for biological and robotics research, 
aimed at investigating and understanding the principles that give rise to the bat sen-
sory-motor capabilities and at incorporating them in new design approaches and tech-
nologies for building physically embodied, autonomous, lightweight flying artefacts.  

The main idea is that a better understanding of these kinematic, perception and be-
havioural models of bats and their foundations is a key for a successful transfer to the 
design and development of new robotic platforms able to reproduce some of these 
abilities. Thus, one of the principal aims of this work is an in-depth investigation on 
bats kinematics, dynamic control and echolocation systems. Succeeding in these aims 
will open up a variety of novel opportunities for research and novel applications in 
robotics. On the other hand the future robotic platforms based on this work will serve 
for the validation of novel hypotheses and models describing abilities of bats and, 
thus, giving animal researchers the possibility to implement and validate behavioural 
models and hypotheses in a completely new way.  

The paper is structured in the following way: we will start presenting the biological 
point of view and the possible novel models that could be developed; then the focus 
will move on the description of the planned work for the realization of the robotic 
prototype, with details on the bioinspired flight, the artificial sonar system, the bioin-
spired mechanisms and the sensorimotor schemes.  

2 From Biology to Bio-Robotics: A Critical Review 

2.1 Biological Models 

The overall objective of this critical review is to open new ways for basic bat biology 
research, and develop novel kinematics and behavioral models that lead to new strate-
gies to implement these models in a new robotic platform inspired by bats.  
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During flapping flight the wings of these animals generate an aerodynamic foot-
print as a time-varying vortex wake in which the rate of momentum change represents 
the aerodynamic force [5,6]. Each wing generates its own vortex loop and at moderate 
and high flight speeds, the circulation on the outer wing and the arm wing differs in 
sign during the upstroke, resulting in forward lift (thrust) on the hand wing. At the 
transition between up- and downstroke there is the shedding of a small vortex loop 
from outer wing that generates an upwash (i.e. negative lift), which is due to the wing 
motion during the stroke reversal. Small bats also generate leading edge vortices 
(LEV) during the downstroke that enhance the lift in addition to the quasi-steady lift 
[7]. These observations open for new strategies for the study of equivalent natural and 
engineered flying devices [5].  

Novel models related to aerodynamic forces, kinematics and echolocation models 
could be developed based on wind tunnel studies of real bats. To achieve this aim, the 
Glossophaga soricina (Pallas’s Long-tongued Bat), a small-sized bat commonly used 
in research can be used as real-bat model. This species is a South and Central Ameri-
can bat; it is a relatively small bat species at 10-14 g, with a short visible tail, only 
about a quarter of an inch (0.6 centimeters), while the head and the body length is 
about 4.5 to 5.9 cm long. 

These models could be translated in design guidelines for the robotic bat. The 
analysis of the kinematics motion patterns can be synthesized with echolocation  
patterns in order to develop new sensorimotor control schemes. The use of fluid  
dynamics methods, such as Particle Image Velocimetry, high speed cameras for time 
resolved 3D-photogrammetry in a wind tunnel, may allow to investigate the wings’ 
motions during the whole flapping cycle. Important features characteristic of bat flight 
are changing camber, angle of attack (AoA) and orientation of the leading edge flap 
(part of the wing membrane controlled by the “thumb” and index finger, Propatagium 
and Dactylopatagium brevis). The change of kinematic parameters during flight can 
be connected to time-resolved data of the vortex wake, in order to understand the 
relative contribution of kinematic parameters to the aerodynamic force. From another 
point of view, this paper proposes a novel way to investigate biological models. A 
great difficulty of doing measurements with live animals is that a parametric study is 
very hard or even impossible to achieve, and animal safety considerations sometimes 
give restrictions. The solution proposed in this paper is to use a robotic artefact that 
will not have these limitations and thereby could give new information about bat 
flight and provide the possibility to explore aerodynamic regions also outside the 
natural flight envelope of bats. The robotic platform that will be developed can repre-
sent a substitute for the realization of behavioural tests in which it is not ethically 
correct to use real bats, without compromising animal safety. 

2.2 Bioinspired Flight 

The last decade has seen many exciting developments in the area of Micro unmanned 
Aerial Vehicles (MAVs) that are between 0.1-0.5 meters in length and 0.1-0.5 kilo-
grams in mass. 
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The greater part of research to develop practical MAVs can be generally catego-
rized into three fundamental approaches. The first and most widely used is the  
airplane-like configuration with rigid wing and propeller-driven thrust. A second ap-
proach is using rotary wings to design helicopter-like MAVs while other researchers 
used the bio-inspired option of flapping wings. Among the most successful examples 
of rigid wing MAVs is the Black Widow [8] a 15 cm flying wing having every com-
ponent custom built, including a sophisticated gyro-assisted control system. 

Unfortunately, scaling down of large aircraft is accompanied by a multitude of 
complications due to a significant change in flow regime at small size fliers. The size 
of biological flyers as well as of MAVs positions them in a range of low Reynolds 
numbers (Re < 10,000), which induces complex flow phenomena due to viscous ef-
fects. While some researchers have endeavoured to design and test rigid and rotary 
wings MAVs, others have searched for a way to improve the aerodynamics of low 
Reynolds numbers aircraft looking at the biological fliers for inspiration, building 
“flapping wing” systems. A flapping wing is a wing that accomplishes, at the same 
time, the role of producing lift and the role of producing thrust. In other words, flight 
of these flying mammals is possible thanks to this integration of lift and thrust in the 
wing. From a merely aerodynamic point of view, the flow around a bat‘s wing is 
highly unsteady, characterized by a low Reynolds number (typical Reynolds numbers 
are of the order of 103-104). In this flow regime the classical potential theory of aero-
dynamics can be applied only with large approximation. Proposed models in literature 
dealing with unsteady potential theory applied to bat’s flight, have been derived from 
industrial models already employed for sail modelling; therefore they are unable to 
model flow generated by the movement of the bat’s wing. 

One example of bio-inspired MAVs with flapping flight is the Microbat developed 
by Sirirak [9] (Fig. 1). 

 

Fig. 1. Battery-powered prototype of Microbat [9] 

The particular flight path and manoeuvring capabilities of bats suggest that bats are 
able to control wing stall in a very efficient way; in this respect, the model of the 
morphing wing finds a real application. All flight parameters as speed, attitude, num-
ber of flapping per second, section’s wing twists, spatial position of every point of the 
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wings, position of center of mass and of aerodynamic center shall be available at each 
instant in order to provide a feedback to the control system.  

The shape of the wing during flapping stroke is imperative to generate lift and 
thrust. The wings of bats are shaped in an unusual way with respect to other flying 
animals. From a structural point of view, the particularities of the bat’s wings are 
related to the skin membrane and the arm’s skeleton that presents many degrees of 
freedom. Waldman et al. [10] developed a computational analysis for a bat-like mem-
brane airfoil behaviour assuming inviscid potential flow and compared it with in vivo 
measurements of membrane wings of bats during flight. This study shows that bat 
wings undergo a change in their area of about 100% during flapping stroke in order to 
maintain a high level of performance for a variety of flight modes and flow conditions 
ranging from soaring to hovering flight. The wings will be designed to operate effi-
ciently throughout a wide velocity range from hovering (0 m/s) up to a flight speed of 
at least 8 m/s. Along this velocity range, the wingbeat frequency ranges from about 13 
Hz (hovering) to about 9 Hz (fast forward flight). Each wing will be also composed 
by the humerus and radius bones, digits connected to the wrist joint and a membrane 
modeled by a thin latex or silicon sheet, with the stiffeners constructed using carbon 
reinforced epoxy. Since bone stiffness varies much throughout a bat wing, an exact 
match in stiffness is almost impossible, and therefore the wings will be designed  
too stiff rather than too compliant. The dimensions of the model wing will be based 
on the wing geometry at mid downstroke, estimated from kinematics measurements of 
real bats. 

Anders Hedenström and his team already designed a bat-inspired wing, RoBat [11] 
used to mimic flight kinematics of Leptonycteris yerbabuenae (Fig. 2) and the wings 
that will be used for the current application will rely heavily on this. 

 

Fig. 2. The RoBat wing, drive system and mounting plate [11] 

3 Conceptual Design of a Bio-Robotic Bat 

3.1 Artificial Sonar System 

The sonar system of the future robotic bat could be designed to provide the robot with 
the sensory capabilities to match the platform’s ability to fly. The most important 
fundamental limitation of sonar is the low measurement rate due to the slow speed of 
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sound [12]. Hence, to arrive at real-time control of complex behavior, e.g. flight, 
maximum information needs to be extracted from the few measurements that can be 
collected within the relevant response time. In most current state-of-the-art robotic 
sonar systems multiple objects are localised in 3D by combining echo travel times 
from multiple receivers and/or multiple emissions [13, 14, 15]. A recent bio-inspired 
robotic sonar system [3] has demonstrated 3D localisation of multiple reflecting  
objects based on a single binaural sonar measurement. This is made possible by also 
decoding the spatial cues introduced through the binaural filtering of the echoes 
caused by the sonar’s head and outer ear shape.  

All current robotic sonar systems, whether bio-inspired or not, extract spatial cues 
from individual pulse-echo pairs. However, prey classification experiments [16] show 
that modulation patterns, i.e. acoustic flow cues, extracted from echo trains reflected 
off fluttering insects contain target identity information.  In addition to object class 
information, acoustic flow cues [17] also contain information about the geometric 
relationship between objects, the surface geometry of those objects and the motion of 
the objects relative to the sensor.  Psychophysical experiments show that bats are 
indeed sensitive to such modulation patterns, e.g. intensity, time-of-flight, spectral 
content modulations [18].  Furthermore, the timescale of these modulation patterns 
(100-1000ms) fits better than the timescale of individual echoes (1-10ms) with the 
timescale the bat’s motor system operates on.  Therefore we conjecture that specific 
features of the extracted modulation patterns can be used quite naturally to provide 
motion control feedback. 

Hence, we propose to investigate both how this spatial information encoded by 
egomotion induced modulation patterns can be extracted from echo trains as well as 
show how it can be used most efficiently in flight control.  In the end, this will allow 
acoustic flow analyses of the echo trains collected during 2D and 3D movements to 
replace individual echo feature analyses that are the current state of the art in robot 
sonar. The investigation of the acoustic flow cues that result during such motions is 
entirely novel and has the potential to generate important new fundamental insights 
into biosonar. 

 

Fig.3.  (left) The sonar-forming antennae "robat", based on 3-D scans of bat ears, developed by 
the University of Antwerpen from the original (right) CIRCE robotic bat head 
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3.2 Actuators 

Actuators represent the real bottleneck in many robotic applications, including the 
biomimetic field. Currently available actuators are mainly electromagnetic and their 
performance is far from the one achieved, for example, by natural muscles. Neverthe-
less, in the last few years new and promising technologies are emerging thus offering 
new possibilities to fill the gap between natural muscles and artificial artefacts. A 
thorough study could be performed on smart materials and in particular on shape 
memory alloys, a lightweight alternative to conventional actuators, that responds to 
the heat from an electric current. The heat actuates micro-scale wires, making them 
contract like 'metal muscles'. During the contraction, the powerful muscle wires also 
change their electric resistance, which can be easily measured, thus providing simul-
taneous action and sensory input. This dual functionality will help cut down on the 
robotic-bat's weight, and can allow the robot to respond quickly to changing condi-
tions as perfectly as a real bat. Shape Memory Alloys (SMA) [19] are increasingly 
used in biomimetic robot as bioinspired actuators. There are several kind of alloys that 
can be used with different performances. The response time depends on the time 
needed to pass from martensitic to austenitic phase and consequently it depends to the 
current that passes through the wires, to the dimensions and to the thermal coefficient. 
A trade off between current and velocity has to be found, but an acceptable frequency 
of contraction/relaxation can be reached with a well designed geometry. SMA pre-
sents high force to mass ratio, light weight, compactness and for these reasons repre-
sents a very interesting technology in the prosthetic field [20]. Nevertheless, SMA 
shows several limitations, such as: difficulty in controlling the length of the fibers as 
they undergo the phase transition first of all due to their hysteresis; dependence of the 
bandwidth on heating and cooling rates; limited life cycle. Despite that, there are sev-
eral examples (especially in the biomimetic field) that demonstrate the real possibility 
to use this technology for actuation. Literature analysis and results on first studies 
demonstrated that SMA wires can reach potentially high performances very close to 
the requirements; moreover, they are easy to manufacture, manageable and compliant. 
Even if nominally the performances of SMAs are not the best of the class, it is possi-
ble to improve them playing on chemical properties and geometrical parameters. One 
of the drawback of this technology is that the maximum force is proportional to the 
diameter of the SMA. In this application, high forces are needed, but the contraction/ 
stress cycle time highly increases with the wire’s diameter. Therefore, the novel ac-
tuator design will combine many single SMA wires in a single actuator, with the ad-
vantage of the scalability of pull force and length [21]. First results have been ob-
tained [22, 23] and they highlight the potentiality of this technology (Fig. 4). In order 
to reproduce the wing-morphing motion, the goal is to control the muscles for achiev-
ing morphing-trajectories based on the biological study of bat flight. As far as mecha-
tronic design, much of the work could be devoted to speed-up the operation frequency 
of the SMA-based muscles (going further 2.5-3Hz) for a feasible flapping-morphing 
synchronization during flight. Some of the challenges involved in this process are re-
lated to the modeling and mechatronics design of bat-wing motion merged with SMA 
actuation, and SMA hysteresis control that ensure the morphing frequency desired.  
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To address these challenges, we propose an antagonistic pair of SMA arrays acting as 
the triceps and biceps muscles along the humerus bone. The work could be also ori-
ented towards the synchronization of flapping and morphing control based on aerody-
namics analysis using the wind tunnel testbed. 

 

Fig. 4.  Right-wing skeleton protytpe [22] 

3.3 Sensors 

Regarding the sensory system, the technological challenge is to create a system 
deeply interacting with the environment that shows performance comparable to those 
of real bats in terms of efficiency, accuracy, and small size. A huge number of physi-
cal sensors could interact with the environment and could both allow the integration 
of innovative sensors in the artificial platform and also achieve, through appropriate 
data processing and fusion algorithms, full flexibility and functionality while in a 
complex context. High resolution and high-speed sensors such as miniaturized accel-
erometers and inertial sensors, load cells, pressure and acoustic transducers, as well as 
highly accurate strain gauges could be used at this aim. Advances in Micro-Electro-
Mechanical Systems (MEMS) technology have offered the opportunity to develop 
both single highly reliable sensors and sensor arrays with small dimensions based 
mainly on capacitive and piezoresistive principles. Several of them have implemented 
normal and shear force sensing even in small arrays on a flexible substrate for non-
planar surfaces. These technologies lacked, however, mechanical compliance and 
conformance. One of the approaches for the implementation of tactile skins consists 
in combining single silicon microsensor elements with elastomeric materials, in which 
the key to functional tactile devices depends on the type of packaging design [24, 25]. 
Moreover, wing-surface airflow sensors and the appropriate feedback for the actuat-
ing mechanism could be thoroughly investigated. 

3.4 Sensorimotor Schemes 

The principle of sensory-motor coordination was inspired by John Dewey, who as 
early as 1896, had pointed out that sensation cannot be separated from action, and that 
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perception must be considered as a whole, rather than input-processing-output. Recent 
work in artificial intelligence and cognitive science has demonstrated that through 
coordinated interaction with the environment, an agent can structure its own sensory 
input [26]. In this way, correlated sensory stimulation can be generated in different 
sensory channels -- an important prerequisite for perceptual learning and concept 
development. 

Because physical interaction of an agent with its environment leads to structured 
patterns of sensory stimulation, neural processing is significantly facilitated, demon-
strating the tight coupling of embodiment and cognition. Categorization -- the ability 
to make distinctions -- is the foundation of any form of cognition. Edelman [27] 
clearly mapped out how sensory-motor coordinated behaviour leads to categorization. 
Lakoff and Johnson [28] make a strong case that all kinds of cognition, even very 
abstract ones, are tightly coupled to embodiment. These psychological and philoso-
phical arguments have been further elaborated in a robotics context using ideas from 
non-linear dynamics and information theory, who showed more generally how cogni-
tion can emerge from the dynamic interaction of an agent with its environment. Using 
case studies from locomotion and sensory-motor tasks, they also discuss how some-
thing like a body schema can serve as an intermediary between embodiment and cog-
nition [29]. 

In the field of humanoid robotics, this paradigm has triggered a number of interest-
ing research opportunities. A natural global dynamical structure emerges from natural 
physical interactions among multiple sensory-motor flows between the agent and its 
environment. This structure was thus exploited to allow for "body-schema" acquisition 
and self-exploration of sensory-motor learning on a humanoid robot. The formation of 
a body schema through sensory-motor interaction between the robot and environment 
was also utilized to develop learning of body versus non-body discrimination in [30] 
and learning about objects through visual processing and active grasping [31]. Active 
perception was explored in [32] where object manipulation using a humanoid's arm 
actively generates the sensory-motor experience needed to simplify the object segmen-
tation and learning tasks of the robot's visual system. Sensory-motor coordination 
strategies were also utilized to develop reaching and grasping capabilities [33]. 

The real-time perception of the robot environment with an adequate balance be-
tween movement and sensory capabilities is crucial to ensure a smooth interaction 
[34]. At this aim, the paper suggests a strict and massive integration between the sen-
sors network, the sonar apparatus and the actuators control system. The final behav-
ioral control strategy must utilize all sensors feedback and the information about the 
environment from the sonar system to assure the stable and coordinated motion of the 
robot. First of all, an analysis of basic kinematics and kinetic trajectories of the bat’s 
body and wings should be performed. Based on the experimental data, novel forward 
and inverse kinematics and dynamics models of the biomechanics of the bat can be 
developed and they should mimic the principal bat motions: wing flapping, wing 
pitching, leading edge flapping. Proprioceptive feedback control loops should be in-
vestigated as the basis for motion control and stability: the measure of the SMA’s 
electrical resistance and of the wing-surface airflow sensors must be taken into ac-
count as a parameter to adjust wings motion. This may constitute the inner layer of the 
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overall control structure, based on a hierarchical control, while the echolocation sys-
tem may constitute the outer layer of the autonomous control system.  

4 Conclusion 

This paper presents a novel approach for the investigation of particular aspects of bat 
biology and morphology. The approach consists in the implementation of a complex 
environment for the measurements of biological parameters of animals and the design 
and realization of bat-inspired robotic prototypes, endowed with an artificial echolo-
cation system, flapping wings and an autonomous control. 

We expect that a bat-robot so structured can have a really wide impact: indeed, it 
can open new ways in robotics, improving the performance of robots in terms of lo-
comotion and adaptability, with the investigations on novel bioinspired control strate-
gies and artificial echolocation system and in a long-term vision, robotic devices can 
be seen as substitutes for real animals in behavioural experiments.  
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Abstract. A system to coordinate the movement of a group of un-
manned aerial vehicles that provide a network backbone over mobile
ground-based vehicles with communication needs is presented. Using evo-
lutionary algorithms, the system evolves flying manoeuvres that position
the aerial vehicles by fulfilling two key requirements; i) they maximise
net coverage and ii) they minimise the power consumption. Experimental
results show that the proposed coordination system is able to offer a de-
sirable level of adaptability with respect to the objectives set, providing
useful feedback for future research directions.

Keywords: Evolutionary algorithms, unmanned aerial vehicles, coordi-
nation strategies.

1 Introduction

This paper presents an initial investigation into the coordination of multiple
unmanned aerial vehicles (UAVs) that provide network coverage for multiple
independent ground-based vehicles, when imperfect connectivity is experienced.
Imperfect communication can be due to the mobility of ground-based vehicles
thus leading to long distances between them and the aerial vehicles, limited ra-
dio frequency power, and other communication failures. Under these conditions,
defining flying strategies able to react to topological changes and ensure relaying
of data between ground-based vehicles is a complex problem. Fig. 1 is an illus-
tration of a scenario of a group of 3 aerial vehicles that provide network coverage
to a number of ground-based vehicles.

Rapid, unexpected changes to the topology require a coordination system with
a ligh level of adaptability. It has to be able to generate flying manoeuvres and
formations according to the movement patterns of the ground-based vehicles and
their communication needs. Power consumption plays a key role in the success of
such a demanding mission. The aim of this research work is to design a decision
unit that generates flying manoeuvres that offer network coverage to support as
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Fig. 1. Communication links are provided to ground-based vehicles. The overlap cov-
erage is found at intersections.

many ground-based vehicles as possible, while the power management follows a
reasonable trend. Two objectives are identified. Firstly, to maximise the net cov-
erage by decreasing the overlaps between two or more aerial vehicles. Secondly,
as the power consumption is related to the distance between the antennae of the
transmitter and the receiver, it is important to control the vertical flying of the
aerial vehicles such that the slant distances between them and the ground-based
vehicles are minimised. The proposed system employs evolutionary algorithms
(EAs) [2] as the adaptable decision unit. The results of a first series of simulation
experiments are presented in this paper, illustrating the effectiveness of EAs in
solving the problem by relocating the groups of aerial vehicles. The outcome of
the study indicates that EAs are an efficient way of coordination that fulfils the
two research objectives.

The rest of the paper is structured as follows. Examples of related work are
presented in section 1.1, followed by a brief discussion of the aerial vehicle models
in terms of performing feasible manoeuvres and communication link budget in
section 2 and 3, respectively. Experimental results and their discussion is given in
section 4, and in section 5 the paper concludes by addressing the future research
directions.

1.1 Background

Researchers have explored the possibility of using evolutionary computation to
solve path planning and coordination problems for single or groups of aerial
vehicles. In [12], a flyable path plan for multiple UAV systems using genetic
algorithms (GAs) is presented, suitable for controlling a specific mission area
with vehicles flying at a constant altitude via a number of control points. The
Bézier curves technique is used to smooth flying trajectories, resulting in a flight
that allows each UAV to move very close to the control points.

[1] considers the coordination of multiple permanently flying (in small cir-
cles) UAVs in order to support an ad hoc communication network over multi-
ple ground-based users. The authors propose an EA-based solution that allows
each UAV agent to adjust its output power levels and antenna orientation, such
that the download effectiveness to the end users will be maximised. The ground
area covered by each UAV is determined by the gain of the vehicle’s antenna.
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Low boresight gain allows a wider area to be covered but with a lower signal,
whereas a high gain antenna transmits with higher signal power in the centre of
line-of-sight target, but covers a smaller area.

In [8], the authors employ a GA-based approach for a UAV path planning
problem within dynamic environments. The authors define a good solution as
the path that optimises three components (distance, obstacles, and path length).
The genetic representation consists of a series of manoeuvres that are planned
according to a maximum turn rate as well as an acceleration/deceleration max-
imum value, corresponding to the UAV flight.

The work described in [11] proposes the use of B-Spline curves [7] as the way
to represent the trajectory of a UAV flight. Generally, the continuous curve of a
B-Spline is defined by control points, which delimit the smoothly joined B-Spline
curve’s segments. The authors argue that unlike Bézier curves, B-Spline curves
are more suitable to represent a feasible UAV route, as an update in one of the
control points changes only its adjacent segments due to its local propagation.

In [3], the authors investigate a search method for multi-UAV missions re-
lated to surveillance and searching unknown areas, using EAs. Their work allows
several UAVs to dynamically fly throughout a search space and autonomously
navigate by avoiding unforeseen obstacles, without a priori knowledge of the
environment. Although the proposal assumes central administration and user
control from take-off time to the end of the mission, the authors employ an
EA-based approach to generate appropriate coordinates for UAV relocation.

After studying the evolutionary path planner for single UAVs in realistic en-
vironments, [5] propose a solution to the coordination of multiple UAV flying
simultaneously, while minimising the costs of global cooperative objectives. As
long as the UAVs are able to exchange some information during their evaluation
step, the proposed system is able to provide off-line as well as on-line solutions,
global and local respectively.

2 The UAV Kinematics and Communication Models

The main methodological aspects with respect to the kinematics of the aerial
vehicles and the link budget that characterises the communication links, are
briefly described in this section. A more detailed description of the methods
used for this study can be found in [9].

In the simulation model, an aerial vehicle is treated as a point object in the
three-dimensional space with an associated direction vector. At each time step,
the position of an aerial vehicle is defined by a latitude, longitude, altitude
and heading (φc, λc, hc, θc) in the geographic coordination system. A fixed-wing
aerial vehicle flies according to a 6DOF model with several restrictions, ranging
from weight and drag forces to atmospheric phenomena, that affect its motion.
However, as this work focuses on the adaptive coordination with respect to the
communication network, a simplified kinematics model based on simple turns is
considered for the restrictions of both horizontal and vertical motions [4]. For
security and safety reasons, the model is designed to allow flight within a pre-
defined corridor, such that the model denies altitude additions or subtractions
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in cases where the maximum or minimum permitted altitude is reached. Notice
that no collision avoidance mechanism is currently employed.

Fig. 2. A manoeuvre of 3 segments of different durations and bank angles, from a
starting point A and the finishing point B. Direction of flying is dictated by the bank
angle.

As the flying vehicle is fixed-wing, it may either perform a turn circle manoeu-
vre with a tight bank angle in order to keep its current position, or implement
a manoeuvre generated by the EA decision unit. Taking inspiration from the
Dubins curves and paths [6], when implemented, a manoeuvre will generate a
trajectory consisting of 3 segments, as depicted in Fig. 2. Each segment can be
a straight line, turn left or turn right curve, depending on the given bank angle.

The EA is free to select the duration for any of the segments as long as the
overall duration remains equal to the time of one revolution circle manoeuvre.
This strategy ensures synchronisation between all aerial vehicles within the group.
With a bank angle of 75 degrees and a constant speed of 110 knots, The time
for one revolution is approximately 6 seconds. The aerial vehicles perform 2 turn
circle manoeuvres before they are allowed to implement the latest generated solu-
tion from the EA. This time window ensures that the artificial evolution will have
reached a result, while at the same time the aerial vehicles will fly in a controlled
and synchronised way, keeping their previous formation. Furthermore, the time
window ensures that the aerial vehicles will have enough time to exchange fresh
GPS data and ultimately communicate the resulting solution on time.

Networking is achieved by maintaining communication links between the aerial
backbone and as many ground-based vehicles as possible. The communication
links are treated independently and a transmission is considered successful when
the transmitter is able to feed its antenna with enough power, such that it sat-
isfies the desirable quality requirements. It is assumed that aerial vehicles are
equipped with two radio antennae. One isotropic able to transmit in all direc-
tions, and a horn-shaped one able to directionally cover an area on the ground.
It is also assumed that all vehicles are equipped with a GPS and can broadcast
information about their current position at a reasonable interval (default 3 sec-
onds). In this section, focus is primarily given to the communication between
aerial vehicles and ground-based vehicles using the former horn-shaped anten-
nae, as it dictates the effectiveness of the communication coverage of the mission
and the power consumption of a flying mission.
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Fig. 3. Slant distance d and angle h of a communication link

In order for a ground-based vehicle to be covered, it needs to lie within the
footprint of at least one aerial vehicle. As shown in Fig. 3, a footprint is deter-
mined by the altitude of the aerial vehicle as well as its antenna’s half-power
beamwidth (HPBW) angle. The higher the aerial vehicle flies, the wider its foot-
print is on the ground, the greater the area covered. The slant angle h of the
ground-based vehicle with respect to the aerial vehicle is calculated by applying
spherical trigonometry on the available GPS data that each network participant
broadcasts. The following piecewise function is then used to decide whether a
ground-based vehicle lies within the footprint (coverage profile p).

L(p) =

{
1, h < HPBW

2

0, h ≥ HPBW
2

(1)

Similarly, the slant distance d can be calculated. The greater the distance be-
tween the transmitter and the receiver, the higher the signal power required to
support the communication.

3 The Evolutionary Algorithm and Fitness Function

A centralized, on-line, EA-based approach is considered for the coordination of
the group of aerial vehicles. The decision making for the next set of manoeuvres
for the group is made by a single aerial vehicle, nominated as master. Taking
advantage of the underlying network, it is assumed that every 3 seconds the
master aerial vehicle is able to receive messages carrying the last known positions
and direction vectors of the group as well as the ground-based vehicles. Data
updates may be received from relaying aerial vehicles and directly from the
ground-based vehicles within the master’s footprint, and are tagged such that
the master aerial vehicle and in turn the EA decision unit is fed with up-to-date
knowledge of the topology. Once the EA has evolved a new set of manoeuvres, the
master aerial vehicle is responsible for broadcasting the solutions to the whole
group, using the network. As this work mainly focuses on providing network
coverage to ground customers, it is assumed that there is no packet loss and
that a dynamic routing protocol allows flawless data relaying within the topology.
The process flow of receiving, generating and distributing solutions amongst the
group members is depicted in Fig. 4. Notice that the EA runs independently from
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the controller of the master aerial vehicle (threaded), which in practice allows
the master aerial vehicle to complete its turn circle manoeuvre, while waiting
for a solution.

Fig. 4. At the completion of a turn circle manoeuvre, the master aerial vehicle queries
the EA for the next set of manoeuvres for the whole group. The solution is then
communicated to the rest of the group using the network. If the EA is not ready to
generate a solution due to lack of up-to-date information, the returned solution is a set
of turn circle manoeuvres, forcing the group to maintain its current position.

As described in section 2, a flying manoeuvre is described by a Dubins path
of 3 segments. Each segment comprises a bank angle and the duration for which
the segment’s manoeuvre is to be performed. Furthermore, a Dubins path may
request a change to the vertical plane, thus require an alteration to the current
aerial vehicle altitude. The information is stored to the chromosome’s genes, as
shown below.

β1 δt1 β2 δt2 β3 δt3 b δh

The first six genes describe the horizontal motion and the duration of each
of the 3 segments of the Dubins path and are stored as floating point values.
The seventh gene b, as well as the last Δh, control the vertical behaviour of the
aerial vehicle. When the former is set to 0, the aerial vehicle flies at the same
altitude (level flight). If it is set to 1, then the vertical motion is considered and
the aerial vehicle is expected to change its altitude by Δh within the duration
of the Dubins path,

∑3
i=1(δti).

An evolutionary algorithm using linear ranking is employed to set the param-
eters of the paths [10]. We consider populations composed of M = 100 teams,
each consisting of N = 4 individuals (the number of aerial vehicles in the flying
group). At generation 0 each of the M teams is formed by generating N random
chromosomes. For each new generation following the first one, the chromosomes
of the best team (“the elite”) are retained unchanged and copied to the new
population. Each of the chromosomes of the other teams is formed by first se-
lecting two old teams using roulette wheel selection. Then, two chromosomes,
each randomly selected among the members of the selected teams are recom-
bined with a probability of 0.3 to reproduce one new chromosome. The resulting
new chromosome is mutated with a probability of 0.05. This process is repeated
to form M − 1 new teams of N chromosomes each.

The fitness function f is designed to optimise two objectives. Firstly, it max-
imises the net coverage by minimising overlap (i.e., the footprints’ intersections).
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This is in favour of supporting as many ground-based vehicles as possible using
the available number of aerial vehicles. Secondly, it minimises the average alti-
tude of the group. Reducing altitude also reduces the slant distances (marked
as d in Fig. 3) between the supporting aerial vehicle and the supported ground-
based vehicles which in turn lowers the power consumption. The fitness f is
used to compute the performance of a group, thus the fitness score of a set of
flying manoeuvres, and is expressed as:

f =
Cnet − Coverlap

G
×
(
1− norm

( U∑
i=0

(hi)

U

))
(2)

where Cnet and Coverlap are the net and overlap coverage scores respectively, U
is the number of aerial vehicles or genomes per group, G the number of ground-
based vehicles, and hi the resulting altitude of the ith aerial vehicle. Finally,
norm returns the normalised mean of the altitudes within the permitted flying
corridor, and is a value between 0 and 1.

In order to measure power consumption, an abstract network traffic model is
implemented. As previously stated, it is assumed that the communication link be-
tween an aerial vehicle and a supported ground-based vehicle is successful when
the former is able to feed its antenna with enough power to satisfy the desired link
quality. That is, at each time step the transmission of 3 UDP datagrams from each
aerial vehicle down to any ground-based vehicle it currently covers is simulated,
using a downline data rate of 2Mbit/s and frequency of 5GHz to finally ensure
Eb/N0 of 10db. Ultimately, the number the available communication links that
can be accessed depends on the position of the aerial backbone and the number of
ground-based vehicles being currently covered. In this way, the power consump-
tion per time step is measured.

4 Experiments and Results

The experiments presented in this paper are simulation-based and target aerial
missions where both aerial vehicles and ground-based vehicles are placed ran-
domly around a centre point of pre-defined latitude and longitude. All ground-
based vehicles move according to a biased Random Way Point model (see [9]
for details). Biases in the movements are introduced according to the follow-
ing strategy. Each time a ground-based vehicle has to generate a new random
bearing, there is a 75% chance of moving towards a bounded range of angles.
Hence, although individual ground-based vehicles travel randomly in different
directions, as a cluster they move in a biased fashion towards a random direc-
tion, which is selected in every interval. For the experiments presented in this
paper, this interval is set to the duration of the simulation divided by 3. All
aerial vehicles start with an initial available power of 250 Watts and fly within
the flying corridor of altitudes between 1500 and 22000 ft. An angle of 75° is de-
fined as a turn circle manoeuvre bank angle. Simulations last for 1800 seconds,
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(a) (b)

Fig. 5. Fitness of the best solutions after 200 generations for 69 generated consequence
sets of flying manoeuvres are shown, for (a) Exp Aand (b) Exp B. Each segment repre-
sents the averaged fitness scores (over 20 simulation experiments) and its growth from
the first to the last generation.

enough time for the EA to produce a number of manoeuvres that lead to forma-
tions of interesting behaviours.

Two sets of simulation experiments targeted to slightly different scenarios
designed to illustrate the adaptability of the system are presented. In Exp A,
all aerial vehicles start by flying at low altitude and support a small number
of ground-based vehicles. In this scenario, the aerial vehicles are expected to
increase their altitude in order to subsequently increase the net coverage. In
Exp B, all aerial vehicles start by flying at high altitude and support a large num-
ber of ground-based vehicles with increased overlaps between the aerial vehicles’
footprints. The system is expected to push the aerial vehicles to decrease their al-
titude, saving power and reducing the number of ground-based vehicles that lie
within the overlapping footprint areas.

Table 1 summarises the configuration parameters of the experiments in terms
of initial positions and manoeuvres. For each scenario, 20 differently seeded sim-
ulations experiments were conducted. Fig. 5 summarises the dynamics observed
in both scenarios from an evolutionary algorithm point of view. In particular,
the figures depict the fitness trend for each set of flying manoeuvres over 200
generations. Each segment represents the average fitness of the best solution (i.e.,
the set of manoeuvres), averaged over 20 simulation runs, for Exp A (Fig. 5a),
and Exp B (Fig. 5b) respectively. For each scenario, the aerial vehicles are asked
to execute a sequence of 69 flying manoeuvres, generated by the EA decision

Table 1. Initial configuration of the two experiments

Parameter Exp A Exp B
Aerial Ground Aerial Ground

No. of units: 4 300 4 300
Radius: 6 km 6 km 3 km 3km

Altitude: 2000-2300 ft 0 ft 6000-6500 ft 0 ft
Heading: 80° 0-360° 80° 0-360°

Speed: 110 kts 5-20 mph 110 kts 5-20 mph
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(a) (b)

(c) (d)

Fig. 6. Average coverage and power consumption are depicted, for Exp A (Fig. a and
b) and Exp B (Fig. c and d) respectively. Coverage is expressed in terms of number of
ground-based vehicles that are covered by at least one aerial vehicle.

unit. The starting point of each segment refers to the average fitness of the best
solution at generation 1. The end point of each segment refers to the average
fitness of the best solution at generation 200.

Looking at the segments in both figures, it can be clearly shown that at each
new solution, the EA tends to progressively find a better set of manoeuvres. This
indicates that the decision unit is able to efficiently relocate the aerial vehicles in
order to find good positions with respect to the current status of the system (i.e.,
the distribution of ground-based vehicles, the current coverage and the current
relative positions of the aerial vehicles). Notice that the initial score of each
segment is always lower than the final point of the previous. This is reasoned
due to the fact that by the time the aerial vehicles reached the desired position,
the ground-based vehicles have already changed theirs, unexpectedly altering the
dynamics of the system. This leads to the conclusion that the previously best
solution yields less fitness than that predicted by the EA. However, it is shown
that the EA tends to increase the fitness score for the sequence of solutions
and thus is shown to progressively return better results during the cruise flight
of the aerial vehicles. This important observation is made when looking at the
general trends in both figures, as they reason about the strategies that aerial
vehicles exploit to perform the task. In Exp A, the best solution at the end of
the 200 generations for each consequence solution (i.e., set of manoeuvres) is
progressively better than the previous best (Fig. 5a).
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(a) (b)

Fig. 7. Individual and total coverage as a function of time for Exp A (a) and Exp B (b).
The horizontal segment line in the total bars shows the overlapping number of ground-
based vehicles. Error bars show the standard deviation from the means over 20 runs.

In Fig. 6a and 6b, where the average coverage and average power consump-
tion are depicted, it is seen that the increase in coverage indicates that the aerial
vehicles gradually build better formations and keep them to fulfil the two objec-
tives. Initially, when starting from relatively low altitudes (Exp A) the group of
aerial vehicles tends to fly higher in order to support more ground-based vehicles
(Fig. 6a). As expected, better coverage comes with a small increase in power con-
sumption (Fig. 6b). After starting from high altitudes (Exp B) the EA returns
solutions that tend to fly lower (Fig. 6c) with a consequent decrease in the power
required to provide the communication links (Fig. 6d). The behaviour of minimis-
ing the altitude seems to last for the first 20 solutions (Fig. 5b), after which the
group of aerial vehicles has reached optimal flying altitudes and formation that
offer the possibility of a good coverage to power consumption trade-off. Further-
more, the solutions after the first 20 tend to optimise only the relative positions of
aerial vehicles, in order to track the movement of the ground-based vehicles and
minimise overlap. This seems to have a minor effect on the power consumption
which tends to be constant after the first 400s of simulation time (Fig. 6d).

Network coverage management is clearly shown in Fig. 7a and 7b, for Exp A
and Exp B respectively. The results complement the previous observations as
they depict an increment to the group’s net coverage (marked as “T”). It is seen
that the latter is rather insensitive to the rapid changes of the flying formation.
Particularly in Exp B the overlap coverage is found to decrease even though the
aerial vehicles are asked to decrease their altitude.

Finally, Fig. 8 shows the trajectories of aerial vehicles and ground-based ve-
hicles in terms of their average positions. The centroids of the ground-based
vehicles cluster as well as the one of the group of aerial vehicles are shown to
follow a similar trend and move closely, highlighting the success of the algorithm
in adapting according to the movement and needs of the ground-based vehicles.
This figure refers to a single experimental run in Exp A. The ground-based ve-
hicles change their overall direction twice during the simulation, as defined by
their biased random waypoint mobility model described in previous sections.
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Fig. 8. Continuous line represents the trajectory of the centroid of the ground-based
vehicles (as estimated by the whole cluster), whereas the dotted line refers to the move-
ment of the centroid of the airborne group. Letters “G” and “U” indicate the starting
points of the two centroids, ground-based vehicles and aerial vehicles respectively.

5 Conclusion

This paper proposes a coordination system for a group of aerial vehicles de-
signed to form a communication network backbone that connects ground-based
vehicles in an ad hoc, highly dynamic fashion. An EA is used as the decision
unit responsible for generating relocation information for the group. The EA’s
fitness function aims to optimise two objectives. Namely, to maximise the net
coverage by reducing the overlap between the footprints of each aerial vehicle,
whilst minimising the average power consumption to support the communication
network. Altitude is strongly related to the power required to provide a link of
a satisfactory quality. First developments and experimental results are reported,
illustrating promising adaptive behaviour.

There are two future directions that are considered for this research work.
Due to the strong dependence on the underlying network, a fully decentralised
approach is required. Although several communication and decision protocols
may be added to the system to reduce the risk of losing the master aerial vehicle
(use of cluster heads, token, etc.), the system should be able to minimise inter-
aerial vehicle control overhead communication and thus maximise utilisation of
the links for data payload transmissions.

In addition, the use of multi-objective evolutionary algorthm (MOEA) in the
system is undoubtedly expected to increase the efficiency of the group evaluation
within the EA, by allowing multiple objectives to be clearly defined and opti-
mised simultaneously based on the desired flying strategies subject to mission-
related, group-based, and individual-based constraints. The system will then be
thoroughly examined under challenging experiments, and it will be compared
with existing non-GA-based approach such as [4].

Acknowledgements. This work is funded by EADS Foundation Wales.
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Abstract. This paper describes work on a framework for multi-agent
research using low cost Micro Aerial Vehicles (MAV’s). In the past this
type of research has required significant investment for both the vehi-
cles themselves and the infrastructure necessary to safely conduct ex-
periments. We present an alternative solution using a robust, low cost,
off the shelf platform. We demonstrate the capabilities of our system
via two typical multi-robot tasks: obstacle avoidance and exploration.
Developing multi-agent applications safely and quickly can be difficult
using hardware alone, to address this we also present a multi-quadcopter
simulation based around the Gazebo 3D simulator.

1 Introduction

Aerial robotics is a very exciting research field with many applications including
exploration, aerial transportation, construction and surveillance. Multi-rotors,
particularly quadcopters, have become popular due to their stability and ma-
neuverability, making it easier to navigate in complex environments. Their om-
nidirectional flying capabilities allow for simplified approaches to coordinated
pathfinding, obstacle avoidance, and other groupmovements, which makes multi-
rotors an ideal platform for multi-robot and multi-agent research. One major
difficultly in multi-rotor research is the significant investment of both time and
capital required to setup a safe, reliable framework with which to conduct re-
search. This discourages researchers from conducting any practical experimen-
tation [9] which leads to a knowledge gap.

This work attempts to bridge that gap and encourage more practical research
by providing a framework based on a low cost platform that does not require
dedicated infrastructure or expensive platforms to conduct safe, effective ex-
periments. For this work the Parrot AR.Drone1 quad-rotor, a relatively low cost
commercial toy developed for augmented reality games, was chosen as the exper-
imental platform. We develop a two-tiered software architecture for facilitating
multi-agent research with AR.Drone. At the lower level of our architecture we
provide the basic robotics tasks of agent localisation, position control and ob-
stacle avoidance. To do so, we extend the PTAM [2] key-frame-based monocular
SLAM system to provide localisation and mapping functions for multiple agents.

1 http://ardrone2.parrot.com/

M. Mistry et al. (Eds.): TAROS 2014, LNAI 8717, pp. 60–71, 2014.
c© Springer International Publishing Switzerland 2014
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An Extended Kalman Filter (EKF) is used for state estimation and a PID con-
troller provides position control and path following. At the higher level we im-
plement collision avoidance based on the Optimal Reciproal Collision Obstacle
(ORCA) approach [18] and a multi-agent approach to autonomous flying where
each quadcopter agent communicates with it’s peers to achieve goals such as ex-
ploring an environment. The development and practical evaluation of meaningful
higher level multi-agent procedures requires extended experimentation, which is
hindered by the short flying time of the AR.Drone. To address this issue, we also
develop a simulation environment based on the Gazebo [11] 3D simulator. We
conduct both simulated and real world experiments to demonstrate the use of
our framework in a multi-agent exploration scenario and validate the veracity of
the simulation.

The remainder of the paper is organised as follows. In Section 2 we discuss
other approaches to using AR.Drone in single- or multi-robot research. In Sec-
tion 3 we present our framework in detail. Section 4 introduces the multi-agent
exploration scenario and the results and conclusion are discussed in Sections 5
and 6 respectively.

2 Related Work

While the low cost and highly robust construction make AR.Drone an ideal
platform for academic research, it is primarily a toy meant to be under human
control at all times, whose built-in functionality lacks the precision required for
the applications mentioned above. For example, while the AR.Drone features
optical flow based horizontal velocity estimation, which can be integrated for
position estimation (dead reckoning), it is subject to drift. This is unsurprising
as the inclusion of an optical flow sensor on the AR.Drone is mainly for position
hold rather than position estimation. Therefore a more robust drift-free position
estimation solution is required.

We are aware of three distinct solutions, which have been successfully tested on
the AR.Drone: using external high precision positioning devices, using fiducial
markers and using visual SLAM. Motion capture systems, such as the Vicon
system2, make use of a system of high-speed infrared cameras and retro-reflective
markers to estimate the full 3D pose of arbitrary bodies with sub-millimetre
precision. While a motion capture system would provide the highest accuracy
it comes with a significant price tag. Additionally many of these systems are
limited in the number of targets they can track (usually 4–6).

Fiducial markers, or tags, can either be placed on the robots themselves and
tracked using a fixed system of cameras [21] or the markers may be placed at
known locations in the environment and tracked by on-board cameras (e.g. [16]).
This system has the advantage of a high level of accuracy at very low cost.
However it does require significant setup and does limit the range of the robots
so as to be certain of their position the drones must always be able to see at
least one marker.

2 http://vicon.com/

http://vicon.com/
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A third option is a feature-based localisation system, most notable is the
monocular SLAM system PTAM (Parallel Tracking and Mapping). This system
makes use of FAST [14] visual features and as such does not require fiducial
markers to be placed in the environment at know locations but simply requires
an environment with sufficient texture such as an office or lab space. PTAM
has been successfully employed for quadcopter localisation in in a single agent
configuration in a number of projects [4, 5].

The main drawback for multi-robot needs is the lack of multi-camera support
in the original PTAM. Castle et al. [2], however, successfully demonstrated that
in an augmented reality setting, given the decoupled nature of the tracking and
map making processes which is a hallmark of the PTAM approach, it is possible
to implement multiple camera tracking and mapping (using a single shared map)
with relatively small effort. Castle et al. applied the problem of tracking a single
user in an augmented reality setting using two cameras. To the best of out
knowledge no one has previously applied the approach to multiple independent
cameras or multi-robot localisation and mapping.

3 Framework Architecture

Before giving detail on the low- and high-level architecture of our framework, we
briefly mention the two modifications of the original AR.Drone system that were
necessary for our framework to work. The drone features two cameras, the front
facing camera is capable of streaming images at 640×360 and is fitted with a 92◦

wide angle lens. The downward facing camera is primarily used for the on-board
optical flow and captures images at 160 × 120 which is upscaled to 640 × 360
for streaming. Our multi-robot scenario requires omni-directional flying, and we
found it difficult to keep control of the drone and avoid obstacles based on either
of the video streams: the resolution of the downward facing camera was too low
for reliable localisation, and the drone was flying into walls and obstacles while
moving in the direction not covered by the front-facing camera. Therefore, we
re-arranged the front-facing camera to look down. This is a very straightforward
modification due to the modular structure of the AR.Drone. As a result, the
drone can reliably avoid obstacles as long as they come upwards from the floor.

Another technical difficulty that we met was communication. The drone com-
municates via 802.11n WiFi which is used to stream control and sensor data as
well as a single compressed camera feed. The high bandwidth of the information
stream leads to communication latencies, especially when multiple drones are
deployed at the same time. Additionally, we found that there is a lot of inter-
ference on the 2.4GHz frequency range used by the drone due to various WiFi
networks in the proximity of our lab. We tried different options and it turned out
that enabling the WPA2 security protocol on the drone and the access point dra-
matically reduce the latency. Implementing this modification involves installing
a cross-compiled version of the open-source application wpa supplicant and re-
configuring the network settings of the AR.Drone.
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Fig. 1. The System Architecture

Our framework has been implemented in C++ and integrated into the Robot
Operating System (ROS) [13], each main component within our system has been
implemented as a separate ROS node meaning that in theory each component
could be run on a separate processor/computer adding to the scalability of our
framework.

3.1 Low-Level Architecture

In this section we describe the main components of our system. A general
overview of the key components of our system is shown in (Fig. 1). In what
follows we describe in detail the monocular visual SLAM system for mapping
and camera pose estimation, the Extended Kalman Filter (EKF) for camera
pose and inertial sensor data fusion and the PID based way-point controller.

Localisation and Mapping. The framework makes use of the Monocular
keyframe-based SLAM package, PTAM, inspired by the work described in [10].
The original system introduced in [10] allowed only a single map to be built using
images from a single camera; it was later extended [2] to allow multiple maps
to be built using images from multiple cameras. We make use of this additional
functionality within our framework to allow multiple quadrotors to localise us-
ing, and contribute to, the same map. To this extent, we have extended the
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system to create a PTAM tracking thread for each quadcopter. Each tracking
thread is responsible for generating a visual pose estimate using the underlying
PTAM tracking algorithm and fusing this with the additional sensor data using
the EKF (see next section). PTAM tracks the camera pose (position and ori-
entation) within the map which makes it necessary, for our purposes, to apply
a transformation (based on the physical location of the camera on the drone)
to obtain the PTAM estimate of drones pose. Pose estimates take the form of
position (x, y, z) and orientation (roll, pitch and yaw angles) i.e. PTAM pose for
drone i at time t is given by ptami

t = (x, y, z, Φ,Θ, Ψ).

State Estimation. In addition to the horizontal velocity estimation the
AR.Drone also features an IMU (Inertial Measurement Unit) which measures
the body acceleration, angular velocity and angular orientation. These measure-
ments are fused on-board by a proprietary filter to give the estimated attitude
of the drone. We use this orientation estimate, together with the PTAM pose
in an Extended Kalman Filter [17] (EKF) to estimate the current position and
orientation w.r.t to the global world frame for each drone.

The sensor data from the drone comes from very low-cost sensors and as such
is subject to a significant amount of noise. The accuracy of the pose gener-
ated by PTAM can also vary depending on many factors such as the quality of
the map, ambient lighting conditions and the motion of the drone (fast move-
ments cause significant problems for rolling shutter cameras, like the ones on the
AR.Drone). Filtering is a common approach to extract useful information from
noisy/unreliable data, our framework makes use of an EKF to fuse the noisy
drone sensor data (imui

t) with uncertain PTAM poses (ptami
t) to produce a

more precise estimate of the drones pose given by ekf i
t.

The AR.Drone communicates via a WiFi link and there is no synchronisation
between video frames and IMU data, thus it is necessary to explicitly handle
the synchronisation of the data. Engel et al [5] do this by keeping a history
of observations between the time the last visual SLAM estimate was available
up to the current moment. When a new estimate is required the filter is rolled
forward up-to the required time, integrating all available measurements from the
observation buffer. This approach compensates for the delay/missed observations
that occur from the unreliability of the WiFi link to the drone. Our framework
extends this approach to a multi-robot scenario.

Position Control and Path Following. We make use of traditional PID con-
trollers for x,y,z position and Yaw control. Input consists of the desired x,y,z theta
(or a sequence of positions for path following), an independent PID controller for
each degree of freedom calculates the control command necessary to achieve the
goal position. The gains for each PID controller were calibrated experimentally
and the values tested on multiple quadcopters.

Simulation. For simulations we chose the Gazebo multi-robot simulator as it
provides capabilities to model complex 3d environments, reliably model multiple
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Fig. 2. The simulation environment

flying vehicles and generate realistic sensor data including camera images. Gazebo
also integrates cleanly into the distributed infrastructure in ROS which means
we are able to test our framework on both the simulated and real robots without
altering the framework.

Meyer et al. [12] introduced a number of UAV-specific sensor plug-ins for
Gazebo such as barometers, GPS receivers and sonar rangers. In addition to this
they have created a comprehensive quadrotor simulation that includes accurate
flight dynamics. For this work we focused on accurate sensor modeling rather
than flight dynamics and as such our simulator uses a simplified flight dynamics
model that does not accurately model the aerodynamics and propulsion behavior
of the AR.Drone. We make use of Meyer et al’s simulator plug-ins to replicate
the sensor suite on the AR.Drone.

3.2 Higher-Level Architecture

We have implemented as easy to use interface to control the quadcopters based
on ROS messages and actions. The action paradigm in ROS allows the execution
of an action, e.g. move to a waypoint or follow a path, and provides facilities
to monitor execution of the action, determine the success/failure and preempt
a running action. High level agent code can be written in any of the supported
ROS programming languages including Python, C++, Java and Lisp using the
same interface.

Obstacle Avoidance. In our initial experiments, for simplicity, we were fixing
the specific altitude at which each drone could operate thus avoiding colliding
with one another. This choice, however, limits drastically the number of drones
we could safely fly (especially indoors); therefore, a more robust solution was
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Fig. 3. An example of frontier point extraction showing the downsampled point-cloud
and the frontier points (red arrows)

required. We assume that drones are the only dynamic obstacles in the environ-
ment. The velocity obstacle [7] (VO) is a representation of the set of all unsafe
velocities i.e. velocities that will eventually result in a collision. Van den Berg
et al. reasoned that in a multi-agent environment the other agents are not just
dynamic obstacles but reasoning agents who themselves take steps to avoid ob-
stacles. This leads to the notion of the reciprocal velocity obstacle [1] (RVO)
where each agent takes half the responsibility for avoiding the collision under
the assumption that all other agents reciprocate by taking complementary avoid-
ing action. To enable efficient calculation of safe velocities van den Berg et al.
introduced the Optimal Reciprocal Collision Avoidance (ORCA) [18] approach
which uses an efficient linear program to calculate the half-planes of collision
free velocities for each other agent. The intersection of all half-planes is the set
of collision free velocities.

We use the ORCA approach with a simple agent communication model, each
agent transmits it’s current position and velocity to all agents. At each time
step an agent will read in all available messages and calculate a safe velocity
based on it’s current goal and all the other agent positions and velocities. In
ORCA each agent is represented by a sphere of fixed radius, however this does
not take position uncertainty into account. We apply a similar approach to [8],
where the radius of the robots is varied according the uncertainty within the
particle filter used for localisation. In our framework we take into account not
only the localisation uncertainty but, as our flying robots also lack the compara-
tively accurate velocity estimates from wheel odometry, we also account for the
uncertainty in velocity estimation. The main limitation of this approach is the
reliance on communication between the agents, an alternative would be to use
relative sensing similar to Conroy et al’s [3] work. However a drawback to that
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approach is the limited field of view of the AR.Drones cameras mean only head
on collisions would be avoided, this is exacerbated by the fact the we relocated
the front facing camera to look down.

4 Cooperative Exploration with Auction Mechanisms

Our first goal with the framework was to develop a way to deploy a team of
AR.Drones to autonomously explore an environment. More formally given a map
m, consisting of k feature-points, how can we extract a set of interest points i ⊆ k
so that by assigning an AR.Drone to explore these interest points extends the
existing map m. This presents two challenges:

1. How to extract the set of interest points and
2. How to assign these tasks to the team of AR.Drones in an efficient manner

To address these two challenges we have developed an extension of our frame-
work that uses a frontier-based approach for interest point extraction and a
Sequential Single Item (SSI) auction approach for task assignment.

4.1 Interest Point Extraction

One of the most widely used exploration algorithms is the Frontier based algo-
rithm introduced in [19] and extended to multiple robots in [20]. We apply a
similar idea in our exploration strategy within our system; however, instead of
an occupancy grid map model we have a sparse pointcloud of natural features.

Frontier point extraction from this sparse pointcloud is achieved by first down-
sampling the pointcloud, to reduce the granularity. This has the added benefit
of improving the efficiency of the subsequent steps as the feature-map grows.

In order to build a reliable map each drone must be certain of its position
when adding new features, this means that each drone must keep a portion of the
existing feature map visible at all times in order to maintain good visual tracking.
Therefore the interest points must be sufficiently close to previously mapped
areas while still being sufficiently far away so new features can be discovered.
To achieve this we first project the set of feature points onto the ground plane
and compute the outliers/boundary points, these points represent the boundary
between know/mapped areas and unoccupied areas. Due to the down-sampling
step these points are sufficiently close to already mapped areas while still being
close enough to maintain stable tracking. Figure 3 shows an example of this
frontier point extraction process.

4.2 Auction Mechanism

Assigning frontier points to drones is done by making use of a simple Sequential
Single Item (SSI) auction mechanism, which we adapted as follows:
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Fig. 4. Plot of the ground truth position (left) and the estimated position (right)
Pose Estimation RMSE: 2.65cm

– On initiation the first set of frontier points is extracted from the current
map.

– Points are auctioned to the available drones. All points are auctioned off and
all drones bid on every point. Bids consists of path costs (linear distance
between all points on the path), where the path includes all the previous
points a particular drone has won. Therefore a drone bids on the cost of
adding the latest point to its existing goals, rather than on the properties of
these points.

– Once all points have been won the drones visit each of the frontier points
adding a new features to the map as they are discovered.

– After successfully completing their missions another round commences and
another frontier point extraction is carried out on the new expanded map.

– This process continues until no new points are added to the map or the
drones run low on battery.

5 Evaluation

Sufficient work has already gone into verifying the performance of PTAM-based
AR.Drone localisation w.r.t the ground truth [5,6,15]. Our system does not per-
form significantly differently from any of these system and as such our testing
extended to simply verifying our system performs in line with the results others
have reported. To that end we conducted several manual flight tests in simu-
lation and compared the estimated path to simulated ground truth. Figure 4
shows the results of one such test. As expected the performance is simulation
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Table 1. A table showing the results from 3 explorations experiments using one, two
and three drones, respectively. The table shows the time taken and the number of:
Frontier Points (FP), Map Points (MP) Deleted Map Points (DP).

#AR.Drones =1 #AR.Drones =2 #AR.Drones =3

Time FP MP DP Time FP MP DP Time FP MP DP

900 86 21814 7567 437.76 74 21055 5820 310.84 79 18010 5017

900 192 21069 6582 467.47 82 20687 5852 353.23 79 19048 5949

900 161 22193 6813 434.01 69 17938 4746 316.33 74 17666 4559

900 146 19370 5992 403.89 74 17080 5063 487.04* 81 18298 5242

900* 125 12987 3767 508.34 86 19417 6167 332.15 74 16319 5200

is marginally better than other reported results this can be accounted for by
the lack of distortion and lighting effects in the camera images and the lack of
physical disturbances such as air wind, air flow disturbances from other drones.

Collision Avoidance. We conducted collision avoidance experiments both
in simulation and in the real world. The simulated experiments featured 2-4
AR.Drones and 75 experiments were conducted. The drones were instructed to
follow intersecting paths, and the collision avoidance mechanism was tasked with
resolving the situation. Of the 75 simulated experiments conducted 73 collisions
were avoided, the 2 collisions that did occur were due to complete PTAM tracking
loss. The limited flying time and available resources made running real experi-
ments more difficult so we were only able to complete 12 experiments with the 2
AR.Drones we have available. Out of the 12 experiments 3 resulted in collisions,
with 9 collisions successfully avoided. Interestingly the 3 cases of collision were
a result of WiFi communications latency i.e the robots took avoiding measures
but did so too late to avoid the collision.

Exploration. We conducted three sets of exploratory experiments with teams
of 1, 2 and 3 drones. The experiments were conducted in the simulated environ-
ment shown in Figure 2, the area consists of 20 x 17 metre area with the take-
off/landing location roughly in the centre. The environment model consisted of
piles of planks and damaged structures to simulate the exploration of a disaster
site. Additionally the use of large numbers of similar models was designed to be
particularly challenging for a Visual-SLAM based localisation framework. The
results from the exploration experiments are shown in Table 1, a timeout of 15
minutes was set for all experiments. The table shows the number of froniter
points visited during each experiment; the map points points give an indication
of map size and quality and the deleted points are map features found to be un-
reliable for tracking. It is interesting to note that while 1 AR.Drone is not able to
completely map the environment within the time limit the number of map points
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found is larger particularly when comparing the results from the single AR.Drone
experiments to those of the 3 AR.Drone experiments. This is accounted for by
the fact that a single AR.Drone exploring the frontiers of a map often has to cross
from one side of the map to the other and is able to find additional points within
the existing map. Another interesting case is the two simulated runs marked with
a ‘*’. These cases highlight the utility of using multiple agents for exploration
tasks, there the single robot became lost and the time taken to recover meant
the AR.Drone mapped significantly less (1200 points) of the environment. In the
3 robot case and this resulted in some additional time but they were still able to
produce a complete map of similar size to the other 3 AR.Drone experiments.
More details of these experiments including videos can be found at the following
web-page: http://cgi.csc.liv.ac.uk/~rmw/drone.html

6 Conclusion

In this paper we have presented a framework for multi-agent research using
a low-cost quadcopter platform. We demonstrate the use of the framework on
two typical multi-robot tasks: collision avoidance and environment exploration.
Future work will involve improving the robustness of the collision avoidances
to tracking loss of a single/multiple drones by defining un-safe zones to avoid
when a drone has become lost. As mentioned we would also like to investigate
more complex interest point extraction and auctioning mechanisms to improve
the consistency and reliability of our exploration system. The main limitation
of the framework is the reliance of wireless communication for state estimation
and control, this limits the range of the AR.Drones and introduces problems of
latency and data loss. The release of many small ARM-based development boards
such as the Raspberry Pi3 offer low cost and low power-consumption solutions
to adding on-board processing to the AR.Drone. This would allow us to move
time critical tasks such as tracking, control and collision avoidance on-board the
AR.Drone.
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Abstract. In this work, the path tracking problem of quadrotors is in-
vestigated. A quadrotor is represented by unit quaternion and modeled
with added disturbance. Given full and accurate location information,
a nonlinear H∞ control law is proposed and its stability is analyzed
by using Lyapunov stability theorem. The added disturbance includes
parameter changes and force disturbance. The simulation result demon-
strates the closed loop path tracking system is stable with and without
the added disturbance.

Keywords: Path tracking, H∞ control, Quaternion, Quadrotor UAV.

1 Introduction

The path tracking problem of a quadrotor is to develop a state feedback controller
to control the quadrotor to track a given trajectory. It includes two components:
position estimation and tracking control. In this paper, we focus on the tracking
control problem where accurate position states are available. The tracking con-
trol is also built on the top of attitude stabilization of the quadrotor where the
quadrotor’s attitude is stabilized by an attitude state feedback controller.

In the past several years many researchers have used the quaternion repre-
sentation to describe the dynamic model of quadrotors. Several control meth-
ods have been used to control both the attitude stabilization and translational
motion such as path tracking of quadrotors. The path tracking problem for
quadrotors based on quaternion representation using filtered backstepping was
addressed in [1], in which a second order quaternion filter was used to calculate
the quaternion rate and the angular rate. A backstepping control using a decou-
pling quaternion parametrization was proposed by [2]. The controller depends
on the decoupling of two rotations of quaternion. Global tracking control using
one-step ahead backstepping controller depends on standard backstepping and
Lyapunov’s theorem was implemented and tested in simulation for a quadrotor
by [3]. The dynamic model of the quadrotor was represented by a combination
of quaternions and Euler angles.

Nonlinear robust tracking control based on quaternions in particular Euclidean
set was presented to follow the position and attitude commands. The controller
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was simulated to reject considerable disturbances when it follows a complicated
trajectory [4]. Parra-Vega V. et al. [5] proposed two novel model-free second or-
der sliding mode controllers for attitude stabilization and path tracking. The work
composed of two theorems: the first one was to ensure semi-global exponential and
robust path tracking of a closed-loop system with zero yaw angle, while the sec-
ond one was deduced for final stability. A sliding mode surface controller based-
on quaternion representation for time-parametrization control of a quadrotor was
presented by [6]. The controller was obtained with the exponential and termi-
nal stabilization. A PD gathering with second order sliding mode controllers was
implemented to solve the problems of path tracking control and the attitude
stabilization, respectively, in [7]. A path tracking controller using a so-called quasi-
static feedback linearization for the quadrotor dynamics based on quaternion rep-
resentation was presented in [8] to reduce the translational dynamics order. It has
two phases: the first relating to the altitude and consequently to the thrust and
the second to split up the altitude from the other two directions.

Path tracking of quadrotors are often affected by external disturbances, such
as payload changes, mass changes, wind disturbance, inaccurate model param-
eters, etc. Therefore, a quadrotor controller must be robust enough in order to
reject the effect of disturbances and cover the changes caused by the uncertain-
ties. Robust state feedback controllers are very demanding in the path tracking
control problem. H∞ control approach is able to attenuate the disturbance en-
ergy by measuring a ratio between the energy of cost vector and the energy of
disturbance signal vector [9]. It has been applied in [10] for the quadrotor con-
trol problem and it has been applied in [11] with input coupling based on Euler
angles representation. In this paper, we will use H∞ control approach to design
a state feedback controller for the path tracking control problem of quadrotors.
To the best of our knowledge, this is the first use of H∞ control approach for
the path tracking problem of quadrotors based on quaternion representation.
Quaternion representation does have advantages over other representations such
as avoiding the gimbal lock and being a 4 numbers representation which is easier
to obtain an affine system, incontrast to the 9 numbers of a cosine matrix.

In the following, Section 2 presents the basics of unit quaternion and the
quadrotor dynamic system. Section 3 provides a review on H∞ optimal control
approach. The main result of this paper is given in Section 4. Section 5 provides
simulation results. Our conclusion and future work are given in Section 6.

2 Dynamic System

2.1 Quaternion

The attitude or orientation of a quadrotor is described by a rotation with an
angle α above the axis k ∈ R

3. The corresponding rotation matrix is R, which
falls in the special orthogonal group of degree three SO(3) = {R ∈ R

3×3|RTR =
RRT = I, det(R) = 1} where I is a 3 × 3 unit matrix. It is also represented by
a unit quaternion Q = [q0, q1, q2, q3]

T = [q0,q
T ]T where q = [q1, q2, q3]

T is the
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vector part and q0 is the scalar part of the quaternion, and q20 +qTq = 1. Given
angle α and the rotation axis k, the unit quaternion is

Q =

[
cos α

2
k sin α

2

]

Given the unit quaternion, the corresponding rotation angle and axis are:

k =
q

‖q‖

α = 2 arccos q0

which shows there is not an one-to-one mapping as there are two unit quater-
nions Q and −Q that represent the same rotation. The rotation matrix R is
related to the unit quaternion Q through the Rodrigues formula:

R = (q20 − qTq)I + 2qqT + 2q0S(q)

where S is the skew-symmetric cross product matrix:

S(q) =

⎡
⎣ 0 −q3 q2

q3 0 −q1
−q2 q1 0

⎤
⎦

The unit quaternion can be used to represent the coordinate transform be-
tween the inertial frame I and the body frame B by defining the multiplication
and the inverse quaternion. The multiplication of two quaternions Q = [q0,q

T ]T

and P = [p0,p
T ]T is defined as:

Q⊗ P =

[
q0 −qT

q q0I + S(q)

] [
p0
p

]
=

[
q0p0 − qTp

p0q+ q0p+ S(q)p

]

The inverse unit quaternion is defined as Q−1 = [q0,−qT ]T for Q = [q0,q
T ]T .

A vector xI ∈ R
3 in the inertial frame can be expressed as a vector xB ∈ R

3 in
the body frame via xB = RTxI . Using x̄ = [0,xT ]T , the transformation from
the inertial frame to the body frame is expressed as x̄B = Q−1 ⊗ x̄I ⊗Q.

2.2 Quadrotor Kinematics and Dynamics

Let ω = [ωx, ωy, ωz]
T be the angular velocity of a quadrotor in the body frame

B. The attitude kinematics is: Q̇ = 1
2Q⊗ ω̄, which is:[

q̇0
q̇

]
=

1

2

[
−qTω

(q0I + S(q))ω

]
(1)

The attitude dynamics is:

Jω̇ = −S(ω)Jω −G(ω) + τ (2)



H∞ Path Tracking Control for Quadrotors 75

where J is the 3× 3 diagonal matrix representing three inertial moments in the
body frame, G(ω) represents the gyroscopic effect, and τ ∈ R

3 is the torque
vector applied on the quadrotor.

The translation dynamics of a quadrotor is:

ṗ = v

v̇ = ge3 −
f

m
Re3 (3)

where v = [vx, vy, vz ]
T is the linear velocity, p = [x, y, z]T is the position vector

and the vector e3 = [0, 0, 1]T , and the equation of acceleration (3) can be written
as: ⎡

⎣ ẍ
ÿ
z̈

⎤
⎦ =

⎡
⎣ 0
0
g

⎤
⎦−

⎡
⎣ 2 (q1q3 + q0q2)

2 (q2q3 − q0q1)
q0

2 − q1
2 − q2

2 + q3
2

⎤
⎦ f

m
(4)

where f = f1 + f2 + f3 + f4 is the total force applied to the quadrotor. The
full mathematical model of the quadrotor can be summarized by equations
(1),(2),(3). To control the quadrotor the first step is to stabilize the attitude,
which has been already done using H∞ controller in our work [12]. In this paper,
the control aim is to conduct a path tracking of the remaining three position
states, p = [x, y, z], the tracking error can be defined as the position error
p̃ = [p−pd] and the linear velocity error ṽ = [v−vd], where pd and vd are the
desired position and the desired linear velocity respectively.

Then equations (3) can be rewritten in an error form as:

˙̃p = ṽ

˙̃v = ge3 −
f

m
Re3 (5)

The main goal is to drive asymptotically the quadrotor towards the desired
position pd from an initial position with the effect of added disturbances tending
to disappear and changed parameters tending to be recovered. Now we consider
the robust control approach to the path tracking problem. When considering d
as the disturbance, then d = [dx, dy, dz]

T is applied to the nonlinear system (5).

Let x = [p̃T , ṽT ]T and u = ge3 − f
mRe3. The dynamic system (5) with the

disturbance d can be written into an affine nonlinear form:

ẋ = f(x) + g(x)u+ k(x)d (6)

where

f(x) =

[
ṽ

03×3

]
; g(x) =

[
03×3

I

]
; k(x) =

[
03×3

I

]
(7)

3 H∞ Suboptimal Control Approach

In this section, a brief overview on H∞ suboptimal control approach is summa-
rized for affine nonlinear systems of the form:

ẋ = f(x) + g(x)u+ k(x)d ; y = h(x) (8)
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where x ∈ R
n is a state vector, u ∈ R

m is an input vector, y ∈ R
p is an output

vector, and d ∈ R
q is a disturbance vector. Detailed information on H∞ control

approach can be found in [9].
We assume the existence of an equilibrium x∗, i.e. f(x∗) = 0, and we also

assume h(x∗) = 0. Given a smooth state feedback controller:

u = l(x)

l(x∗) = 0 (9)

the H∞ suboptimal control problem considers the L2-gain from the disturbance
d to the vector of z = [yT ,uT ]T . This problem is defined below.

Problem 1. Let γ be a fixed nonnegative constant. The closed loop system con-
sisting of the nonlinear system (8) and the state feedback controller (9) is said
to have L2-gain less than or equal to γ from d to z if∫ T

0

‖z(t)‖2dt ≤ γ2

∫ T

0

‖d(t)‖2dt+K(x(0)) (10)

for all T ≥ 0 and all d ∈ L2(0, T ) with initial condition x(0), where 0 ≤ K(x) <
∞ and K(x∗) = 0.

For the nonlinear system (8) and γ > 0, define the Hamiltonian Hγ(x, V (x))
as below:

Hγ(x, V (x)) =
∂V (x)

∂x
f(x) +

1

2

∂V (x)

∂x

[
1

γ2
k(x)kT (x)− g(x)gT (x)

]
∂TV (x)

∂x
+

1

2
hT (x)h(x)

(11)

Theorem 1. [9] If there exists a smooth solution V ≥ 0 to the Hamilton-Jacobi
inequality:

Hγ(x, V (x)) ≤ 0; V (x∗) = 0 (12)

then the closed-loop system for the state feedback controller:

u = −gT (x)
∂TV (x)

∂x
(13)

has L2-gain less than or equal to γ, and K(x) = 2V (x).

The nonlinear system (8) is called zero-state observable if for any trajectory
x(t) such that y(t) = 0,u(t) = 0,d(t) = 0 implies x(t) = x∗.

Proposition 1. [9] If the nonlinear system (8) is zero-state observable and there
exists a proper solution V ≥ 0 to the Hamilton-Jacobi inequality, then V (x) >
0 for x(t) 
= x∗ and the closed loop system (8), (13) with d = 0 is globally
asymptotically stable.

Theorem 1 and Proposition 1 are from [9] and they are cited here for convenience.
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4 H∞ Suboptimal Path Tracking Controller

The H∞ suboptimal controller will be designed for the path tracking problem in
this section. The following form of V is suggested for the path tracking model (6):

V (x) =
1

2

[
p̃T ṽT

] [ C Kp

Kp Kd

] [
p̃
ṽ

]
(14)

where diagonal matrices Kp > 0, Kd > 0 are the proportional and derivative
gain and C > 0 is a diagonal matrix. And

∂V (x)

∂x
=

[
p̃TC + ṽTKp p̃TKp + ṽTKd

]
(15)

Accordingly the controller is

u = −gT (x)
∂TV (x)

∂x

= −
[
03×3 I

] [ Cp̃+Kpṽ
Kpp̃+Kdṽ

]
= −Kpp̃−Kdṽ (16)

The following cost variables are chosen with diagonal matrices H1 > 0 and
H2 > 0.

h(x) =

[√
H1p̃√
H2ṽ

]
(17)

which satisfies h(x∗) = 0, where the equilibrium point x∗ = [01×3, 01×3]
T . And

we know

V (x∗) = 0 (18)

Now the path tracking problem of the quadrotor under the disturbance d is
defined below.

Problem 2. Given the equilibrium point x∗, find the parameters Kp,Kd, c in
order to enable the closed-loop system (6) with the above controller u (16) to
have L2-gain less than or equal to γ.

Next we want to show our main result in the following theorem.

Theorem 2. If the following conditions are satisfied, the closed-loop system (6)
with the above controller u (16) has L2-gain less than or equal to γ. And the
closed loop system (6), (16) with d = 0 is asymptotically locally stable for the
equilibrium point x∗.
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CKd ≥ K2
p

C = KpKd

(
1− 1

γ2

)

‖Kp‖2 ≥ γ2‖H1‖
γ2 − 1

(19)

‖Kd‖2 ≥ γ2(‖H2‖+ 2‖Kp‖)
γ2 − 1

(20)

‖H1‖ > 0

‖H2‖ > 0

Proof. With the given conditions, we need to show (1) V (x) ≥ 0 and (2) the
Hamiltonian Hγ(x, V (x)) ≤ 0. Then the first part of the theorem can be proved
by using Theorem 1.

(1) Since

V (x) =
1

2

[
p̃T ṽT

] [ C Kp

Kp Kd

] [
p̃
ṽ

]
Thus the condition for V (x) ≥ 0 is

CKd ≥ K2
p

(2)

Hγ(x, V (x)) =Cp̃T ṽ + ṽTKpṽ +
1

2

(
1

γ2
− 1

)
‖Kpp̃

T +Kdṽ
T ‖2

+
1

2
‖H1‖‖p̃‖2 +

1

2
‖H2‖‖ṽ‖2

By choosing

C = KpKd

(
1− 1

γ2

)
Then

Hγ(x, V (x)) =ṽTKpṽ +
1

2

(
1

γ2
− 1

)(
‖Kp‖2‖p̃‖2 + ‖Kd‖2‖ṽ‖2

)
+

1

2
‖H1‖‖p̃‖2 +

1

2
‖H2‖‖ṽ‖2

By using |ṽTKpṽ| ≤ ‖Kp‖‖ṽ‖2, we have

Hγ(x, V (x)) ≤ ‖Kp‖‖ṽ‖2 +
1

2

(
1

γ2
− 1

)(
‖Kp‖2‖p̃‖2 + ‖Kd‖2‖ṽ‖2

)
+
1

2
‖H1‖‖p̃‖2 +

1

2
‖H2‖‖ṽ‖2

=

(
‖Kp‖+

1

2

(
1

γ2
− 1

)
‖Kd‖2 +

1

2
‖H2‖

)
‖ṽ‖2

+

(
1

2

(
1

γ2
− 1

)
‖Kp‖2 +

1

2
‖H1‖

)
‖p̃‖2
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Thus, the conditions for Hγ(x, V (x)) ≤ 0 are

‖Kp‖+
1

2

(
1

γ2
− 1

)
‖Kd‖2 +

1

2
‖H2‖ ≤ 0

1

2

(
1

γ2
− 1

)
‖Kp‖2 +

1

2
‖H1‖ ≤ 0

i.e.

‖Kp‖2 ≥ γ2‖H1‖
γ2 − 1

‖Kd‖2 ≥ γ2(‖H2‖ − 2‖Kp‖)
γ2 − 1

It is trivial to show that the nonlinear system (6) is zero-state observable for
the equilibrium point x∗. Further due to the fact that V (x) ≥ 0 and it is a
proper function (i.e. for each ρ > 0 the set {x : 0 ≤ V (x) ≤ ρ} is compact), the
closed-loop system (6), (16) with d = 0 is asymptotically locally stable for the
equilibrium point x∗ according to Proposition 1. This proves the second part of
the theorem.

Finally from the third row of u, we can have f :

u = ge3 −
f

m
Re3

= −Kpp̃−Kdṽ

f = −
(
−Kp33

z̃ −Kd33ṽz − g
) m

q02 − q12 − q22 + q32

And from the first and second rows of u, we can have the ux and uy respec-
tively.

ux = −
(
−Kp11

x̃−Kd11ṽx
) m
f

uy = −
(
−Kp22

ỹ −Kd22ṽy
) m
f

where ux and uy are the x and y horizontal position control laws respectively.

5 Simulations

The path tracking problem of a quadrotor using the proposed controller is tested
in a MATLAB quadrotor simulater. The quadrotor parameters used in the sim-
ulation are described in table 1:
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Table 1. Quadrotor Parameters

Symbol Definition Value Units

Jx Roll Inertia 4.4× 10−3 kg.m2

Jy Pitch Inertia 4.4× 10−3 kg.m2

Jz Yaw Inertia 8.8× 10−3 kg.m2

m Mass 0.5 kg
g Gravity 9.81 m/s2

l Arm Length 0.17 m
Jr Rotor Inertia 4.4× 10−5 kg.m2

Two different paths are tested in order to demonstrate the robustness of the
proposed controller. The added disturbances includes ±30% of the model pa-
rameter uncertainties (mass and inertia) and a force disturbance.

In the first path, the initial condition of the quadrotor is p = [0, 0.5, 0]T meter
and Q = [−1, 0, 0, 0]T , and the desired path is pd = [0.5 sin(t/2), 0.5 cos(t/2), 1+
t/10]T . The constant γ is chosen to be γ = 1.049 and the norms of the two
weighting matrices are chosen to be ‖H1‖ = 1150 and ‖H2‖ = 10. Under these
parameters the norms of feedback control matrices can be obtained by solving
the conditions in (19) and (20) to be ‖Kp‖ ≈ 112 and ‖Kd‖ ≈ 50 or it can be
written in matrix form as

Kp =

⎡
⎣0.0417 0 0

0 0.0417 0
0 0 112

⎤
⎦ and Kd =

⎡
⎣0.417 0 0

0 0.417 0
0 0 50

⎤
⎦

In the second path, the initial condition of the quadrotor is p = [0, 0, 0]T meter
andQ = [−1, 0, 0, 0]T , and the desired path is a combination of two parts: the first
part is pd = [0, 0, 3 − 2 cos(πt/20)]T when 0 ≤ t < 10 while the second part is
pd = [2 sin(t/20), 0.1 tan(t/20), 5−2 cos(t/20)]T when 10 ≤ t ≤ 30. The constant
γ is chosen to be γ = 1.049 and the norms of the twoweighting matrices are chosen
to be ‖H1‖ = 1000 and ‖H2‖ = 20. Under these parameters the norms of feedback
control matrices can be obtained by solving the conditions in (19) and (20) to be
‖Kp‖ ≈ 105 and ‖Kd‖ ≈ 50 or it can be written in a matrix form as

Kp =

⎡
⎣0.48 0 0

0 0.48 0
0 0 105

⎤
⎦ and Kd =

⎡
⎣0.4 0 0

0 0.4 0
0 0 50

⎤
⎦

The testing results of tracking the first path using the proposed controller
are obtained with the conditions (1) no disturbance, (2) force disturbance dz =
−10N at t = 10s, dx = 10N at t = 20s and dy = 10N at t = 30s, (3) +30% model
parameter uncertainty, and (4)−30%model parameter uncertainty. The tracking
trajectories, positions, quaternions, Euler angles calculated from quaternions,
and rotation speeds are shown in Figures 1,2,3,4,5, respectively.
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The testing results of tracking the second path using the proposed controller
are obtained with the conditions (1) no disturbance, (2) force disturbance dz =
−10N at t = 10s, dx = 10N at t = 15s and dy = 10N at t = 25s, (3) +30% model
parameter uncertainty, and (4)−30%model parameter uncertainty. The tracking
trajectories, positions, quaternions, Euler angles calculated from quaternions,
and rotation speeds are shown in Figures 6,7,8,9,10, respectively.

In Figures 1,2,6,7 the desired path (red) is tracked by the proposed controller
(blue) and it is caught with less than 3 seconds. In addition, the controller un-
der disturbance (green) can track the desired path and recovers from the distur-
bances within less than one second. The controller under +30% model parameter
uncertainty (cyan) and −30% model parameter uncertainty (magenta) can track
the desired path with very short time. The same result can be found in Figures
3,4,8,9 with even more obvious disturbance rejection.

It can be seen that the proposed controller is able to track the desired tra-
jectories. The expected robustness is demonstrated by the disturbance rejection
and the recovery from changes caused by the parameter uncertainties.
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6 Conclusions

This paper proposes a robust controller for the path tracking problem of quadro-
tors. H∞ approach is used to develop the state feedback controller. A set of con-
ditions is established for the stability of the controller. The details of stability
analysis is provided. The proposed controller is tested in simulation and the re-
sult shows the proposed controller is able to stabilize the path tracking problem
with the added disturbance. Our next step work along this direction of research
is to compare this result with popular backstepping controllers to demonstrate
how the performance can be improved. We plan to test the proposed controller
in real quadrotors to further justify the performance. Taking the uncertainties
in position estimation into consideration is also one of our future work.
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Towards an Ethical Robot: Internal Models,

Consequences and Ethical Action Selection

Alan F.T. Winfield1, Christian Blum2, and Wenguo Liu1
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Berlin, Germany

Abstract. If robots are to be trusted, especially when interacting with
humans, then they will need to be more than just safe. This paper ex-
plores the potential of robots capable of modelling and therefore predict-
ing the consequences of both their own actions, and the actions of other
dynamic actors in their environment. We show that with the addition of
an ‘ethical’ action selection mechanism a robot can sometimes choose ac-
tions that compromise its own safety in order to prevent a second robot
from coming to harm. An implementation with e-puck mobile robots
provides a proof of principle by showing that a simple robot can, in real
time, model and act upon the consequences of both its own and another
robot’s actions. We argue that this work moves us towards robots that
are ethical, as well as safe.

Keywords: Human-Robot Interaction, Safety, Internal Model, Machine
Ethics.

1 Introduction

The idea that robots should not only be safe but also actively capable of prevent-
ing humans from coming to harm has a long history in science fiction. In his short
story Runaround, Asimov coded such a principle in his now well known Laws
of Robotics [1]. Although no-one has seriously proposed that real-world robots
should be ‘three-laws safe’, work in machine ethics has advanced the proposition
that future robots should be more than just safe. For instance, in their book
Moral Machines, Wendell and Allen [16] write

“If multipurpose machines are to be trusted, operating untethered from
their designers or owners and programmed to respond flexibly in real
or virtual world environments, there must be confidence that their be-
haviour satisfies appropriate norms. This goes beyond traditional prod-
uct safety ... if an autonomous system is to minimise harm, it must also
be ‘cognisant’ of possible harmful consequences of its actions, and it must
select its actions in the light of this ‘knowledge’, even if such terms are
only metaphorically applied to machines.” (italics added).

M. Mistry et al. (Eds.): TAROS 2014, LNAI 8717, pp. 85–96, 2014.
c© Springer International Publishing Switzerland 2014
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This paper describes an initial exploration of the potential of robots capable
of modelling and therefore predicting the consequences of both their own actions,
and the actions of other dynamic actors in their environment. We show that with
the addition of an ‘ethical’ action selection mechanism, a robot can sometimes
choose actions that compromise its own safety in order to prevent a second robot
from coming to harm.

This paper proceeds as follows. First we introduce the concept of internal
modelling and briefly review prior work on robots with internal models. In section
3 we outline a generic internal-model based architecture for autonomous robots,
using simulation technology, and show in principle how this might be used to
implement simple ‘Asimovian’ ethics. In section 4 we outline an implementation
of this architecture with e-puck robots, and in section 5 present experimental
results from tests with 1, 2 and 3 robots.

2 Robots with Internal Models

In this paper we define a robot with an internal model as a robot with an
embedded simulation of itself and its currently perceived environment. A robot
with such an internal model has, potentially, a mechanism for generating and
testing what-if hypotheses:

1. what if I carry out action x? and, . . .
2. . . . of several possible next actions xi, which should I choose?

Holland writes: “an internal model allows a system to look ahead to the fu-
ture consequences of current actions, without actually committing itself to those
actions” [4]. This leads to the idea of an internal model as a consequence engine
– a mechanism for estimating the consequences of actions.

The use of internal models within control systems is well established, but
these are typically mathematical models of the plant (system to be controlled).
Typically a set of first-order linear differential equations models the plant, and
these allow the design of controllers able to cope with reasonably well defined
uncertainties; methods also exist to extend the approach to cover non-linear
plant [6]. In such internal-model based control the environment is not modelled
explicitly – only certain exogenous disturbances are included in the model. This
contrasts with the internal simulation approach of this paper which models both
the plant (in our case a robot) and its operational environment.

In the field of cognitive robots specifically addressing the problem of machine
consciousness [5], the idea of embedding a simulator in a robot has emerged in
recent years. Such a simulation allows a robot to try out (or ‘imagine’) alternative
sequences of motor actions, to find the sequence that best achieves the goal
(for instance, picking up an object), before then executing that sequence for
real. Feedback from the real-world actions might also be used to calibrate the
robot’s internal model. The robot’s embodied simulation thus adapts to the
body’s dynamics, and provides the robot with what Marques and Holland [8]
call a ‘functional imagination’.
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Bongard et al. [2] describe a 4-legged starfish like robot that makes use of
explicit internal simulation, both to enable the robot to learn it’s own body
morphology and control, and notably allow the robot to recover from physical
damage by learning the new morphology following the damage. The internal
model of Bongard et al. models only the robot, not its environment. In contrast
Vaughan and Zuluaga [15] demonstrated self-simulation of both a robot and its
environment in order to allow a robot to plan navigation tasks with incomplete
self-knowledge; they provide perhaps the first experimental proof-of-concept of
a robot using self-modelling to anticipate and hence avoid unsafe actions.

Zagal et al. [17] describe self-modelling using internal simulation in humanoid
soccer robots; in what they call a ‘back-to-reality’ algorithm, behaviours adapted
and tested in simulation are transferred to the real robot. In a similar approach,
but within the context of evolutionary swarm robotics O’Dowd et al. [11] describe
simple wheeled mobile robots which embed within each robot a simulator for both
the robot and its environment; a genetic algorithm is used to evolve a new robot
controller which then replaces the ‘live’ robot controller about once everyminute.

3 An Internal-Model Based Architecture

Simulation technology is now sufficiently well developed to provide a practi-
cal basis for implementing the kind of internal model required to test what-if
hypotheses. In robotics advanced physics and sensor based simulation tools are
commonly used to test and develop, even evolve, robot control algorithms before
they are tested in real hardware. Examples of robot simulators include Webots [9]
and Player-Stage [14]. Furthermore, there is an emerging science of simulation,
aiming for principled approaches to simulation tools and their use [12].

Fig. 1 proposes an architecture for a robot with an internal model which is used
to test and evaluate the consequences of the robot’s next possible actions. The
machinery for modelling next actions is relatively independent of the robot’s
controller; the robot is capable of working normally without that machinery,
albeit without the ability to generate and test what-if hypotheses. The what-if
processes are not in the robot’s main control loop, but instead run in parallel to
moderate the Robot Controller’s normal action selection, if necessary acting to
‘govern’ the robot’s actions.

At the heart of the architecture is the Consequence Engine (CE). The CE is
initialised from the Object Tracker-Localiser, and loops through all possible next
actions. For each candidate action the CE simulates the robot executing that
action, and generates a set of model outputs ready for evaluation by the Action
Evaluator (AE). The AE evaluates physical consequences, which are then passed
to a separate Safety/ethical Logic (SEL) layer. (The distinction between the AE
and SEL will be elaborated below.) The CE loops through each possible next
action. Only when the complete set of next possible actions has been tested, does
the CE pass weighted actions to the Robot Controller’s Action Selection (AS)
mechanism.
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Fig. 1. Internal-model based architecture. Robot control data flows are shown in red
(darker shaded); the Internal Model data flows in blue (lighter shaded).

3.1 Towards an Ethical Robot

Consider the scenario illustrated in Fig. 2. Here there are two actors: our self-
aware robot and a human. The environment also contains a hole in the ground,
of sufficient size and depth that it poses a serious hazard to both the robot
and the human. For simplicity let us assume the robot has four possible next
actions, each of which is simulated. Let us output all safety outcomes, and in the
AE assign to these a numerical value which represents the estimated degree of
danger. Thus 0 indicates ‘safe’ and (say) 10 ‘fatal’. An intermediate value, say 4,
might be given for a low-speed collision: unsafe but probably low-risk, whereas
‘likely to fall into a hole’ would merit the highest danger rating of 10. Secondly,

Fig. 2. A scenario with both safety and ethical consequences
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we also output, to the AE, the same safety consequence of the other actor(s) in
the environment - noting that the way we have specified the CE and its inputs,
means that the CE is equally capable of modelling the effect of hazards on all
dynamic actors in the environment, including itself. The ability to model and
hence anticipate the consequences of another dynamic actor’s actions means that
the CE arguably provides the robot with a very simple artificial theory of mind
for that actor. If the actor is a human then we now see the possibility of the
robot choosing to execute an unsafe action in order to prevent that human from
coming to harm.

Table 1. Safety outcome values for each robot action, for scenario in Fig. 2

Robot action Robot Human Interpretation
outcome outcome

Ahead Left 0 10 robot safe, but human falls into hole
Ahead 10 10 both robot and human fall into hole

Ahead Right 4 4 robot collides with human
Stand still 0 10 robot safe, but human falls into hole

Tab. 1 shows the safety outcome values that might be generated by the AE
for each of the four possible next actions of the robot, for both the robot and
human actors in this scenario. From the robot’s perspective, 2 of the 4 actions
are safe: Ahead Left means the robot avoids the hole, and Stand Still means the
robot also remains safe. Both of the other actions are unsafe for the robot, but
Ahead is clearly the most dangerous, as it will result in the robot falling into the
hole. For the human, 3 out of 4 of the robot’s actions have the same outcome:
the human falling into the hole. Only 1 action is safer for the human: if the robot
moves Ahead Right then it might collide with the human before she falls into
the hole.

In order for the AE to generate the action Ahead Right in this scenario it
clearly needs both a safety rule and an ‘ethical’ rule, which can take precedence
over the safety rule. This logic, in the SEL, might take the form:

IF for all robot actions, the human is equally safe

THEN (* default safe actions *)

output safe actions

ELSE (* ethical action *)

output action(s) for least unsafe human outcome(s)

What we have set out here appears to match remarkably well with Asimov’s
first law of robotics: A robot may not injure a human being or, through inaction,
allow a human being to come to harm [1]. The schema proposed here will avoid
injuring (i.e. colliding with) a human (‘may not injure a human’), but may also
sometimes compromise that rule in order to prevent a human from coming to
harm (‘...or, through inaction, allow a human to come to harm’). This is not
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(a) (b)

Fig. 3. (a) Experimental infrastructure showing Vicon tracking system. (b) An e-puck
with Linux board fitted in between the e-puck motherboard (lower) and the e-puck
speaker board (upper). Note the yellow ‘hat’ (which provides a matrix of pins for the
reflective spheres which allow the tracking system to identify and track each robot).

to suggest that a robot which apparently implements part of Asimov’s famous
laws is ethical in any formal sense (i.e. that an ethicist might accept). But the
possibility of a route toward engineering a minimally ethical robot does appear
to be presented.

4 Implementation

In order to test the ideas set out above we have implemented the internal-model
based architecture of Fig. 1 on an e-puck mobile robot [10], equipped with a
Linux extension board [7]. We shall refer to this as robot A1. A’s internal model
makes use of the open source simulator Stage [13], and since Stage requires
greater resources than are available to the e-puck’s Linux board, it is run on
an external laptop computer linked to the e-puck via the local WiFi network.
Furthermore, object tracking and localisation is not implemented directly using
A’s onboard sensors, but is implemented as a virtual sensor using the Vicon
tracking system. Robot A does, however, use its onboard infra-red proximity
sensors for short-range obstacle avoidance. Fig. 3 shows both the experimental
infrastructure and an e-puck robot.

The scenario shown in Fig. 2 is implemented experimentally by creating a
virtual hole in the ground, of size 60 cm x 60 cm in an arena of size 220 cm x
180 cm; this virtual hole is sensed by robot A’s virtual sensor. A second e-puck
robot (H) acts as a proxy for the ‘human’ in Fig. 2 (and later, a third robot H2).
Robot H does not have the internal-modelling architecture of robot A. It has a
simple control system allowing it to move around the arena, avoiding obstacles

1 After Asimov.
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with its infra-red proximity sensors, but lacking the virtual sensor of robot A it
is unable to ‘see’ the hole in the arena.

Robot A’s virtual sensor allows it to both see the hole in the arena and also
track the position and direction of motion of robot H. Robot A is thus able to
initialise its CE with both its own position and heading, and that of robot H.
Robot A runs its CE every 0.5 s, to simulate the next possible actions of both
itself and H.

Robots run a stateless controller with a fixed set of pre-programmed sub-
actions. Those sub-actions are: GoStraight(speed) with a maximum Speed
of 1.0m/s, Avoidance for Braitenberg [3] style avoidance using IR sensors,
MoveTo(x,y) using the virtual global position sensors, and Stop. Actions are
composed of concatenated sub-actions and are executed at 10Hz within the
robots, independently of the CE.

In order to reduce WiFi network traffic and latencies, and facilitate data
logging, the CE and AS run on the same laptop computer as the simulation.
Furthermore, the set of possible actions is the same in all experiments. Note
also that in this implementation the world model is pre-programmed within the
simulation and thus robot A is unable to respond to environmental changes.

4.1 Simulation Budget

The CE re-initalises and refreshes at a speed of ∼ 2Hz, allowing 0.5s to simulate
the set of actions, analyze them and generate the corresponding safety values.
In relation to the computational power necessary for the simulation, the other
tasks are negligible so, for simplicity, we discount them from this analysis.

In our configuration, Stage runs at about 600 times real time which means a
total of about 300 s can be simulated between two runs of the CE. We chose a
simulate-ahead time of 10 s which corresponds to 0.7m movement for robots H
and H2 or a maximum of 1m for robot A. This means we are able to simulate
a total of about 30 different next possible actions.

4.2 Real World Safety Outcome Values

In Sec. 3.1 we described how the AE can evaluate the consequence of actions. For
simplicity, the example shows only 4 possible actions, tailored to fit the exem-
plary situation described. In a real robot we can make full use of the simulation
budget (see Sec. 4.1) and evaluate more than just a minimal number of tailored
actions to generate more flexible robot behaviours.

We generate actions by discretizing the space needed for the experiment into
a grid of points to which the robot can move. Trivially one would discretize the
whole arena but simulating all these actions would exceed our simulation budget
so we chose a smaller area around the virtual hole and the goal. Specifically an
area of 1m x 1m was discretized into a 6 x 5 grid of points, some of which fall
inside the virtual hole.

Since we are now dealing with a larger number of actions, we need an algo-
rithmic way to calculate safety outcome values for all those actions. For this
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we choose the paradigm of virtual potential functions. We employ one Potential
Function (PF) which drives Robot A towards its goal, similar to the second col-
umn in Tab. 1. Another, stronger PF is employed if the simulation shows danger
for one of the other robots and favours actions which move robot A towards the
robot in danger. This second PF is only employed when danger is imminent and
is zero otherwise (this PF is not strictly necessary but signifiantly improves the
reaction times of robot A). The sum of these PFs is sampled at the grid points
and assigned as basic safety values to the actions.

We place no additional penalty on getting too close to other robots during
normal operation since we are using the robots’ real IR sensors and controllers
for basic collision avoidance. If this aspect were to be included, the PF could be
used to discourage areas close to other robots. After assigning the basic safety
outcome values, robot A’s SEL considers the estimated danger for all robots,
generating effectively the equivalent to the third column of Tab. 1.

5 Results

We have conducted 3 sets of experimental trials with the setup outlined above.
The first trial consists of robot A only, navigating a safe path to its goal desti-
nation while using its CE system to safely avoid the hole in the arena. This trial
provides us with a baseline test in which A has only to ensure its own safety.
The second trial adds robot H, acting as a proxy human, to test the ability of
robot A to model both itself and H, and if necessary deliberately interact with H
in order to prevent it from reaching the hole. A third trial adds a second proxy
human robot H2 in order to present A with a dilemma: can it prevent both H
and H2 from coming to harm?

5.1 Trial 1: Baseline with Robot A Only

In this trial the safety values consist only of the original PF driving robot A
towards its goal. The starting position and goal are chosen in such a way that
the unmodified PF, which is proportional to the distance to the to the goal, would
drive robot A straight into the virtual hole. The CE then evaluates all possible
actions and penalizes the ones driving robot A into the hole, effectively guiding
it around the hole. Overlaid trajectories for this trial are shown in Fig. 4(a)
and show that robot A is able to avoid falling into the virtual hole, with 100%
reliability.

5.2 Trial 2: Robots A and H

This trial is an extension of the first, with the same goal and initial condition
for robot A. To demonstrate our approach, we added the second robot, H, as
described in Sec. 4 with its internal Robot Controller (RC) running the simple
action (GoStraight(0.7); Avoidance) and initial conditions which point it di-
rectly towards the hole. Successive snapshots of a typical experimental run are
shown in Fig. 5.
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(a) Trial 1 (b) Trial 2

Fig. 4. Superimposed trajectories of robots for trials 1 and 2. Robot A is shown in red,
with start position on the left and goal on the upper right; robot H is shown in blue
with start position in the lower centre of the arena. Note in trial 2 the near collisions
between A and H cause H to be deflected away from the hole.

The run starts with robot A following the same trajectory as in the first trial,
but as soon as its CE for robot H shows that H would fall into the hole if not
intercepted, A diverts from its normal trajectory to intercept and thus ‘rescues’
robot H. A then continues back onto its original trajectory and reaches its goal.

Fig. 4(b) shows trajectories for a number of experiments. In all cases robot
A succeeds in rescuing robot H by intercepting and hence diverting H. The
beginning and end of A’s trajectories are exactly the same as in the first trial.

5.3 Trial 3: Robots A’s Dilemma

Here a third robot H2 is introduced, presenting robot A with the dilemma of
having to decide which of H and H2 to rescue. Both H and H2 start pointing
towards, and equidistant from, the virtual hole (see Fig. 6(a)), while the initial
and goal positions for robot A remain unchanged.

Fig. 6 shows successive snapshots for one experimental run. Robot A is unable
to resolve its dilemma in this particular run since its CE does not favour either
H or H2, which results in A trying to rescue both at the same time and failing
to rescue either.

Trajectories over a series of 33 runs are shown in Fig. 7(a). The number
of robots A actually rescued are shown in Fig. 7(b). Surprisingly and perhaps
counter-intuitively, A is able to rescue at least one robot in about 58% of runs,
and both robots in 9%. The reason for this is noise. The robots don’t start at
exactly the same position every time, nor do they start at precisely the same
time in every run. Thus, sometimes A’s CE for one robot indicates danger first
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(a) t = 0.0 s (b) t = 2.4 s (c) t = 4.0 s

(d) t = 5.6 s (e) t = 9.4 s (f) t = 14.8 s

Fig. 5. (a) start (b) Robot A starts normal operation and moves towards its goal.
Robot H starts moving towards the rectangular ‘hole’ (shown shaded). (c) A’s CE
detects danger for H and moves to intercept it. (d) A intercepts H. (e) Danger for H
is averted and A continues towards its goal, avoiding the hole. (f) A reaches its goal.
Note, the other markings in the arena have no significance here.

(a) t = 0.0 s (b) t = 5.7 s (c) t = 7.6 s

(d) t = 10.5 s (e) t = 14.8 s (f) t = 21.2 s

Fig. 6. (a) Initial conditions with H and H2 pointing towards the ‘hole’. (b) A detects
danger for both H and H2. (c) A cannot decide which of the robots to rescue. (d) A
misses the chance to rescue either robot. (e) A turns around to continue towards its
goal since it’s now too late to rescue the other robots. (f) Robot A reaches its goal.

and since the CE only runs at 2Hz, A by chance rescues this robot. As soon as
one robot is rescued, the experiment resembles trial 2 and if physically possible,
i.e., A has enough time left to react before the other robot reaches the virtual
hole, it also rescues that robot.
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(a) Trial 3
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Fig. 7. (a) Trajectories of Robots (b) Success rate

6 Conclusions

In this paper we have proposed an internal-modelling based architecture for a
minimally ethical robot, and – as proof of principle – implemented the architec-
ture on a simple mobile robot we call A. Mobile robot H acts as a proxy human
in a situation hazardous to both robot and human. Since the robots are relatively
simple, then we can run models for both A and H in real-time, with sufficient
simulation budget to be able to simulate ahead and evaluate the consequences
of around 30 next possible actions, for both robots, every 0.5 s. Experimental
trials show that A is able to maintain its own safety, avoid falling into a (virtual)
hole, and if its internal model indicates that H is in danger A will divert from
its course in order to provoke a collision avoidance response from H in order to
deflect H away from danger.

Simulation errors resulting from the reality-gap between real and modelled
robots are mitigated by the periodic memoryless refresh of A’s CE, which means
that as A approaches H the error reduces and A is able to reliably encounter
H. A limitation of this implementation is that A assumes H will continue, in a
straight line, at its current heading and velocity. In reality H does not travel in
a perfect line, but again A’s periodically refreshed CE compensates for this.

Our 3rd trial, in which A is faced with two robots H and H2 both approaching
danger at the same time, illustrates that even a minimally ethical robot can
indeed face a dilemma. The suprising experimental outcome that A does, in
fact, succeed in ‘rescuing’ one or more robots in about 58% of runs is a result of
noise, by chance, breaking the latent symmetry in the experimental setup. We
could introduce a rule, or heuristic, that allows A to choose H or H2 (when noise
hasn’t already made the choice), but deliberately chose not to on the grounds
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that such a rule should be determined on ethical rather than engineering grounds.
If ethical robots prove to be a practical proposition their design and validation
will need to be a collaborative effort of roboticist and ethicist.

Acknowledgments. We are grateful to the Deutscher Akademischer Austausch
Dienst (DAAD) for supporting Christian Blum while visiting researcher at the
Bristol Robotics Lab.
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Abstract. Robotic assistants are being designed to help, or work with,
humans in a variety of situations from assistance within domestic situ-
ations, through medical care, to industrial settings. Whilst robots have
been used in industry for some time they are often limited in terms of
their range of movement or range of tasks. A new generation of robotic
assistants have more freedom to move, and are able to autonomously
make decisions and decide between alternatives. For people to adopt
such robots they will have to be shown to be both safe and trustworthy.
In this paper we focus on formal verification of a set of rules that have
been developed to control the Care-O-bot, a robotic assistant located in a
typical domestic environment. In particular, we apply model-checking, an
automated and exhaustive algorithmic technique, to check whether for-
mal temporal properties are satisfied on all the possible behaviours of the
system. We prove a number of properties relating to robot behaviours,
their priority and interruptibility, helping to support both safety and
trustworthiness of robot behaviours.

1 Introduction

Robot assistants are being developed to help, or work, closely with humans in
industrial, domestic and health care environments. In these environments the
robots will need to be able to act autonomously and make decisions to choose
between a range of activities and yet will need to operate close to, or in collabo-
ration with humans. We need to make sure that such robotic assistants are both
safe and trustworthy. Safety involves showing that the robot does nothing that
(unnecessarily) endangers the person. To this end the International Organiza-
tion for Standardization (ISO) TC184/SC2 Technical Committee has been work-
ing on ISO 13482, a standard relating to safety requirements for non-industrial
robots, i.e. non-medical personal care robots1. Trustworthiness involves social
issues beyond pure safety. It is not just a question of whether the robots are safe
but whether they are perceived to be safe, useful and reliable, and will not do
anything we would consider unpleasant, unfriendly, or dangerous.

In this paper we consider the application of formal verification to the Care-O-
bot R© [10], an autonomous robotic assistant deployed in a domestic-type house

1 www.sis.se/popup/iso/isotc184sc2/index.asp

M. Mistry et al. (Eds.): TAROS 2014, LNAI 8717, pp. 97–108, 2014.
c© Springer International Publishing Switzerland 2014
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at the University of Hertfordshire. Low-level robot actions such as movement,
speech, light display, etc., are controlled by groups of high-level rules that to-
gether define particular behaviours; for example, a sequence of rules to let the
user know that the fridge door is open. We apply formal verification, in partic-
ular model-checking [2], to such behaviours within the Care-O-bot. In model-
checking, a mathematical model of all the possible executions of the system is
constructed (often a finite state transition system) and then all possible routes
through this model are checked against a required logical formula representing a
desired formal property of the system. Model-checking is different from running
robot test experiments as it can check that a property holds on all paths through
the input model. Robot experiments remain useful, allowing the observation of
what occurs on particular runs of the real system. Together, model-checking
the behaviours for the robot alongside real robot experiments within the robot
house gives us a stronger assurance that the robot behaves as desired and helps
convince users of its trustworthiness.

In preliminary work [18] we modelled the Care-O-bot behaviours using a
human-robot teamwork modelling language, known as Brahms [14], and applied
formal verification to the resulting Brahms models. Brahms is a multi-agent
modelling, simulation and development environment designed to model both
human and robotic activity using rational agents and has been used at NASA
for modelling astronaut-robot planetary exploration teams. As the Care-O-bot
behaviours have similarities with Brahms constructs, and as a tool [15] has been
developed to translate from Brahms models into the SPIN model-checker [5],
this route was adopted as a preliminary, quick and systematic way to model-
check Care-O-bot behaviours. Issues with the approach involve the necessity to
first produce a Brahms model, the resulting models being unnecessarily large
due to the need to translate aspects of Brahms unnecessary to the Care-O-bot
rules, the length of time for verification of simple properties, and issues relating
to the modelling of non-determinism. Additionally, as this was a preliminary
attempt at model-checking robot behaviours, features such as selecting between
alternative behaviours using inbuilt priorities and whether the behaviours could
be interrupted were not modelled.

In this paper we provide a translation (by hand) of the behaviours for the
Care-O-bot directly into input suitable for a particular model-checker. Whilst a
hand crafted translation is both time consuming and potentially error prone it
means that we have much greater control over the size of the models (and related
verification times) in terms of the level of abstraction taken. Additionally we can
allow much more non-determinism in the models (for example allowing the vari-
ables relating to sensor information such as “the television being on”, “the fridge
door being open”, “the doorbell ringing”, etc., to be set non-deterministically).
A longer term aim is to develop an automated, direct translation from sets of
Care-O-bot behaviours to one or more model-checkers and this “by-hand” trans-
lation gives us useful insight into how to achieve this.

This paper is organised as follows. In Section 2 we describe the Care-O-bot
robot assistant and its environment. In Section 3 we give more details about
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temporal logic and model-checking and explain how the translation into input to
the model-checker has been carried out. In Section 4 we give results from formally
verifying several properties via the model-checker. In Section 5 we discuss related
work, while conclusions and future work are provided in Section 6.

2 The Robot House and the Care-O-bot

The University of Hertfordshire’s “robot house” is a typical suburban house
near Hatfield. While offering a realistic domestic environment along with typical
house furnishings, the robot house is also equipped with sensors which provide
information on the state of the house and its occupants, such as whether the
fridge door is open and whether someone is seated on the sofa [11,3].

The robot house can be used to conduct Human-Robot Interaction experi-
ments in a setting that is more natural and realistic than a university laboratory
(e.g. [12,16]). One of the robots in the house is the (commercially available) Care-
O-bot robot manufactured by Fraunhofer IPA [10]. It has been specifically devel-
oped as a mobile robotic assistant to support people in domestic environments,
and is based on the concept of a robot butler. The Care-O-bot robot, shown in
Figure 3, has a manipulator arm incorporating a gripper with three fingers, an
articulated torso, stereo sensors serving as “eyes”, LED lights, a graphical user
interface, and a moveable tray. The robot’s sensors monitor its current location,
the state of the arm, torso, eyes and tray. The robot can “speak” in that it can
express text as audio output using a text-to-speech synthesising module.

The robot’s software is based on the Robot Operating System (ROS)2. For
example, to navigate to any designated location within the house, the robot uses
the ROS navigation package in combination with its laser range-finders to per-
form self-localisation, map updating, path planning, and obstacle avoidance in
real-time while navigating along the planned route. High-level rules are sent to
the robot via the ROS script server mechanism and these are then interpreted
into low-level actions by the robot’s software. For example, high-level rules can
take the form “lower tray”, “move to sofa area of the living room”, “say ‘The
fridge door is open’ ”, etc. The Care-O-bot’s high-level decision making is de-
termined by a set of behaviours which are stored in a database. Behaviours (a
set of high level rules) take the form:

Precondition-Rules -> Action-Rules

where Precondition-Rules are a sequence of propositional statements that are
either true or false, linked by Boolean and and or operators. Action-Rules are
a sequence rules denoting the actions that the Care-O-bot will perform only if
the Precondition-Rules hold. The Precondition-Rules are implemented as a
set of SQL queries and the Actions-Rules are implemented through the ROS-
based cob script server package, which provides a simple interface to operate
Care-O-bot.

For example the rules for the behaviour S1-alertFridgeDoor are provided in
Fig. 1. Here, the rule numbers from the database are given, where rules 27 and 31

2 wiki.ros.org/care-o-bot
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27 Fridge Freezer Is *ON* AND has been ON for more than 30 seconds

31 ::514:: GOAL-fridgeUserAlerted is false

32 Turn light on ::0::Care-o-Bot 3.2 to yellow

34 move ::0::Care-o-Bot 3.2 to ::2:: Living Room and wait for

completion

35 Turn light on ::0::Care-o-Bot 3.2 to white and wait for completion

36 ::0::Care-o-Bot 3.2 says ‘The fridge door is open!’ and wait for

completion

37 SET ::506::GOAL-gotoCharger TO false

38 SET ::507::GOAL-gotoTable TO false

39 SET ::508::GOAL-gotoSofa TO false

40 ::0::Care-o-Bot 3.2 GUI, S1-Set-GoToKitchen, S1-Set-WaitHere

41 SET ::514::GOAL-fridgeUserAlerted TO true

Fig. 1. The S1-alertFridgeDoor rules

represent the precondition-rules, rules 32, 34-36, 40 provide the (descriptions of
the) action-rules while 37-39 and 41 initiate the setting of various flags. Rules 27
and 31 check whether the fridge door is open and GOAL-fridgeUserAlerted

is false. If these hold (and the preconditions for no other behaviour with a
higher priority hold) then this behaviour will be executed by setting the robot’s
lights to yellow, moving to the living room, setting the robot’s lights to white,
saying “The fridge door is open”, setting various goals to be false, provid-
ing the user several options via the Care-O-bot’s interface and finally setting
GOAL-fridgeUserAlerted to be true.

The Care-O-bot’s database is composed of multiple rules for determining a
variety of autonomous behaviours, including checking the front doorbell, telling
the person when the fridge door is open, and reminding them to take their med-
ication, etc. The robot house rule database used for this paper (which includes
a set of 31 default behaviours) can be obtained from the EU ACCOMPANY
projects Git repository3.

The robot can perform only one behaviour at a time. Each of the behaviours
is given a priority between 0 and 90. If the preconditions for more than one
behaviour hold at any moment then the behaviour with the highest priority is
executed. For example the behaviour S1-alertFridgeDoor has a priority of 60
and S1-gotoKitchen has a priority of 40 so if the preconditions to both were true
then the former would be executed. Priorities remain the same throughout the
execution. If more than one behaviour has equal priority, then they are loaded
in a random order and on execution whatever behaviour is first (in the set of
equal priorities) will be executed first. Additionally each behaviour is flagged as
interruptible (1) or not (0). In general, behaviours execute to completion, i.e. all
the rules that are part of the behaviour are performed, even if the precondition
to another behaviour becomes true during its execution. However, behaviours
flagged as interruptible are terminated if the precondition of a higher priority
behaviour becomes true whilst it is executing. The priorities and interruptible

3 github.com/uh-adapsys/accompany
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status (denoted Int) of behaviours are given in Table 1. Behaviours with both
priority status and interruptible status set to zero are omitted from this table
to save space (but are included in the model).

Table 1. Priority Table for Behaviours

Name Priority Int

S1-Med-5PM-Reset 90 0
checkBell 80 0
unCheckBell 80 0
S1-remindFridgeDoor 80 0
answerDoorBell 70 0
S1-alertFridgeDoor 60 0
S1-Med-5PM 50 1
S1-Med-5PM-Remind 50 1
S1-gotoKitchen 40 1
S1-gotoSofa 40 1

Name Priority Int

S1-gotoTable 40 1
S1-kitchenAwaitCmd 40 1
S1-sofaAwaitCmd 40 1
S1-tableAwaitCmd 40 1
S1-WaitHere 40 1
S1-ReturnHome 40 1
S1-continueWatchTV 35 1
S1-watchTV 30 1
S1-sleep 10 1

3 Modelling the Care-O-bot Behaviours

Model-checking [2] is a popular technique for formally verifying the temporal
properties of systems. Input to the model-checker is a model of all the paths
through a system and a logical formula (often termed a property) to be checked
on that model. A useful feature of model-checkers is that, if there are execution
paths of the system that do not satisfy the required temporal formula, then at
least one such “failing” path will be returned as a counter-example. If no such
counter-examples are produced then all paths through the system indeed satisfy
the prescribed temporal formula. Here we use the NuSMV [1] model-checker.

The logic we consider is propositional linear-time temporal logic (PTL), where
the underlying model of time is isomorphic to the Natural Numbers, N. A model
for PTL formulae can be characterised as a sequence of states of the form: σ =
s0, s1, s2, s3, . . . where each state, si, is a set of proposition symbols, representing
those propositions which are satisfied in the ith moment in time.

In this paper we will only make use three of temporal operators: ‘ �’ (in the
next moment in time), ‘♦’ (sometime in the future), and ‘ ’ (always in the
future) in our temporal formulae. The notation (σ, i) |= A denotes the truth of
formula A in the model σ at state index i ∈ N, and is recursively defined as
follows (where PROP is a set of propositional symbols).

(σ, i) |= p iff p ∈ si where p ∈ PROP
(σ, i) |= �A iff (σ, i + 1) |= A
(σ, i) |= ♦A iff ∃k ∈ N. (k � i) and (σ, k) |= A
(σ, i) |= A iff ∀k ∈ N. (k � i) and (σ, k) |= A

Note that and ♦ are duals, i.e. ϕ ≡ ¬♦¬ϕ. The semantics of Boolean
operators is as usual.

First we identify the variables to use in the NuSMV representation of the model.
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Booleans from the Care-O-bot Rules: Many of the Boolean values from
the system can be used directly, for example goals GOAL-fridgeUserAlerted,
or GOAL-gotoSofa

Robot Actions: Involving its location, the robot torso position, speech, light
colour, the orientation of the tray or providing alternatives on the Care-O-
bot display for the person to select between are modelled as enumerated
types for example location could have the values livingroom, tv, sofa,

table, kitchen, charging.
Scheduling Behaviours: We use a variable schedule with an enumerated

type for each behaviour, e.g. if schedule = schedule alert fridge door

holds this denotes that the preconditions to the S1-alertFridgeDoor be-
haviour have been satisfied and this behaviour has been selected to run
having the highest priority.

Executing Behaviours: We use a variable called execute with an enumer-
ated type for each behaviour involving more than one step eg execute

= execute alert fridge door denotes that the S1-alertFridgeDoor be-
haviour is executing. An enumerated type execute step with values step0,
step1 etc keeps track of which part of the behaviour has been completed.

Fig. 2 gives the schema showing the changes to variables in subsequent states
in the state transition diagram for the behaviour S1-alertFridgeDoor when
its precondition holds and this behaviour is scheduled. This corresponds with
the behaviour in Fig. 1. The first box shows the preconditions that must hold
(i.e. fridge freezer on and ¬goal fridge userAlerted) and that the be-
haviour must be scheduled (schedule = schedule alert fridge door) before
the other variables are set. This behaviour cannot be interrupted (see Fig. 1) so
once it is scheduled it will execute to completion. However other behaviours that
are interruptible (eg S1-gotoKitchen) may not complete all their steps if the
preconditions of another behaviour with a higher priority become true during
its execution.

When the previous behaviour has completed a new behaviour is scheduled.
To set the next value of schedule in the NuSMV input file, a list of cases are
enumerated as follows

condition1 : schedule1
. . . : . . .

conditionn : schedulen

where conditioni represents the preconditions to activate the behaviour and
schedulei is the behaviour selected to execute. The behaviours with higher pri-
orities appear above behaviours with lower priorities and NuSMV selects the first
case it encounters where the condition is satisfied.

We need to abstract away from some of the timing details included in the
database to obtain a model that is discrete, for example, involving delays or
timing constraints of 60 seconds or less. The behaviour S1-watchTV involves
checking a goal has been been false for 60 minutes. To achieve this we use
an enumerated type goal watch tv time with values for every 15 minutes m0,
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execute_step = step5

schedule = schedule_alert_fridge_door

fridge_freezer_on = true
goal_fridge_user_alerted = false

gui_choice = set_gotoKitchen
execute_step = step6

gui_choice = set_waitHere
execute_step = step6

goal_fridge_user_alerted = false

light = yellow
execute = execute_alert_fridge_door

execute_step = step1

location= livingroom
execute_step = step2

light = white
execute_step = step3

say = fridge_door_open
execute_step = step4

goal_goto_charger = false
goal_goto_table = false
goal_goto_sofa = false

Fig. 2. Schema showing changes to variables for S1-alertFridgeDoor behaviour

m15, m30, m45, m60. We could increase the number of values to represent 5
minute intervals (or even less), for example, but this would increase the size of
the model.

4 Verification Using Model-Checking

Here we provide the properties that we checked and the outcome from running
these on NuSMV.

1. If the fridge door is open and goal fridge user alerted is false then at some-
time in the future the Care-O-bot will be in the living room and at some
time after that it will say the fridge door is open.

((fridge freezer on ∧ ¬goal fridge user alerted) ⇒
♦(location = livingroom ∧♦say = fridge door open))

We expect this to be false as, even though the preconditions to the be-
haviour S1-alertFridgeDoor are satisfied, preconditions to a behaviour
with a higher priority, namely S1-answerDoorBell,might hold and the other
behaviour be executed instead of this.
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2. If the fridge door is open and goal fridge user alerted is false and the
S1-alertFridgeDoor behaviour has been scheduled then at sometime in
the future the Care-O-bot will be in the living room and at some time after
that it will say the fridge door is open.

((fridge freezer on ∧ ¬goal fridge user alerted ∧
schedule = schedule alert fridge door) ⇒

♦(location = livingroom ∧♦say = fridge door open))

We expect this to be true as the S1-alertFridgeDoor behaviour is not
interruptible so once it is scheduled it should execute to conclusion.

3. If the person selects goto kitchen via the Care-O-bot GUI then at sometime
in the future its location will be in the kitchen.

(gui choice = gui set gotoKitchen ⇒
♦location = kitchen)

We expect this to be false. Selecting gui choice = gui set gotoKitchen sets
the goal goal goto kitchen to be TRUE which is the precondition to the
behaviour S1-goToKitchen. However the behaviour S1-goToKitchen may
not be scheduled as the preconditions to higher priority behaviours may
also be satisfied at the same time. Alternatively it may be scheduled but
interrupted before completion.

4. If the person selects goto kitchen via the Care-O-bot GUI and this behaviour
is scheduled then at sometime in the future its location will be in the kitchen.

((gui choice = gui set gotoKitchen∧
♦schedule = schedule goto kitchen) ⇒

♦(schedule = schedule goto kitchen ∧♦location = kitchen))

We expect this to be false. By selecting gui choice = gui set gotoKitchen
(as previously) the goal goal goto kitchen is set to be TRUE which is the
precondition to the behaviour S1-goToKitchen. Also, here the behaviour
S1-goToKitchen has been scheduled but it may be interrupted before com-
pletion.

5. If the sofa is occupied, the TV is on and the goal to watch TV has been false
for at least 60 minutes, then at some time in the future the Care-O-bot will
be located at the sofa and some time after that it will say shall we watch
TV.

((sofa occupied ∧ tv on ∧ ¬goal watch tv ∧ goal watch tv time = m60)
⇒ ♦(location = sofa ∧ say = shall we watch tv))

We expect this to be false. Similar to (1) and (3) although the preconditions
for behaviour S1-watchTV have been satisfied it may not be scheduled as the
preconditions to higher priority behaviours may also be satisfied at the same
time. Alternatively it may be scheduled but interrupted before completion
so that the robot may not have moved to the sofa or may not have said Shall
we watch TV (or both).
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6. If the system attempts to execute a tray raise rule, at some point in the
future the physical tray is raised (physical tray= raised) and later the
internal flag showing that tray is raised (tray = raised) holds.

(execute raise tray ⇒
♦(physical tray = raised ∧♦tray = raised))

We expect this to be true as raiseTray cannot be interrupted.
7. The next property shows the interruption of the behaviour S1-gotoKitchen

by a higher priority behaviour S1-alertFridgeDoor. If the S1-gotoKitchen
behaviour is executing (and the Care-O-bot is not raising or lowering the tray
which is not interruptible) and the preconditions to S1-alertFridgeDoor

become true then in the next moment the behaviour S1-gotoKitchen will
not be executing.

((execute = execute goto kitchen ∧ ¬move tray∧
fridge freezer on ∧ ¬goal fridge user alerted) ⇒

�(¬(execute = execute goto kitchen)))

We expect this to be true due to the priority and interruption settings.

The results from verifying the above properties are given in Fig. 4. The outputs
are produced by running NuSMV version 2.5.4 on a PC with a 3.0 GHz Intel Core
2 Duo E8400 processor, 4GB main memory, and 16GB virtual memory running
Scientific Linux release 6.4 (Carbon) with a 32-bit Linux kernel. The timings
below are carried out running NuSMV with the flags -coi (cone of influence) -dcx
(disable generation of counterexamples) -dynamic (enable dynamic variable re-
ordering). The size of the model generated by NuSMV has 130,593 reachable states.

Fig. 3. Care-O-bot in the Robot House

Property Output Time (sec)

1 FALSE 11.1
2 TRUE 12.3
3 FALSE 7.7
4 FALSE 9.3
5 FALSE 11.6
6 TRUE 6.4
7 TRUE 6.9

Fig. 4. Model-checking Results

The properties (3) and (5) above correspond with properties (1) and (3) from
[18]. Note that we cannot prove any of the properties that were proved from [18].
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One difference between the two models relates to the environment. In [18] a
person is explicitly modelled and is the only cause of non-determinism in the
model. The person can choose to do one of the following: “move to the kitchen”,
“move to the living room”, “watch television”, “send the robot to the kitchen”,
“send the robot to living room” or “do nothing”. The doorbell was assumed
not to ring. This means only one behaviour can be triggered at any one time,
significantly reducing non-determinism in the previous work. In the current paper
a person is not explicitly modelled, although this could be done, and sensors
such as the television being on, the doorbell ringing, etc., are allowed to be
arbitrarily set to be true or false at any point in the model so several behaviours
might be triggered at once. Additionally, in the current work, priorities and
interruptions were modelled which were not considered in the previous work.
The properties from [18] could not be proved here because the preconditions for
higher priority behaviours might also hold and so be executed instead or they
might be interrupted by higher priority behaviours during execution.

The size of the model here (130,593 reachable states) is much smaller than
that in [18] (with 652,573 or more states). Additionally the verification times for
the four properties in [18] took between 20-30 seconds, longer than the properties
analysed in this paper. We believe this is because the direct hand-crafted trans-
lation we use here avoids the need for the translation of constructs required in
the Brahms modelling language whilst still retaining the meaning of the Care-O-
bot behaviours. Additionally, as mentioned previously here we have abstracted
away from some of the timing details such as “wait for 5 seconds”.

5 Related Work

This work applies model-checking to the behaviours of the Care-O-bot robot
located in the University of Hertfordshire’s robot house. Further details about
robot house, robot architecture and control systems and experiments with par-
ticipants in the robot house can be found, for example, in [3,12,16,11,13]. This
paper builds on and extends the work described in [18]. As mentioned in Sec-
tion 4 we use a different environment model allowing more non-determinism,
model behaviour about priorities and interruptions and provide a direct trans-
lation into input to the NuSMV model-checker.

In [15] verification of a domestic home care scenario involving a person, a
human carer, a robotic assistant and a house agent is considered. The scenario
is modelled in Brahms and an automated translation from Brahms models into
the SPIN model-checker is provided. However, here the scenario we analyse re-
lates to real code used in practice in real life experiments in the University of
Hertfordshire’s robot house.

Other research using model-checking to verify aspects of robot behaviour in-
clude the verification of safety properties for a core of the Samsung Home Robot
(SHR) [6], the analysis of robot motion [4], and the application of model-checking
to the control system responsible for slowing down and stopping of a wheeled
off-road vehicle [9]. Other formal methods used for robot verification include



“The Fridge Door is Open”–Temporal Verification 107

the application of quantified differential dynamic logic to prove physical loca-
tion properties for algorithms controlling a surgical robot [7], the use of hybrid
automata and statecharts to model and verify a multi-robot rescue scenario [8]
and the application of an interactive theorem prover to specify and verify robot
collision avoidance algorithms [17].

6 Conclusions and Future Work

We have modelled the behaviours of a robotic assistant in the model-checker
NuSMV and proved a number of properties relating to this. The size of mod-
els and verification times were less than in previous work [18]. The priorities
and interruptibility of the behaviours were modelled so that even if the sat-
isfaction of the preconditions of behaviours such as S1-alertFridgeDoor or
S1-gotoKitchen became true these behaviours might not be fully executed be-
cause of higher priority behaviours being scheduled instead. Many of the timing
details were removed from the models but more detailed timings could be in-
cluded at the expense of the size of models and verification times. The model of
a person in the robot house was not represented but this could be incorporated
showing their location for example. In future work we would like to provide
an automated translation from a database of rules into a number of different
model-checkers and we could experiment with larger databases of behaviours
and different model-checkers. Note that we believe that verification of this or
more complex systems should be targeted at an appropriate level of abstraction,
in particular (as here), the decision making level or high level control rather than
low level robot robot movement.

Returning to the issues of safety and trustworthiness, these verification results
provide a route towards proving safety requirements and of using proofs to con-
vince users of trustworthiness. These results should be used as a compliment to
experiments with real people in the robot house relating to perceptions of trust
to give more confidence in robotic assistants.
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Abstract. This paper presents an improved method to teleoperate
impedance of a robot based on surface electromyography (EMG) and
test it experimentally. Based on a linear mapping between EMG am-
plitude and stiffness, an incremental stiffness extraction method is de-
veloped, which uses instantaneous amplitude identified from EMG in a
high frequency band, compensating for non-linear residual error in the
linear mapping and preventing muscle fatigue from affecting the control.
Experiments on one joint of the Baxter robot are carried out to test
the approach in a disturbance attenuation task, and to compare it with
automatic human-like impedance adaptation. The experimental results
demonstrate that the new human operated impedance method is suc-
cessful at attenuating disturbance, and results similarly to as automatic
disturbance attenuation, thus demonstrating its efficiency.

Keywords: EMG, stiffness estimation, adaptive impedance control, tele-
operation.

1 Introduction

Human-like robot control has received increasing research attention in recent
years e.g. [1,2], boosted in part by the development of serial elastic actuator
(SEA) [3] and variable impedance actuator (VIA) [4]. Inspired by the flexibility
humans have to adapt visco-elasticity at the endpoint of their arm, impedance
control introduced by Hogan in 1985 aims at controlling mechanical impedance,
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the relation between force and displacement [5], [6]. Considering how humans
can skilfully adapt impedance in various force interactive scenarios, e.g. when
using tools, we would like to transfer this flexibility to robots [1]. One possibility
to adapt impedance is by using human-like adaptation, e.g. as was developed
in [1]. Alternatively, human-like impedance strategies may be achieved using
electromyography (EMG) signals to decode impedance in real time, see e.g. [7].
Advantages of teleoperation via EMG include: i) simple and natural control in-
terface which is convenient for teleoperation; ii) low cost sensing EMG signals
are easy to be acquired; iii) transparent interaction between human and robot
avoiding the delay inherent in providing feedback. In view of these potential
advantages, [7] developed a teleimpedance system in which a slave robot is com-
manded in position from the operator arm position and in impedance from the
EMG signals recorded on his or her arm.

This paper proposes to compare these two approaches to adapt impedance in
a disturbance attenuation task. A human operator is controlling the position of a
robot arm using visual feedback. This robot is subjected to high-frequency exter-
nal disturbance, that either the robot can attenuate using human-like impedance
adaptation [1], or the human operator can attenuate using his EMG. Instead of
estimating the stiffness value directly from EMG as in [7], the increment of stiff-
ness value is used to compensate for the potential nonlinear residual error in
the linear mapping used in [7]. Furthermore, only the 400-500Hz band of EMG
is employed for stiffness estimation [8], which prevent fatigue from affecting the
impedance control. An instantaneous amplitude detection algorithm is used to
compute stiffness value, which enhances the robustness of EMG processing. The
two impedance adaptation methods are tested to teleoperate a Baxter robot
arm submitted to external disturbance. The control objective is to maintain a
given pose with the Baxter robot in the presence of high frequency external
disturbances, for simplicity here in only the shoulder joint.

2 Preliminaries

2.1 Baxter Robot Programming

The Baxter robot used for our experiments, shown in Fig. 1 consists of
a torso, 2 DOF head and two 7 DOF arms (shoulder joint: s0, s1; elbow joint:
e0, e1; wrist joint: w0, w1, w2), integrated cameras, sonar, torque sensors,
and direct programming access via a standard ROS interface. Each joint
of the Baxter robot arm is driven by a SEA (illustrated in Fig.1), which pro-
vides passive compliance to minimise the force of any contact or impact [9].
ROS (Robot Operating System) SDK is used to control and program the Baxter
robot with Baxter RSDK running on Ubuntu 12.04 LTS which is an open source
framework with modular tools, libraries, and communications. It simplifies the
task of modelling and programming on a wide variety of robotic platforms. In
this paper, the robot control is implemented through several sets of nodes and
data series of the extracted impedance from human can be sent to the bridge
machine for connection between Baxter robot and human. On the human bridge
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Host
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Master
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Fig. 1. Experimental setup. Top: Baxter research robot with SEA joints (schematic of
SEA shown on the right). Below: Data flow.

machine side, stiffness is computed on the MATLAB 2014a and sent to the bridge
machine via UDP, a Python script is set up to receive these data set and build
a new node to publish a topic for the robot side via Ethernet. Another interface
is built with torque control mode to receive and process human impedance and
give feedback to human Data flow is also shown in Fig. 1.

3 Adaptive Impedance Control Methods

3.1 Human-Like Adaptive Impedance Control

Human-like robot control with adaptive impedance was developed in [1] as follows:

τu = −τff − τfb − Lε+ τr (1)

where −τff is feedforward torque learned to compensate for the interaction with
the environment, τfb = −KP e −KDė plays the role of feedback, with stiffness
KP and damping KD parameters to be learned during interaction with the
environment, and e = q − q∗, ė = q̇ − q̇∗ are position and velocity errors relative
to the task reference trajectory q∗. Lε denotes the ideal stability margin, and
L is a control matrix used to keep robot motion with stability and compliance,
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whereas ε = ė+ke, k > 0 is the tracking error. The term τr is used to counteract
the complexity of robot dynamics and disturbances. The adaptation of stiffness
is enabled by the following algorithm (originally proposed in iteration domain
in [1], and extended to time domain in [10]).

ΔKt+1
P = Qt(εtetT − γtKt

P )

ΔKt+1
P = Kt+1

P −Kt
P (2)

and adaptation of damping KD is similar and thus omitted here. Notation t is

the current time sampling point and t+1 next time sampling point, Qt = QtT is
a positive definite gain matrix, and the forgetting factor γ can be simply chosen
as a constant coefficient. It has been theoretically and experimentally shown
that the algorithm of equation (2) is able to adapt robot impedance in a human-
like manner, i.e., when there is large unpredictable external disturbances, the
stiffness will increase to compensate for the disturbance, while the disturbance
decreases stiffness will be reduced to save control effort.

3.2 Improved Stiffness Estimation Using EMG

According to [11,12], we assume that a linear mapping can be employed to ap-
proximate the relationship between rectified EMG amplitude and joint torques.
We also consider a potential residual term in addition to the linear mapping such
that the relationship between rectified EMG amplitude and joint torques is

τ t =

n∑
i=1

αi · Aa
i,t −

n∑
i=1

βi ·Aaa
i,t + rtτ (3)

where αi, βi are unknown constant coefficients; τ t is the joint torque gener-
ated by agonist/antagonist muscle pairs involved in the joint motion; Aa

i,t and
Aaa

i,t represent the rectified EMG amplitude of the agonist and antagonist mus-
cles, respectively (in this work, we will use the identified temporal envelop of
the EMG signal extracted from a certain high frequency band to remove effect
caused by muscle fatigue); rtτ is the potential non-linear residual term. In order
to reduce the effect of the residual error and to simplify the non-linearity, in-
cremental stiffness estimation is introduced by taking a first order difference of
above equation:

Δτ t+1 =

n∑
i=1

αi ·ΔAa
i,t+1 −

n∑
i=1

βi ·ΔAaa
i,t+1 +Δrt+1

τ (4)

whereΔτ t = τ t+1−τ t is incremental torque;ΔAa
i,t+1 = Aa

i,(t+1)−Aa
i,t;ΔAaa

i,t+1 =

Aaa
i,(t+1) −Aaa

i,t are incremental EMG amplitude; and we assume Δrt+1
τ = rt+1 −

rt ≈ 0. Following [11,12], we assume the joint stiffness can be approximated by
the following equation by taking into consideration of a potential residual term

Kt
P =

n∑
i=1

|αi| ·Aa
i,t +

n∑
i=1

|βi| · Aaa
i,t + rtK (5)
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where Kt denotes the stiffness generated by muscles involved at current time
t, and rtK is the non-linear residual term. By taking a first order difference of
above equation, we propose a method to estimate incremental stiffness of human
arm as described in (6). On one side, this method would help to overcome the
effect caused by the potential non-linear residual item. On the other side, by
transferring estimated incremental stiffness to the robot, possible accident caused
by sudden fall of stiffness on robot would be avoided. This may happen when the
initial stiffness on robot is higher than the initial stiffness estimated on human
operator.

ΔKt+1
P =

n∑
i=1

|αi| ·ΔAaa
i,t+1 +

n∑
i=1

|βi| ·ΔAa
i,t+1 (6)

whereAaa
i,t is the detected amplitude of EMG of the ith antagonistic muscle at the

current time instant t, and Aa
i,t the amplitude of agonistic muscle, andΔAaa

i,t+1 =
Aa

i,t+1 − Aa
i,t, ΔAa

i,t+1 = Aa
i,t+1 − Aa

i,t. Instead of using amplitude of rectified
raw EMG, we will perform signal processing to detect instantaneous amplitude
Aaa

i,t and Aa
i,t, using frequency band decomposition and envelop detection. This

will be detailed in section 3.3.

3.3 Signal Decomposition and Amplitude Extraction of EMG
Signals

EMG signals are non-invasive and generated in muscle activities, representing
muscle tension, joint force and stiffness variation [13], which are a linear summa-
tion of a compound of motor-unit action potentials (MUAPs) trains triggered by
motor units and correlative with force according to [8]. In this paper, the EMG
signal is processed as a multi-component amplitude and frequency modulating
(AM-FM) signals due to its sufficiently small-band width [14] described by

st =

K∑
k=0

At
k cosΘ

t
k + ηt (7)

where At
k denotes the instantaneous amplitude of the kth EMG component, cor-

responding to Aa
i or Aaa

i in Eq. (5) and Θt
k denotes its instantaneous phase. ηt

denotes residual errors caused by disturbance, modelling error and finite summa-
tion etc. The instantaneous amplitude At identified using (7) according to [14]
can be regarded as temporal envelop of the EMG signal extracted from a certain
frequency band (refer to Fig. 3), and the frequency band of 400-500Hz is used
in this paper. In this manner, we would have less variation of EMG amplitude
in comparison to the amplitude of raw EMG , and avoid muscle fatigue effect
which is mainly embedded in low frequency EMG band [8]. In addition, as the
instantaneous amplitude detected is always positive [14], the rectification can
be omitted. In this work, NI USB6210 (16 inputs 16bit, 250KS/s, and multi-
function I/O), and 8 channels EMG Pre-Amplifier are used for detecting EMG
signals with MATLAB 2014a 32bit data acquisition toolbox. The sampling rate
is 2000Hz with 200 data every 0.1s interval for real time processing.
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3.4 Human-Operated Impedance Control Experimental Setup

The whole teleoperation system design is shown in Fig. 2. It consists of the
following components: EMG signals acquiring and processing, stiffness estima-
tion, communication between host and master machine, and adaptive controller
on Baxter robot. In this paper we only consider controlling a single shoulder
(s1) joint of Baxter robot using wrist flexion/extension joint of human opera-
tor. EMG signals are gathered through electrodes and filtered, then the stiffness

User armsEMG

UDP

Torque       control        interface

Visual feedback

StiffnessStiffness estamation
Processing

damping

Force / torque measurement
Muscle 

Fig. 2. Overall scheme of teleoperation system

and damping are estimated from EMG with the reference endpoint force mea-
sured by a dynamometer. We use UDP to transfer data from host machine with
MATLAB2014a 32bit to the master machine which is an interface programmed
in Python for interacting with Baxter robot. For simplicity of implementation,
only feedback part τfb in the controller (1) is used in the experiment, where KP

is obtained from (6) and KD is set as

KD = σ ·
√
KP (8)

where σ = 0.2 is a properly chosen coefficient for the SEA driven joints. The
robot will tend to become stable with the increase of impedance. The human
operator can adapt impedance using visual feedback, i.e., when the disturbances
are increasing, human operator stiffens his/her muscles and relaxes if the robot
is little disturbed.

4 Experimental Results

Our experiment compared human-like automatic impedance adaptation and hu-
man operated adaptation of impedance. One adult male human operator is per-
forming the experiment. His wrist flexor carpi radialis and extensor carpi radialis
were selected to extract stiffness to control Baxter robot impedance in its shoul-
der (s1) joint.
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4.1 Incremental Stiffness Estimation from EMG

Fig. 3 shows an example of EMG signal processing using AM-FM demodula-
tion method described in section 3.3. The bottom panel shows the EMG signal
extracted in the 400-500Hz frequency band, and the detected instantaneous am-
plitude as the temporal envelop of the signal.

Fig. 3. Top: the raw EMG signal. Bottom: its sub-band of 400-500Hz in blue with
identified instantaneous amplitude in pink.

In this preliminary study, only EMG signals of two channels measured from
a pair of muscles on wrist were used in the experiments, so equation (6) can
be as an equation with only two parameters α and β to identify. For the pur-
pose of calibration, the human operator exerts three different constant forces:
10N (wrist extension), 40N (wrist flexion) and 50N (wrist flexion) against a dy-
namometer. Before recording EMG data, Labview interface was started to ensure
that the signal is at a standard low noisy level, then the human operator’s wrist
maintains a constant force/torque. When the signals remained stable, recording
started using MATLAB2014a 32bit data acquisition toolbox. When the operator
maintains the desired force, the lever of force was measured as 0.05m and thus
torques corresponding to the three forces were −0.5N ·m, 2N ·m and 2.5N ·m,
respectively.

Fig.4 illustrates the calibration process. The raw EMG signals of the pair
of muscles when maintaining the three different levels of torque were measured
and shown in 4(a), (b) and (c), respectively. The identified instantaneous ampli-
tudes of these signals extracted from 400-500Hz band are shown in 4(d), (e) and
(f). For ease of computation, we took amplitude differences between amplitudes
shown in 4(e) and (d), 4(f) and (d), which are shown in 4(g) and (h), instead
of taking difference between different sampling points as in (4). The average of
the EMG amplitude differences shown in 4(g) and (h) are 0.0112,−0.0040 and
(0.0095,−0.0035), shown in Fig. (4)(i). As the torque differences are 2.5N · m
and 3N ·m, the values of α and β are calculated as α = −2708.3 and β = 8208.3.
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Fig. 4. Calibration process: (a), (b) and (c) denote the raw EMG signals of agnostic
and antagonistic muscles of wrist flexion/extension when maintaining -10N (extension),
40N (flexion) and 50N respectively; (d), (e) and (f) are the identified instantaneous
amplitude of the 400-500Hz sub-band signals extracted from raw signals shown in (a),
(b) and (c); (g) and (h) denote the difference of the amplitudes between (e) and (d), (f)
and (d), respectively; (i) denotes the average values of the amplitude difference shown
in (g) and (h) (x-axis:flexion muscle, y: extension muscle)

4.2 Comparison between Human-Like Control and
Human-Operated Control

Two comparative experiments were carried out to test the proposed methodol-
ogy in torque control mode of the Baxter robot. Only shoulder joint (s1) was
used to implement the adaptive control, while the rest joints stiffness’s and damp-
ing rate are set with properly chosen values to avoid resonance. Here, the values
were: stiffness(N/m)(s0: 400.0; e0: 50; e1: 200; w0: 50; w1:25; w2: 20). Damping
rates are set according to Eq. (8). The initial stiffness value for s1 was 15 N/m.
Fig. 5 (a) and (b) show the human-like control and human operated control ex-
perimental results on Baxter robot under external high frequency disturbances,
respectively. Equations (2) and (6) are used to generate the incremental values of
stiffness shown in the middle panels of Fig. 5 (a) and (b), respectively. The sum-
mation of these values of incremental stiffness along sample points contribute to
the variation of the values of stiffness shown in the first panel of Fig. 5 (a) and
(b). Note that the summations along the sample points is sampling frequency
times the integration along time. From the performance of attenuation of dis-
turbances as shown in the third panels of Fig. 5 (a) and (b), we see that human
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Fig. 5. Comparison between human-like control and human-operated control: (a)
Human-like control on Baxter (s1) joint with three phases: i) robot should relaxes
in the absence of external disturbance; ii) robot shoulder stiffens up when the high
frequency external disturbance is applied; iii) robot shoulder relaxes again when the
disturbances are removed. (b) Human-operated control on Baxter (s1) joint with three
phases: i) human operator keeps wrist relaxed when of high frequency external distur-
bances are applied on the Baxter robot; ii) human operator stiffens up his wrist joint to
increase impedance on the Baxter robot; iii) human operator relaxes and then stiffens
up his wrist joint when the external disturbances are applied.
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operated online impedance control via EMG is as good as automatic impedance
adaptation to attenuate external perturbations, in turn showing its efficiency.

5 Conclusion

The paper proposed an improved strategy of EMG based incremental stiffness es-
timation without calibration and nonlinear residual errors for robot teleoperation
which requires high dynamic performances in unknown environment. A telecon-
trol disturbance attenuation experiment was designed to compare this improved
algorithm with automatic human-like adaptation of impedance. Results show
that the proposed methodology is efficient in teleoperation with human skills
transferring to robot in unknown environment, as can be seen in the attached
illustrative videos1. Using human operated impedance control brings more flex-
ibility than automatic disturbance attenuation, but requires appropriate visual
feedback and attention from a human operator.
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Abstract. This paper focuses on a resource (people or equipment) tracking  
approach involving radio localization and wireless communication for use in 
search and rescue scenarios. Two alternative communication options (ZigBee 
and GSM) are used to facilitate robust wireless data transfers between nodes 
through either an ad-hoc network or base station. The onboard sensors of the 
tracking device calculate the speed of the node’s movement as well as other  
environmental parameters such as temperature. The position of each node is 
regularly uploaded to a map on a server. XBee modules are used for local 
communication within a range of several hundred meters, while GSM is used 
for long range communication provided that the infrastructure is available. This 
paper discusses the hardware platform and network architecture of the devel-
oped hybrid communication system. Experiments involving device prototypes 
are performed to evaluate the feasibility and performance of the system. The re-
sults show that a hybrid communication system is extremely practical for search 
and rescue operations. 

Keywords: Hybrid networks, GSM, GPS, ZigBee, XBee, Resource tracking. 

1 Introduction 

The nature of search and rescue scenarios demands the ability to immediately deploy 
equipment and forces to an area without any previous planning. Thus no prior infra-
structure may exist for communication between people or equipment, nor is there 
enough time to establish it. An ad-hoc wireless network can solve this problem by 
directly forming a mesh network between multiple nodes. However, mesh networks 
face challenges such as network stability, node access range and routing topology. A 
hybrid type of network that allows for data transfer through multiple mediums is use-
ful in this case, since the optimum medium can be selected based upon the current 
needs of the system. For example, a communication system based on ZigBee technol-
ogy is able to communicate between nodes, but the range is limited to some hundred 
meters in an urban environment [1]. A GSM based communication system may have 
a longer range, but it does not allow for direct communication between two or more 
nodes. There would also be data fees for using the GSM network. Therefore, this 
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paper proposes a hybrid type of communication system which can utilize the benefits 
of multiple networks while fulfilling the requirements of communication systems in 
search and rescue scenarios.  

The advantages of a hybrid communication system make it well-suited for many 
applications. Venkatakrishnan et al. [3] have employed a hybrid system which in-
cludes ZigBee, GSM, GPS and RFID in a public transport ticketing and monitoring 
application. In their project, the devices are mounted on the buses, bus stations and at 
the control center. The RFID part is used for ticketing, the GSM system is used for 
transferring data to the control center, the GPS module is used for determining the 
position of each bus and the ZigBee system is used for the communication between 
the buses and the bus stations. Their results show that using the appropriate commu-
nication systems for different functions can compensate for the weaknesses of a single 
communication method, thus creating a stable and extendable communication system.  

Stanchev et al. [4] have used GSM and ZigBee to monitor the dynamic parameters 
of their vehicles and industrial machines. They exploit the benefits of a mixed com-
munication system while developing a new concept involving a multi-point and multi-
sensor intelligent system. They attached several sensors to a vehicle which measure 
vibration, temperature, voltage, speed, position tracking, etc. These parameters are 
locally retrieved over ZigBee and the complete data is transferred over the GSM net-
work to the control center. The result of their work was a flexible, secure and reliable 
wireless sensing system with a range equal to that of the GSM network’s coverage. 
B.Amutha et al. [5] have also employed a hybrid communication system (GPS and 
ZigBee) in their tracking application. They use the wireless system for monitoring and 
modeling human walking patterns for the purpose of helping blind people navigate 
safely. They used the Markov chain algorithm to improve the accuracy of their mea-
surements. The hybrid system in this project is used for the localization and tracking 
of people so that the walking patterns of seeing people can be recorded and compared 
with the patterns of blind people. Their evaluation results show that the system is 
accurate and can serve as a path finding device for the blind. Ch.Sandeep et al. [6] 
created a hybrid communication system for monitoring the health of patients. The 
ZigBee system is responsible for gathering data from sensors around a patient, while 
the GSM communication system is used for delivering the processed information to 
the doctors via SMS packets. 

Further sensor integration and tracking work has been performed by Jadhav et al. 
[7]. They have used the hybrid system (GPS and ZigBee) for monitoring pollution in 
the air. Multiple sensors are utilized for measuring the pollution level in the air. This 
data is transmitted to the server via the ZigBee nodes. The GPS system records the 
position coordinates of the sensors, and these values are transferred to the server so 
that the corresponding measured sensor values taken at a precise position can be dis-
played on a map of the area. This system helps regulate pollution by providing the 
exact locations of pollution sources. 

An ad-hoc networking approach based on Wi-Fi, Bluetooth and ZigBee for robotic 
assistance scenarios has been proposed by Witkowski et al. [2]. The objective was to 
provide a robust communication system in firefighting scenarios. A limitation of this 
approach is the system’s moderate communication range. A benefit is that in dynamic 
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environments a flexible mesh network can create communication links without the 
need of a fixed communication infrastructure [2]. 

In this paper, the hybrid communication system is used in search and rescue scena-
rios which demand both rapid system deployment and a stable and reliable wireless 
network. In this type of network, the nodes should be able to communicate with each 
other as well as with a base station. This paper discusses the hybrid systems architec-
ture, the challenges with such a system, and the design and testing of a prototype. 

Within the proposed system architecture, all the end nodes (firefighters, cars, 
equipment, etc.) are equipped with devices which support communication via both 
XBee and GSM. The devices can also individually determine their position using 
GPS. The XBee modules can form a mesh network to create a local connection be-
tween the nodes in an ad-hoc networking scheme. In the case that a node is outside an 
XBee module’s range, the node’s position and sensor data will be transferred to other 
nodes and the control center via the GSM network. In future work, strategies will be 
explored for recovering from link failures in the local network, e.g. active node re-
placement strategies. Figure 1 shows a simplified diagram of the communication sys-
tem which includes the nodes and control center. 

GatewayHybrid 
node

Gateway
Hybrid 
node

GatewayHybrid 
node

GatewayHybrid 
node

Gateway
Hybrid 
node

 

Fig. 1. Overview of the hybrid communication system 

Each hardware node is equipped with sensors which collect environmental parame-
ters such as temperature, acceleration, battery level, etc. A few input buttons are also 
provided which the operator can use for quickly performing actions such as calling for 
support, raising an alarm, calling for an emergency evacuation, requesting medical aid 
and so forth.   

1.1 Comparison of Available Techniques 

All the common communication networks have their own strengths and weaknesses. 
This is mainly because they are designed for different media and applications. As an 
example, Wi-Fi is designed for transferring large amounts of data with a high 
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throughput. However, this type of communication system is heavily dependent on its 
infrastructure. Bluetooth is mainly designed for close range point to point connec-
tions, such as the transferring of data between two cooperating devices or in pico-net 
architectures with one master and up to seven active slaves. The restricted pairing 
mechanism and limited range are drawbacks to this type of communication interface. 
ZigBee technology has both a significant signal range and data throughput rate with-
out being dependent on an external infrastructure. The GSM network has a significant 
signal range, but a network base station is necessary. A list of possible communica-
tion systems and their specifications are shown in Table 1. 

Table 1. Comparison of common wireless technologies [8] 

Technology Wi-Fi GSM Bluetooth 
Bluetooth 

 (Low energy) 
ZigBee 

Selection  Mesh-P2P Star P2P-Pico P2P-P2M P2P-Mesh 
Setup time <0.1s ~<3s ~3sec <6ms <0.1s 

Range < 100m < 26Km < 50m < 100m ~10-4000m 
Data rate 54Mbit/s 42.8Kbit/s 2.1Mbit/s ~1Mbit/s 250Kbit/s 

Frequency 2.4GHz 900MHz 2.4-2.5GHz 2.4-2.5GHz 2.4-2.5GHz 
Cost High High Medium-High Low-Medium Low  

Required Power Medium Low Medium Low Low 

1.2 Network Topologies 

The ZigBee standard supports multiple network topologies. These topologies include 
star, tree, and mesh [9]. The star topology has only one coordinator with several other 
end devices. This type of network is dependent on the coordinator. If this node fails, 
then the other end nodes will not be able to communicate. Moreover, communication 
between nodes is only possible through the coordinator [12]. In the tree topology, 
router nodes help transfer messages between the end nodes and the coordinator. The 
problem of this topology is if one router fails, then the children of that router node are 
disconnected from the network. The last possible topology is a mesh network, which 
is basically a collection of several peer-to-peer connections. In a mesh network, pack-
ets can pass through several nodes to reach a target node. This way the range of the 
network can be increased by adding to its number of nodes. This type of topology is 
self-healing, which means if that one node fails then the other nodes can transfer the 
data via another route. Disadvantages of a mesh network include a larger overhead 
and more complex routing protocols. Figure 2 graphically shows the three possible 
ZigBee network topologies. 

Considering the requirements of search and rescue scenarios, the failure of a single 
node should not affect the connections between other nodes. Thus the mesh topology 
is the most suitable network topology. The topology when using the GSM network is 
star shape, since the nodes cannot contact each other directly, but rather all communi-
cation is routed through a base station. Therefore this type of connection will be re-
served for situations where certain nodes cannot establish mesh connections with 
other members of the network. In our case, the coordinator node will be the control 
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station which routinely receives data from all the other nodes. In this project, XBee 
modules from Digi Company are used as nodes within a Digimesh network. The  
concept of the Digimesh topology is more or less the same as the mesh network  
mentioned above. The Digimesh topology however includes some extra features, 
simplifies the protocol and uses improved routing techniques. 

 

 

Fig. 2. ZigBee network topologies [10] 

2 Communication System Challenges in Search and Rescue 
Scenarios 

The tough conditions of search and rescue scenarios demand for a stable, reliable and 
redundant network. The environments where these systems will primarily be used will 
be noisy, the nodes will not be distributed linearly and the signals will likely be pass-
ing through thick barriers. Within this paper, these problems are evaluated and poten-
tial solutions are provided to improve the overall effectiveness of the network. 

2.1 Speed of Data Transmission 

Providers of ZigBee modules offer multiple products that operate with different fre-
quencies and data rates. The XBee module used in this project transmits on the 868 
MHz frequency band. The XBee module has a data rate of 10 to 80 Kbps. This speed 
is fast enough for transmission of a device’s position and sensor data. In the case 
which larger amounts of data (such as photos and speech messages) need to be trans-
ferred, a Bluetooth connection (and optionally Wi-fi) could be utilized. The pairing 
process of Bluetooth modules could be done by using ZigBee to find the nearest node 
in the neighborhood.   
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2.2 Energy Consumption 

Since the nodes run on battery power, it is important that they conserve energy. 
Therefore the low energy versions of the XBee modules are chosen which consume 
~30mA on average while transmitting. The GSM module consumes hundreds of mil-
liamperes while transmitting, and thus is kept in sleep mode and only woken up if the 
transmission of data is required. 

2.3 Range of Signal 

The 868MHz XBee modules have a range of up to 8 km outdoors and 100 meters 
indoors, which is sufficient for sending data inside most buildings. Details of actually 
measured signal strengths are provided in the results and discussion section. 

3 Platform Design 

The device is designed around a central microcontroller. Figure 3 shows the various 
high-level components of the device along with how these components interface to 
the microcontroller. A GPS module containing a built-in antenna tracks GPS satellites 
and uses them to compute its position. This location data is then sent to the microcon-
troller which chooses to store the data on a SD card, send it over the GSM network or 
transmit it locally via the XBee module. The device can be remotely configured via 
commands sent to it over the GSM network, XBee mesh network or Bluetooth. Five 
push buttons attached to the microcontroller allow for the direct control of the device 
by the operator. The final developed platform is shown in Figure 4. 
 

 

Fig. 3. System high-level block diagram 

The TIVA TM4C123GH6PM microcontroller from Texas Instruments was chosen 
because of its processing power, low power consumption and the versatility of its 
GPIO ports. The Maestro A2035-H GPS receiver module is a low power GPS receiv-
er integrated with a patch antenna. The module can receive signals from up to 48 GPS 
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satellites at one time. When running, the receiver’s position is constantly being calcu-
lated and transmitted as serial data over its UART connection. The GPS module can 
be put into hibernation mode to conserve power. 

 

 

Fig. 4. Fabricated hardware containing multiple communication modules 

The SIM and micro SD card connectors are integrated together into a single space 
saving device. The SIM card connects directly to the GSM module via four wires. 
Since the micro SD card will be operated in SPI mode, the SD card requires a clock 
signal, a chip select signal, a command line and a data line. The Bluegiga WT12  
Bluetooth module is a fully integrated device including an antenna. The Bluetooth 
module interfaces to the microcontroller using a two line UART. A small 3-axis acce-
lerometer is also included on the device. This chip measures acceleration within the 
range of ±5g. It can measure the static force of gravity as well as acceleration due to 
motion, shock or vibration. 

 

Fig. 5. XBee Multi-layered firmware [11] 

The XBee module interfaces to the microcontroller via its UART port. XBee mod-
ules are embedded circuits which provide wireless connectivity between devices. These 
modules use the IEEE 802.15.4 networking protocol. They can be configured for either 
point-to-multipoint or peer-to-peer networking. Depending on the environment, the 
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XBee modules can transmit distances ranging from 100 meters to 8 kilometers. XBee 
modules are optimal for applications that require both high-throughput and low latency. 
XBee modules follow the ZigBee standard upon which they add their own added appli-
cation layer and AT commands. Figure 5 shows how the different layers interact. 
Blocks that touch signify that the two interfaces can interact. XBee modules employ a 
LBT (Listen Before Talk) access approach, where they check for activity on a channel 
prior to transmitting. After transmitting on one channel, the transceiver will then hop to 
another sub-band. The transceiver will not transmit again on a particular sub-band until 
after the minimum TX off time has passed. 

4 Results and Discussion 

Multiple scenarios were evaluated in order to test the performance of the designed 
hybrid network. In all cases a hybrid network node was maneuvered while it transmit-
ted back to a base station. In the first test scenario, the robot navigated within a single 
building while transmitting and receiving data. In the second scenario, the robot had 
to navigate outdoors in an open field. In the third scenario, the hybrid node was taken 
around an entire city. The analysis of the results is discussed in this paper.  
 
 

 

 

Fig. 6. XBee indoor range test; measured values in the building (left), robot platform equipped 
with hybrid communication node (right)  
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In the first experiment the communication range of the XBee modules was eva-
luated inside a highly divided and shielded building (Figure 6). One transceiver was 
kept stationary within a corner room located on the second floor, while a second tran-
sceiver was moved about the building. The signal strength of data packets received by 
the mobile transceiver is marked by location in Figure 6. The XBee modules were 
able to successfully communicate with one another throughout the entire building. 
Having multiple devices in a mesh network would only further increase the fidelity of 
the communication network.  

The long rang capabilities of the XBee modules were evaluated by testing the 
modules in an open outdoor field. One transceiver was kept stationary, while another 
was moved to greater distances away from it. Figure 7 (left) shows the signal strength 
of the received data at different distances. The data packets transmitted contained the 
last recorded GPS position of the mobile transceiver. The field was not completely 
flat, and the benefits of a slightly higher point of elevation can be seen at around 450 
meters out. After about 600 meters, the transceiver goes over a slope and is no longer 
within line-of-sight. Nevertheless, provided decent elevation and a line of sight be-
tween receivers, it is easily conceivable that a transmission could be sent multiple 
kilometers. A photo of the outdoor experiment is shown in the right of Figure 7, while 
the effect of distance on the signal strength is shown on the left. 

 
 

 

Fig. 7. XBee signal strength vs. distance (left), robot platform in outdoor experiment (right) 

A full system test involving the GSM module was performed by taking a bike ride 
with the hybrid node. The hybrid node was configured so that position data would be 
logged both to the internet server and to the SD card every 15 seconds. The online 
map showed that the hybrid node’s position was successfully updated in real time. 
Figure 8 shows the final state of the tracking map after the hybrid node returned back 
to its start location. 
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combining GSM-GPRS, XBee and Bluetooth modules. Several tests were performed 
in different environments to evaluate the performance of the system. The results prove 
that multiple technologies cooperating together improve parameters such as signal 
range, cost of the data transmission, energy consumption, autonomous node routing 
and dynamic membership. The hybrid communication system should be tested further 
with higher numbers of nodes so that the system’s behavior can be monitored when 
data traffic is high. A future addition to the node is the integration of an UWB (ultra 
wide band) communication module to enable indoor localization services. 
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Abstract. A new generation of self-sustainable and wearable Microbial Fuel 
Cells (MFCs) is introduced. Two different types of energy - chemical energy 
found in urine and mechanical energy harvested by manual pumping - were 
converted to electrical energy. The wearable system is fabricated using flexible 
MFCs with urine used as the feedstock for the bacteria, which was pumped by a 
manual foot pump. The pump was developed using check valves and soft 
tubing. The MFC system has been assembled within a pair of socks. 

1 Introduction 

Demand for ultra-low energy generation is growing in order to develop independent, 
sustainable, and continuous operation of remote and mobile environmental sensors, 
micro-electromechanical systems, micro/nanorobotics, portable/wearable personal 
electronics, and even implantable devices. Furthermore, renewable green energy is 
one of the international priority areas for addressing the current global warming and 
energy crises [1]. To this aim, particularly for powering wearable devices, tremendous 
effort is being exerted to develop systems using alternative energy resources such as 
solar [2],  thermal [3], and mechanical systems [4].  

Microbial Fuel Cells (MFC) have been recently reported to utilise urine for 
energising real electronic devices [5]. In this case, continuous feeding of the MFCs 
with urine is a necessary condition for improved performance and biofilm community 
maintenance, which was facilitated with the use of a mains powered peristaltic pump 
that is in itself consuming valuable energy. The implementation of such MFCs in a 
self-sustainable manner has been previously studied on-board the EcoBot robots, and 
in particular EcoBot-III [6]. However, the feasibility of utilising such systems as 
wearable devices, with no electrical energy input for the pumping, has not been 
previously attempted. A wearable MFC system that is entirely powered by the human 
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wearing it is novel and has a great potential in powering a wide range of portable 
systems, from electronic devices to rehabilitation robots, particularly in specific 
outdoor conditions. Humans or robots wearing such devices and facilitating fluid-fuel 
circulation by walking or locomotion may be envisaged, whereby the energy is 
harnessed from waste and is used to power on-board devices.  

In the present study, the first self-sustainable wearable MFC is introduced, which 
can be used as a promising energy generator for portable electronic devices. Urine is 
considered as the fuel for the MFC and natural walking as the physical pumping for 
driving the fuel. Under certain conditions, the pumping is by gaiting, which is enough 
to replace the existing fuel in the MFCs with fresh urine. The foot pumping part was 
inspired by the fish circulatory system in terms of structure and material. The 
wearable generator is made of 24 individual flexible MFCs, integrated in the fabric of 
a pair of socks. Each pair of MFCs has its own flexible tubing passing under the heel, 
which facilitates the pumping of sufficient quantities of urine to flow into the cells by 
means of any type of walking behaviour. 

2 Methods 

2.1 Preparation of MFC 

The single-chamber microbial fuel cells were made of Nafion tubing (TT-110, 
PermaPure, US) as the membrane, and carbon sleeve (978, Siltex, Julbach, Germany) 
as the anode and the cathode. The inside of the Nafion tubes was the anode, with 
anolyte running through, and the open to air outer part, was acting as the cathode. A 
total of 24 MFCs was developed for this line of experiments. 

The Nafion Tubing Membrane was cut to 100mm lengths. These were washed and 
pre-treated by boiling in H2O2 (7% v/v) and deionized water, followed by soaking in 
0.5M H2SO4 and then deionized water, with each cycle lasting for 1h. The membranes 
were stored in deionized water prior to being used. Carbon Fibre Sleeves (CFS) were 
soaked in 100% ethanol for 30min and in 1M HCl for 1h, and then stored in distilled 
water before use. They were inserted into the tubular membrane and pushed against 
the two ends of the sleeve in order to make full contact with the inner side of the tube. 
Two ends of the tubular membrane were connected to the two separate T-shaped 
fittings. One port of each fitting was used for circulating the anolyte, whereas the 
other ports were used for running the connection wires through to the anode. Both 
ends of the sleeve were connected to nickel-chromium (Ni-Ch) wires, which were 
then connected to the external load. For cathode electrodes, the CFS was positioned 
around the membrane, and was tightened over the membrane by pulling the two 
sleeve ends. It was cut at the same length of 100mm, and connected to the Ni-Ch 
wire. The surfaces of the cathodes were then hydrated by spraying over deionised 
water. Finally, to keep the cathode moist for longer periods, the electrodes were 
covered with a waterproof, breathable plaster, manufactured by Masterplast, UK.  

Activated anaerobic sludge, collected from Wessex Water, (Cam Valley, Saltford, 
UK) mixed with 1% (w/v) tryptone and 0.5 % (w/v) yeast extract (Fisher scientific), 
was used for inoculating the 24 MFCs. The sludge was fed in continuous flow at a 
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slow flow rate, in order to prevent MFCs from blocking. The flow rate was set to 
27μL/min, which was facilitated by a Watson Marlow 205U peristaltic pump (Watson 
Marlow, UK); this allowed for a hydraulic retention time of 1 minute. After one week, 
the solution was substituted with a mixture of deionized water, 1% 
(w/v) tryptone, and 0.5% (w/v) yeast extract and the flow rate was increased to 
45μL/min. Urine was used as the fuel after a week for feeding the bacteria, which was 
replaced by a fresh feed every day. The urine was collected from healthy individuals 
with no known previous medical conditions, and mixed together before being driven 
into the MFCs. The pH of the pooled urine was measured and found to be 6.3.  

All the cells were initially connected to 5kOhm resistors. Polarisation experiments 
were then performed on each MFC using the resistorstat device [7] every five days; 
prior to this, the cells were left open-circuit for at least 5 minutes, to reach pseudo 
steady-state conditions. The value of the external resistance, connected separately to 
the MFCs, was sequentially reduced (from open circuit) to the lowest possible value, 
close to short circuit conditions. The total number of external resistors was 38, each 
one connected to the MFCs for a period of 5min, for establishing quasi steady-state 
values. At the end of each of the polarisation runs, the resistor producing the 
maximum power was permanently connected to the MFCs for characterising the real 
time temporal behaviour of the system. Output voltage was measured and logged 
using a multi-channel Agilent 34972A, LXI Data Acquisition/Switch Unit (Farnell, 
UK).  

2.2 Stack Assembly 

The MFCs, which had reached maturity within 10 days, were connected together 
electrically as described below. There were 6 lines of tube per sock (foot), each 
consisting of two MFCs, whose anodes were exposed to the same common anolyte, 
therefore they were also connected electrically in parallel. Parallel connection was 
performed using external wiring, and the polarisation experiments were performed on 
each of the MFC pairs. After 3 days, the 12 pairs (6 pairs per sock) were connected in 
series, and a new polarisation experiment was carried out in order to evaluate the 
overall stack performance. A total of 32 different values, starting from 1MΩ down to 
50Ω, were connected manually to the stack, with a 4-minute connection time, per 
value. 

2.3 System Design 

As described above, the MFCs were matured within 2 weeks and were then 
disconnected from the apparatus in order to be assembled on the wearable sock 
support. For the purpose of circulating the anolyte through the MFCs, a simple 
manual pumping system was developed as shown in the schematic of Figure1a. 
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Fig. 1. Schematic drawing; b) image of the developed wearable generator 

This manual pumping system includes a silicone tube (pumping-tube) with 1mm 
inner diameter, placed directly under the heels, and two check valves (SCV21053, 
The West Group Ltd, UK). The valves were used as connectors between the pumping 
tube and two other reservoir and carrier silicone tubes. The inner diameter of these 
tubes was 2mm, which were connected to the tubular MFCs with an inner diameter of 
1.8mm. Therefore, in each sole, 12 valves were used to develop 6 separate pumps for 
feeding 6 pairs of MFC. All the pairs were connected to each other in series to 
increase the generated voltage. The image of the developed wearable system is 
illustrated in Figure 1b. 

The two phases of heel STRIKE and heel OFF, occurring during each gait cycle, 
serve the function of foot pumping. Tubes made of silicone rubber were used as the 
main pumping chamber, reservoirs and carriers. Squeezing the pumping-tube and 
releasing it provides the two stages required for driving urine, including pumping into 
the carrier-tube and creating suction from the reservoir-tube, respectively. All the 
connections were made whilst a foot pressure was applied on the pumping-tube 
(Figure 2a). Therefore, as shown in Figure 2b, at the first phase of gaiting, i.e. heel 
OFF, the fluid will flow from the reservoir-tube down to the pumping-tube. Owing to 
the check valves, it can only flow through the reservoir-tube, which occurs due to the 
generated differential potential by the released pumping-tube from sustaining the foot 
pressure. Consequently, urine will move through the MFCs from carrier-tube to the 
reservoir-tube for compensating the differential pressure in the closed tubing system 
(Figure 2c). In contrary, as shown in Figure 2d, at the second phase, i.e. heel 
STRIKE, the tubes are compressed and the fluid is driven into the carrier-tube, 
through the check valve on the opposite side. The flowing of urine will be continued 
in the MFCs to refill the reservoir-tube and come back to the first position (Figure 
2e). The toe OFF phase from one foot happens at the same time that another heel 
contacts the ground. Therefore, the identical cycle repeats for the second foot until 
such time that the first heel strikes the ground again.  
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Fig. 2. Schematics of the pumping system; a) the tubes were filled when the pumping-tube was 
left under the foot pressure; b) urine flows from the reservoir-tube to the pumping-tube as the 
pressure is released; c) urine flows through MFCs for compensating the differential pressure 
between reservoir-tube and carrier-tube; d) squeezing pumping-tube flows urine to the carrier-
tube; e) The system comes back to the first condition by flowing urine from carrier-tube to the 
reservoir-tube through the MFCs.  

3 Results and Discussion 

Figure 3 shows the power curves of the 12 MFC pairs, when fed with fresh urine, 
under ambient room temperature conditions (22°C), at a flow rate of 45μL/min. Each 
pair consists of two individual MFCs, fed by a single tube and connected in parallel. 
Some of the MFC pairs show lower power compared to the average power generated. 
Several reasons can explain these variations in the performance of the MFCs. Firstly, 
it may be assumed that the actual volume and surface area of the MFCs was different, 
since they were all manually made. Secondly, the ends of the Nafion membrane were 
glued to the fittings, which renders an area of the anode electrode as well as the 
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Nafion membrane unutilised. Therefore, the effective volume or anode surface area 
varies for each MFC. The lengths of all MFCs were measured by subtracting the non-
utilised parts, which were visible to the naked eye. They vary from 40mm to 70mm 
with the average length of 56mm. In addition, the variance in power may have 
resulted from differences in the biofilm growth on the anode of the MFCs, which is 
subject to the supply of fuel. Finally, it may be related to the leakage of anolyte from 
the ends of the Nafion tubing, which can affect the performance of the MFCs in terms 
of insufficient feeding of the bacteria, but also possible ‘short circuit’ between the 
negative anode and the positive cathode. Clearly this was an experimental rig with a 
lot of potential for improvement, which can be the topic of future research into 
wearable low-power devices. 
 

 

Fig. 3. Power curve of 12 different pairs of MFC 

Figure 4 shows the power curves of the whole stack, when the 12 pairs are 
connected to each other in series. The generated power is plotted against the external 
load current, produced by sweeping a series of resistors. The power curve confirms 
that the maximum achievable power is about 110μW, which was produced from the 
30KΩ load. These results have been recorded when fresh urine was fed at a flow rate 
of 45μL/min. The manual pumping system was designed to provide the same flow 
rate across all the MFC pairs, with 1mm inner diameter chosen to pass through the 
footwear’s insole. The average driven flow by each foot was measured as 100μL/min 
at a walking speed of 45 steps/min. This number was considered as a normal gaiting 
for each foot, since only half of the total number of steps contributes to pumping the 
fuel into the MFCs integrated in each sock. In other words, the average walking speed 
for a person is 90 steps/min, which results in pumping fluids by means of both legs at 
the speed of 45 steps/min. 
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Fig. 4. Power and polarisation curves of the whole MFC stack, where all the 12 MFC pairs 
were connected to each other in series 

As shown in Figure 4, the open circuit output voltage of the stack was 3.66V, 
which increased to 4V, as the flexible MFCs were been worn and fresh urine (of the 
same temperature) was fed by the manual foot pump with the same average flow rate. 
As noted above, there was a small quantity of leakage from the connection points in 
some MFCs during the bench experiments. It can occur due to the obstructions made 
by thicker biofilms created on the anodes. However, there was no visible leakage in 
the same MFCs after assembling them as a wearable system. It is worth noting that 
although the average flow rates in both conditions have the same value, they provide 
two different types of flow. The electrical pumping system provides a constant flow. 
In contrary, the manual pumping system creates a discrete flow with the same flow 
rate on average. As explained above, it actually acts as a push-pull mechanism for the 
fluid at the beginning of heel STRIKE and heel OFF phases in each gait cycle, 
resulting in driving impulsive flow through the MFCs. This will have a direct effect 
on the output performance, but as shown, it has also prevented the system from 
leaking. Unlike the mains powered multi-channel pump in which the fluid is only 
driven into the MFCs, the manual pumping system benefits from differential pressure 
inside the MFCs and connected tubes for driving the fluid. Therefore, during the 
circulation, the existing low pressure in the tubes prevents the leakage from 
happening. Consequently and as explained above, the quasi-discrete fuel supply and 
no leakage may justify the increase in the open circuit voltage, when the manual 
pumping system is used. 

The inner diameter of the tubes used as reservoir-tube and carrier-tube was 2mm. 
Since the length of each of these is about 25cm and pumping-tube is 30cm, the whole 
capacity of the fresh urine stored in each tube can be calculated as 1.8mL. As 
mentioned above, a normal gaiting produces the flow rate of 45μL/min. Therefore, the 
total fresh reserved urine will be circulated thoroughly and used within 40 minutes. 
However, the system can benefit from adding some other reservoirs containing fresh 
urine in real longer-term applications. A manual subsystem could also be used for 
rapidly substituting used urine with fresh. The next step in this line of experiments is 
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to evaluate the wearable MFC stack as an energy source for a wireless communication 
system, and demonstrate its implementation in the context of portable equipment 
powered by urine. 

4 Conclusions 

This paper reports for the first time on the successful development of a wearable 
energy generator based on the microbial fuel cell technology. Flexible materials and 
structures have been used for fabricating the components for the purpose of making 
the system wearable. It is powered by urine pumped manually by means of human 
gaiting. Normal gaiting provides the flow rate of 45μL/min for feeding bacteria by 
fresh urine. The maximum generated power is approximately 110μW when a 30KΩ 
resistor is connected as the load. It is envisaged that this will form part of a wearable 
MFC system capable of useful transmission, which will be powered by urine. 
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Abstract. In this paper, we present a morphogenetic approach to self-organized 
collective movement of a swarm. We assume that the robots (agents) do not 
have global knowledge of the environment and can communicate only locally 
with other robots.  In addition, we assume that the robots are not able to  
perform directional sensing. To self-organize such systems, we adopt here  
a simplified diffusion mechanism inspired from biological morphogenesis.  
A guidance mechanism is proposed based on the history of morphogen concen-
trations. The division of labor is achieved by type differentiation to allocate  
different tasks to different type of robots. Simulations are run to show the effi-
ciency of the proposed algorithm. The robustness of the algorithm is demon-
strated by introducing an obstacle into the environment and removing a subset 
of robots from the swarm. 

Keywords: Collective movement, morphogenetic robotics, pattern formation, 
self-organizing systems. 

1 Introduction 

For a robotic swarm, collective movement can be defined as moving in an environ-
ment and interacting with objects and obstacles in the environment without losing a 
predefined form or pattern [1]. Such collective movement can be of great interest in 
practice in many situations such as rescue or formation flying [2, 3]. One main reason 
is that multi-robot systems can reduce the chance of complete failure and make the 
system more adaptable to the environmental changes. However, designing a self-
organized multi-robot system is very challenging in that it is not straightforward to 
develop local interaction rules that can produce the desired global behaviors. 

The benefit of multi-robot systems can be fully exploited only if the control me-
chanism is decentralized. Biological systems are one of the best examples that use the 
decentralized, self-organizing control mechanisms. In nature, complex living organs 
develop from a fertilized cell during the embryonic development into a complex mor-
phology without a central controller. Many researchers have attempted to implement 
principles inspired from biological development in swarm robotics [4-8]. Among oth-
ers, considerable attention has been dedicated recently to bio-inspired aggregation and 
patter formation behaviors [9-12], mainly because such aggregation and formation 
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behaviors are the fundamental functions for swarm robotic systems to accomplish 
more complex tasks.  

According to the findings in research on embryonic development, morphogens 
play a major role in the development of organs and the pattern formation. Diffusing 
through the tissues, morphogens form gradients that provide cells with relative posi-
tional information. Robustness, high complexity, flexibility and adaptability in a 
changing environment are the most salient features of morphogenesis [13]. Inspired 
by biological morphogenesis, Jin and Meng [7] introduced the term of “morphogenet-
ic robotics”, where genetic and cellular mechanisms in biological morphogenesis are 
adopted for self-organizing swarm or modular robotic systems.  

Inspired by morphogenesis, several self-organizing algorithms for adaptive pattern 
formation have been developed. Among these, some studies focus on stationary pat-
tern formation only. For instance, Memei et al [9] applied a morphogen gradient to a 
swarm of robots to achieve polygonal patterns. Shen et al [4] investigated the use of a 
morphogenetic reaction-diffusion system in swarm robots. Ikemoto et al [10] pro-
posed a method to generate simple polygonal shapes by implementing a reaction-
diffusion model containing two morphogens. Other studies explored the use of gene 
regulatory networks to transform morphogen gradients into robot motions in order to 
form adaptive patterns [5 7, 8]. However, they are either still stationary [7], or require 
global position information [5], or rely on the targets’ location [8]. Sayama [6] simu-
lated a moving pattern in a swarm of robots, where the patterns do not have a constant 
shape. 

Ho et al [14] proposed an algorithm for navigation of a swarm with predefined 
shape through a user-defined path. However the initial formation is not self-
organizing but user-defined. Moreover, the agents need global position information 
and are supposed to know the path in advance. There is also no limit on communica-
tion between the agents. Navaro and Matia [15] presented a framework for collective 
movement of a swarm of robots, where robots can maintain a specified distance from 
each other and form a triangular lattice. The robots in their algorithm are supposed to 
be capable of directional sensing.  

In this paper, we investigate how a swarm of robots can achieve collective move-
ment where each individual robot has no information about the position of others, a 
short range of communication and no directional sensing. We assume that the only 
information that is exchanged among the robots is the morphogens’ concentrations 
and the robots’ differentiated types. It is also assumed that each robot is able to meas-
ure the distance between itself and its neighbors. These assumptions are essential for 
us because we intend to implement the proposed algorithm in a swarm of very simple 
robots with limited computational and communication capabilities such as the Kilobot 
[16].  

The rest of the paper is organized as follows. In the next section, we describe in de-
tail the proposed algorithm for self-organized collective movement. In the Section 3, 
we present the simulation results that demonstrate the effectiveness of the proposed 
algorithm and its robustness to obstacles and partial robot failures as well. In the last 
section, we conclude the paper with a brief summary and a discussion of future work. 



Morphogenetic Self-Organization of Collective Movement without Directional Sensing 141 

 

2 Self-Organized Collective Movement via Diffusion 

Robots that constitute a swarm are supposed to be functionally very simple with li-
mited computational, communication and sensing capabilities in order to be afforda-
ble in a large number. These constraints make a decentralized control indispensable 
and impose an immense challenge to the design of effective self-organizing control 
algorithms. To address these challenges, we turn to nature for getting inspiration be-
cause such decentralized control mechanisms are widely seen in nature. One typical 
example is biological morphogenesis, where cells use the morphogen gradients to find 
out their position information so that they can take proper actions. These biological 
mechanisms have been simulated in swarm robotic systems for pattern formation. To 
meaningfully interpret the gradients information, at least one morphogen should start 
diffusing from a specified reference position.  For example, in a drosophila embryo 
there are four maternal morphogens that diffuse from specified parts of an egg, in-
cluding posterior and anterior poles [17]. In our work, the first morphogen diffuses 
from the robots located at the boundary of aggregated swarm, which are termed edge-
robots. 

2.1 Edge Differentiation 

In an evenly distributed swarm of robots, where the radius of the swarm is significant-
ly larger than the robots’ communication range, the number of neighbors the robots at 
the boundary can have is usually less than half of the number of the robots inside the 
swarm. As shown in Fig.1, if the distances between the robots and their closest neigh-
bors are the same, the robots will form a hexagonal lattice where each node in this 
lattice is the location of a robot. Each hexagonal has a node at its center and six nodes 
on its perimeter. Each node on the perimeter is shared between three hexagonal, i.e., 
the share of each hexagon from the lattice nodes is three. Hence, for an evenly distri-
buted swarm, if a robot’s communication area (see Fig. 1) is completely inside  
the swarm, the number of robots inside its communication range can be estimated as 
follows: 

 ܰ ൌ 3 ஺ೃ೎ ܣ೏೐ ൌ ଶగோ೎మ√ଷௗ೐మ,  (1) 

where ܣோ೎ is the area of the communication range with a radius ܴ௖ and ܣௗ೐ is the area 
of a hexagonal shape with a radius ݀௘. Therefore, the number of neighbors the corres-
ponding robot has is ݊ ൌ ܰ െ 1. 

Consequently, the number of the neighbors of an edge-robot equals approximately 
to ݊/2. For a disk-like shape swarm, we can estimate the radius of the swarm, ܵ௣ as 
follows by rewriting Equation (1): 

 ܵ௣ ൌ ට√ଷଶగ ݊݀௘ଶ . (2) 

We will use this equation in the following to estimate the distance of a robot at the 
boundary of the swarm from the center of the swarm. 
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Fig. 1. Estimation of the number of neighbors in an evenly distributed swarm, where the com-
munication area of the robot (dashed circle) is inside the swarm 

To have an evenly distributed swarm, we define a simple task for the robots before 
edge differentiation occurs. Each robot should adjust its distance to its nearest neigh-
bor to be equal to the predefined value ݀௘. We assume that each robot diffuses a mor-
phogen gradient that decreases as the distance to it increases. Using these gradients, 
the robot can avoid collision with others by autonomously adjusting their distance to 
each other. The mechanism of the movement will be explained in Sections 2.3 and 
2.4. As the specified distance  ݀௘ to the nearest neighbor cannot be achieved for the 
all robots in one shot, it will take some time for the robots to stabilize. While the ro-
bots are fine tuning to distribute evenly, they count the number of neighbors and cal-
culate the average over the time. A better estimation can be obtained when a robot 
slightly moves and counts the number of neighbors. At the end of this stage if the 
average number of neighbors of a robot is equal to or less than ݊/2, the robot consid-
ers itself at the edge of the swarm and will differentiate to an edge-robot and remains 
unchanged in its type.  Fig. 2(b) shows the status of the swarm after distributing even-
ly and the edge differentiation stage. 

 

Fig. 2. Edge differentiation. a) Randomly distributed swarm. b) Edge differentiation after the 
robots distribute evenly. The edge-robots are indicated in yellow. 

2.2 Morphogen Diffusion 

In our algorithm, there are two additional types of morphogens: edge morphogen and 
center morphogen. The edge morphogen is secreted by the edge-robots. After the 
edge differentiation is complete, the concentration of the edge morphogen is initia-
lized to its highest amount (100) in the edge-robots, and sets to zero in non-edge ro-
bots. Then the diffusion of the edge morphogen begins. A robot asynchronously 
changes its concentration of the edge morphogen by injecting it into its all neighbors 
according to the following equation: 
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 ௜ܸ௝ ൌ ܿௗ ெ೔ିெೕ௡೔ௗ೔ೕ  ,                                            (3) 

 if ௜ܸ௝ ൐ 0 ൜ܯ௝ሺݐ ൅ 1ሻ ൌ ሻݐ௝ሺܯ ൅ ௜ܸ௝ܤ௜ ൌ ௜ܤ ൅ 1 , (4) 

ݐ௜ሺܯ  ൅ 1ሻ ൌ ሻݐ௜ሺܯ െ ∑ ௜ܸ௝஻೔௝ୀଵ , (5) 

where ݅ܯ and ݆ܯ are the morphogen concentration in robot i and robot j, respectively, ݆݀݅ is distance between robot i and robot j, ܿௗ is the diffusion rate, and ݅ܤ is the num-
ber of robot i’s neighbors whose concentration of the morphogen is lower than that of 
robot i. 

Fig. 3 shows the edge morphogen gradient after ten asynchronous morphogen in-
jections iterations. The closer a robot is to the center of the swarm, the lower the edge 
morphogen it receives. Obviously, the center-robot has the lowest concentration of the 
edge morphogen. A robot identifies itself as the center-robot if all of its neighbors 
have a higher concentration of the edge morphogen. 

 

Fig. 3. The edge morphogen gradient. The center-robot is indicated by a red border. 

Once the center-robot is determined, another type of morphogen, named center 
morphogen, is secreted by the center-robot. For the center-morphogen, a slightly dif-
ferent diffusion rule will be used to have a more precise sensing of the distance from 
the center. The center morphogen is set to 100 in the center-robot and remains con-
stant. The other robots update their concentration of the center morphogen using fol-
lowing form: 
ݐ௜ሺܯ  ൅ 1ሻ ൌ max௝൛ܯ௝ሺݐሻ െ ݀௜௝ൟ. (6) 

Using this morphogen all other robots can estimate their distance from the center-
robot. This morphogen will serve as a glue to keep the disc-like shape of the swarm 
while the swarm moves in the environment. 

2.3 Movement Direction Estimation 

In this section, we explain how the robots can move collectively following the mor-
phogen gradient. We assume that all robots have an omnidirectional sensor, i.e., they 
are not able to sense the direction of the  messages received and therefore, they cannot 
distinguish which of neighbors the received message is sent from. Consequently,  
the robots cannot understand the orientation of the morphogen gradients unless they 
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perform some random walks and measure the received morphogen concentration at 
different places. The orientation of the morphogen gradient can be estimated using the 
following equations: 

௧,௜࡯∆  ൌ ష૚ԡ࢏ࡼି࢏ࡼష૚ԡ࢏ࡼି࢏ࡼ ൫ࡼܥ೔ െ  ೔షభ൯, (7)ࡼܥ

௧࡯∆  ൌ ∑ ௧,௜௧௜ୀ௧ିேೞ࡯∆ , (8) 

෡௧࡯∆  ൌ  ೟ԡ, (9)࡯∆೟ԡ࡯∆

where ࡼ௜ represents the position of  robot i at time ݐ in its local reference frame, ࡼܥ೔ is 

the morphogen concentration measured at position ࡼ௜, ∆࡯෡௧ is a unit vector indicating 
the orientation of the morphogen concentration and  ௦ܰ is the number of previous 
positions taken into account to evaluate the morphogen gradient.  
At each iteration of the simulation, the next position of a robot is calculated by: 

௧ାଵࡼ  ൌ ௧ࡼ ൅  (10)  ,ݐ෡௧ܸ݀ࣂ

where ࡼ௧ is the current position, ࡼ௧ାଵ  is the next position, ܸ is the velocity of the 
robot, and ࣂ෡௧ is a unit vector determining the direction of the movement. At each 
iteration, a robot corrects its current direction using Eq. (9): 

௧ࣂ∆  ൌ ෡௧࡯∆ െ  ෡௧ିଵ, (11)ࣂ

௧ሻࣂ∆ሺݐܽݏ  ൌ ൜ԡ∆ࣂ௧ԡ ൌ ௧ԡࣂ∆௠௔௫,   ݂݅  ԡߠ∆ ൐ ݁ݏ݅ݓݎ݄݁ݐ݋                                     ,௧ࣂ∆௠௔௫ߠ∆ , (12) 

෡௧ࣂ  ൌ ෡௧ିଵࣂ ൅  ௧ሻ. (13)ࣂ∆ሺݐܽݏ

To consider the rotation speed limitations of real robots, if the direction change in 
one step of the simulation is greater than ∆ߠ௠௔௫ , then the direction change will be 
limited, refer to Eq. (12). 

2.4 Collective Movement 

The main objective of this work is to accomplish collective movement by following 
the center-robot and maintaining a dis-like shape of the swarm. The movement trajec-
tory of the center-robot is a randomly generated spline function.  It is assumed that the 
center-robot’s position is available to none of the other robots.   

 

Fig. 4. An illustration showing the two types of robots and their distribution in the swarm 
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As illustrated in Fig. 4, all other robots, which are neither an edge-robot nor the 
center-robot, differentiate to body-robots. Here, the body-robots play the role of keep-
ing the edge-robots communicationally connected to the center-robot as the commu-
nication range of each robot is very much limited.  

The edge-robots have two tasks. The first task is to stay inside the grey ring indi-
cated in the Fig. 4 to keep the disc-like shape of the swarm. Using the concentration 
of the center morphogen an edge-robot has a sense of its distance to the center.  Once 
the concentration of the received center-morphogen falls in a certain range associated 
with the grey ring, an edge-robot performs its second task. To enclose the body-robots 
perfectly, the edge-robot should distribute inside the boundary ring. We have tried 
different strategies for distributing the edge-robots inside the gray ring and the most 
efficient one is to minimize the following function: 

 ݂ ൌ ௡೔ሺ∑ ௗ೔ೕሻ೙೔ೕసభ ௡೔ൗ ൌ ௡೔మ∑ ௗ೔ೕ೙೔ೕసభ , (14) 

where ݊௜ is the number of neighbors of robot ݅, and ݀௜௝  is the distance between robot ݅ 
and its neighbor ݆. In this way, a robot goes in a direction that decreases the number 
of neighbors and increases the average distance to its neighbors. 

More details of the algorithm can be found in the pseudo code below. The defini-
tion and description of the functions and parameters in the code can be found in 
Tables 1 and 2. Here, CPi indicates the concentration in Eq. (7).  

 

if type= body_bot 
if disToObastale()< D

ob 
 

 status= “close_to_obstale”; 
 C

Pi 
= -disToObastale(); 

else if Density(body) < DEN
1
 OR Density(edge) > DEN

2 

 status= “go_inside”; 
 C

Pi
 = -centerMorpho(); 

else if nearestBot(edge)< NE
min 

 status= “close_to_edge ”; 
 C

Pi
 = nearestBot(edge); 

else if nearestBot(center)< D
cent 

  status= “close_to_center ”; 
 C

Pi
 = nearestBot(center); 

else 
  status= “distribution”; 
 C

Pi
 = -Density(body); 

if type= edge_bot 
if disToObastale()< D

ob 
 

 status= “close_to_obstale”; 
 C

Pi
 = -disToObastale(); 

else if centerMorpho()< R
min 

OR centerMorpho()> R
max
 

 status= “outside_ring”; 
 C

Pi
 = - abs(centerMorpho()- (R

min
+ R

max
)/2); 

else 
 status= “inside_ring”; 
 C

Pi = 
-Density(body); 
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Table 1. Functions executed by a robot in the algorithm 

Function Description 
disToObastale() Return the distance from the robot to  an obstacle 
density(T) Evaluate the density of the neighbors of type T using Eq. (14) 

centerMorpho() Return the concentration of the center morphogen 
nearestBot(T) Return the distance from the nearest robot of type T 
amICenter() Differentiate to the center-robot if all neighbors have a lower con-

centration of the edge-morphogen 
amIEdge Differentiate to an edge-robot if the number of neighbors is lower 

than ݊/2 (see Eq. (1)). 
secreteMorpho(M) Secrete morphogen type M to neighbors using Eqs. (3)-(6). 
move(dir, Vdt) Move one step forward using Eq. (9). ‘Vdt’ is the step length and 

‘dir’ is the direction of the morphogen gradient calculated by Eqs. 
(11)-(13).  

 
Whenever a robot performs a task and changes its status, it records the number of 

its last vectors of ∆࡯௧,௜ ( ௦ܰሻ. The next time when the robot switches to the same task, 
it resets all ∆࡯௧,௜ and reloads the vectors of ∆࡯௧,௜ stored after successfully performing 
the last task. This can help the robot find the correct gradient direction faster. 

To prevent a robot from being lost from the swarm, a robot makes a turn once the 
number of its neighbors drops to one. If the number of neighbors drops to zero, the 
robot moves in a random direction. If it cannot find the swarm after a specified num-
ber of steps then it takes another random direction.   

3 Simulation and Discussion 

The proposed algorithm is implemented under the environment of Visual Studio 
2012, and the SDL library is used for visualization. In order to simulate the asyn-
chronous status changes, each robot is selected randomly to update the received  
information from its neighbors and change its status. To quantitatively assess the per-
formance of the algorithm, we calculate the percentage of the robots that are correctly 
positioned in the required movement. After type differentiation, a randomly generated 
spline is generated as the trajectory of the center-robot. In the simulations, 100 robots 
with a diameter of three units and a communication radius of nine units are used. We 
have performed a large number of experiments to tune the parameters of the algo-
rithm. Table 2 lists the parameter values found to produce good performance.  

The motion speed of the center-robot is set to 15 times slower than others, which is 
critical for the success of the system. The reason is that all robots, apart from the cen-
ter-robot, do not have a directional sensing and they have to perform many random 
walks in different directions to learn about the morphogen gradient. They are also 
very likely to collide with others, both of which reduce the speed of movement. So if 
the center-robot moves too fast, other robots can easily get lost.  
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Table 2. Parameter values used in the simulations 

Parameter Description  Chosen value 
SP Swarm size 100 
Vdt Displacement of a robot at each step of simulation 0.1 

Vcdt Displacement of a center-robot at each step of simulation 0.0066 
BD Diameter of each robot 3 ࡯ࡾ Radius of communication  9 ࢊࢉ Diffusion rate in Eq. (3) 0.5 ࢋࢊ Distance between robots in an evenly distributed swarm 1 ∆࢞ࢇ࢓ࣂ Maximum change in motion direction at each step of simula-

tion 
 10/ߨ

Dob Threshold distance from an obstacle 2 
NEmin Threshold distance from an edge-robot 3 
Dcent Threshold distance from the center-robot 1 ࢙ࡺ Number of gradient history used in Eq. (8) 5 
Rmin Inner radius of the edge-robot ring ܵ௣ 

Rmax Outer radius of the edge-robot ring 1.1ܵ௣ 

DEN1 Density of neighbor body-robot that triggers “go-inside” status  
DEN2 Density of neighbor edge-robot that triggers “go-inside” status  

 
To understand the impact of variation on the number of concentration histories, ௦ܰ, on the algorithm’s performance, we conducted experiments to measure the per-

formance when ௦ܰ varies from 1 to 12. For each ௦ܰ, we ran the simulation for 40 
times and calculated the mean and standard deviation.  The results shown in Fig. 5 
indicate that the best performance is obtained for ௦ܰ=5. For a value greater than five, 
the performance starts to degrade because the concentration pattern changes over the 
time and older data become obsolete.  

 
Fig. 5. Finding the optimum number of morphogen concentration histories 

Fig. 6 shows a few snapshot of one simulation using the parameters given in Table 
2 when the center-robot moves along a randomly generated spline. As a whole, the 
swarm is able to move collectively along the center-robot without explicitly knowing 
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the movement speed and direction of the center-robot. This is of great interest given 
that the robots do not have directional sensing and only local information is available 
to the robots. It can be noticed, however, that the density of the edge-robots is slightly 
higher in the rear of the swarm than in the front with respect to the movement direc-
tion. The main reason is that, due to the lack of directional sensing, the edge-robots 
need to perform a lot of random walks to find the right direction to move and to keep 
moving in the boundary area. Collisions also happen and reduce their speed of 
movement.  Nevertheless, there are always a sufficient number of edge-robots in the 
front of the swarm to enclose the body-robots and keep the shape of the swarm. 

 

Fig. 6. Snapshots of a collective movement 

We conducted two additional case studies to assess the robustness of the proposed 
algorithm. In the first case study, we introduce an obstacle into the environment. As it 
is described in the pseudo code of the algorithm in Section 2, where there is an ob-
stacle, the robots try to avoid it whenever the distance to the obstacle is less than a 
predefined value Dob. As seen in Fig. 7, the swarm successfully passes an obstacle 
with the collective movement being maintained. We note however, that a small num-
ber of robots do get lost from the swarm because of the obstacle, which causes a big 
problem when the obstacle is in the center of the swarm. Fortunately, the swarm can 
recover its shape after passing through the obstacle. 

 

Fig. 7. Obstacle avoidance. Time increases from left to right, top to bottom 
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Fig. 8. Self-repairing after removal of the robots located between angles 0̊ and 90̊ in the swarm. 
Time increases from left to right, top to bottom. 

In the second case study, we demonstrate that the swarm is capable of self-
repairing after removing part of the robots in the swarm. As shown in Fig. 8, the  
robots between angles 0 ̊ and 90̊ are suddenly removed during the simulation.  
Immediately after that the rest robots autonomously adjust their position and move 
towards the space where the robots are removed and reform the disc-like shape.  

The movies of the simulation can be downloaded from the link below: 
https://www.dropbox.com/sh/tcmylfimeo7cqby/WIXZXM7NZy 

4 Conclusion and Future Work 

Collective movement while maintaining a predefined shape is very important for 
swarm systems to achieve various tasks. In this paper, we presented a morphogenetic 
approach to collective movement, assuming that the robots (agents) in the swarm do 
not have directional sensing. Note that not much work has been reported on self-
organization of collective movements without directional sensing. The proposed  
approach first identifies the robots located on the boundary of the swarm using a dif-
fusion mechanism. Then, the robot sitting in the center of the swarm is located with 
the help of the morphogen gradients emitted by the edge robots. A method for detect-
ing the desired movement direction to follow the center robot has also been proposed 
according to the previous concentration records of morphogens. Empirical studies 
have been performed to find out the optimum number of the gradient histories for an 
accurate estimation of the movement direction. Simulation results showed that the 
robots can follow the center-robot while maintaining the disc-like shape. It also has 
been demonstrated that the algorithm is able to avoid obstacles and robust to a sudden 
removal of some robots in the swarm.  

Our future work includes extending the proposed algorithm to form a more com-
plex shape while moving in a dynamic environment. We are also interested in apply-
ing more complex biological mechanisms in biological morphogenesis such as gene 
regulatory networks to deal with more complex environments. Instead of fine tuning 
the parameters in the algorithm, future research will also be dedicated to optimize the 
parameters using global optimization algorithm e.g., evolutionary algorithms. 
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Abstract. The paper introduces the Pi Swarm robot, a platform devel-
oped to allow research and education in swarm robotics. Motivated by the
goals of reducing costs and simplifying the tool-chain and programming
knowledge needed to investigate swarming algorithms, we have devel-
oped a trackable, sensor-rich and expandable platform which needs only
a computer with internet browser and no additional software to program.
This paper details the design and use of the robot in a variety of set-
tings, and we feel the platform makes for a viable, low-cost alternative
for development of swarm robotic solutions.

Keywords: Swarm robotics, Tracking.

1 Introduction

Swarm robotics is a research field that allows for the study of complex swarm be-
haviours and emergent behaviours (“swarm-intelligence”) as applied to robotic
systems. Simple robotic platforms are ideal tools for teaching a wide range of
engineering disciplines, encompassing digital electronics, control theory, signal
processing, energy management and embedded programming; when the scope of
the individual robot is expanded to allow communication and interaction with
other similar robots, their potential value as a tool for education and research
expands to allow investigation of swarm intelligence. What is required is a sys-
tem which is flexible to multiple problems, robust to environmental changes and
faults, and scalable enough to permit large swarms without impacting perfor-
mance. However, such systems often come at a cost which is prohibitive to edu-
cation and research, both in pure monetary terms, and also in the context of the
time needed to learn how to use and program a system and general maintenance.

Historically, a number of platforms have been developed which attempt to
allow swarm robotics research at a low unit cost, many of which have been
highly popular amongst academic institutions for education and research. Un-
fortunately, such systems still often cost several-hundred GBP per unit; this can
make their use for research, and especially as an educational tool, prohibitive,
particularly in the context of a swarm of tens- to hundreds- of robots. Addition-
ally, there is an inevitable compromise to be made in such systems between cost,
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processing capability and complexity of use. Those platforms which offer the
lowest cost tend to use very limited microcontrollers; those which offer more
processing capability have higher associated costs and often also challenging
learning-curves to be able to program the devices.

The motivation for this research was to have a platform that could achieve a
number of objectives: be able to sense and react to its environment, be able to
communicate and interact as part of a swarm, be able to be accurately tracked
by a infrared tracking camera system, and be able to be expanded at a future
date to add additional capability. In addition to these basic requirements, to
allow for the platform to be used by a wider variety of researchers and students
with varying levels of programming experience and expertise, it was desirable for
it to have a simple tool-chain and an easy and concise Application Programming
Interface (API) to control all basic functions.

1.1 Alternative Swarm Robotic Platforms

Whilst there exist a wide variety of low-cost robotic platforms, only a limited
number of these have been designed with swarm robotics in mind. Swarm systems
generally need to be able to interact, so some form of communication, the ability
to detect neighbours, and some method of identification are prerequisites. Also of
significant importance is ease-of-use; the ease of (re-)programming and charging
robots are factors which become increasingly important as the size of swarm
increase. One of the largest obstacles is the cost of the whole system; this is
particularly pressing in the educational field, where multiple swarms may be
needed to support classes. Here we discuss a number of the more popular and
relevant platforms which have been developed for swarm research.

The e-puck is one of the most widely used swarm robotic platforms, a small
2-wheeled stepper-motor driven robot developed at EPFL [10]. A significant
benefit of being widely used in research is that is has accurate simulator models,
including in Webots, V-REP and Player-Stage. The retail price of a e-puck is
around £6501. To overcome the limited processing capabilities, an open-source
Linux development board has been developed for the E-Puck [7]. Whilst this
creates a powerful platform ideal for research, the overall cost and complexity of
the tool-chain needed to program it present an obstacle to its use as a teaching
platform.

The Khepera series of robots developed by K-Team are highly successful plat-
forms that mix a reliable, sensor-rich base with a compact size and extensive
simulator support. Whilst they have been promoted and used as a teaching
platform [5], their high retail cost (in excess of £2000 for a single Khepera III
model) prohibit their use for swarm research in many establishments.

The SWARM-BOT project developed fully autonomous platforms that had
the ability to communicate and physically connect with other SWARM-BOTs
to allow task completion that would not be possible with single robots, such
as dragging heavy objects in rough terrain [4]. The electronic subsystem of the

1 Price correct at time of writing: 840 CHF plus taxes from official retailers.
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SWARM-BOT linked an ARM based main microcontroller running a lightweight
Linux operating system to twelve auxiliary PIC microcontrollers which controlled
the sensors and actuators [11].

The Jasmine is an extremely small (approximately 3cm cube), low cost (around
100 Euro for components) open-source robot designed for large scale swarm ex-
periments. Communication of short messages between robots uses infrared [6].
The low-cost and small size make it an attractive prospect for research into
lightweight distributed swarm intelligence algorithms on larger swarms, but with
this comes limited processing power on an ATMega168 microcontroller and a lack
of high-level communication or environmental sensors. Such a compact size also
limits the effectiveness of tracking systems, due to the resolution required to
discriminate between such small robots.

The K-Team developed Kilobot is a widely used, low cost platform designed
to be scalable up to hundreds and even thousands of platforms. It uses vibrating
legs to allow directed motion. Many aspects of the platform, such as the ability
to perform mass-reprogramming and large scale charging, make it well suited
to large swarms. Rubenstein et al claim a raw parts cost of $14 USD for each
platform [12], however the retail cost for 10 assembled robots is in excess of
£1000 in the UK at the time of writing 2.

The r-one robot, created at Rice University, was developed with very similar
goals to the Pi-Swarm robot: a platform that is low-cost, scalable and with a
simple to use development environment to make it more accessible to students
and outreach. It manages to include a wide array of sensors and high-speed
communication system onto an accurate two-wheeled platform. The cost of parts
for the robot are approximately $250 [8].

Fig. 1. The Pi Swarm robot annotated with the core features

2 Prices taken from official UK distributor, Rahal Technology, www.rahalco.co.uk, at
time of writing.

www.rahalco.co.uk
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1.2 The 3-Pi and m3-Pi Platforms

Whilst researching possible platforms that would fit the teaching and research re-
quirements for a new swarm system, it was observed that there exist a number of
low-cost robotic platforms already developed which are designed for educational
use, without explicitly being part of a swarm based system. One of these plat-
forms, the Pololu 3-Pi, had a lot of desirable characteristics: a simple 2-wheeled
design with a circular chassis is a proven platform for development of swarms,
allowing simple motion, on-the-spot turning and minimising problems that can
occur when robots collide or get very close to each other. The 3-Pi is widely
available at a low-cost (approximately £70) and with the use of base-mounted
infrared proximity sensors, designed to excel at line-following and maze-solving
competitions [1].

The power source, 4xAAA Ni-Mh cells, is low in cost, readily available and
easy to charge, and whilst not providing as high a charge density as Li-Ion type
batteries, is generally safer. The built-in display is a useful addition not found on
many other platforms, allowing debug information or user options to be shown
as text on an individual robot. A set of five simple, but effective, infrared sensors
on the base of the platform allow line-following tasks to be completed accurately,
which provides an excellent introduction into control systems programming. The
limiting factors of the basic 3-Pi platform as a swarm robotics platform are its
limited processing capability, based around a ATmega328 microcontroller with
2KB of RAM and 32MB of FLASH memory, its lack of communication systems,
a lack of proximity sensing and the use of standard geared motors, without
wheel-encoders or stepping-motor capability, which limits the accuracy to which
position can be estimated. However, it was observed that many of these potential
issues could be overcome with the development of an expansion board, and given
the low basic cost of the platform this could prove a very cost-effective solution.

Pololu themselves have developed an expansion board, the m3-Pi, for the
3-Pi robot which includes a socket for a MBED LPC1768 rapid prototyping
board. The MBED is a small 40-pin module based around an ARM Cortex-M3
microcontroller. One of the core features of the MBED board is it is designed for
use with a special set of online compiler tools, which allow for the development of
programs from any machine with an internet connection and compatible browser;
this eliminates the need for purchasing and installing a specific tool chain 3. The
use of the MBED microcontroller adds a significant boost in raw processing
power over the ATmega328 microcontroller on the 3-Pi and provides a wide
array of IO expansion buses. Whilst the m3-Pi in itself offers little additional
hardware to the base robot, it was observed that it would be possible to add
a number of sensors and actuators suited to swarm robotics to the basic PCB,
and this forms the basis of the Pi-Swarm system.

3 Projects created in the online tools can also be exported to a number of different
tool-chains designed for ARM microcontrollers, such as Keil μVision, IAR Systems
and GCC if desired.
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2 Hardware Design

The basic Pi-Swarm robot, as shown in Figure 1, comprises a standard 3-Pi
base, onto which a custom PCB: the “Pi Swarm Extension Board”, is attached.
It is this PCB that contains most of the sensors and actuators that convert
the platform from a standard robot into one specifically engineered with swarm
robotics as the core function. The total components costs for the Pi Swarm
Extension Board are under £45 4. The PCB costs around £10 to manufacture;
connecting hardware and plastic parts cost approximately £5 and a MBED
board costs £38, bringing the total parts cost for a robot to around £165.

2.1 Pi Swarm Extension Board

The Pi Swarm Extension board is a 95mm diameter circular PCB, which con-
nects to the 3-Pi base using a 14-pin 0.1” pitch dual row peripheral connector,
with a pair of additional 2-pin connectors allowing duplication of the reset switch
and the recharging pins. It is secured in place using a set of 4xM2.5 bolts and
spacers. The top of the board contains a socket for attaching the MBED and a
number of sensors and actuators. On the underside of the board, a set of 8 IR
optocouplers which act as proximity detectors are arranged around the edge. A
socket allowing the connection of a separate ultrasonic range detector is present
at the front. The Pi Swarm boards are designed in Eagle PCB design software
as 2-layer boards. The board is equipped with the following sensors:

Sensor Description

Infrared (IR) A set of 8 IR-proximity detectors on the underside of the board, placed
at ±15◦,±45◦,±90◦ and ±144◦. The optical component is a TCRT1000
manufactured by Vishay Semiconductor, which combines a phototran-
sistor and infrared emitter. The phototransistors all feed into an Analog
Devices AD7997 8-channel, 10-bit analogue to digital converter.

Accelerometer A MEMS 3-axis accelerometer (ST Micro LIS332AX), which produces
an output voltage of 1.25V at zero G and has a sensitivity of 363mV/G
over its acceleration range of ±2.0G.

Magnetometer A MEMS 3-axis magnetometer (Freescale MAG3310FCR1), capable of
measuring magnetic fields with an output data rate of up to 80Hz. It
has a full scale range of ±2000μT and a sensitivity of 0.1μT.

Gyroscope A MEMS 3-axis accelerometer (ST Micro LIS332AX), which produces
an output voltage of 1.25V at zero G and has a sensitivity of 363mV/G
over its acceleration range of ±2.0G.

Temperature A linear digital temperature (MCP9701) which provides an output of
400mV at 0◦C and ±19.5mV from this value for each 0◦C difference,
within the operating limits.

Light An ambient light sensor (APDS-9005), facing upwards on the expansion
PCB. The sensor produces an analogue output of 1V at its peak value,
at approximately 1000 Lux of light.

4 The component are based on purchasing components for 20 boards, and are sourced
from major UK component retails, Farnell and RS Electronics.
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A number of additional hardware components are included, which allow for
communication, visual feedback, user input and data storage:

Component Description

RF Transceiver A self-contained 433MHz RF transceiver (Alpha TRX-433) module
forms the primary communication system for the Pi Swarms and pro-
vides up to 115.2kbps data rate. A chip antenna is mounted on the
PCB providing a typical range of 10 meters at the higher data rates.

Outer LEDs A set of 10 RGB LEDs equally spaced 36◦ apart in a ring around the
edge of the board. These LEDs can be enabled/disabled individually
with the colour selected by setting three PWM values.

Center LED A high-power RGB LED in the middle of the board, facing up. This
has independent colour control from the edge LEDs.

ID Switch A set of 5-DIL switches, for the setting of robot ID within the swarm.
This allows a swarm of up to 31 robots (the ID 0 is to be reserved).

Cursor A 5-way directional switch which may be used to trigger interrupts and
control the robot

EEPROM A 64 kilobit EEPROM (24AA64T) provides non-volatile storage on the
Pi Swarm, which can be used to storage calibration values. Additional
FLASH memory storage is available on the MBED board.

2.2 Additional Hardware

To increase the number of peripherals which can be attached to the MBED,
the Pi Swarm PCB makes use of a PCA9505 I/O Expansion IC manufactured
by NXP. This device connects to the I2C interface of the MBED, and contains
40 general purpose Input/Output pins. Of these, 24 are used by the Pi Swarm
hardware, and the remaining 16 are available on a 2mm pitch expansion port on
the top of the PCB for connecting additional hardware.

(a) HC-SR04 ultrasonic module (b) PC Radio Modem (c) Hand-held Con-
troller

Fig. 2. Additional hardware for the Pi Swarm robot
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A set of plastic shims have been designed which are attached beneath the
expansion board in normal use. The shims are laser-cut from 3mm Perspex, and
provide protection to the optocouplers from collisions with obstacles. They also
help balance the weight of the platform, provide an opaque layer to allow robots
to detect other robots, and set the correct height above the 3-Pi to allow the use
of 20mm PCB spacers. An additional plastic disc has been designed to attach
above the expansion board, which allows unique patterns of reflective tracking
balls to be fixed to the robot.

A connector on the underside of the expansion board allows a low-cost HC-
SR04 ultrasonic sensor to be attached, facing to the front of the robot. This
sensor module is a self-contained unit which can detect and range obstacles which
are approximately 10cm to 100cm in front of the sensor. Originally developed
for the Arduino range of controllers, it is widely available for less than £2. A Pi
Swarm robot with the ultrasonic sensor attached can be seen in Figure 2a.

Whilst communication is primarily handled using the 433MHz transceivers,
other communication systems are possible. A USB connector is included on the
board and libraries are available for the MBED to use a number of low cost
BlueTooth dongles; it should be noted that BlueTooth protocols can impose
restrictions on swarm size. Additionally, the infrared sensors can be programmed
to send and receive simple messages from adjacent robots.

2.3 Radio Modem

To facilitiate communication between the robot swarm and external sources,
two different systems have been developed. The first is a simple radio-modem,
shown in Figure 2b, which combines the Alpha-TRX433 transceiver with an
MBED board and a 2-line LCD display. The MBED board can be connected to
a computer using a standard mini-USB cable, and contains the hardware and
drivers to allow it to act as a serial-USB interface. Using this, messages can be
sent to-and-from the computer to the MBED, and in turn to the swarm of robots
using the 433MHz transceiver.

Additional, a stand-alone handheld controller has been developed, as can be
seen in Figure 2c, which includes a multi-directional controller switch and soft-
ware to allow the remote control of one or many robots simultaneously. A special
debug routine has been added to robot firmware to allow the controllers to re-
motely read the values of the robot’s sensors, and control the various actuators.
The use of MBEDs in the controllers simplifies code development and the addi-
tion of extra sensor inputs.

2.4 Tracking the Robots

A specially designed plastic disc to facilitate the use of a tracking camera sys-
tem has been designed and tested. The tracking hat is laser cut from 3mm
Perspex sheet, and contains 21 regularly spaced 3mm diameter holes arranged
in a grid. Short M3 machine screws can bolted through these holes to provide
secure mounting points for placing reflective Scotchlite balls for use with the
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OptiTrack commercial tracking camera system. A set of distinct patterns of dif-
ferent placements for between 4 and 6 balls on each hat has been created using
an evolutionary algorithm based on NSGA-II [3]; these placements ensure that
all the patterns are maximally unique in both translation and rotation. More
information on the tracking system, the algorithm to evolve patterns and its use
in practice can be found in Millard et al [9].

2.5 Battery Life

A drawback of the use of the MBED board is it requires a relatively high current
draw and does not provide easy access to the lower power states of its Cortex
microcontroller, as can be seen in the table below showing the average power
consumption when using a 5V bench power supply. When using high-capacity
1000mAH cells, a battery life of around 2 hours can be expected for most tasks
with intermittent motor use.

Device Power Description
3-Pi 400mW Robot switched on but idle
MBED 800mW MBED board only in idle loop
Pi Swarm 1700mW Complete Pi Swarm in idle loop
Pi Swarm 2450mW Performing obstacle avoidance, motors at 25% power, all

LEDs blinking
Pi Swarm 2650mW Performing obstacle avoidance, motors at 50% power
Pi Swarm 11500mWMotors stalled at 100% power

3 Software Design

One of the core principles for the Pi Swarm is that it should be easy for someone
with limited programming experience in embedded and robotic systems to pro-
gram. To achieve this, an API has been written which simplifies the process of
interacting with all of the sensors and actuators. This is implemented as a pub-
lished C++ library that can be imported into a new project in the online MBED
compiler. The programmer is given a shell “Hello World” program which per-
forms all the code necessary to set up the expansion board, start communication
with the 3-Pi base and initialise the RF communication stack.

3.1 Communication Stack

The API includes a communication stack for use with the 433MHz RF transceiver
which simplifies many of the core communication tasks. A 4-byte header encodes
the sender and target IDs, an identifying flag for the message and a set of prede-
fined functions. These functions include operations which allow for most of the
sensors and actuators on the robot to be read and set by the external sender. The
stack also allows for user-defined functions to be augmented to the pre-defined
ones, so more complex interactions can be implemented if desired. Messages can
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be defined as broadcast, meaning they are to be handled by all members of the
swarm, and a TDMA-system based on the robot ID is used to minimise the risk
of collisions in acknowledgements and replies. For brevity the API and commu-
nication stack is not discussed in detail here, the reader is referred to the manual
available online for more in-depth details 5.

3.2 Simulation

Fig. 3. Pi-Swarm simulator with robots as blue circles with an ID number and IR
sensor cones shown in purple. Obstacles are shown in white.

The Pi-Swarm simulator is a 2D top-down environment being developed in
Python. It uses pygame for graphics and pyBox2D as a physics engine 6.
The simulated Pi-Swarms use a simplified model of the physical hardware, they
are shown as light blue circles in Figure 3 with a unique ID number and a centre
line indicating their heading. The robots move using two wheels on the perimeter
of the robot body. A small force is applied at each time-step to represent the
motor drive in the direction of movement (either forwards or backwards).

The environment is a square arena with obstacles placed at random locations.
The Pi-swarms use 8 IR sensors, at the same positions as the physical robots, to
perform obstacle avoidance and navigate the arena. The sensors’ fields of view
are represented as cones surrounding the robots. When running the robots draw
0.33C from their battery, based on an average use case for the real Pi-Swarm
robots. They recharge at a rate of 0.5C in power areas on the ground (bottom
left of Figure 3).

5 Manual and videos available at www.york.ac.uk/robot-lab/piswarm
6 See http://pygame.org and http://code.google.com/p/pybox2d

www.york.ac.uk/robot-lab/piswarm
http://pygame.org
http://code.google.com/p/pybox2d
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4 Case Studies

Despite the short-development time, the Pi Swarm platforms have already been
used successfully in a number of taught-courses, research projects and outreach
demonstrations. Some examples are outlined below; example videos of some of
these projects are available for viewing online 5.

4.1 Maze-Solving Tasks

As an introduction to the Pi Swarm platform and embedded programming, stu-
dents were required to solve a number of tasks using the platform. These in-
cluded line-following, making the robots solve a small walled-maze, and locating
the warmest or brightest zone within an arena using the on-board sensors and an
optimisation algorithm. Some students were starting this task with very limited
programming experience and managed to successfully complete all the tasks in
3 x 3-hour laboratory sessions.

4.2 Block-Counting Tasks

As a taught module assessment, single Pi Swarm robots were programmed to
autonomously navigate a number of walled-courses. On one side of the wall a
number of black lines were painted; the robots were to count the number of
lines, then automatically switch to a line-following task when the walls ended.
The task was designed to test the students ability to implement effective PID
controllers and make use of the various sensors and actuators on the platform
to provide feedback from the counting task.

4.3 Creative Demonstrations

Students were assigned the task of performing a creative task over two minutes
with multiple robots. This resulted in a diverse set of work, examples of which
can be viewed on the website. Some students made use of the lights and high
speed of the robots to produce creative synchronised dances; others created novel
examples of human-robot interaction with playable games, including a version of
the popular “Angry Birds” game in which one robot behaved as the bird, with
trajectory and power determined by hand-actions behind the IR sensors, and
others as the pigs (the targets for the bird).

4.4 Implementation of a Swarm Taxis Algorithm

A implementation of Bjerknes’ ω algorithm, which demonstrates behaviours of
aggregation and taxis towards a beacon [2], was implemented on the Pi Swarms.
The goal was to replicate prior examples of the algorithm implemented on the e-
puck robots. The algorithm was implement using only the IR sensors, which uses
signal processing to descriminate between self-, other robots and an IR beacon.
The algorithm lets an individual to predict the average heading of the swarm
based on the strength of IR signals received, which allows the taxis behaviour
to emerge.
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5 Future Work

The Pi Swarm platform is still in active development, with new features planned
to improve the robots reliability, ease of use and longevity. Some of the current
work in progress and future plans are discussed here.

5.1 Scalability

The Pi Swarm has been designed for small swarms of up to 32 robots, based on
the budget available and size of arena we currently have, and the limitation of
the tracking system that is being used. Whilst the hardware ID switch and the
TDMA protocol used in the communication system are limited to 5-bits, these
limitations could be adapted with minimal efforts for larger swarms. As observed
by Kornienko et al [6], RF-based communication can be problematic when scaled
to large numbers. Also, the practicalities of reprogramming and charging become
an issue; a system to allow dynamic reprogramming of multiple robots would be
a useful solution if scaling to larger swarms was desired.

5.2 Dynamic Recharging

Currently in development is a system to allow the platform to recharge whilst
it is in use. The system works by collecting power from the base of the arena,
on which a chequerboard arrangement of copper pads allows wide regions of
power distribution. The power is rectified by a small daughterboard sandwiched
between the two main PCBs which contains a small charging IC, allowing the
batteries to be charged whilst the robot is still drawing power. The current
prototype model for the recharging PCB and components costs approximately
£15.

5.3 Improved Base

One of the most biggest limitations of the platform is the lack of feedback about
wheel positions; many similar platforms employ the use of either wheel-encoders
or stepper motors which allow turning angles to be more accurately known.
The 3-Pi base does use a stable, regulated supply for power to the motors,
which allows a good level of repeatability of turns, but this relies on smooth,
flat surfaces to avoid wheel slip. With careful arena design it is possible to use
the magnetometer or either infrared system to provide feedback on the robots
approximate heading; this has been successfully achieved in experiments using
a programmable infrared beacon at one end of a 2.5m square arena. However, it
is planned to investigate a redesign of the base-portion of the robot (the 3-Pi)
with the use of stepper motors to improve its ability to move controlled distances
and turns on multiple terrains. Replacing the 3-Pi base will also allow a redesign
of the power source; replacing the AAA cells with a combination of a Lithium
Polymer battery and low internal resistance supercapicitor will allow for a longer
running time and the ability to rapidly recharge the platform.
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6 Conclusions

This paper has discussed the design and implementation of a low-cost platform,
designed for the teaching and research of swarm-robotics, built on an existing
commercial base and easy to use rapid-prototype board. As with all designs,
there are limitations and trade-offs the occur between versatility and scalability
of the platform and cost; the authors believe, however, that the broad array of
sensors and actuators provided coupled with the simplicity of the programming
interface of the MBED and the API written for the platform make it a unique
prospect for teaching and research. Further information about the Pi Swarm,
including the reference manual, schematics, software API and demonstration
videos can be found at www.york.ac.uk/robot-lab/piswarm.
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Abstract. A simple and cost effective new tactile sensor is presented,
based on a camera capturing images of the shading of a deformable rub-
ber membrane. In Computer Vision, the issue of information encoding
and classification is well studied. In this paper we explore different ways
of encoding tactile images, including: Hu moments, Zernike Moments,
Principal Component Analysis (PCA), Zernike PCA, and vectorized scal-
ing. These encodings are tested by performing tactile shape recognition
using a number of supervised approaches (Nearest Neighbor, Artificial
Neural Networks, Support Vector Machines, Naive Bayes). In conclusion:
the most effective way of representing tactile information is achieved by
combining Zernike Moments and PCA, and the most accurate classifier is
Nearest Neighbor, with which the system achieves a high degree (96.4%)
of accuracy at recognising seven basic shapes.

Keywords: Haptic recognition, tactile features, tactile sensors, super-
vised learning.

1 Introduction

The aim of this paper is to find an accurate low-dimensional representation of
a tactile image perceived by a novel tactile sensor developed by us, these repre-
sentations are from now on referred to as ‘encodings’. Tactile sensors and tactile
information encoding have been focus of much research lately [5]. Whilst numer-
ous standards exist in Computer Vision, there is no consensus on the best ap-
proach to encoding tactile sensing information [5], and the only tactile database
known to us [24] is limited to a single sensor type. Unlike visual information,
haptic information can be distributed over a potentially unknown geometry [5]
(for example a single robotic hand can be fitted with many different combina-
tions of tactile sensors), so the equivalent problem to ‘camera calibration’ is a
significantly more difficult task. Whilst the majority of efforts have gone to low
resolution sensor pads [2], [16], [19], [20], [26], a new biologically inspired sensor
design, called the TacTip [3] aims to provide higher resolution whilst remaining
inexpensive. This paper presents a similar, simplified, low cost tactile sensor and
evaluate its accuracy recognising 7 basic tactile shapes (Corner, Cylinder, Edge,
Flat-to-Edge, Flat, Nothing, Point), comparing a selection of encodings and a
range of supervised classifiers.

M. Mistry et al. (Eds.): TAROS 2014, LNAI 8717, pp. 163–172, 2014.
c© Springer International Publishing Switzerland 2014
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2 Related Work

Tactile sensors can be designed using a variety of techniques, perhaps the most
popular being resistive sensors [28]; but also including magnetic, piezo-electric,
capacitive and others [5]. A large amount of effort has been put into texture
recognition [7], [11], [14], [25], since texture is usually difficult to capture from
vision alone. The most direct approach to tactile feature classification is to use
the tactile images with no encoding and use a simple distance metric [23]. Re-
cently, there have been several projects involving recognition by grasping using
Pattern Recognition techniques to find the best dimensionality reduction func-
tion for tactile information. Early approaches focused on tailored designs [1] or
classical Artificial Neural Networks (ANNs) [27]. More recently, PCA, moment
analysis and binary (contact/no contact) have been compared in a system that
integrates tactile and kinesthetic information for object recognition [8], finding
that the use of central moments outperforms other encodings. A variation on
Self-Organizing Maps (SOMs) [13] has been developed and applied to fusing
propioceptive and tactile input for object recognition [12]. PCA and SOMs have
been used to extract tactile features which were then used for object recogni-
tion [16]. Novel recursive gaussian kernels have been used to encode the various
stages of contact during grasping leading to a robust online classifier [26].

2.1 The TacTip

Most previous studies are based on pressure sensor arrays. An innovative biologi-
cally inspired sensor was proposed recently [3] which uses a flexible hemispherical
membrane with internal papillae which move as the membrane deforms when-
ever it touches an object. A digital camera records and transmits the image of
the displaced papillae (see right side of Fig. 1). This sensor, called the TacTip,
was shown to achieve a high degree of accuracy in sensing edges [4] to a point
where a small object is clearly identifiable by a human from its tactile image
and has been theoretically shown to have potential in tele-surgery [21]. More
recently it has also been successfully used to identify textures [29]. The new
sensor presented by this paper is an adaptation of the TacTip. No papillae nor
internal gel is needed (significantly simplifying the sensors manufacture process
and cost) and the shading pattern of light is used as input, instead of the papillae
locations. This paper shows that the new sensor is effective at recognising tactile
shapes.

3 Sensor Specification

3.1 Design

The new sensor consists of an opaque silicone rubber hemispherical membrane of
radius 40mm and thickness 1mm, mounted at the end of a rigid opaque cylindri-
cal ABS tube. At the base of the tube, there is a PC web-cam equipped with 8
white LEDs. The LEDs illuminate the rubber, the shading pattern of the image
changes as the rubber makes contact with various surfaces (see Fig. 1).
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Fig. 1. The new tactile sensor design (left). The main body is 3D printed in ABS.
The tip is a 1mm thick silicone rubber hemisphere. At the base (not visible) there is a
USB eSecure c©web-cam with 8 LEDs illuminating the inside of the silicone hemisphere
(bottom right). As the tip makes contact with an object, it deforms resulting in a
specific shading pattern (middle). As a comparison, the same tactile shape as perceived
by a TacTip is shown (top right).

4 Methods

4.1 Preprocessing: Discrete Derivative

The shading pattern is related to the angle between the membrane’s normal and
the light rays going to the camera. Therefore drastic changes in luminosity are to
be expected whenever the discrete spatial derivative of the normal of the surface
is highest, that is where the rubber is most sharply bent (see Fig. 2). This
concept motivates the analysis of the images’ discrete derivative’s magnitude
matrix D(I), defined, for any square image matrix I ∈ R

w×w, as:

D(I)i,j := +
√
(Ii−1,j − Ii+1,j)2 + (Ii,j−1 + Ii,j+1)2, ∀i, j ∈ [1, w − 1] (1)

In the experiments described below, encodings will be applied to the raw image
received by the camera, and to the magnitude of its discrete derivative, D(I).

4.2 Rotationally Invariant Encodings

Due to the circular geometry of the sensor image, a rotation invariant encoding
was required. Five alternatives were explored: Hu moments [10], Zernike Mo-
ments [30], Principal Component Analysis (with regularized rotation), Zernike-
PCA (PCA applied to the Zernike moments), and image scaling.
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Fig. 2. Examples of occurrences of 6 of the 7 basic tactile shapes (the 7th is “nothing”,
in Fig. 1) (left columns), and their corresponding shading pattern (middle columns)
and the magnitude of its first spatial derivative D(I) (right columns). From the top
left, downwards: Corner, Cylinder, Edge, Flat-to-Edge, Flat, Point.

Hu Moments. Hu moments are special combination of central moments which
aim to be invariant to rotation, translation and scale (for details see [10]). The
implementation used here was the one by [15], who have demonstrated the use of
Hu moments in effective feature extraction on edge images for object recognition.

Zernike Moments. A Zernike Moment is the element-wise product of an image
with a Zernike polynomial evaluated at the locations of the pixels of the image,
rescaled to circumscribe a unit disk.

Definition 1. Let m ≥ n be non-negative integers, and let 0 ≤ φ ≤ 2π, 0 ≤ ρ ≤
1 define a polar coordinate system. Then the even and odd Zernike polynomials
are defined as:

Zm
n (ρ, ϕ) = Rm

n (ρ) cos(mϕ) (2)

Z−m
n (ρ, ϕ) = Rm

n (ρ) sin(mϕ), (3)

Which can be indexed by:

Zj = Z
m(j)
n(j) (4)

Where m(j), n(j) are Noll’s indices (See Table 1) of Zernike polynomials [17],
and

Rm
n (ρ) =

(n−m)/2∑
k=0

(−1)k (n− k)!

k! ((n+m)/2− k)! ((n−m)/2− k)!
ρn−2 k (5)



Tactile Feature Extraction 167

Table 1. First ten Noll indeces [17] to compose a linear sequence of Zernike polynomials

j 1 2 3 4 5 6 7 8 9 10

n(j) 0 1 1 2 2 2 3 3 3 3

m(j) 0 1 -1 0 -2 2 -1 1 -3 3

Now, the dth Zernike Moment of an image M is given by:

Zerd(M) =

∣∣∣∣∣∣
∑

i,j∈{i2+j2≤n2/2}
M(i, j)Z ′

d(i, j)

∣∣∣∣∣∣ (6)

Where,

Z ′
d(i, j) := Zj

(√
(i2 + j2)
√
2
2 n

, arctan

(
j − n/2

i− n/2

))
(7)

PCA and Zernike-PCA. In the third encoding, the orientation of each im-
age was computed (from central moments) and the image was rotated so as to
regularize its orientation. Then PCA was performed on the vectorised images.
The fourth encoding, Zernike-PCA, was simply applying PCA to the Zernike
Moments of all images. In both of these, the dimensionality reduction matrix
was computed on training data and used for both the training dataset and the
testing dataset.

Scaling (Vectorized). For the fifth encoding, image orientations are regu-
larised first, then images are resized by averaging pixel intensities, into a much
smaller resolution (up to 13 by 13 pixels, from an original resolution of 300 by
300). The resulting images are vectorized, so for example, a 13-by-13 image, is
converted into a 1-by-132 vector, by concatenating the pixel columns.

4.3 Encoding Evaluation

Each of these encodings was applied to a training dataset of 175 images, labelled
from 1 to 7, corresponding to the tactile shapes they represented (see Fig. 2).
Each encoding will produce a different set of data clusters. Good encodings
will result in clusters which are spatially conglomerate: vectors corresponding to
images of equal label will be close together and those with different labels will
be far apart. One way of measuring this property is the Davies-Bouldin index
in L2 [6], defined below. Lower values of this index represent more distinctive
clusters.
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Definition 2. Let d(a, b) represent the euclidean distance metric. Let X be a

set of vectors of dimension d, partitioned into k disjoint clusters, X =
⋃k

i=1 Xi.
Let ci be the centroid of cluster Xi. The Davies−Bouldin index is given by:

D =
1

k

k∑
i=1

max
j:i�=j

(
σi + σj

d(ci − cj)

)
(8)

Where,

σi :=

√
1

|Xi|
∑
x∈Xi

d(x− ci)2 (9)

Classifiers Cross Validation. As a second way of judging the suitability of
a particular encoding is to train a supervised classifier given the known labels
and to test their accuracy at predicting the labels of the encoded data. The
measure used here is the 5-fold cross validation accuracy, defined as the average
percentage of correct classifications performed by a given classifier trained with
4
5 of the labelled data and tested on the remaining 1

5 of the data. The process is
repeated 5 times so that all data is used for testing. This method was applied
to the following classifiers:

– Nearest Neighbor classifier
– Artificial Neural Network with a single 7 neuron hidden layer, trained using

backpropagation.
– A group of seven binary Support Vector Machines (one per label) used in

conjunction, arbitrarily choosing the largest label id, if more than one re-
turned a positive classification.

– A simple Naive Bayes classifer, using Kernel Density Estimation (KDE) [18],
[22].

For the implementation of these four algorithms, and for the simulations de-
scribed in this paper, MATLAB1 was used.

5 Results

Seven basic tactile shapes were defined: Corner, Cylinder, Edge, Flat-to-Edge,
Flat, Nothing, and Point. Using the new sensor images were manually captured,
resulting in 70 sample frames of each one (see Fig. 2). Data was split: 175 im-
ages were used for training (selecting the optimum encoding vector size), and
the remaining 175 images for validation. Each one of the encodings defined in
Section 4.2 was applied to each training image and the magnitude of its discrete
derivatives (as described in Section 4.1). Then two tests were performed: cluster
evaluation and classifier evaluation.

1 MATLAB c©, Statistics Toolbox and Neural Network Toolbox Release 2013b, The
MathWorks, Inc., Natick, Massachusetts, United States.
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5.1 Cluster Evaluation

First, the Davies-Bouldin index was computed on the training data data (175
images) to find the optimum number of components to use in each encoding
(number of principal components, number of zernike polynomials, etc.). This
parameter (number of components) is then fixed and the Davies-Bouldin index
is computed on the remaining 175 images (the validation dataset). Table 2 shows
the result. Zernike moments combined with PCA seem to produce the most
distinct clusters under this criteria. Cluster formation using the new sensor seems
superior with respect to the TacTip using this measure. This is possibly due to
the fact that papillae displacements mean that small perturbations in the object
surface translate into significant non-linear changes in the image.

Table 2. Davies−Bouldin index (described in Section 4.3) computed for the clusters
resulting from the different encodings. They represent the distinctiveness of a cluster,
smaller numbers represent better defined clusters.

Applied Applied Applied Applied
to Image to Image to D(Image) to D(Image)

Encoding (Our sensor) (TacTip sensor) (Our sensor) (TacTip sensor)

Hu Moments 5.3 10.4 5.1 13.2

Zernike M. 2.0 2.5 1.9 3.8

PCA 2.6 5.9 1.8 5.4

ZernikePCA 1.5 2.6 1.4 2.9

Scale (Vect.) 37.1 37.9 10.4 1378.8

5.2 Classifier Evaluation

Each one of the classifiers described in Section 4.3 is now trained. Using 20 iter-
ations of randomized 5-fold cross validation on the training dataset the optimal
vector sizes for each encoding and classifier are obtained. Then, the process is
repeated on the validation dataset, but only using these optimum vector sizes.
Figure 3 shows the accuracy of each encoding/classifier pair.

Zernike PCA applied directly to the image outperforms other encodings in
general. In terms of classifiers, Nearest Neighbor is the overall best for both
sensors, reaching an accuracy on the validation dataset of 96.4%. It must be
born in mind that Nearest Neighbor classifiers using cross validation are prone
to data twinning (bias if similar data are present in a dataset). To reduce the
effects, a small value for k (5) was used in k-fold cross validation, together with
randomisation and multiple trials; furthermore, separate dataset were used for
training and validation. Nevertheless, if data twinning is likely to be an issue in
further applications, it may be advisable to use Naive Bayes (KDE).
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Fig. 3. Randomized 5-fold cross validation accuracy for the 7 basic tactile shapes
(higher is better, 1 is 100% perfect recognition). Input set of 175 labelled tactile images,
corresponding to 7 clusters. Comparison between our sensor and the TacTip, using four
different encodings as classified by four different supervised algorithms.

There is no significant difference between the performance of any encod-
ing/classifier pairing when comparing their use on the image and on its deriva-
tive. This may be due to the fact that the discrete derivative only loses base
intensity information, which is a single degree of freedom over images which are
90000-dimensional. The accuracy achieved with our sensor is slightly higher to
the one with the TacTip, for these particular choices of encodings and classifiers.
Once again, the non-linearity introduced by papillae is potentially a factor, and
so the comparison is by no means exhaustive in scope.

6 Conclusions

This paper presented a novel, simple and inexpensive tactile sensor based on
shading resulting from the deformation of a rubber membrane. Various encod-
ings were tested on the input images and on their discrete derivatives. For each
encoding, the accuracy of a selection of classifiers was tested, by performing
tactile shape recognition. The new sensor is capable of distinguishing between
these shapes, the most accurate encoding is Zernike Moments combined with
PCA, applied directly to the input image. The most accurate classifier is Nearest
Neighbor, which reaches a classification accuracy of 96.4%. Our sensor performed
slightly better than the TacTip in these tests, which is remarkable considering
the simplicity of our sensor’s design. However it must be stressed that other ap-
proaches may very well favor the TacTip. The discrete localization of the papillae
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may be a disadvantage in linear encodings, but it can be an advantage in general,
as it is more resilient to image noise and less dependent on calibration of camera
parameters. Only pattern recognition was discussed in this paper, it may be of
interest to use “shape from shading” [9] to reconstruct the exact shape of the
deformed hemisphere. Further work should also focus on this sensor’s potential
for object recognition.
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ical Sciences Research Council (EPSRC), UK. We would like to thank Bristol
Robotics Lab2 for lending us the TacTip sensor.
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Abstract. We address the problem of recognizing a configuration of a
piece of garment fairly spread out on a flat surface. We suppose that the
background surface is invariant and that its color is sufficiently dissimilar
from the color of a piece of garment. This assumption enables quite
reliable segmentation followed by extraction of the garment contour. The
contour is approximated by a polygon which is then fitted to a polygonal
garment model. The model is specific for each category of garment (e.g.
towel, pants, shirt) and its parameters are learned from training data.
The fitting procedure is based on minimization of the energy function
expressing dissimilarities between observed and expected data. The fitted
model provides reliable estimation of garment landmark points which can
be utilized for an automated folding using a pair of robotic arms. The
proposed method was experimentally verified on a dataset of images. It
was also deployed to a robot and tested in a real-time automated folding.

Keywords: clothes folding, robotic manipulation.

1 Introduction

We present a solution for identifying an arrangement of a piece of garment
spread out on a flat surface. Our research is motivated by the needs of the
European Commission funded project Clothes Perception and Manipulation
(CloPeMa) [16]. This project focuses on a garments manipulation (sorting, fold-
ing, etc.) by a two armed industrial robot which is shown in Fig. 1. The general
aim is to advance the state of the art in the autonomous perception and manipu-
lation of limp materials like fabrics, textiles and garments, placing the emphasis
on universality and robustness of the methods.

The task of clothes state recognition has already been approached by Miller et
al. [9]. They consider a garment fairly spread on a green surface, which allows to
segment images using simple color thresholding. The obtained garment contour
is fitted to a parametric polygonal model specific for a particular category of
clothing. The fitting procedure is based on iterative estimation of numeric pa-
rameters of the given model. The authors report quite accurate results. However,
the main drawback is a slow performance. It takes 30–150 seconds for a single
contour and a single model. This makes the algorithm practically unusable for a

M. Mistry et al. (Eds.): TAROS 2014, LNAI 8717, pp. 173–184, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. Our robotic test platform utilizes two industrial hollow-wrist welding manipula-
tors Motoman MA1400 with mounted cameras, Kinect-like rangefinders and dedicated
grippers. We use it as the experimental platform for folding of various types of clothes.

real-time operations. The authors also use the parametric model for recognition
and fitting of pairs of socks [15]. Information about texture of socks was utilized
here as well. Another successful application is an automated folding of towels
based on a robust visual detection of their corner points [8]. The two-armed
robot starts with a towel randomly dropped on a table and folds it in a sequence
of manipulations performed both on the table and in the air.

Kita et al. use single-view image [5] and stereo image [6] to estimate state of
the hanging clothes being held by a gripper. Their approach is based on matching
a deformable model to the observed data. Hata et al. [3] solve the problem of
lifting a single towel from a pile of highly wrinkled towels and grasping it for
its corner. The solution is based on detection of the highest point of the pile
followed by corner detection in stereo data. Ramisa et al. [12] are also interested
in determination of the grasping point. They combine features computed from
both color and range images in order to locate highly wrinkled regions. The
research area of cloth modeling is explored mainly by the computer graphics
community. Hu et al. [4] give an overview of the known methods.

In this work, we propose a complete pipeline for clothes configuration recogni-
tion by estimating positions of the most important landmark points (e.g. all four
corners of a towel). The identified landmarks can be used for automated folding
performed by robotic arms. We introduce our own polygonal models describing
contours of various categories of clothing and develop a fast, dynamic program-
ming based methods for an efficient fitting of an unknown contour to the models.
Moreover, we have modified the grabcut image segmentation algorithm to work
automatically without being initialized by a user input, utilizing a background
model learned in advance from training data. The recognition pipeline can be
summarized as follows:

1. Capturing input: The input is a single color image of a piece of garment
spread on a table. We assume that type of the clothing (e.g. towel, pants,
shirt) is known in advance. The image is taken from a bird’s eye perspective
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by a camera attached to the robot. Since the relative position of the table
and the camera is known, all pixels not displaying the table and the garment
lying on it can be cropped.

2. Segmentation: The goal is to segment the garment and its background which
is a wooden table in our case. We assume that the table and the garment
have statistically dissimilar colors. We also assume that the table is invariant
and thus its color properties can be learned from data. These assumptions
make it possible to modify the grabcut segmentation algorithm [13] in a way
that it does not require manual initialization.

3. Contour detection: The binary mask obtained from the segmentation is pro-
cessed by Moore’s algorithm [2] for tracing 8-connected boundary of a region.
This gives a bounding polygon of the garment. Vertices of the polygon are
formed by individual contour pixels.

4. Polygonal approximation: The dense boundary is then approximated by a
polygon having fewer vertices. Their exact count depends on a model of
garment which we want to fit in the following step. Generally, the number of
vertices is higher than the number of landmark points for a specific model.

5. Model fitting: The polygonal approximation of the garment contour is mat-
ched to a polygonal model defined for the corresponding type of garment. The
matching procedure employs dynamic programming approach to find corre-
spondences between approximating vertices and landmark points defining
the specific polygonal model. The matching considers mainly local features
of the approximating polygon. As there are more vertices than landmarks,
some of the contour vertices remain unmatched.

2 Contour Extraction

2.1 Learning the Background Color Model

The background color model is a conditional probabilistic distribution of RGB
values of background pixels. The distribution is represented as a mixture of K
3D Gaussians (GMM):

p(z) =
K∑

k=1

πk N (z;μk, Σk) =
K∑

k=1

πk

exp
(
− 1

2 (z − μk)
TΣ−1

k (z − μk)
)

√
(2π)3|Σk|

(1)

Here πk is a prior probability of k-th component and N (z;μk, Σk) denotes 3D
normal distribution having a mean vector μk and a covariance matrix Σk.

The mixture is learned from training data, i.e. from a set Z = {zn = (zRn , z
G
n ,

zBn )T ∈ [0, 1]3} of vectors representing RGB intensities of |Z| background pixels.
The number of GMM components K is determined empirically based on the
number of visible clusters in RGB cube with visualized training data. E.g. for
a nearly uniform green background one component should be sufficient, for the
table in our experiments we choose three components.

To train the GMM probabilistic distribution, we split the training data to K
clusters C1 . . . CK at first, employing the binary tree algorithm for the palette
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design [10]. The algorithm starts with all training data Z assigned to a single
cluster and it iteratively constructs a binary tree like hierarchy of clusters in a
top-bottom manner. In each iteration, the cluster having the greatest variance
is split to two new clusters. The separating plane passes through the center of
the cluster and its normal vector is parallel with the principal eigenvector of the
cluster. The algorithm stops after K − 1 iterations with K clusters.

Prior probability πk, mean vector μk and covariance matrix Σk for the k-th
GMM component is computed using the maximum likelihood principle [1] from
data vectors contained in the corresponding cluster Ck:

πk =
|Ck|
|Z| , μk =

1

|Ck|
∑

zn∈Ck

zn, Σk =
1

|Ck|
∑

zn∈Ck

(zn − μk)(zn − μk)
T (2)

2.2 Unsupervised Segmentation

The segmentation is based on the grabcut algorithm [13] which is originally a
supervised method. It expects an RGB image Z = {zn ∈ [0, 1]3 : n = 1 . . .W×H}
of size W × H . Moreover, the user is expected to determine a trimap T =
{tn ∈ {F,B,U} : n = 1 . . .W ×H}. The value tn determines for the n-th pixel
whether the user considers it being a part of the foreground (tn = F ), background
(tn = B) or whether the pixel should be classified automatically (tn = U). The
trimap T is usually defined via some interactive tool enabling to draw a stroke
over foreground pixels, another stroke over background pixels and leave the other
pixels undecided.

In the proposed method, the input trimap is created automatically using the
learned background GMM probabilistic model from Eq. 1 and two predetermined
probability thresholds PB and PF :

tn =

⎧⎪⎨
⎪⎩
F, p(zn) < PF

U, PF ≤ p(zn) ≤ PB

B, PB < p(zn)

(3)

The thresholds PB and PF are set based on the training data so that 3%
training pixels have the probability lower than PF and 80% training pixels have
probability higher than PB in the learned background model. The foreground
component of the trimap is thus initialized by lowly probable pixels while the
background component by highly probable pixels.

The core part of the grabcut [13] algorithm is an iterative energy minimization.
It repeatedly goes through two phases. First, GMM models for the foreground
and the background color are reestimated. And second, the individual pixels are
relabeled based on finding the minimum cut in a special graph. To estimate the
GMM color models we utilize the binary tree algorithm [10] described in Sec. 2.1
followed by the maximum likelihood estimation introduced in Eq. 2. We use
three components both for background and foreground GMM which is sufficient
in our case of not so varying table and garment. The grabcut algorithm iterates
until convergence which usually takes 5–15 cycles. However, the segmentation
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(a) Input image (b) Segmentation (c) Approximation

Fig. 2. (a) Input is formed by a single RGB image. (b) The input trimap for grabcut
algorithm is automatically initialized with foreground (plotted in yellow), background
(blue) and unknown (red) pixels. The resulting segmentation gives a garment contour
(green). (c) The contour is simplified by approximating it by a polygon (magenta).

mask is being changed only slightly in the later cycles. Since we need to get the
segmentation as fast as possible, we stop the optimization after three cycles.

2.3 Contour Simplification

The segmentation algorithm proposed in the previous section is followed by
Moore’s algorithm [2] for contour tracing. The result is a closed contour in the
image plane, i.e. a list (q1 . . . qL) of 2D coordinates qi = (xi, yi). The number
of distinct points L depends on the image resolution as well as on the piece of
garment size. Typically, L has an order of hundreds or thousands.

To be able to fit out polygonal model to the contour effectively, we need
to simplify the contour by approximating it with a polygon having N vertices
where N � L. More precisely, we want to select a subsequence of N points
(p1 . . . pN) ⊆ (q1 . . . qL). Additionally, we want to minimize the sum of Euclidean
distances of the original points (q1 . . . qL) to edges of the approximating polygon
(p1 . . . pN) as seen in Fig. 3a.

The simplification procedure is based on the dynamic programming algorithm
for the optimal approximation of an open curve by a polyline [11], [7]. It iter-
atively constructs the optimal approximation of points (q1 . . . qi) by n vertices
from previously found approximations of (q1 . . . qj) where j ∈ {n − 1 . . . i − 1}
by n− 1 points. The construction is demonstrated in Fig. 3b.

Time complexity of the algorithm is O(L2N). Since the algorithm works with
an open curve, it would have to be called L times for every possible cycle break-
ing point qi to obtain optimal approximation of the closed curve. However, we
only call it constantly many times to get a suboptimal approximation which is
sufficient for our purpose.
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q1=p1
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q3 q4=p2
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(a) Contour approximation problem

q1

q2
q3 q4

q5

q6

q7
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(b) Dynamic programming solution

Fig. 3. (a) The original contour (q1 . . . qL) (plotted in red) is simplified by approximat-
ing it with a polygon (p1 . . . pN) (blue) while minimizing distances of the original points
qi to polygon edges. (b) Dynamic programming algorithm for polygonal approxima-
tion utilizes previously constructed approximations of points (q1 . . . q4, q5, q6) by n− 1
vertices (plotted in various colors) to obtain approximation of points (q1 . . . q7) by n
vertices.

3 Polygonal Models

3.1 Models Definition and Learning

To be able to recognize the configuration of a piece of garment, we describe
contours of various types of clothing by simple polygonal models. The models
are determined by their vertices. Inner angles incident to the vertices are learned
from training data. Additional conditions are defined in some cases to deal with
inner symmetries or similarities of distinct models. We use the following models:

1. Towel is determined by 4 corner vertices as shown in Fig. 4. All inner angles
incident to the vertices share the same probability distribution. There is an
additional condition that the height of the towel (distance between the top
edge and the bottom edge) is required to be longer that its width (distance
between the left edge and the right edge).

2. Pants are determined by 7 vertices. There are 3 various shared distributions
of inner angles as shown in Fig. 4.

3. Short-sleeved shirt is determined by 10 vertices and 4 shared distributions
of inner angles as shown in Fig. 4. There is an additional condition that the
distance between the armpit and the inner corner of the sleeve is required
to be maximally 50% of the distance between the armpit and the bottom
corner of the shirt.

4. Long-sleeved shirt is similar to the short-sleeved model. The distance between
the armpit and the inner corner of the sleeve should be minimally 50% of
the distance between the armpit and the bottom corner of the shirt.

The probability distributions for inner angles incident to vertices of polygonal
models are learned from manually annotated data. We assume that the angles
have normal distributions. This seems as a reasonable assumption, since e.g.
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Fig. 4. Polygonal model for towel, short-sleeved shirt and pants. Angles sharing one
distribution are denoted by the same letter and plotted with the same color.
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(c) Pants

Fig. 5. Angle distributions learned for various types of clothes models. Colors of the
plotted distributions correspond to angles in Fig. 4.

a corner angle of a towel should be approximately 90◦ with a certain variance
caused by deformations of the contour. The mean and the variance of each normal
distribution is estimated using a maximum-likelihood principle similarly to Eq. 2.
Various vertices in a model can share the same angles distribution because of
obvious symmetries, e.g. all 4 corners of a towel should be statistically identical.

3.2 Problem of Model Matching

We described in Sec. 2.3 how to approximate a contour by N points (p1 . . . pN).
Each polygonal model defined in Sec. 3.1 is determined by M vertices (v1 . . . vM )
where M is specific for the particular model. See examples of models in Fig. 4.
We show how to match an unknown simplified contour onto a given model.

We assume that N ≥ M , i.e. the simplified contour contains more points than
is the number of vertices of the model to be matched. The problem of matching
can be then defined as a problem of finding a mapping of simplified contour
points to model vertices f : {p1 . . . pN} → {v1 . . . vM}∪{s}. Symbol s represents
a dummy vertex which corresponds to a segment of the polygonal model. It
makes it possible to leave some of the contour points unmapped to a real vertex.
Additionally, a proper mapping f has to satisfy several conditions:
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v3 v4

v1v2p7

p1

p2
p3

p4

p5

p6

Fig. 6. Points of the simplified contour (p1 . . . p7) are matched (plotted in blue) to
vertices of the polygonal model (v1 . . . v4). Some of them remain unmatched (green),
i.e. they are mapped to a dummy vertex s representing a segment. The energy of the
particular matching is based on a similarity of corresponding inner angles (red).

1. There exists a point pi mapped to it for each vertex vm. More formally,
∀vm∃pi : f(pi) = vm.

2. No two points pi and pj are mapped to the same vertex vm. However, many
points can be mapped to segments represented by a dummy vertex s. For-
mally, ∀pi 
= pj : f(pi) = f(pj) ⇒ f(pi) = f(pj) = s.

3. The mapping preserves the ordering of points on the polygonal contour and
the ordering of vertices of the polygonal model in the clockwise direction.
For example of such a proper mapping see Fig. 6.

The number of mappings f satisfying the aferementioned conditions for N
contour points and M model vertices is given by the combinatorial formula:

N

(
N − 1

M − 1

)
≥ N

(
N − 1

M − 1

)M−1

(4)

The interpretation is that we can choose 1 of N points to be mapped to the
first vertex v1. From the remaining N − 1 points, we select a subset of M − 1
points which are mapped to vertices v2 . . . vM . All other points are mapped to
the dummy vertex s representing all segments of the polygonal model.

We introduce an energy function E(f) associated with a matching f . Let us
denote φi the inner angle adjacent to the point pi of the simplified contour. Let
us also denote μm the mean value and σ2

m the variance of the normal distribution
of inner angles N (φ;μm, σ2

m) learned for the vertex vm of a particular polygonal
model. We recall that the same distribution can be shared by several vertices of
one polygonal model as seen in Fig. 4. The energy function is then given by:

E(f) = −
∑

f(pi)=vm

log N
(
φi;μm, σ2

m

)
−

∑
f(pi)=s

log N
(
φi;π,

π2

16

)
(5)

It can be seen that we force angles of unmatched points (pi such that f(pi) = s)
to be close to π, i.e. we want the unmatched parts of the contour to resemble
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straight segments. We set the variance π2/16 for unmatched points empirically.
Since the energy is inversely proportional to a probability, the optimal mapping
f∗ is obtained as f∗ = argminf E(f).

3.3 Matching Algorithm

Eq. 4 shows that the count of all admissible mappings is exponential in the
number of verticesM . Thus it would be inefficient to evaluate the energy function
for each mapping. We have rather developed an algorithm employing a dynamic
programming approach which has a polynomial time complexity.

The dynamic programming optimization procedure seen in Alg. 1 is called for
every shifted simplified contour (p′1 . . . p

′
N ) = (pd . . . pN , p1 . . . pd−1), where the

shift is d ∈ {1 . . .N}. The reason is that Alg. 1 finds a mapping f such that
f(pim) = vm for m ∈ {1 . . .M} and 1 ≤ i1 ≤ i2 ≤ . . . ≤ iM ≤ N , i.e. one of the
first points is mapped to the vertex v1, some of its successors along the contour
to the vertex v2 and so on. Thus we have to try various shifts in order to be able
to map any point to vertex v1 as seen in Fig. 6.

Alg. 1 does not work with points and vertices directly. It expects a precom-
puted matrix V ∈ R

N×M and a vector S ∈ R
N instead. The value Vi,m is a

cost of matching the inner angle φi associated with the point pi to the learned
angle distribution for vertex vm, i.e. Vi,m = − log N (φi;μm, σ2

m) as in Eq. 5.
The value Si is a cost of matching φi to the angle of a dummy vertex s, i.e.
Si = − log N (φi;π, π

2/16) as in Eq. 5.
Both minimizations in Alg. 1 can be performed incrementally in O(N) time

by remembering the summation value for previous j. The first minimization is
performed N times, the second one O(NM) times. Thus the time complexity of
Alg. 1 is O(N2M). The Alg. 1 is called N times for variously shifted contour, i.e.
for d ∈ {1 . . .N}. Thus the overall complexity of contour matching is O(N3M).

Algorithm 1. Contour matching algorithm

Input: Vi,m = cost of mapping point pi to vertex vm
Si = cost of mapping point pi to segment s

Output: Ti,m = cost of mapping sub-contour (p1 . . . pi) to vertices (v1 . . . vm)
for all i ∈ {1 . . . N} do

Ti,1 ← min
j∈{1...i}

(
j−1∑
k=1

Sk + Vj,1 +
i∑

k=j+1

Sk

)

end for
for all m ∈ {2 . . .M} do

for all i ∈ {m . . .N} do

Ti,m ← min
j∈{m...i}

(
Tj−1,m−1 + Vj,m +

i∑
k=j+1

Sk

)

end for
end for
return TN,M
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4 Experiments

The proposed methods were tested on a dataset of spread garments collected
at the Czech Technical University [14]. The dataset contains color images (as in
Fig. 2) and depth maps taken by Kinect-like device from a bird’s eye perspective.
All images were manually annotated by specifying positions of landmark points
which correspond to vertices of the proposed polygonal models in Fig. 4. The
resolution of images is 1280×1024. The edge of 1 pixel approximately corresponds
to 0.09 cm in real world coordinates. We used 158 testing images (29 towels,
45 pants, 45 short-sleeved shirts and 39 long-sleeved shirts). The algorithms
were implemented mainly in Matlab. Some of the most time-critical functions
were reimplemented in C++. The performance was evaluated on a notebook with
2.5 GHz processor and 4 GB memory.

The input images were downsampled to the resolution 320× 256 for the pur-
pose of segmentation. The smaller resolution preserves all desired details and
significantly improves the time performance of the segmentation algorithm. To-
tally 153 of 158 input images were correctly segmented which gives 97% success
ratio. The incorrectly segmented images were excluded from the further evalua-
tion. The time spent by segmenting one image is on average 0.87 seconds.

The contour simplification algorithm is the most time consuming operation
of the proposed pipeline. The running times can be seen in Tab. 1. They highly
depend on the length of the contour which is induced mainly by the shape com-
plexity of the particular category of clothing. The subsequent model matching
procedure is working with the already simplified contour and thus it is very fast
as seen in Tab. 1. The whole pipeline including also segmentation and contour
simplification runs around 5 seconds in the worst case. This is a significant im-
provement compared to 30–150 seconds required just for model fitting which is
reported by Miller et al. [9].

Table 1. Time performance (in seconds) of contour simplification phase and polygonal
model matching phase for various categories of clothing

Phase Towel Pants Short-sleeved Long-sleeved

Contour 1.33 3.95 0.64 1.88
Matching 0.01 0.01 0.03 0.03

Table 2. Displacements (in centimeters) of the identified vertices to ground-truth
vertices found by polygonal model matching for various categories of clothing

Error Towel Pants Short-sleeved Long-sleeved

Median 0.41 0.52 0.53 0.59
Mean 0.43 0.69 1.07 1.26
Std. dev. 0.23 1.00 1.40 1.79
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Fig. 7. Displacements of the vertices found by model matching (plotted in green) and
the manually annotated landmarks (red). The displacements were computed for various
configurations of garments and then they were projected to the canonical image

Tab. 2 summarizes displacements of vertices found by the proposed algorithm
compared to the manually annotated landmark points. These errors are similar
to those reported by Miller et al. [9]. They are small enough to determine the
configuration of a piece of garment reliably and then use this information to
manipulate the garment with robotic arms. Fig. 7 visualizes the displacements
for the selected representatives of clothing. The errors were computed for various
configurations of the same piece of garment and then they were projected to a
canonical image. The biggest source of displacements are shoulders as seen in
Fig. 7 for the green long-sleeved sweater. However, estimation of their position
can be ambiguous even for a human. Moreover, their exact position is rather
unimportant for automated manipulation. A few other significant errors were
made while estimating armpits of a shirt with very short sleeves as seen in Fig. 7
for the white shirt. They are caused by indistinguishable shape of the sleeves on
the contour. The contour resembles a straight line around the armpits.

The proposed algorithms were deployed to a real robot and successfully tested
in several folding sequences of various garments, as seen in Fig. 1. The folding
procedure succeeds approximately in 70% attempts. However, observed folding
failures were almost never caused by the described vision pipeline. Main source of
these failures lies in an unreliable grasping mechanism and in occasional inability
to plan move of robotic arms.

5 Conclusion

We have fulfilled our goal and proposed a fast method allowing to recognize the
configuration of a piece of garment. We have achieved a good accuracy, com-
parable to those of known approaches, despite the usage of a more challenging
nonuniform background. The presented model has proved to be sufficient for the
studied situation. The recognition procedure was deployed to a real robot and
successfully tested in fully automated folding.

In the future, we would like to strengthen power of the model by introducing
more global constraints. Our intention is to generalize the method to folded
pieces of garment. We would also like to learn the robot how to detect folding
failures and how to recover from them.
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Abstract. Mobile robots are commonly used for research and educa-
tion. Although there are several commercial mobile robots available for
these tasks, they are often costly, do not always meet the characteristics
needed for certain applications and are very difficult to adapt because
they have proprietary software and hardware. In this paper, we present
the design principles, and describe the development and applications of a
mobile robot called ExaBot. Our main goal was to obtain a single multi-
purpose low-cost robot -more than ten times cheaper than commercially
available platforms- that can be used not only for research, but also for
education and public outreach activities. The body of the ExaBot, its
sensors, actuators, processing units and control board are described in
detail. The software and printed circuit board developed for this project
are open source to allow the robotics community to use and upgrade
the current version. Finally, different configurations of the ExaBot are
presented, showing several applications that fulfill the requirements this
robotic platform was designed for.

1 Introduction

Mobile robots can be found in many fields, ranging from missions in environ-
ments that are hostile for human beings (such as in space exploration), to home
service robots (such as autonomous vacuum cleaners). To develop new applica-
tions, it is necessary to have test platforms. Thus, mobile robots are commonly
used at research laboratories as well as universities. Nowadays, there are many
commercial mobile robots available for this purpose.

The most popular commercial research robots are those of Adept MobileR-
obots and K-Team companies, in particular the Adept’s Pioneer [1] robots and
K-Team Kheperas [2]. However, many times commercial robots do not quite fit
the necessary characteristics and are difficult to adapt since they have propri-
etary software and hardware. Moreover, a big drawback is their cost: the basic
Pioneer 3-DX academic price is around $4,500, the basic Khepera III academic
price is around $3,000 and the basic Koala II (also from K-Team) around $9,000.

M. Mistry et al. (Eds.): TAROS 2014, LNAI 8717, pp. 185–196, 2014.
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Extra sensors, processing elements or part replacements are also quite expensive.
An attempt to provide a low-cost platform is TurtleBot 2 [3]. TurtleBot 2 is a
mobile robot with open-source software based on ROS (Robot Operation Sys-
tem). It is designed for 3D vision applications as its main sensor is a Microsoft
Kinect. Although its creators claim that it is inexpensive, the market price for
this robot is around $2,000.

In addition of them being expensive, it is often the case that commercial
robots do not meet your needs. These problems have led some universities to
develop their own robotic platforms to lower costs and/or tackle particular tasks
for which commercial robots are not well suited. Even universities with extensive
experience in robotics have started to propose cheaper robots for research and/or
education. Some works present designs of mini robots similar to the Kheperas.
That is the case of Rice University’s r-one platform [4] and Harvard’s miniature
robot Kilobot [5].

Educational robots are also a growing field. The most commonly used com-
mercial robots for education are the Lego kits [6]. Although these kits are widely
used in K-12 education, they are not suitable for research or undergraduate and
graduate education. Some universities have also developed robots for K-12 ed-
ucation. That is the case of Miniskybot, a 3D printable mobile robot proposed
by the Autonomous University of Madrid [7].

In this paper we present our approach to develop a mobile robotic platform,
more than ten times cheaper than similar commercial research robots like those
of Adept MobileRobots and K-Team companies. Instead of lowering costs by
tailoring the design to a particular task -like other academical designs-, we have
built a highly reconfigurable robot. Our goal was to design a single robotic plat-
form that could be tuned for different research experiments, outreach activities
and undergraduate education. For these reasons, we decided to build a small
size robotic platform, with reconfigurable sensing capabilities and reconfigurable
processing power. In this paper, we present the design ideas, development and
applications of the ExaBot, a new multi-purpose low-cost mobile robot.

The rest of the paper is organized as follows: section 2 presents the main design
goals and ideas, section 3 presents the resulting system design; section 4 presents
results, showing the different configurations used for a wide set of applications;
and section 5 outlines conclusions and future work.

2 General Design Considerations

The goal of the ExaBot is to have one single robotic platform that allows to
carry out research, education and outreach activities, focusing on the low cost
compared to its commercial counterparts and with similar functionalities. There-
fore, we address a three way general design that trades off between size, cost and
functionality.

Size: The body of the ExaBot should be small enough to be transported
around easily, but also big enough to support many sensors and different pro-
cessing units. On the other hand, the dimensions of the chassis should be large
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enough to allow a single-board computer inside. Also, the robot should be able
to carry a laptop or a mini external PC on top of it. The relation of robot cost
to robot size indicates that off-the-shelf components are the best option. If the
platform is too small it gets expensive due to the advanced technologies and
fabrication techniques required (e.g. micro-electromechanical systems, micro as-
sembly, etc.), and to the lack of off-the-shelf components. On the other hand,
if the platform is too big, the cost of the chassis increases considerably and it
also becomes more difficult to use because it requires a large workspace. Based
on these considerations, we decided that the ExaBot was going to be a medium
size robot (for more details see Section 3.1).

Cost: The cost is one of the main constraints of the robot design. It should
be in the order of ten times less compared to its commercial counterparts. Thus,
the chassis, sensors and actuators of the robot should be inexpensive, but allow
a wide application spectrum. Using a pre-built body, off-the-shelf components
and developing the electronics of ExaBot on our own, it is possible to achieve
this goal. Because the robot should be small we decided to use small, cheap and
still readily available sensors. On the other hand, as the ExaBot has the ability
to carry a laptop mounted on it, we can use it as the main processing unit,
decreasing significantly the cost of the robot.

Functionality: When considering functionality one must consider the envi-
ronment that the robot is expected to work in, and what it is expected to do
in that environment. As we want a multipurpose robot that can be used for a
variety of activities, the ExaBot should be designed to support many different
sensors and processing units, and to be easily reconfigured with a particular
subset of them for a given task. Regarding locomotion, the robot should be able
to operate in both indoor and outdoor environments (see details in section 3.1).
Regarding sensors, the ExaBot should have a variety of removable sensors for
different applications (see section 3.2). Finally, the robot should have different
processing capabilities depending on each task (see section 3.3).

2.1 Design Flow

From the point of view of design, a mobile robot can be thought of as an em-
bedded system that deals with real world interactions and control. Thus, it is
necessary a design methodology that supports the cooperative and concurrent
development of hardware and software (co-specification, co-development, and co-
verification) in order to achieve shared functionality and performance goals for
the system. To develop the ExaBot, we adapted a traditional hardware-software
co-design flow to the particular field of mobile robot design. Although it would
be interesting to go over each design stage, this exceeds the length and aim of
this work. In this paper we will only outline the first stage, i.e. goal definition
and body, locomotion and sensors definition, and show an overview of the final
system with the particular angle of reconfigurability. In Fig. 1 the main stages
of the co-design flow can be seen together with the general stages of traditional
co-design flows based on processors and ICs.
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Fig. 1. Hardware-software co-design flow for the ExaBot. The vertical swimlines show
the equivalent stages from traditional general co-design flow.

3 Robot Subsystems

3.1 Base Chasis and Locomotion

In order to fulfil the goals presented in previous sections a pre-built mechan-
ical kit, the Traxster Kit [8], was selected as a base for the development of
the ExaBot. This kit consists on a light, strong and small sized chassis, so it
is transportable and can accommodate multiple sensors and processing units.
As locomotion system it has two caterpillars, each connected to direct current
motors with built-in quadrature encoders (see section 3.2). This allows in-place
turning with simple motor commands, in contrast to other models (e.g. Acker-
man steering), providing good stability and traction during motion, and helping
to reduce odometry errors. Caterpillars were preferred instead of wheels because
they allow to overcome small obstacles. This is especially important for outdoor
rough terrains.

3.2 Sensors

Since the ExaBot should be adaptable to different applications, we can distin-
guish a base set of sensors intended for outreach activities and also a set of
high-level sensors intended for research activities. There are also some sensors
included for proper robot control. The base low-level sensors included are:

Proprioceptive Sensors: Wheel quadrature encoders (built-in in the Traxs-
ter kit motor) are used to sense the movement of each motor. With this infor-
mation, a PID controller is implemented which allows velocity-based command
to be processed by the robot. Furthermore, odometric readings can be used as
a base for localization information (such as position and angle), to be fused to
other sensors. To further monitor the motors, a current consumption sensor for
the motor driving circuits are included. Finally, to control the battery charge
level another sensor is used that measures the voltage values.

Range-Finders: While lasers are the most precise and reliable range finder
sensors, their cost exceed by several times the intended final cost of the robot
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and therefore were not considered for the educational configuration. Thus, the
range finders currently used on the ExaBot are infrared (IR) sensors an sonar
sensors. These type of sensors are cheap and can return a single distance reading,
which simplifies programming reactive behaviors. By mixing IR and sonar range-
finders, both short-range punctual and mid-range wide sensors can be included
in the same robot, allowing for different use cases. In particular, the ExaBot was
given a ring of 8 Sharp GP2D120 IR (4-30 cm) range finders and a Devanatech
SRF05 sonar (1-400 cm).

Line-Following: To enable line-following behaviors, two infra-red light de-
tectors are included in the bottom front of the ExaBot.

Bumpers: Contact switches are placed at the front in order to easily detect
collisions and to program simple evasive reactive maneuvers.

Other Sensors: There are several ways to add new sensors into the ExaBot.
For one, the pins of the microcontrollers are mapped efficiently to maximize
useful free ports. Also, sensors that implement SPI communication can be added
to the communications bus (see subsection 3.4). An example of this capability
was the recent addition of an IMU package (3-axis gyroscope L3G4200D, 3-axis
accelerometer ADXL345 and 3-axis magnetometer MC5883L). Other types of
low-level sensors can be used to explore further education-related tasks.

Of course, all the sensors can be removed or moved around the robot. More-
over, for research activities, the robot can carry sensors commonly used for
autonomous navigation methods, such as laser range-finders and cameras. The
final configuration depends on the task at hand, as can be seen in section 4. In
Fig. 5 several ExaBot configurations are presented.

3.3 Computational Power

The processing power can be divided in two levels: a low level control board (for
sensor and motor control), and a high level processing unit for more complex
tasks. For the low level processing units, we chose to use Microchip PICs, in
particular the 18F family. These are cheap, widely used microcontrollers that
provide all the necessary modules to control the selected sensors and actuators.
The high level processing unit can be any small or medium-size embedded com-
puter. So far we have used the ExaBot with an embedded TS7250 PC104, an
embedded Mini-ITX board (AT5ION-T Deluxe), an Arduino board, a Raspber-
ryPI computer, an Android smartphone and common laptops (see Section 4).

3.4 Control Board

In this section we briefly describe each subsystem of the control board, with
particular interest in the reconfigurable schemes, and its interface to a high-level
computer mounted on the robot.

Motor Control Subsystem. The motor control subsystem (Fig. 2(a)) is in
charge of the DC motor speed control. The microcontroller (μC) outputs a PWM
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(Pulse With Modulation) signal to the motor driver (H-Bridge) in order to main-
tain a desired speed, while reading the motor encoder values. The control loop
consists of a Proportional Integrative Derivative (PID) controller. Appropriate
PID constants were set using the Ziegler-Nichols method [9]. The duty and di-
rection are set by the PID controller and are updated every period according
to external commands received in higher levels. Experimental results show that
the desired speed with this control is always achieved in less than 100 control
loops, that is, less than 81ms. As an extra safety measure, if the motor’s current
consumption exceeds a reference value, a fault circuit signal is enabled, which
overrides all PWM output and hence stops the motors.

The chosen μC is a 24-pin PIC18F2431, since it is tailored for DC motor
control being the only PIC from the family that has several PWM modules and
a Quadrature Encoder Interface module for encoder sensing. For sensing current
the ACS712 IC was used, together with an LM319 voltage comparator for fault
signal generation from a reference voltage. The selected H-bridge driver is the
L298.

(a) Motor subsystem diagram (b) Sensor subsystem
diagram

Fig. 2. Motors and sensors subsystem diagrams

Sensor Control Subsystem. The sensor control subsystem (Fig. 2(b)) con-
trols the installed low-level sensors: eight infrared range sensors, one sonar, two
line-following sensors and two bumpers in the default configuration. For this
subsystem, taking into account the need for many analog pins, a PIC18F4680
was selected.

The μC software implements the different control algorithms needed for each
sensor type. In the case of IR sensors, since these produce an analog voltage (as
a function of the sensed distance) which needs to be digitized and the μC has
only one ADC module, a round-robin algorithm was implemented to read each
sensor in turn. In the case of the sonar, distances are measured as a PWM signal
(i.e., the length of the output signal driven high is proportional to the measured
distance). To measure these pulses, one of the CCP modules of the μC was
used. Finally, since bumpers and line-following sensors produce binary digital
outputs, their output values are polled by simply using a timer. In order to meet
the reconfigurability requirement, each sensor can be turned on or off. Since only
sensors that are on are checked, this strategy also saves battery charge.
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Communication Subsystem. To be able to reconfigure the main processing
element, the ExaBot is capable of supporting different types of embedded or
external computers. For a completely embedded solution, the ExaBot can be
controlled by a specially designed connector, based on the SPI bus (Slave Pe-
ripheral Interface). This connector was designed to be used with an embedded
PC104 computer, but any other embedded PC that supports SPI can be adapted.
This configuration was used for many outreach applications, using the low-level
sensors previously outlined. As another option, the ExaBot can be controlled
through a serial interface (USART) by any type of external computer.

The communication subsystem is specially designed for these two communi-
cation options to be switched easily (Fig. 3). Hence, in both cases, the high-level
application protocol is the same and only the low-level physical layers change.
Moreover, the control board includes all the extra electronics for this change to
be easily done (SPI signals multiplexing, and USART ICs). When the ExaBot
is used with an external computer connected through the serial port (configu-
ration A), the sensor μC is the master of the SPI communication. When an
embedded computer such as the PC104 is used (configuration B), this computer
is the master of the SPI bus and the three microcontrollers are the slaves.

(a) Configuration
with external com-
puter

(b) Configuration
with embedded
computer

Fig. 3. Communication subsystem diagram

To enable transparent control regardless of the current configuration, the
libexabot library was developed, which is capable of transparently handling
the appropriate transport mechanism. The library presents the same interface
either when running on the embedded PC through SPI or when running on
an external computer and communicating via USART protocol. Furthermore,
a similar version of the library is designed for handling remote control of the
ExaBot via UDP (User Datagram Protocol) when the embedded computer is
installed. In case an embedded computer is not desired, remote control can still
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be achieved by using a Bluetooth-to-serial dongle, for example to control the
robot by a smartphone or a similar device. Since these libraries present a very
simple C based interface, it can be used from any C/C++ application and even
enables the development of high-level bindings for languages such as Python,
Ruby, etc.

Finally, using the libexabot library a ROS (Robot Operating System) node
was also developed which allows to control the ExaBot and to recieve odometry
and data from the other sensors.

3.5 Final Product

Following the previously outlined design guides and requirements, a final Printed
Circuit Board (PCB) was produced. Each subsystem was initially tested indi-
vidually using prototyping boards along with specialized test firmware. A final
dual-layer PCB was obtained, based on Surface Mount Design (SMD) compo-
nents. In order to facilitate re-programming of the microcontrollers on the final
PCB, the ICP (In-Circuit Programming) functionality was exported using RJ11
connectors in the board itself. Figure 4 shows the final control board of the
ExaBot.

The control board can be powered either using external power (during testing)
through a standard PC power supply, or using batteries. Since all subsystems
were also analyzed in terms of power requirements, and in order to isolate the
motor and control logic power lines, two battery lines are used. The ExaBot was
so far tested with LiIon and LiPo batteries. Without an embedded PC, the robot
can be powered for several hours using batteries of moderate capacity (around
2500mAh for control logic).

Fig. 4. Final ExaBot control board

In order to support the mounting of all sensors, the control board and bat-
teries, the chassis was drilled and adapted as necessary. This also includes the
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development of many types of metal mounts which are capable of carrying a
laser, low-level sensors and even a laptop on top of the robot.

The cost of the final ExaBot depends on which configuration is used, which
in turn depends on which processing unit and sensors are installed. The cost of
the main low-level control board including all the electronics and PCB printing,
a base set of sensors, the chassis and batteries is approximately $250. However,
the chassis (that includes the motors and encoders) amounts for more than half
that cost.

4 Results and Applications

A short comparison of the ExaBot with similar robots available in the market
can be found in Table 1. As already stated, the ExaBot is suited for research
and education activities, is reconfigurable in both it’s sensing and processing
capabilities, and is much cheaper than similar commercial robots.

Table 1. Comparison between ExaBot and other similar mobile robots. R & E: Re-
search and Education, NI: Not informed.

Robot Functionality Size
Cost Locomotion Reconfig. Embedded Max speed
($) based on sensors PC ( cm

s )

Pioneer P3AT Research Large 6,000 wheels yes optional 70
Khepera III R & E Small 3,000 wheels no no 50
TurtleBot 2 R & E Medium 2,000 wheels no yes 65
Lego EV3 Education Medium 349 varies yes no varies
Kilobot Research Small 100 vibration no no NI
R-one R & E Small NI wheels no no 25
ExaBot R & E Medium 250 caterpillars yes yes 50

Different configurations of the ExaBot were used in several applications fulfill-
ing all the goals the ExaBot was designed for. In the next subsections we briefly
comment some of them.

4.1 Research

The main research activities with the ExaBot are related to autonomous visual
navigation. In this context, the ExaBot was used as a platform for experiments
in different works.

One work presents a real-time image-based monocular road following method
[10]. To achieve real-time computation necessary for on-board execution in mo-
bile robots, the image processing was implemented on a low-power embedded
GPU. Hence, the ExaBot was configured to use a Mini-ITX board (AT5ION-
T Deluxe)- that includes a 16 core NVIDIA GPU- as the main processing unit,
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and a FireWire camera (model 21F04, from Imaging Source) as the only exterop-
erceptive sensor (see Fig. 5, image d). The Mini-ITX board connects through
RS232 to the control board as explained in section 3.4. The same configuration
was used for experiments in a completed PhD Thesis [11], that proposes a hybrid
method for navigation combining the aforementioned method to follow paths,
with a landmark-based navigation method to traverse open areas.

Another work [12] presents the use of disparity and elevation maps for obstacle
avoidance using stereo vision. In this work, a common notebook or netbook is
used as the main processing unit and a low-cost Minoru 3D USB webcam as
the only exteroperceptive sensor. The notebook connects through RS232 using
a USB-to-serial dongle (see Fig. 5, image c).

An embedded method for monocular visual odometry was developed in a
master thesis [13], using an Android-based smart-phone as the main processing
unit and its embedded camera as the main sensor. For this work, yet another
configuration of the ExaBot was used (see Fig.5, image b). Here, the Android
cellphone connects either through Wi-Fi to the on-board PC104 or via Bluetooth
directly to the control board.

Currently, further autonomous navigation experiments are being conducted
with the aforementioned integration of a SICK TIM310 laser range finder, and
a gyro-compensated magnetometer sensor.

4.2 Outreach

The ExaBot is also used in Educational Robotics courses, talks and exhibits.
Educational Robotics proposes the use of robots as a teaching resource in K-
12 education that allows inexperienced students to approach fields other than
specifically robotics. A key problem in this context is to have an adequate easy-
to-use interface between inexpert public and robots. For this, we developed a
new behavior-based application for programming robots, specially the ExaBot
[14]. Robotic-centered courses and other outreach activities were designed and
carried out [15]. In the last years, three eight-week courses, five two-days courses,
more than ten one-day workshops and talks were taught to different high school
students using the developed programming interface and several ExaBots. For
this work, the ExaBot was configured with the PC104 as the main processing
unit and all the exteroperceptive sensors described in section 3.2: IR telemeters,
sonar, bumpers and line-following sensors (see Fig. 5, image a).

4.3 Undergraduate Education

The ExaBot is also used in undergraduate and graduate courses at the Depar-
tamento de Computación, FCEN-UBA. In particular, it is used in the Robotics
Vision course. This course covers topics regarding monocular and stereo vision
applied to mobile robots. Several algorithms for autonomous robot navigation
are implemented and tested by students using the ExaBot.
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(a) (b)

(c) (d)

Fig. 5. Various configurations of the ExaBot: (a) with all low-level sensors and PC104
(b) with a laser range-finder (c) with a netbook and a 3D Minoru Camera, (d) with
an embedded Mini-ITX board and a FireWire Camera

5 Conclusions and Future Work

In this paper, we present the design ideas, development and applications of the
new mobile robot ExaBot. Our main goal was to obtain a multi-purpose low-cost
robot- i.e., ten times cheaper than commercially available research robots- that
could be used not only for research, but also for outreach and education.

The main requirement to achieve a low cost robot that can be used for such
diverse fields is that the robot is highly reconfigurable. Hence, the ExaBot was
designed with many sensors that can be optionally installed, and built-in sensor
expansion ports. The high level processing unit and the communication protocol
are also reconfigurable. In this manner, many different configurations of the
ExaBot have been built and used; keeping the base cost of the robot at around
$250. We have successfully used them for research activities, mainly in vision-
based autonomous navigation; for undergraduate education; and for robotic-
centered courses at K-12 education and other outreach activities.
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As future works, we are planning to build the mechanical chassis ourselves to
further lower costs. Moreover, further research experiments are planned using the
recently incorporated sensors (laser scan and gyro-compensated digital compass),
as well as new processing elements such as a BeagleBoard.
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Abstract. This paper proposes a morphogenetic pattern formation ap-
proach for collective systems to cover a desired region for target entrap-
ment. This has been achieved by combining a two-layer hierarchical gene
regulatory network (H-GRN) with a region-based shape control strategy.
The upper layer of the H-GRN is for pattern generation that provides a
desired region for entrapping targets generated from local sensory inputs
of detected targets. This pattern is represented by a set of arc segments,
which allow us to form entrapping shape constraints with the minimum
information that can be easily used by the lower layer of the H-GRN.
The lower layer is for region-based shape control consisting of two steps:
guiding all robots into the desired region designated by the upper layer,
and maintaining a specified minimum distance between each robot and
its neighbouring robots. Numerical simulations have been performed for
scenarios containing either static and moving targets to validate the fea-
sibility and benefits of the proposed approach.

Keywords: Pattern formation, Target entrapment, Swarm robots, Gene
regulatory networks.

1 Introduction

Developing self-organising multi-agent systems has become a primary research
area in recent decades due to their attractive properties such as robustness to
faults and damages, adaptability to unknown environments and cost efficiency.
In particular, considerable attention has been paid to multi-robot shape or re-
gion formation as a basic functionality for achieving the missions such as search
and rescue, deployment of sensor network, and collective transport. Pattern for-
mation algorithms for swarm robots can be largely divided into four categories:
1) behaviour-based control, where behavioural rules are employed onto individ-
ual robots with relative importance [1]; 2) leader-follower and virtual structures
where the (virtual) leaders are identified and the followers follow the leaders
with a set of formation constraints [2]; 3) potential field in which the robot
moves through the gradient of a potential field defined by a sum of attractive
and repulsive forces [3,4]; and 4) biologically-inspired approaches such as using
morphogen gradient [5,6], a pheromone/hormone model [7] or a gene regulatory
network (GRN) [8,9].

M. Mistry et al. (Eds.): TAROS 2014, LNAI 8717, pp. 197–208, 2014.
c© Springer International Publishing Switzerland 2014



198 H. Oh and Y. Jin

Despite the large body of research on multi-robot pattern formation, rela-
tively little work has been performed on the control of a large number of robots
for generating adaptive shapes interacting with an unknown and dynamic en-
vironment. Swarm Chemistry [10], a computational model of particle swarms
following certain kinetic rules is a good example for a swarm pattern formation
approach that can self-organise and self-repair. However, it requires velocity of
nearby particles, which is difficult to obtain, and it is not straightforward to
design the kinetic rules producing the desired patterns. Mamei et al. [5] used
the concept of morphogen gradient diffusion to achieve pattern formation, but
patterns are limited to polygonal shapes, and robots are assumed to be able to
pass through each other without a physical size. A hierarchical two-layer GRN
(H-GRN) is introduced for target entrapping, where the first layer is respon-
sible for adaptive pattern generation, while the second is a control mechanism
that drives the robots on to the generated pattern [11]. This H-GRN concept is
demonstrated by extracting a certain number of points from an entrapping pat-
tern and guiding robots to a nearest point. This one-to-one matching between
robots and points could be a hard constraint in uncertain and dynamic environ-
ments. Cheah et al. [3] have introduced a region-based shape control based on
potential field, where each robot in the group stays within a region as a group
while maintaining a minimum distance from each other. It addressed the conver-
gence analysis, and considered various shapes of the desired region. However, the
target shape needs to be predefined with limited complexity, which may become
inadequate for handling unknown environmental changes.

To address the above limitations of the existing work, this paper proposes a
morphogenetic approach to a target entrapping problem by integrating a two
layer H-GRN with the region-based shape control for swarm robots. The mor-
phogenetic approach to collective systems exploits the genetic and cellular mech-
anisms that govern biological morphogenesis [8] which refers to the biological
process in which cells divide, grow and differentiate, and finally resulting in the
mature morphology under GRNs and morphogens. Here, GRNs are models of
genes and the interaction of gene products that describe the gene expression dy-
namics [12]. Morphogen gradients, concentration gradients of substances present
in the environment, play an important role to trigger the specific gene expres-
sion in morphogenesis. The upper layer of the proposed H-GRN is responsible
for pattern generation which provides a morphogen gradient to the lower layer.
The lower layer implements a region-based shape control strategy that guides
all robots into the desired region from the upper layer, and maintains a specified
minimum distance between each robot and its neighbouring robots as well. The
minimum distance between robots is adapted to evenly distribute robots into the
desired region. Using this region-based shape control for target entrapment in-
stead of boundary coverage as in our previous work enables robots to entrap the
targets more tightly and herd them into a desired shape or position by directly
contacting and pushing the targets.

The rest of this paper is structured as follows. Section 2 presents a prob-
lem statement including the connection between multicellular organisms and
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multi-agent systems. Section 3 introduces a H-GRN model with a region-based
shape control strategy, consisting of an upper layer for region generation and a
lower layer for robot guidance into the region. Section 4 presents numerical sim-
ulation results from scenarios containing either pre-defined stationary or moving
targets. Conclusions and future work are given in Section 5.

2 Problem Statement

This paper considers the problem of entrapping stationary or moving targets us-
ing a swarm of robots, consisting of two tasks: region generation and region-based
shape control. Based on the target location, the entrapping region is generated,
and the robots are deployed into the generated region. Similar to [11], we dis-
tinguish between organising robots that can detect at least one target and are
responsible for the region generation, and non-organising robots that have not
yet detected any target. The non-organising robots will follow their neighbour-
ing robots until they detect a target or receive information on the target from
organising robots. It is assumed that global (or at least local) 2D position is
available for the robots, and when the robots are close to the targets, they can
obtain the position of targets either by direct sensing or from other organising
robots through local communication.

As we exploit the GRNs found in multicellular organisms to control swarm
robots, a metaphor between cells and robots is required. To this end, each cell
is considered as a single robot where protein concentrations of genes in the cell
correspond to the position and internal states. Each protein has the following
three roles: i) auto-regulation which regulate the gene expression level that pro-
duces the protein, thus controlling the robot’s behaviour ii) reaction to a certain
morphogen gradient from the environment (in this paper, from targets to be
entrapped), and iii) diffusion into other cells to avoid collision of the robots. In
the following sections, we will show in detail how to use these GRN functions
for dealing with a target entrapping problem.

3 H-GRN Model with Region-Based Shape Control

This study uses a two-layer hierarchical GRN (H-GRN) model [11,13], however,
with a different objective of region-based shape formation for reliable target en-
trapping, as illustrated in Fig. 1. The upper layer of the H-GRN is for pattern
generation that provides a desired entrapping pattern based on local sensory
inputs that report the position of the targets. In the figure, the protein concen-
tration p represents the environmental input (i.e. target positions), which will
serve as the input of the upper GRN and activate g1, g2 and g3. In particular,
the concentration of g3 takes the role of morphogen to form the desired region
or shapes around targets which will be transmitted to the lower layer. Note that
the dynamics of the GRN in the upper layer is activated only in the organising
robots that are able to detect targets, while the non-organising robots simply
follow the movement of neighbouring organising robots. Once the target pattern
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Fig. 1. Illustration of a two-layer H-GRN structure for target entrapping

is generated by the upper layer, it will function as the input to the lower layer to
trigger its dynamics. The lower layer is for region-based shape control to guide
all robots into the desired region while maintaining a specified minimum dis-
tance between the robots. These functions are realised by a single GRN where
proteins G and P are used to represent the current positions and internal states
of the robots. Thanks to diffusion of proteins p and G, the neighbouring robots
can share the target information and maintain a desired distance between robots
to avoid robot collision.

3.1 Upper Layer: Region Generation

Target Entrapping Pattern. For generation of the target entrapping pat-
tern, each organising robot will utilise the following gene regulatory dynamics
to generate the desired concentrations:

dpj
dt

= −pj +�2pj + γj , p =

nt∑
j=1

pj , (1)

dg1
dt

= −g1 + sig(p, θ1, k), (2)

dg2
dt

= −g2 + [1− sig(p, θ2, k)], (3)

dg3
dt

= −g3 + sig(g1 + g2, θ3, k), (4)

sig(x, z, k) =
1

1 + e−k(x−z)
, (5)

where pj represents the protein concentration produced by the j-th target input
γj , and p the sum of concentrations of all detected nt targets. The integrated
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(a) θ3 = 0.8 (b) θ3 = 1.0 (c) θ3 = 1.2

Fig. 2. Examples of a target entrapping pattern from protein concentration g3 gener-
ated by the upper layer of the H-GRN according to different thresholds θ3 with fixed
θ1 = 0.25 and θ2 = 0.3 where target is located at (x, y) = (10, 10)

protein p will activate the internal protein concentrations. k is a positive constant
which determines the slope of sigmoid function, and g1, g2 and g3 are protein
concentrations, where g3 defines target entrapping pattern. Note that g3 is reg-
ulated by both g1 and g2 that are regulated by p only within a particular range
of its concentration. In particular, protein g3 can be regulated by protein p only
when the concentration of p is between θ1 and θ2. This leads to an activating
band of circle shapes depending on the thresholds of a sigmoid function θ1, θ2
and θ3, as shown in Fig. 2.

Splinegone Representation. For the generated entrapping pattern to be used
by the lower layer of the H-GRN, the contour of the target pattern needs to
be extracted. This work uses a subset of a class of object termed Splinegons
[14] to create a set of vertices that are connected by line segments of constant
curvature, representing the curved nature of the target pattern as a set of arc
segments. Firstly, a few representative points whose g3 concentration is higher
than a threshold value on the pattern are selected to describe the target pattern,
and those points are connected by line segments of constant curvature. This
allows us to form shape constraints to be conveniently used for a region-based
shape control. The mathematical details for the constructing the whole Splinegon
can be found in [14]. Figure 3 shows the procedure for Splinegon representation
from a given target pattern using selected representative points and constant
curvature generation. The generated region from the upper layer of the H-GRN
can then be modelled as a set of circular arc segments sl ∈ S = {s1, · · · , sns}.
For each arc segment, only the centre position and its curvature will be used for
region-based shape control in the next section.

3.2 Lower Layer: Region-Based Shape Control

The lower layer of the H-GRN aims to guide all robots into the desired region
generated by the upper layer and to maintain a specified minimum distance
between robots. In the following, we first describe the GRN dynamics for driving
the robots to the target region and then present the region-based shape control
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(a) Gradient value from g3 (b) Curvature segments (c) Splinegon

Fig. 3. Splinegon representation procedure from a target entrapping pattern generated
by upper layer where targets are represented as a blue star

logic. At the end of this section, we discuss issues for implementing the region-
based shape control within the GRN framework.

GRN Dynamics. The GRN in the lower layer is the same as the one used in
our previous work [11], which was a modified GRN model used in [15]:

dGi

dt
= −azi +mPi (6)

dPi

dt
= −cPi + rf(zi) + bDi (7)

where i ∈ {1, · · · , No} is the index of an organising robot, and protein types
Gi and Pi correspond to a 2D position and internal state vector of robot i,
respectively. a, m, c, r and b are constants to be optimised depending on the
objectives of the task. Di represents the concentration of protein G diffused out
of the cell, indicating the density of robots and obstacles in the neighbourhood:

Di =

ni∑
j=1

Dj
i , (8)

where ni denotes the number of robots in the neighbourhood of robot i, and Dj
i

represents the diffused protein concentration vector from robot j:

Dj
i =

Gi −Gj

‖Gi −Gj‖
. (9)

The diffusion process is activated only when the distance to the neighbour is
less than a threshold rn. In order to embed the desired shape into the regulatory
dynamics, f(zi) is defined as the following sigmoid function:

f(zi) =
1− eαzi

1 + eαzi
, (10)

where zi represents a gradient value at the robot’s current position, and α > 0
determines the slope of the sigmoid function. This zi regulates the concentration
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of both proteins G and P as a feedforward input in the GRN dynamics as in
Eq. (7) so that robots could form a desired shape, which is defined as:

zi =
dhi

dGi
(11)

where hi is the desired shape on which the robots need to be deployed defined
by the upper layer. For instance, if the robots need to be deployed onto a circle
of a radius R at a point c = [cx, cy]

T , the shape function can be defined as:

hi = [(Gi,x − cx)
2 + (Gi,y − cy)

2 −R2]2. (12)

Note that if a circle radius R approaches to zero, then the robot is to be deployed
onto a point c rather than a circle.

Region-Reaching Control Logic. The region-based shape control logic is
developed in which the desired region is specified by an inequality function as
follows:

F (X) ≤ 0, (13)

where F (X) is a continuous scalar function with continuous first partial deriva-
tives. In this paper, the target pattern is represented as a set of arc segments:

Sl(Gi) = (Gi,x − cl,x)
2 + (Gi,y − cl,y)

2 −
(

1

κl

)2

= 0, (14)

where [cl,x, cl,y]
T and κl are the centre position and the curvature of the l-th arc

segment, respectively. Thus, inequality functions for region shape control can be
defined by Sl(Gi) ≤ 0 for keeping robots inside an arc segment or −Sl(Gi) ≤ 0
for pushing robots towards outside an arc. Inequality functions for the entire
complex shape using the Splinegon representation can then be expressed as:

F (Gi) = [±S1(Gi),±S2(Gi), · · · ,±Sns(Gi)]
T ≤ 0. (15)

In this study, for an efficient region shape control, each robot finds its nearest
arc segment sl∗i at its current location rather than considering all arc segments
consisting of the Splinegon:

sl∗i = arg min
sl∈S

(‖Gi − sml ‖) , (16)

where sml is the middle point of l-th arc segment. Depending on the sign of the
arc curvature and the position of targets, the shape control logic is divided into
three cases with a gradient zi and the inequality function of the nearest arc
segment as follows.

Case 1: κl∗i ≤ 0

zi =

{
0, if Sl∗i (Gi) ≤ 0
dh1,i

dGi
, otherwise

(17)
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Fig. 4. Geometric relations for the region-based shape control logic

where h1,i =
[
(Gi,x − cl∗i ,x)

2 + (Gi,y − cl∗i ,y)
2
]2
. This gradient drives a robot

towards the centre of its nearest arc segment, and once the robot enters a circular
sector of a desired Splinegon, the gradient becomes zero, as illustrated in Fig. 4.

Case 2: κl∗i > 0

zi =

⎧⎨
⎩

0, if − Sl∗i (Gi) ≤ 0 and
‖Gi − c̄t‖ ≤ ‖Gi − cl∗i ‖

dh2,i

dGi
, otherwise

(18)

where h2,i =
[
(Gi,x − c̄t,x)

2 + (Gi,y − c̄t,y)
2
]2
. Here, c̄t = [c̄t,x, c̄t,y]

T is the cen-
tre position of a target group. This gradient brings a robot towards the centre of
a target group instead of an arc segment which is outside the Splinegon. Only if
a robot is outside a circular sector (−Sl∗i (Gi) ≤ 0) as well as closer to the centre
of target group than the one of an arc (i.e. ‖Gi− c̄t‖ ≤ ‖Gi−cl∗i ‖), the gradient
is zero.

Case 3: ‖Gi−Gj
t‖ < Rd (for all j ∈ {1, · · · , nt}, regardless of the sign of κl∗i )

zi =
dh3,i

dGi
(19)

where h3,i = [(1 + ε)R2
d − (Gi,x − cjt,x)

2 − (Gi,y − cjt,y)
2]2. Here, ε is a positive

constant. If a robot is inside a certain circular boundary of Rd around the target,
the robot is pushed out of that area (which is larger than Rd, (1+ε)Rd), in order
to avoid any collision with the targets.

3.3 Implementation Issues

In order to implement the proposed algorithm in real robots in a changing en-
vironment, there are several issues to be addressed. First, the robots should be
able to localise themselves with their own onboard sensors such as encoders or
an inertial navigation system. Note that this localisation can be done in a lo-
cal coordinate system via robot-robot communications by choosing a reference
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point as the origin. Second, as the total number of robots and targets is un-
known to each robot, an appropriate neighbourhood size rn for the diffusion
process in Eq. (8) cannot be pre-defined in practice to ensure the convergence
of the system or distribute the robots in the region as evenly as possible. This
study adopts a similar method used in [16], which adjusts the initial guess of
the distance with two physical constraints of the robot: the bumper range dmin

and the sensor range dmax. If the current neighbour distance d is found to be
small, then it is updated with a half-sum of d and dmax resulting in a distance
increase, whereas if the distance is large, it is updated with dmin. Whether the
current distance is close to optimal or not is determined by calculating the av-
erage number of neighbours after a sufficiently large time elapse for robots to
stabilise inside the region for several iterations. Lastly, the effect of communica-
tion/sensing noise and delay should be carefully considered as this might lead
to performance degradation or even instability of the shape control.

4 Numerical Simulations

Numerical simulations have been performed using scenarios containing either
stationary or moving targets to validate the feasibility and benefit of the pro-
posed algorithm. The number of robots used in the simulation is 100. Parameters
for the upper layer of the H-GRN are set up as θ1 = 0.25, θ2 = 0.3, θ3 = 1.2
and k = 20, and for the lower layer as a = 6.5, m = 4.2, c = 9.9, r = 4.3 and
b = 3.5. These values are obtained by an evolutionary optimisation run explained
in [11] and fine-tuned for stabilisation of robots inside the desired region within
a reasonable time. In addition, the maximum speed of the robot is bounded by
0.8 m/s considering the robots’ physical capability.

4.1 Forming a Pre-defined Target Region

To entrap a stationary target, a pre-defined simple ring shape is first employed,
assuming that the target is at the centre of a circle. Radius is 0.2 and 0.5 m for in-
ner and outer circles, respectively, to define a region. A desired distance between
the robots is 0.065 m, and the one between robots and obstacles is 0.3 m. Fig-
ure 5 shows snapshots of a situation where 100 robots are randomly distributed
in the space, form the target region driven by the H-GRN, and then avoid two
moving obstacles. By using a diffusion term D between robots and obstacles as
in Eqs. (7)∼(9), the GRN dynamics inherently adapts itself to the environmental
changes, i.e., the moving obstacles. The movie clip for this can be downloaded
at dl.dropboxusercontent.com/u/17047357/Ring_Obstacle.wmv.

In the following, we consider entrapment and tracking of a single moving
target. If the trajectory of the target is known or can be estimated, it can be
embedded in the GRN dynamics by modifying Eq. (6) as:

dGi

dt
= −azi +mPi + vt (20)

dl.dropboxusercontent.com/u/17047357/Ring_Obstacle.wmv
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(a) T=0s (b) T=8s (c) T=12s (d) T=16s

Fig. 5. 100 robots (blue points) forming a target shape denoted as a ring and avoiding
moving obstacles, which are denoted by a red and a cyan small circle

where vt is the velocity of the target to be followed. Figure 6 shows the numerical
simulation result on tracking a moving target using a ring shape with or without
information about the target movement. The trajectory of the moving target is
denoted by a red line, which is specified by ct = [cx, cy]

T = 0.1[t 3 sin(t/3)]T ,
where t represents time in seconds. It is assumed that each robot is equipped
with a sensor that gives the range and direction to the target at 10 Hz. Sensory
noise is set to zero-mean Gaussian noise with a standard deviation of σr = 0.2
m for the range and σφ = 2◦ for the direction. To obtain accurate estimates of
the target motion, the decentralised extended information filter (DEIF) [17] is
applied with a constant velocity target model. If the target velocity is unknown,
it appears to be difficult for the swarm of robots to closely follow the moving
target while forming the desired ring shape as shown in Fig. 6(a). By contrast, if
the target position and velocity can be estimated by the DEIF filter, the robots
successfully entraps the moving target, as shown in Fig. 6(b).

(a) (b)

Fig. 6. Forming a ring-shape while tracking a target (a) The target position is known
but the velocity is unknown. (b) The target position and the velocity are estimated.

4.2 Adaptive Formation of Complex Regions

To entrap multiple targets, the desired region generated by the upper layer of the
H-GRN may become very complex and needs to be represented using Splinegon.
Figure 7(a) shows a case of multiple stationary targets with an initial guess
of a neighbourhood size of 0.55 m, which fails to stabilise the motion inside
the region and maintain the given distance between robots. By adjusting the
neighbourhood size with dmax = 1.0 m and dmin = 0.1 m through iterations of
adaptation as shown in Fig. 7(c), the final neighbourhood size of 0.4234 m is
obtained resulting in an even distribution of the robots, as shown in Fig. 7(b).
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(a) Iteration = 1 (b) Iteration = 6 (c) Distance adaptation

Fig. 7. Entrapping of multiple static targets with neighbourhood size adaptation. By
adjusting the neighbourhood size through iterations using the bumper range dmin and
the maximum sensor range dmax, the final size of 0.4234 m is obtained at iteration 6.

Finally, Figure 8 shows the entrapping of multiple moving targets with a chang-
ing complex shape. As the targets move away from each other, the desired shape
is dynamically changing from the upper layer of the H-GRN. After 20 seconds, the
targets stop moving, and the robots are able to organise themselves into a region
that surrounds the targets, as shown in Fig. 8(c). The movie clip can be down-
loaded at dl.dropboxusercontent.com/u/17047357/Dynamic_Target.wmv.

(a) T=0s (b) T=15s (c) T=35s

Fig. 8. Entrapping of multiple moving targets with a changing complex region. As the
targets move away from each other, an entrapping shape is changing accordingly, and
consequently the robots are organising themselves inside a shape.

5 Conclusions and Future Work

This paper presented a morphogenetic approach to region formation for entrap-
ping targets using a swarm of robots. By adopting the H-GRN structure, the
proposed algorithm has shown to be adaptable to environmental changes result-
ing from unknown target movements or obstacles. This capability of entrapping
stationary or moving targets by forming a region can be applied to a variety of
tasks such as contaminant/hazardous material boundary monitoring or isolation
and transporting/herding targets into a pre-defined pattern or goal position. As
future work, the idea of evolving the H-GRN based on simple network motifs for
more flexible and robust pattern generation will be investigated, instead of using
a predefined structure as in this paper. Moreover, relaxation of the assumption
in the present model that relies on organising robots will be studied for a more
realistic distributed self-organising system.

dl.dropboxusercontent.com/u/17047357/Dynamic_Target.wmv
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Communicating Unknown Objects to Robots
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Abstract. Delegating tasks from a human to a robot needs an efficient
and easy-to-use communication pipeline between them - especially when
inexperienced users are involved. This work presents a robotic system
that is able to bridge this communication gap by exploiting 3D sensing
for gesture recognition and real-time object segmentation. We visually
extract an unknown object indicated by a human through a pointing
gesture and thereby communicating the object of interest to the robot
which can be used to perform a certain task. The robot uses RGB-D
sensors to observe the human and find the 3D point indicated by the
pointing gesture. This point is used to initialize a fixation-based, fast
object segmentation algorithm, inferring thus the outline of the whole
object. A series of experiments with different objects and pointing ges-
tures show that both the recognition of the gesture, the extraction of the
pointing direction in 3D, and the object segmentation perform robustly.
The discussed system can provide the first step towards more complex
tasks, such as object recognition, grasping or learning by demonstration
with obvious value in both industrial and domestic settings.

Keywords: Human-Robot Interaction (HRI), Pointing Gestures, Ob-
ject Extraction, Autonomous Mobile Robots.

1 Introduction

Autonomous robotic systems are increasingly integrated into daily life, not only
in industrial but gradually also in household environments. Therefore, more and
more people find themselves in situations where they have to interact with robots
– giving them instructions or requesting their assistance. However, the transition
from a user’s abstract task description in his mind to a list of concrete actions
which can be executed by a robot is a big challenge; especially since the user is,
in most cases, not a robot expert.

In this work we present a system that is able to bridge this gap by exploiting
3D sensing for gesture recognition and real-time object segmentation. We have
employed the modular concept of skills [9] to merge pointing gesture recognition
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(a) (b)

Fig. 1. Our scenario: communicating an unknown object to the robot by pointing (a)
and steps for task delegation (b)

and object extraction on a robot, which in turn has allowed us to establish a
communication pipeline from an inexperienced user to a robotic system for task
execution, as in the scenario depicted in Fig. 1(a).

Skills, as discussed in our previous work [9], provide a modular and easily
expandable way to describe tasks in an object-centric manner; the parameter
of the skill is the object or location the action is applied on. Furthermore, the
pointing gesture provides a simple and natural way for users to communicate the
point of interest to the robotic system. A fixation-based visual segmentation step
can then extract the actual object from that point of interest, by segmenting it
from the environment, as shown in Fig. 2. Finally, we can use the derived ob-
ject description to automatically fill in the missing parameter, i.e. object shape,
orientation or location, for a successful skill parametrization and execution.

The whole sequence of steps that allow the delegation of a task from a user to
our considered robotic system is shown in Fig. 1(b). These steps are further dis-
cussed in Sec. 3, while in Sec. 4 we experimentally evaluate the key components
of this system in terms of robustness, accuracy and precision. The contribution
of this work is twofold:

– First, we propose a system that can naturally bridge the communication gap
between a human and a robot when it comes to the delegation of a task that
involves previously unknown objects or locations.

– Then for achieving the first, the skill provides the segmentation process with
the necessary affordance and goal (e.g. pick, place) information while the seg-
mentation process provides in return the skill with the necessary affordance
parameters.

It is our belief that such a system can constitute the first step towards enabling
robots to perform even more complex tasks, such as object recognition, grasp-
ing or learning by demonstration, applicable both in industrial and domestic
scenarios.
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Fig. 2. Extraction of indicated object by pointing gesture

2 Background and Related Work

One of the most intuitive ways of communication is the use of gestures, which
has been widely adopted for Human-Robot Interaction (HRI) [4]. Amongst the
most basic but also essential gestures is pointing which is naturally used by
humans to identify a certain object or location in the environment. The use
of pointing gestures to interface with computer systems or robots is not a new
concept though [8, 13]. Deriving directions out of pointing gestures has been
widely researched and various techniques have been proposed to enhance the
precision and accuracy by e.g. extrapolating the line between the user’s eye and
his fingertips [3] instead of his elbow and wrist, or even by training a sophisticated
model of pointing directions using Gaussian Process Regression [1].

However, the accurate interpretation of the pointing gesture is only a part
of communicating the object of interest to a robot and the deduced pointing
direction is just a means to an end for identifying it. It involves 3D perception of
the environment and extracting the corresponding object out of the scene. The
robust transition from one single point to the whole object around that point is
still an open research topic. Recently, the work by Quintero et al. [11] proposed
an interface for selecting objects in a 3D real world situation by computing the
hit points of the pointing direction on the target object. Even though they use
the hit point for tracking an object with the CAMSHIFT algorithm, information
about the object is only given implicitly. But when performing an action on an
object, an explicit description of it is needed to execute the skill efficiently. Hence,
the next natural step is to extract the target object out of the scene.

Dividing an image of a scene into meaningful partitions is the classical problem
of image segmentation [2]. However, generalized automatic image segmentation
without prior knowledge is an ill-posed problem, as the correctness of the seg-
mentation strongly depends on the goal or intention of the user [6].

On the other hand, by putting such a goal-oriented segmentation process into
a skill-based context, we can turn the skill into an object-centric perceptive skill
which uses the computed hit point as the object (or location) to perform the
action on. The interest of the user (the hit point) and the skill itself are thereby
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providing the necessary priors to the segmentation process such that only the
region around the point has to be segmented. The benefit is mutual: the skill
essentially provides the segmentation process with the necessary affordance and
goal information, while the segmentation process provides in return the skill with
the necessary affordance parameters.

An approach for extracting the outline of an object using a given point of
interest has been recently proposed by Mishra and Aloimonos [5,6] who apply the
GraphCut algorithm on a polar-space-transformed image using a given fixation
point as the pole. This approach has been used and enhanced in our previous
work [7] to create an algorithm for object extraction in near real-time and thereby
making it a feasible approach to use in real world robotic scenarios. Instead of
using only a few accurate, but complex and time-consuming stages during the
algorithm, we implement a longer chain of less accurate but much faster modules.
Thereby, the processing time of the whole system has been notably decreased
and due to the additional stages, especially the GrabCut extension [12] applied
in the end of the process, we are able to obtain results of the same or even higher
quality.

3 System Description

We have developed and implemented our system on the mobile manipulator
robot Little Helper. This robot is equipped with two RGB-D sensors, in par-
ticular the Microsoft Kinect and the Asus Xtion PRO Live cameras, for HRI
purposes. Our scenario involves a user pointing towards an object, which is pre-
viously unknown to the robot (see Fig. 1(a)). The operation of our system can
be coarsely divided into two phases. First, it continuously examines whether a
pointing gesture is performed. When a pointing gesture is performed, it cap-
tures both a depth and RGB image that contain the point, where the pointing
direction intersects with the closest physical object. Then, this point is used to
initialize a fixation-based, fast object segmentation algorithm. The final result
is the outline of the identified object of interest in that image.

3.1 Gesture Recognition and Fixation Point Generation

Human tracking is based on the continuous data stream from the Asus Xtion
RGB-D sensor using the free cross-platform driver OpenNI and the NiTE skeletal
tracking library [10]. The Asus Xtion camera is mounted on top of a pole on the
robot as illustrated in Fig. 1(a) for a broader view of a scene, enabling upper
human body visibility. In our pointing scenario, only two joints were considered
for estimating the 3D pointing direction of the user’s right forehand, namely
his elbow and his wrist joints. A pointing gesture is only recognized when a) a
significant angle between a forehand vector and the vertical vector is detected,
and b) the forearm is held somewhat steady for 1.5s. When a pointing gesture
is registered, a pointing ray is defined as a 3D vector with origin at the wrist,
and direction from the elbow to the wrist joints.
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For finding the fixation point, we define a cylinder with a 1cm radius and the
pointing vector being its center. We use this cylinder to search for intersection
points of the pointing direction and the depth readings from the Xtion sensor.
The point with minimal Euclidean distance from the intersection points to the
location of the wrist is considered as a potential hit point with an object of
interest. These hit points are iteratively retrieved and if no major deviations in
3D occur within one second, the 3D coordinates of a potential fixation point are
calculated as a mean of the hit points from the last seconds frames.

Throughout this phase, visual feedback is provided to the user through a
graphical user interface (GUI) to assist him. The main two windows of the GUI
are shown in Fig. 3, where (a) is the tracking view, with real-time depth in-
formation from the Xtion camera and (b) is the object view with the depth
measurements overlaid with the RGB image from the Kinect sensor. The track-
ing view shows the skeletal mapping of recognized main parts of the user’s upper
body. Once the pointing gesture has been detected, the intersection of the point-
ing direction and the depth readings from the Kinect is marked in the object
view, shown in Fig. 3(b) as a red dot, indicating where the user is currently
pointing. This information helps the user adjust the pointing direction and more
accurately define fixation points on objects of actual interest.

(a) Tracking view (b) Object view

Fig. 3. Visual feedback provided through the GUI on the robot’s front display

When a fixation point is extracted, the Xtion camera is switched off and
the Kinect camera is enabled. This camera is mounted on the front part of
the mobile robot platform, for a closer view of objects placed in front of the
robot. Both RGB-D cameras, which have overlapping views, are not operating
simultaneously in order to avoid any interference in the depth readings, as both
uses structured infra-red light. Both cameras are extrinsically calibrated in order
to accurately register their output with respect to the robot’s coordinate system.
The potential fixation point from the Asus Xtion camera is then projected on
the 3D reconstructed scene as generated by the Kinect sensor. The closest 3D
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point from the point cloud of the Kinect sensor to the projected fixation point is
considered as a final fixation point, which can be used as an input for the object
extraction algorithm.

3.2 Object Extraction

In this work, we implement the fixation-based segmentation algorithm mainly
based on our previous work [7]. Thereby, we solve the problem of inferring from
a single point of interest given by the fixation point generation module to the
whole object of interest. This is done by rephrasing the general segmentation
problem as a binary labelling problem in log-polar space for a single object. The
algorithm is shown in Algorithm 1.

The initialization of the algorithm requires two inputs: the combined RGB-D
image of the scene and the mentioned hit point. The first step is the transfor-
mation of the input image to the log-polar space with the hit point as a pole.
We then detect the edges on the RGB and depth image using an approximated
first-order derivative of Gaussian kernel to create a probabilistic boundary map.
Moreover, by computing the probabilistic boundary map in log-polar space, we
imitate the blurred vision outside of the focus of a human visual system, as
the transformation of a circular kernel to Cartesian coordinates results in an
increasing kernel size proportional to the distance to the pole [7]. As this leads
to higher boundary probabilities closer to the object, we implicitly incorporate
a preference towards compact objects.

Algorithm 1. Basic Algorithm for Object Extraction

1: function ObjectExtraction(imageRGB, imageD, fixation)
2: imagePolRGB ← toLogPolarSpace(imageRGB,fixation)
3: imagePolD ← logPolarT ransform(imageD,fixation)
4: edgeRGB ← edgeDetect(imagePolRGB)
5: edgeD ← edgeDetect(imagePolD)
6: boundaryMap ← α ∗ edgeRGB + (1− α) ∗ edgeD
7: mask ← emptyImage
8: for 1 to 3 do
9: mask ← applyGraphCut(boundaryMap,mask)

10: for 1 to 5 do
11: mask ← applyGrabCut(boundaryMap,imagePolRGB,mask)

12: maskCart ← toCartesianSpace(mask,fixation)
13: object ← computeOutline(maskCart)
14: return object

The probability boundary map is then used as a graph where each node
represents a pixel and the weight of the links between those are initialized by
the probabilities of the map. Then, a path through the probability boundary
map is created by computing the minimum cut of the graph using the GraphCut
algorithm. The path is the ‘optimal’ division of object and background pixels,
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i.e. the path itself defines the ‘optimal’ contour of the object in log-polar space
in regard to the boundary map. The result of the graph cut algorithm is a binary
mask with areas labelled as ‘inside’ or ‘outside’ the object.

Afterwards, an additional GrabCut algorithm is applied in order to compen-
sate errors occurred during the edge detection and the graph cut. It uses the
binary mask from the graph cut as an initialization and uses additional color
information to refine the results. After the transformation back to Cartesian
space, the contour of the object can easily be extracted from this mask.

4 Experimental Evaluation

We have performed several experiments with our developed system to assess
the operation and the results of its key components. More precisely, we have
evaluated the precision and the accuracy of the pointing recognition and object
extraction modules under a variety of situations.

4.1 Pointing Recognition

For the pointing recognition, we have compared the detected pointing vector to
the position of a known object. In this case, we have used a QR code which 3D
pose can be accurately detected by a RGB-D camera. We have then conducted
a total of 7 experiments by pointing at the center of the QR code from different
angles and distances, and with different users, 50 times each. Both the detection
of the QR code and the recognition of pointing gestures have been captured
with the same camera in the same position, in order to eliminate errors due
to the extrinsic calibration between multiple cameras. We used the combined
experiments to measure the general accuracy and precision of the recognized
pointing gesture, as shown in Fig. 4.

Fig. 4(a) shows the precision of the pointing gestures given by the relative
angular deviation from the mean pointing direction. The histogram shows that
the reproducibility for the pointing recognition system is quite high – the average
error is less than 3◦ with a maximum error of 10◦. Therefore, when pointing at
an object at a distance of 1m from the wrist, the distance error of the hit point
in regard to the object center is about 5cm. In the general use-case, however,
the distance between the user and the object is much smaller.

On the other hand, Fig. 4(b) shows the accuracy of the pointing gestures as
the error with respect to the actually intended pointing direction (the center of
the pointed object). It shows that the detected pointing directions are strongly
biased – the mean error is shifted along the x-axis, suggesting a systematic an-
gular error of 14◦ or about 24cm at a 1m distance. As the detection of the
pointing direction is directly correlated to the used body tracking framework,
it’s accuracy and precision of the tracked elbow and wrist will be propagated to
the pointing direction recognition. The quality of the skeleton tracking system
depends on various parameters, such as the silhouette of the user, his clothing
or his pose in relation to the camera. The erroneous pointing directions were not
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(a) (b)

Fig. 4. Relative angular deviation from mean pointing direction (a) and angular devi-
ation from ground truth direction of QR code (b)

centered at the same point relative to the ground truth for all of the 7 exper-
iments, which suggests highly variant tracker performance. Additionally, there
is the error introduced by the user himself, as the hand-eye-coordination plays
an important role in pointing to the ‘correct’ spot. Hence, the user’s pointing
ability has a large effect on the mean angular deviation, as the comparison of
different experiments with different users show.

However, as the accuracy of the pointing gestures indicates in Fig. 4(b), the
‘blind’ pointing gesture is not accurate enough to indicate a target object in the
scene. The user need therefore feedback from the robotic system to control and
correct his pointing gesture. In this work, we address this problem by directly
showing the scene and the hit point in the GUI mounted on the robot. This
allows us to easily adjust the pointing direction to the correct position.

4.2 Object Extraction

We have gathered two datasets with segmentation results of some common do-
mestic and industrial objects, which were placed on a shelf in front of the mobile
robot platform, in order to test the proposed approach with a variety of objects.
We have compared the extracted outline of the different objects, using the hit
points previously computed by the pointing recognition, to a manual segmenta-
tion of the objects provided by us. Using this comparison, we can compute the
precision and recall metrics for each object individually, as seen in Fig. 5(a).

Additionally, we evaluate the performance of the object extraction algorithm
by adapting the procedure used in the Pascal VOC competition and computing
the ratio of overlapping area to the total area:

a =
tp

tp+ fp+ fn
(1)
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(a) Objects (b) Extraction

Fig. 5. The precision and recall values for each object, where the green dot represents
the mean PR-value (a), and the PR-curve for the algorithm in terms of successful
extraction (b)

where tp, fp and fn denoting the true positives, false positives and false nega-
tives respectively. If a exceeds a certain threshold t is considered as a successful
object extraction. By varying the threshold, we can derive a precision-recall-
curve as shown in Fig. 5(b). With a threshold of t = 0.5 as used in Pascal VOC
competition, we were able to extract all objects successfully.

Fig.6 shows an example of different object extractions demonstrating the dif-
ficulties and capabilities of the proposed algorithm:

a) A potato chips can with an irregular texture pattern which creates additional
edges in the edge detection and makes it difficult to establish a proper color
model for the Grab Cut algorithm. This leads to an oversegmentation of the
object and thereby to a low recall value.

b) A transparent tape with a similar color as the board it is lying on. Due
to missing boundary edges between tape and board, the algorithm tends to
flood into similar-colored background objects and thereby resulting in a low
precision value.

c) A small box with a distinct color and compact shape, but difficult depth map
is extracted with a high precision and recall value.

d) A drill with a difficult shape and different colors which is successfully ex-
tracted by our algorithm. The extracted shape has almost the same quality
as the manually marked outline.

Further qualitative results, some of which are shown in Fig. 7, support that
the integrated system is able to provide fairly accurate outlines of most of the
objects. This output information is expected to be sufficient for more complex
tasks like object recognition, tracking or manipulation tasks, such as grasping.
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(a) (b) (c) (d)

Fig. 6. The figure shows the extraction of (a) a chips can with the lowest recall, (b)
a transparent tape with the lowest precision, (c) a box with the highest F-measure
and (d) a drill with a complex shape. The top row shows the original image with the
fixation point, the middle row shows the manually segmented ground truth and the
bottom row shows the results of the extraction process

Fig. 7. Pointing and segmentation results of various domestic and industrial objects
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5 Conclusion

We introduced a robust robotic system capable of identifying unknown objects
indicated by humans using pointing gestures. By merging the concepts of object-
based actions, pointing gestures and object extraction, we are bridging the com-
munication gap between a non-expert user and a robotic system which is used
to execute certain tasks.

In this work, we evaluated the accuracy and precision of the implemented
pointing recognition which shows that pointing gestures are a viable way to
communicate points of interest to a robotic system. However, due to noise in
the human body tracking module itself and the pointing style that differs from
person to person, the indicated point of interest is not accurate enough to work
without a feedback from the robot. Therefore, we implemented a user interface
which verifies the current pointing direction by showing the detected hit point
in real-time. Furthermore, we evaluated the object extraction on its own with
a given fixation point by the pointing recognition. The evaluation shows that
the extraction algorithm provides accurate outlines for most objects in different
scenarios which are expected to be feasible for estimating basic dimensions, such
as width or height, of fixated objects and can be used to initialize more complex
task, such as object recognition, grasping or learning by demonstration with
obvious value in both industrial and domestic settings.

We intend to systematically and thoroughly evaluate the operation of the inte-
grated system, in terms of overall robustness, accuracy and precision in realistic
conditions, in the near future. Furthermore, we plan to include the extension of
the presented system so as to be able to also recognize objects, rather than to
just extract their contours. While our currently presented system can be used
for delegation of simple tasks from humans to robots, we consider this further
upgrade essential for making the system capable of dealing with much more
complex tasks. Additionally, due to the modular, skill-based structure of the
presented system, the pointing recognition and object extraction submodules
could be easily replaced, e.g. by exchanging the pointing gesture recognition by
an eye-tracking system applicable in a patient-at-home scenario where the user is
potentially not capable of using pointing gestures. Using the presented algorithm
as an intermediate step, it is also possible to integrate it into a fully skill-based
system as a visual communication tool, thereby providing a smooth transition
from the user’s intentions of a task to it’s final execution by a robot.

Acknowledgment. This work has been supported by the European Com-
mission through the research project “Sustainable and Reliable Robotics for
Part Handling in Manufacturing Automation (STAMINA)”, FP7-ICT-2013-10-
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Research Council through the project Patient@home.



220 B. Großmann et al.

References

1. Droeschel, D., Stuckler, J., Behnke, S.: Learning to interpret pointing gestures with
a time-of-flight camera. In: ACM/IEEE International Conference on Human-Robot
Interaction (HRI), pp. 481–488 (2011)

2. Ilea, D.E., Whelan, P.F.: Image segmentation based on the integration of colour-
texture descriptors - A review. Pattern Recognition 44(10-11), 2479–2501 (2011)

3. Kehl, R., Van Gool, L.: Real-time pointing gesture recognition for an immersive
environment. In: IEEE International Conference on Automatic Face and Gesture
Recognition, pp. 577–582 (2004)
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Abstract. Plant phenotyping involves the measurement, ideally objec-
tively, of characteristics or traits. Traditionally, this is either limited to
tedious and sparse manual measurements, often acquired destructively,
or coarse image-based 2D measurements. 3D sensing technologies (3D
laser scanning, structured light and digital photography) are increasingly
incorporated into mass produced consumer goods and have the potential
to automate the process, providing a cost-effective alternative to current
commercial phenotyping platforms. We evaluate the performance, cost
and practicability for plant phenotyping and present a 3D reconstruction
method from multi-view images acquired with a domestic quality camera.
This method consists of the following steps: (i) image acquisition using
a digital camera and turntable; (ii) extraction of local invariant features
and matching from overlapping image pairs; (iii) estimation of camera
parameters and pose based on Structure from Motion(SFM); and (iv)
employment of a patch based multi-view stereo technique to implement
a dense 3D point cloud. We conclude that the proposed 3D reconstruction
is a promising generalized technique for the non-destructive phenotyping
of various plants during their whole growth cycles.

Keywords: Phenotyping, multi-view images, structure from motion,
multi-view stereo, 3D reconstruction.

1 Introduction

The phenotype of an organism emerges from the interaction of the genotype
with its developmental history and its environment. This means that the range
of phenotypes emerging even from a single genotype can be large [16]. The mea-
surement of plant phenotypes, as they change in response to genetic mutation
and environmental influences, can be a laborious and expensive process. Pheno-
typing, therefore, is emerging as the major bottleneck limiting the progress of
genetic analysis and genomic prediction.

Recently, several methods have been developed to measure the 3D structure
of entire plants non-destructively and then built accurate 3D models for anal-
ysis. These methods include laser scanning, digital camera photographing, and
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structured light ranging. Stereovision was used to reconstruct the 3D surface of
maize for measurement and analysis [11]. Kaminumaet et al. [13] applied a laser
range finder to reconstruct 3D models that represented the leaves and petioles
as polygonal meshes and then quantified morphological traits from these mod-
els. Quan proposed a method to interactively create a 3D model of the foliage
by combining clustering, image segmentation and polygonal models [19]. Biskup
designed a stereo vision system with two cameras to build 3D models of soybean
foliage and analyzed the angle of inclination of the leaves and its movement over
time [2]. 3D plant analysis based on a mesh processing technique was presented
in [17], where the authors created a 3D model of cotton from high-resolution
images using a commercial 3D digitization product named 3DSOM. Thiago de-
veloped an image-based 3D digitizing method for plant architecture analysis and
phenotyping [23], and showed that state of the art SFM and multi-view stereo-
vision are able to produce accurate 3D models, albeit with a few limitations.

The design of plant phenotyping systems means integrating and optimizing
a measurement and phenotyping process with complementary processing and
analyzing tools and makes it as efficient and controllable as possible. According
to [4], the accuracy and precision of the treatment and measurement are funda-
mental concerns during any experimental procedure because accuracy is not only
important when there is variation across individual genotypes during contrast-
ing experiments, but is also critical when individual genotypes have multiple
replicates that are evaluated across several batches.

This paper presents a cost-effective automatic 3D reconstruction method of
plants from multi-view images, which consists of the following steps: (i) image
acquisition using an off-the-shelf digital camera and turn-table; (ii) extraction
and matching of local invariant features from overlapping image pairs; (iii) esti-
mation of camera parameters and pose based on SFM; and (iv) employment of
a patch based multi-view stereovision technique to implement a dense 3D point
cloud.

2 Related Work

3D reconstruction based on multi-view images is also called Structure from Mo-
tion (SFM) that computes the camera poses and 3D points from a sequence of
images. SFM uses natural features in images to estimate the relative translation
and rotation between the camera poses of different images [9].

For the SFM technique, the camera pose is unknown and needs to be estimated
from a set of given images. The first step of SFM framework is to employ local
invariant feature detection and matching to produce a set of corresponding image
points. Features such as interest (key) points are found in all images. One of
the most popular features is SIFT, as introduced by [14]. SIFT features are
found by searching for maxima in scale-space, constructed with Derivative of
Gaussian filters and then a unique SIFT descriptor is constructed to represent
each key point based on a histogram of gradient directions of points nearby. SIFT
features are scale and rotation invariant and partially intensity and contrast
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change invariant. Alternative features can be used too, as long as they can be
matched uniquely between images, such as Harris [22], SURF [3] and ASIFT [15].
In the second step, the interest points are matched between images using their
descriptors. The matching pairs between images allows for estimating the relative
transformation from one camera to another by satisfying projective geometry
constraints [18][9]. While various features can be used for image matching, We
have mainly tested SIFT and SURF for their repeatability and accuracy.

The best performing methods used for multi-view reconstruction of small ob-
jects are capable of challenging the accuracy of laser scanners. However, these
approaches are generally not suitable for dealing with complex plant architec-
ture. In particular, algorithms that partially rely on shape-from-silhouette tech-
niques [10] [25], under the assumption that a single object is visible and can
be segmented from the background, are not applicable to plant images due to
unavailability of fully visible silhouettes - a result of occlusions. The patch based
multi-view Stereo (PMVS) [8] algorithm proposed by Furukawa and Ponce is
usually considered the state of the art amongst methods based on feature ex-
traction and matching. It produces dense point clouds, and performs well for
small objects as well as for urban scenes, and can recover significant geometry
from such scenes. However, methods based on feature extraction and matching
often show significant errors caused by severe occlusions, and areas of texture-less
appearance.

3 The Proposed Method

3d sensing technologies provide the tremendous potential to accurately estimate
morphological features and have been developed for non-destructive plant phe-
notyping based on laser scanners, structured light, multi-view stereo, etc.. But
available 3D resolutions are currently focussed on specific a organ (e.g. leaves
or roots) and usually tend to be qualitative rather than providing quantitative
information and estimation of accuracy. Therefore, we have evaluated the exist-
ing methods and sought to build an efficient and automatic 3D reconstruction
system that could cope with a diversity of plant form and size, while using equip-
ment available to most biology labs. We exploited existing state of the art SFM
and MVS methods and took account into both flexibility and practicability and
propose a 3D reconstruction pipeline for plants using multi-view images. In the
pipeline, we do not rely on the camera calibration to provide us with transforma-
tion, pose or distortion. Instead, we compute this information from the images
themselves using computer vision techniques. We first detect feature points in
each image, then match feature points between pairs of images, and finally run
an incremental SFM procedure to recover the camera parameters.

3.1 Image Features Detection and Matching

The short baseline image sequences are captured by placing the plant on a turn-
table or slightly moving the camera around the plant as shown in Fig. 1(a). The
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first step is to find feature points in each image. We firstly use the SIFT keypoint
detector and descriptor, because of its invariance to image transformations. A
typical image contains several thousand SIFT keypoints. Next,for each pair of
images, we match keypoint descriptors between the pair using the Approximate
Nearest Neighbor (ANN) [5] as shown in Fig. 1(b). We had also tried the ASIFT
(Affine-SIFT) detector and descriptor as alternative, The authors in [15] argued
that ASIFT was better than such popular feature algorithms as SIFT, MSER
and Harris-Affine on various datasets. Although many more features can indeed
be detected and matched, it did not improve our experimental results.

(a) multi-view images of a Clover (b) Keypoints detection and
matching

Fig. 1. Image acquisition (left), keypoints detection and matching (right)

3.2 Camera Pose Estimation Using SFM

Given a short baseline image/video sequence I with n frames taken by a turn-
table or freely moving camera, we denote I = {It|t = 1, 2, ...n}, where It rep-
resents the color image captured at the frame t. The set of camera parameters
for frame t in an image sequence is denoted as Ct = {Kt, Rt, Tt}, where Kt is
the intrinsic matrix, Rt is the rotation matrix, and Tt is the translation vector.
We robustly estimate a fundamental matrix for the image pair using Random
Sample Consensus (RANSAC) [6]. During each RANSAC iteration, we compute
a candidate fundamental matrix using the five-point-algorithm [7] and remove
matches that are outliers to the recovered fundamental matrix. We get Kt and
the focal length estimated from the EXIF tags of the .JPG image and finally
solve the Rt and Tt. We employ the SFM method of Snavely et al. [21] by the
open source software Bundler. But we improve Bundler in a few key aspects: (i)
We sort the images as an ordered sequence according to incremental image name,
and thereby reduce the computational cost from O(n2) to O(n) in matching pro-
cedure ; (ii) We speed up the SIFT features detection based on GPU hardware,
which is around 10 times faster than CPU; (iii) As alternative methods, we have
also tried to use other feature detectors/descriptors to compare with SIFT in
SFM, such as SURF [3], DAISY [24] and AKAZE [1].
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3.3 Dense 3D Point Clouds Generation

After estimating the cameras’ parameters, we employ a MVS algorithm (based
on a open source software named PMVS [8]) to demonstrate that SFM and
MVS can be used to produce accurate 3D point clouds of plants. PMVS is a
multi-view stereo software that takes a set of images and camera parameters,
then reconstructs 3D structure of an object or a scene visible in the images. The
software takes the output from Bundler as input and produces a set of oriented
points instead of a mesh model, where both the 3D coordinate and the surface
normal are estimated at each oriented point. Compared with the other MVS
software named CMPMVS [12], which takes the output of Bundler as input and
produces a set of 3D meshes, PMVS excels in terms of computational cost and
only uses one tenth/twentieth of the running time. However, we have also found
that PMVS is inadequate for a complete, accurate and robust 3D reconstruction
of typical plants, due to the thin, tiny or texture-less parts of plants.

4 Experimental Results and Discussion

Plant images were mainly captured using Canon digital cameras (Canon 600D)
with 18 − 55mm focal lens, and Nikon digital cameras (D60 and D700) with
28− 105mm focal lens and a network camera with 50mm focal lens. The images
were stored in JPG format with 3184x2120 or 3696x2448 resolution. Videos were
captured at 1920x1024 with AVI format. In order to keep even illumination and
uniform background, two diffuse lighting rigs and a black backdrop were used.
The method was run on an Intel i7 laptop (Dell Precision M6700 with 16G RAM
and Nvidia graphics card).

Fig. 2 shows sparse 3D point clouds (keypoints) produced by different feature
algorithms in SFM. We found that (i) DAISY and AKAZE can produce many
more 3D matching keypoints than SUFR/SIFT, but 3D keypoints produced by
DAISY are mainly located in planar regions like leaves of plant or ruler (as
reference), and 3D keypoints detected by AKAZE focused on the boundary or
edges of plant or ruler ; (ii) DAISY and AKAZE can better estimate the camera’s
pose than SURF/SIFT in both the case of wide baseline where the rotation angle
is bigger (in other words, the number of captured images is small) and the case
of texture-less plants.

Table. 1 shows different output results when different features (DAISY,
AKAZE, SURF and SIFTGPU) were used for keypoints detection and match-
ing in 54 Brassica images, and dense 3D points produced by PMVS. In this
experiment, we found that SIFT(SIFTGPU) has the best accuracy (minimal
reprojection error) but the lowest inlier ratio, AKAZE has the best inlier ratio
and better accuracy, and DAISY can produce the most keypoints and sparse 3D
points but has the lowest accuracy.

To evaluate the precision of the proposed method, we used the commercial 3D
modeling software (Artec Eva, 3DSOM and Kinect) to rebuild the same plant.
We found that the Artec Eva handheld structured light scanner and Kinect did
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(a) (b) (c)

Fig. 2. Sparse 3D point clouds (keypoints) by different feature algorithms in SFM from
75 images of an Arabidopsis. (a) 16340 keypoints by SURF/SIFT. (b) 56784 keypoints
by Akaze. (c) 33335 keypoints by DAISY.

(a) (b) (c) (d)

Fig. 3. (a) Raw image of an plant (one of 54 Brassica images). (b)(c) Sparse 3D point
cloud by DAISY and AKAZE respectively. (d) Dense 3D reconstruction point cloud
by PMVS.

not work well on plants, especially complex or tiny plants. 3DSOM is able to pro-
duce 3D mesh model for the simple plants, but its shortcomings include: (i) the
subject plant must be placed on to the centre of a pattern board for calibration;
(ii) It needs to be adjusted for some parameters and foreground/background
segmentation must be undertaken manually; (iii) It requires more run time than
PMVS and (iv) tiny parts of the subject are often omitted in the resulting 3D
model. Comparison of results using different methods are shown in Fig. 4.

With the proposed method, no extra camera calibration or other strict envi-
ronmental conditions are required, and data acquisition times are in the range
1-2 minutes per specimen, depending on plant complexity. We found that rota-
tion steps of 3-6 degree increments are optimal and feature matching does not
perform well with rotation steps of more than 9-10 degrees. The camera param-
eters, such as distance, pose, focus, lens, depth of field and time of exposure,
etc., can be adapted widely to obtain high quality and clear images with an
optimal resolution from a diverse set of plants. Only basic photography skills
are required for effective capture and storage of data.
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Table 1. Comparison of different features detection and matching

Item DAISY AKAZE SURF SIFTGPU

Number of features (mean) 7112 2839 1173 3610

Inlier ratio (mean) 23% 31% 20% 18%

Reprojection Error 0.371 0.256 0.331 0.242

Number of sparse 3D points 15479 3769 2426 3491

Number of dense 3D points 162510 161900 136274 153660

(a) (b)

(c) (d)

Fig. 4. 3D reconstruction of Arabidopsis and Maize. (a)(c) 3D Reconstruction by
PMVS. (b)(d) 3D Reconstruction by 3DSOM and Kinect respectively.
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Table 2. A typical 3D reconstruction running time on CPU and GPU

Item number of images time on CPU(minute) time on GPU(minute)

1 180 91 42

2 120 50 16

3 60 32 6

Generally, the computational run time for 3D reconstruction was 5-30 minutes
depending on the number of images. In the following case, the results showed the
3D model produced from 60 images was only slightly lower in quality than one
produced from 180 images, the running time and the results of 3D construction
were shown as Table. 2 and Fig. 5 respectively.

Fig. 5. 3D reconstruction results from different number of plant images. 71999 3D
points were produced from 180 images (left); 68624 3D points were produced from 120
images (middle); 51675 3D points were produced from 60 images (right).

5 Conclusion

We describe an robust, economic and automatic 3D reconstruction pipeline based
on multi-view images. Experimental results show that the proposed method is
flexible, adaptable and inexpensive, and promising as an generalized groundwork
for phenotyping various plant species. This advantage is significant for designing
a cost-effective automatic 3D reconstruction framework and is equal to or better
than methods presented to date in the literature, where laser scanners, struc-
tured light sensors and cameras were specifically established with some strict
parameters, or only suitable for a single kind of plant. We have also found the
DAISY and AKAZE can be used alternative of SIFT in the keypoints detection
and matching.
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Limitations of the current method include: (i) the camera pose estimation
can fail if the plant leaves are smooth, texture-less or had self-similarity; (ii)
computational cost is quite high and (iii) there are still some gaps, holes or noise
in the final dense 3D point clouds.

Therefore, future work will focus on improving existing methods, combining
the other techniques, such as employing multiple cameras to reduce further the
occlusions, or using apriori knowledge (leaf symmetry, etc.) to improve the ro-
bustness of camera estimation as well as accuracy and completeness of final 3D
reconstruction.
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Abstract. Rapidly exploring randomised trees (RRTs) are a useful tool generat-
ing maps for use by agents to navigate. A disadvantage to using RRTs is the length
of time required to generate the map. In large scale environments, or those with
narrow corridors, the time needed to create the map can be prohibitive. This paper
explores a new method for improving the generation of RRTs in large scale envi-
ronments. We look at using trails as a new source of information for the agent’s
map building process. Trails are a set of observations of how other agents, hu-
man or AI, have navigated an environment. We evaluate RRT performance in two
types of virtual environment, the first generated to cover a variety of scenarios
an agent may face when building maps, the second is a set of ‘real’ virtual en-
vironments based in Second Life. By including trails we can improve the RRT
generation step in most environments, allowing the RRT to be used to success-
fully plan routes using fewer points and reducing the length of the overall route.

1 Introduction

Large scale virtual environments are becoming more complex over time. There is a chal-
lenge to provide an intelligent agent capable of autonomously building a map of large
scale, populated and dynamic virtual worlds and then use these maps for navigating
between places. Large persistent online worlds such as Second Life [14] are constantly
changing and so providing an agent with a map in advance is not possible. The time
taken to generate a map in this situation is important. If the agent spends too much time
generating a map, then the server may consider the agent to be idle and so disconnect
it from the world. The environment is also able to be changed at any point, with vast
sweeping changes requiring little effort when compared to the real world. For this rea-
son we are interested in agents that are able to generate a map of their environment in a
very short period of time before using these to navigate a walking route between points.
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Rapidly exploring randomised trees [13] and other roadmap representations are often
used to try and generate a graph of interconnected points describing the configuration of
free space in an environment. RRTs rely on the fast and random growth of a search tree
that spans the environment from a given start point. While this random growth allows
the tree to explore the entire environment given time, the length of time required to
connect two points may not be ideal. RRTs also can stagnate when faced with highly
cluttered environments or those with narrow corridors where selecting the correct set of
points in order to discover a path between obstacles is important.

One factor that is often not considered when looking at map generation and use
in virtual environments is that the environment can be populated. We can observe the
movement of other avatars in a virtual environment more easily than in the real world,
so how other people use the environment and the paths they take can be a useful source
of information for the agent’s map building process. These observations are known as
‘trails’. Trails are a list of points an avatar has been observed at over time. They have
previously been used in architecture [16], path finding for people in the real world [7,18]
and to help agents navigate large real and virtual environments [1,21,25].

The contribution of this paper is a study into whether trails can be used as a useful
source for RRT generation. This paper builds on our previous research on the effect
of trails on probabilistic roadmaps [21]. In this study it was found that by using trails
the agent could improve probabilistic roadmap generation by reducing the time required
and the length of a planned route. Trails have not previously been used to generate RRTs
and our hypothesis is that we can improve the generation of these roadmaps in a variety
of environments. We investigate trails in both a group of hand generated environments,
which cover a variety of situations an agent may face when building a map, and also in
a set of online, Second Life based ‘real’ virtual environments.

The rest of this paper is structured as follows: We first look at related work in this
area in Section 2. This covers the three RRT generation methods we will be using and
trails in more detail. Following this, Section 3 looks at the preliminary experiments we
performed in a set of generated environments. Section 4 details the experiment setup
and results when we look at a set of Second Life based, ‘real’ virtual environments.
Finally, Section 5 discusses our findings.

2 Related Work

Roadmaps are a type of map representation that reduces an environment down to a set of
nodes, usually describing free space, and arcs, describing how to move between points.
Probabilistic roadmaps [10] and rapidly exploring randomised trees [13] are two of the
more popular types of roadmap representation. The difference between these maps is
how they are generated and what they are typically used for. Probabilistic roadmaps are
used for multi-query maps [10]. These are maps which will be used more than once to
plan routes between points in the environment they were generated in whereas RRTs
are generally single query maps, but are faster to generate [12].

The RRT algorithm generates a roadmap by simulating the growth of a tree [13]. The
map starts from a single root node and grows outwards, adding branches to the existing
structure as time goes on. A brief outline of the algorithm can be seen in Algorithm
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1 [13]. Branches are added by selecting points over the entire environment, but these
are not directly added to the map. The closest point in the tree is found and a branch
is grown from the existing tree towards the selected point for a given distance. The
selected point is then discarded. This gives a fully connected map, in which a path can
always be planned between any two nodes in the tree.

Algorithm 1. The basic RRT generation algorithm
1. Require: Start point (s), End point (e), listofpoints, listofbranches
2. Add (s) to list of points
3. while list of points does not contain a point close to (e) do
4. Select a random point (p)
5. Find the nearest neighbouring point (n) in the tree to (p)
6. Calculate the point (p′) a given distance from (n) towards (p).
7. if n is free AND clearPath(n, p′) then
8. add (p′) to the list of points
9. add (n, p′) to the list of branches

10. end if
11. end while

We look at three varieties of RRT generation algorithm in this paper, the standard
RRT [13], the greedy RRT [11] and the RRT Connect algorithm [11]. The standard
RRT grows branches a fixed distance. This distance is set in advance. The greedy RRT
differs on line six of the algorithm, by allowing branches to continue growing until they
either reach the selected point, or an obstacle in the environment [11]. This has the
advantage of only needing a small number of branches in clear or sparsely cluttered en-
vironments, but requires more collision checks along the length of the branch to check it
is valid. Collision checking is one of the more costly operations in roadmap generation,
so keeping the number of checks as low as possible speeds up map generation. The
RRT connect algorithm also grows branches a set distance, but this algorithm grows
two trees at once, one from the root node and one from the end point. The two trees
grow towards the centre of the environment until their branches can be connected. This
is considered to be one of the better RRT approaches as it tends to be faster to generate
and find a valid path between points [11].

The disadvantage RRTs have is the generation time in large scale environments.
RRTs have issues selecting the correct set of points in an environment which allow the
tree to grow around obstacles in narrow corridors or highly cluttered environments [17].

The way points are selected affects the growth of the tree. The standard approach
to point selection is to use random points [13]. This has the advantage of being fast
and easy to implement, but random points do not always give an even spread over an
environment. An alternative to this, while still keeping point selection random is to
use a quasi-random number generator, such as the Halton sequence [4,6]. This method
ensures that while the points are selected unpredictably, they cover the entire space of
available numbers more evenly, usually giving a better roadmap [4,3]

It is our hypothesis that by biasing tree growth towards certain areas of the environ-
ment we will be able to faster generate an RRT that is able to find a short path between



234 K. Samperi and N. Hawes

the root node and a given end point. To do this we can use trails to bias the point selec-
tion process.

Trails are the traces left as an agent (human, animal or AI) navigates between loca-
tions in an environment. Trails have been used by people for centuries to learn how to
navigate new environments, find specific places and when hunting food. They are used
to track the movement of people in history [2]. A digital trail is a set of locations an
avatar has been observed at over time.

Trails have been used to observe and aid human navigation in virtual and real environ-
ments [19,8,9,15,23], as the starting point for a robot’s map building process [25,1,21]
and used to study motivation and behaviour of people in virtual spaces [24,1,22]. By
observing the movement of avatars researchers have been able to study and identify
potential busy locations in an environment[15] and where bottlenecks may occur [5].

3 Preliminary Experiments

We initially wanted to investigate whether trails would have a positive effect on RRT
generation in any type of environment. To do this we generated a set of six environ-
ments, each encapsulating a different set of requirements from the world. Images of the
generated environments can be seen in Figure 1. These are based on the examples used
by Geraerts and Overmars in their paper [6] and cover some of the standard problems
an agent may face with open areas and narrow passages in an environment.

As these environments are not populated by human controlled avatars we also needed
to generate a set of trails for the agent to use. A trail in a populated virtual environment
would be gathered by observing the movements of an avatar over time and recording
their position. This gives a list of points and the order they were visited in. In the gener-
ated environments we simulated a trail by finding the shortest path between the bottom

1. Empty Environ-
ment

2. Single Gap 3. H Corridor

4. Sparse Clutter 5. Dense Clutter 6. Zig Zag Maze

Fig. 1. The six test environments created. Areas in white are free space, areas in blue were blocked
by objects.
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left and top right corner in the environment and representing it as a set of points in a
specific order. This is the same path that the agent is asked to plan in the experiment.

The agent was given the full set of objects that made up the world and the trails in
advance. The task was to generate an RRT from a given start point in the environment.
The RRT generation completed when either a maximum number of points had been
selected and used to grown branches, or a branch end was added to the tree that was
close enough to the given end point that would allow the two to be connected and
a full route planned between the start and end points. The three RRT algorithms we
looked at were the standard RRT algorithm, the greedy RRT algorithm and the RRT
Connect algorithm. The maximum branch length was set at 10m for the standard and
RRT Connect approaches. The greedy algorithm continued to grow branches until an
obstacle was reached in the environment.

To examine whether trails had a positive effect on the tree growth we compared
four different methods of point selection, random, Halton, trail bias and clustered trail
points. This changes Algorithm 1 on line four. Rather than always selecting a point
at random we select a point according to some particular point selection method. The
standard approach is to use random point selection to generate the tree. Random points
do not always give a good spread of points over the environment so we also wanted to
look at a more even approach. Points selected according to the Halton sequence give an
unpredictable selection of points over the entire environment.

We looked at two methods of using trails in point selection. The first biased point
selection based on the presence of trails. A point was selected at random in the environ-
ment and the probability of this point being used to grow a branch in the tree was 10%
plus the number of trail points within a 10m radius. There was always a 10% chance of
keeping a point with no trail points nearby to ensure that the algorithm did not stagnate.
An outline of the trail bias point selection algorithm can be seen in Algorithm 2.

Algorithm 2. Trail Bias Point Selection Algorithm
1. Function: Get Trail Bias Point (Requires: list of trail points)
2. while Not returned a point do
3. p ← randompoint
4. neighbouringTrailPoints ← 0
5. for all trail point t ∈ listoftrailpoints do
6. if distance between t and p <10 then
7. neighbouringTrailPoints ++
8. end if
9. end for

10. probabilityOfKeepingPoint ← 10 + (10 ∗ neighbouringTrailPoints)
11. if probabilityOfKeepingPoint<randomNumber(0 ≤ x ≤ 100) then
12. return p
13. end if
14. end while

The second method clustered trail points together and used these as the points se-
lected in the algorithm. There is a lot of noise present in trails in a real environment.
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The movement of people is not always in perfect straight lines between points. For this
reason we looked at previous work done on using trails for map building, and looked at
clustering trails together. Each trail point was iterated over and if there was a neighbour
within a short distance (<5m) the points were merged together. This is a form of the
k-nearest-neighbour algorithm for clustering points [20]. The algorithm for clustering
the trail points can be seen in Algorithm 3. The result of clustering is a skeletonised
version of the trail map. These points were used directly as the points selected in line
four of the RRT generation algorithm. Once the clustered trail points were exhausted,
Halton points were used. Using only the clustered points would again lead to stagnation
of the roadmap. Some randomness is required in all the point selection methods [21].

Algorithm 3. Trail point clustering algorithm
1. Function: Get Clustered Trail Points (Requires: list of trail points)
2. listOfClusteredPoints ← 0
3. for all trail point t ∈ listoftrailpoints do
4. listOfNeighbours ← get the list of all trail points within 5m radius of t
5. if listOfNeighbours.size() > threshold then
6. center ← get the center point of the t and its neighbours
7. listOfClusteredPoints.add(center)
8. else
9. listOfClusteredPoints.add(t)

10. end if
11. remove t from list of trail points
12. end for
13. return listOfClusteredPoints

The environments we looked at in the preliminary set of experiments were all 256m2.
This is the size that corresponds with a single Second Life region used in the ‘real’
virtual environments. The experiments were run 20 times for each combination of point
selection method and RRT algorithm and the results looked at the average performance
over these runs. The computer used to run the experiments was an Intel(R) Core(TM)
i7-2600 CPU @ 3.40GHz running Windows 7 Enterprise edition.

3.1 Evaluation

If an RRT is given an endless period of time it will eventually find a route between any
two points in the environment where one is available. We limited the time available to
the agent for generating a map and planning the route to ten minutes. The environment
the agent is inhabiting is online, and so speed when generating the map is one of the
most important factors. Any map which had not found a route within ten minutes was
considered unsuccessful. The maximum number of points the agent was able to attempt
to include in the roadmap was set at 100,000. This was sufficiently large that the number
of points should not be a limiting factor in the environment, but the algorithm would
still have an exit point.
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We wanted to compare the difference made by changing the point selection step in
three RRT algorithms. To evaluate each combination of selection method and algorithm
we looked at three factors: 1) The success rate of the algorithm at finding a route be-
tween the given start and end point. 2) The number of points in the roadmap, and 3) the
length of the planned route. In an ideal map the success rate will be 100%, the number
of points in the roadmap will be low and the length of the planned route short.

3.2 Results for Preliminary Experiments

We found that in general the best results were found using trail points in the RRT gen-
eration. The success rate for all the maps in these environments was 100%. A summary
of the best results for each of the environments is below, in Table 1.

Table 1. Best results for each environment in the preliminary set. Bold text indicates the best
point selection approach across all three RRT algorithms. Points is the point selection method
used, length is the shortest planned route.

Normal Greedy RRT Connect
Points Length Points Length Points Length

Empty Clustering Clustering Any Any Clustering Clustering
Single Gap Clustering Clustering Any Any Clustering Clustering
H Corridor Clustering Clustering Halton Clustering Bias Clustering
Sparse Clutter Clustering Clustering Random Halton Clustering Clustering
Dense Clutter Bias Halton Clustering Clustering Halton Bias
Zig Zag Maze Clustering Bias Halton Random Halton Halton

Standard RRT Algorithm: Selecting points from the clustered trail set performed
well in the Empty, Single Gap, H Corridor and Sparse Clutter environments. These
maps used the least points and planned the shortest routes. In the dense clutter environ-
ment it was better to use biased trail point selection for the least number of points, or
Halton points for planning the shortest distance. In the maze environment it was better
to use clustered trail points for fewer points in the roadmap and biased trail points to
plan the shortest paths.

Greedy RRT Algortithm: The greedy algorithm attempted to connect the start and
end point in the roadmap directly as the first step. For this reason there is no difference
made in the empty or single gap environment for this algorithm. A straight line path is
possible and so this is the one found for all point selection methods. In the H corridor
environment trails found the shortest path. Clustered trails performed the best in the
dense clutter environment. However, in the maze environment it was better to use either
Halton or random points to generate the map.

RRT Connect: In the empty, single gap and sparse clutter environments clustered
trails out performed all other methods. In the H corridor environment it was better to use
trail biased points to achieve the least number of points in the map. The shortest path
still used clustered trail points. The dense clutter and zig zag maze have different results.
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The shortest planned route used trail biased points in the dense clutter environment.
However, in the maze environment using Halton points was better for both the least
number of points and the shortest planned path.

3.3 Discussion

The dense clutter and maze environments are difficult for an RRT to plan routes in. In
the dense clutter there are obstacles randomly placed around the environment forming
many narrow passages to be traversed. In the maze environment the route has to change
direction on itself constantly. Trail points only show where other avatars have been seen,
so if they are relied on too heavily then the algorithms stagnate.

We looked at 18 different combinations of RRT algorithm and point selection method.
In 13 of these cases it was better to use one of the two trail based point selection ap-
proaches to build the tree to ensure the least number of points are required. In 14 cases
trail based point selection allowed for the shortest path to be generated. When compar-
ing the different RRT generation algorithms we find that the RRT Connect algorithm
is in the majority of cases the best. The maze environment was the only case where
the shortest path was generated using the standard RRT algorithm. The least number
of points still used the RRT connect algorithm. This validates that the RRT Connect
algorithm is the best algorithm to use when generating trees in virtual environments.

4 The ‘Real’, Second Life Based, Virtual Environments

We then looked at four environments, each based on a single region in Second Life
256m3 in size. The trails for these experiments were gathered by observing avatars in
Second Life over a protracted period of time. The position of each avatar was recorded
every half a second to build up a set of trails specific to each environment. We only
considered walking agents in these experiments so objects and trails observed above
ground level were filtered out of our evaluation.

The agent was given a full set of objects and trails that made up these environments
in advance. These were gathered previously by having an agent sat in the world record-
ing every object and avatar present. The number of trails and objects available in each
environment therefore differs. Table 2 shows the difference between the number of ob-
jects and trails available in each environment, and Figure 2 shows the collision map
for each environment. Again, the areas in blue on these maps are where our collision
detector found obstacles. Areas in white are free space.

We looked at the same RRT algorithms and point selection methods as for the prelim-
inary set of experiments, and the same evaluation criteria. The main difference between
the preliminary and the Second Life based experiments is the number of obstacles in
the environment and the number of trail points available. The preliminary environments
had a very limited set of trails whereas trails observed from various real avatars may
not always be as useful.

4.1 Results

The results in the Second Life based environments show that trail points can be useful
for RRT generation, but not as much as in the preliminary environments. In the Second
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Table 2. The total number of objects and trails in each environment:

Environment Objects Trail Information
Avatars Total Trail Points

London Community 1476 23 921
Hyde Park 7096 4274 402036
Kensington 11770 61 2730
Knightsbridge 10201 183 10486
Mayfair 11765 1583 84475

1. London Community 2. Hyde Park 3. Kensington 4. Knightsbridge

Fig. 2. The four Second Life based virtual environments. Areas in white are free space, areas in
blue were blocked by objects.

Life based environments there are a lot more obstacles to be navigated around and the
trails are not always as helpful. A summary of the results can be found in Table 3

Table 3. Best results for each environment in the Second Life virtual environments. Bold text
indicates the best point selection approach across all three RRT algorithms. Points is the point
selection method used, length is the shortest planned route.

Standard Greedy RRT Connect
Points Length Points Length Points Length

Hyde Park Halton Halton Halton Clustering Random Random
London Community Random Clustering Any Any Bias Halton
Kensington Clustering Bias Random Clustering Clustering Clustering
Knightsbridge None None Bias Bias Bias Random

The success rate for these maps was not as high as in the preliminary environments.
The four environments are very different to one another. In the Hyde Park environment
there are 57 trail points for each object in the environment. In Knightsbridge there is 1
and in Mayfair there are 7 trail points for each object. The difference in information for
each of the environments changed the results. The success rates can be seen in Table 4.

It is much harder to extract general rules for each type of RRT generation algorithm
as the environment properties have a much greater effect on the map generated. In the
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Table 4. The success rates for each of point selection methods for each RRT generation algorithm

Hyde Park Normal Greedy RRT Connect Kensington Normal Greedy RRT Connect

Random 100% 100% 100% Random 100% 100% 100%
Halton 100% 100% 100% Halton 100% 100% 100%
Bias 30% 100% 90% Bias 100% 100% 100%
Clustering 60% 100% 100% Clustering 100% 100% 100%

London Comm. Knightsbridge

Random 100% 100% 100% Random 0% 100% 15%
Halton 100% 100% 100% Halton 0% 100% 40%
Bias 100% 100% 100% Bias 0% 100% 10%
Clustering 100% 100% 100% Clustering 0% 100% 0%

preliminary environments the number of objects was always much lower than in the
Second Life based environments.

Standard Algorithm: There is no general rule for which point selection method is
best when using the standard algorithm. In each environment we get a different result for
which of the point selection methods performed best in each situation. In the Knights-
bridge environment none of the point selection methods were able to generate a map
capable of planning the required route. The maps generated in the London Community
and Kensington environments planned the shortest routes when using trails.

Greedy Algorithm: The greedy algorithm generally planned the shortest routes
when using trails. It is also the only RRT generation algorithm that achieved a 100%
success rate across all four environments. This is an unusual result as the RRT Connect
algorithm is generally thought of as a better approach to RRT generation.

RRT Connect Algorithm: The RRT connect algorithm did not perform as well in
the Second Life based environment when compared with the preliminary environments.
In some cases, using trail points improved the performance of these maps using either
the bias or clustering method. There is no clear preference for which method to use.

Unlike the preliminary environments, the Second List based environments are all
vastly different. Because of this it was harder to extract a single rule of thumb for the
best point selection method to use based on the algorithm used. In the simpler envi-
ronment of London Community we could use any point selection method and a greedy
approach to generating the RRT. This was able to plan a route directly from one side
of the environment to another. As the environment becomes more complex we find the
agent struggling to plan any routes at all, such as in Knightsbridge using the standard
RRT algorithm. In this more complex environment we find that biasing trail points to-
wards areas where trails are help the RRT generation.

5 Discussion

The preliminary experiments showed that in a variety of situations trails can be used to
improve the generation of RRTs in virtual environments. It differs for each environment
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whether it is better to use the clustered trails or to bias randomly selected points to areas
where trails have been observed.

By using trails we the RRTs generally require less points to complete a path between
a given start and end point. The route planned is shorter than the route planned when
using randomly or Halton based points. This is due to the human optimisation effect of
trails, people tend to use shorter paths when navigating between points.

When we applied this to the Second Life, online populated environments we saw
a much more mixed picture. These environments were much more complex than our
preliminary set. In one environment, Knightsbridge, it was difficult for any RRT gener-
ation method other than the greedy RRT to generate a map capable of planning a route
between the given start and end points. In general trails were still helpful for the RRT
generation step as they tended to allow for planning shorter routes in the environment.

There is more work to be done in this area, we would like to use a combination
of different point selection methods when generating RRTs to see if this has a better
effect than just using one method. A combination of trail and Halton points has been
shown to be better than using just one method when generating probabilistic roadmaps
[21] and an investigation into whether this is also the case for RRTs will be interesting.
Following on from our discovery that the greedy RRT algorithm was the only one to
achieve a 100% success rate at being able to connect the start and end point in the
Second Life environments, further investigation into whether this is an isolated incident,
or if a greedy form of the RRT Connect algorithm is better in large scale virtual worlds.
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Abstract. This paper presents inverse kinematic solution of 5 degree of freedom 
robot manipulator. Inverse kinematics is computation of all joint angles and link 
geometries which could be used to reach the given position and orientation of  
the end effector. This computation is very difficult to attain exact solution for the 
position and orientation of end effector due to the nature of non- algebraic equa-
tion of inverse kinematics. Therefor it is required to use some soft computing 
technique for the solution of inverse kinematics of robot manipulator. This paper 
presents structured artificial neural network (ANN) model from soft computing 
domain. The ANN model used is a Multi Layered Perceptron Neural Network 
(MLPNN). In this gradient descent type of learning rules are applied. An attempt 
has been made to find the best ANN configuration for the problem. It was found 
that between multi-layered perceptron neural network giving better result and 
calculated mean square error, as the performance index. 

Keywords: Inverse Kinematics, D-H Notations, MLPNN. 

1 Introduction  

The Robot manipulator is composed of a serial chain of rigid links connected to each 
other by revolute or prismatic joints. Each robot joint location is usually defined rela-
tive to the neighboring joint. The relation between successive joints is containing a 
4x4 homogeneous transformation matrix that has orientation and position data of 
robots. Conversion of the position and orientation of robot manipulator end-effectors 
from Cartesian space to joint space is called as inverse kinematics problem. The cor-
responding joint values must be computed at high speed by the inverse kinematics 
transformation [1]. For a manipulator with n degree of freedom, at any instant of time 
the joint variable is denoted by  i =   (t), i = 1, 2, 3 .........n and position variables by 
xj = x(t), j = 1, 2, 3 .......m. The relations between the end-effectors position x(t) and 
joint angle   (t)can be represented by forward kinematic equation  
 

 (1) 

Where, f is a nonlinear continuous and differentiable function.On the other hand, 
with the desired end effectors position, the problem of finding the values of the joint 
variables is inverse kinematics, which can be solved by, 

))(()( tftx θ=
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  (2) 

The simulation and computation of inverse kinematics using soft computing 
tech-nique is particularly useful where less computation times are needed, such as 
in real-time adaptive robot control [2], [3]. If the number of degrees of freedom 
increases, traditional methods will become more complex and quite difficult to 
solve inverse kinematics [4].Many research contributions have been made related 
to the neural network-based inverse kinematics solution of robot manipulators [5]. 

Although the use of ANN is not new in the field of multi-objective and NP-
hard problem to arrive at a very reasonable optimized solution, the multi layered 
neural network (MLPNN) has been tried to solve inverse kinematics problem with 
5-DOF manipulator [6]. MLP neural network is used to find inverse kinematics 
solution which yields multiple and precise solutions with an acceptable error and 
are suitable for real-time adaptive control of robotic manipulators [7].The study 
of previous work shows that the most of the researchers [8], have adopted me-
thods like ANN, ANFIS etc. for simple problem. The features of MLPNN are 
suitable for solving multi parametric problem with desirable accuracy and hence 
this technique is suitable for the present problem having complexity and involv-
ing multiple parameters. Therefore, the main aim of this work is focused on mi-
nimizing the mean square error of the neural network-based solution of inverse 
kinematics problem. In other words, the angles obtained for each joint are used to 
compute the Cartesian coordinate for end effector. The training data of neural 
network have been selected very precisely. Especially, unlearned data in each 
neural network have been chosen, and used to obtain the training set of the last 
neural network. 

2 Mathematical Modeling of 5-dof Robot Manipulator 

The Denavit-Hartenberg (D-H) notation and methodology are used in this section  
to derive the kinematics of robot manipulator. The coordinate frame assignment  
and the DH parameters are depicted in Fig. 1, and listed in Table 1 respectively,  
Xu et al., 2005. 

Table 1. The D-H Parameters 

C θi (degree) ai (mm) di (mm) αi(degree) 

O0 - O1 θ1 d1= 150 a1= 60 -90 

O1– O2 θ2 0 a2= 145 0 

O2– O3 -90 + θ3 0 0 -90 

O3– O4 θ4 d2= 125 0 90 

O4– O5 θ5 0 0 -90 

))(()( ' txft =θ
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Fig. 1. Coordinate frames of manipulator 

),(2tan 331 xxyy adpadpa −−=θ
 

 

 2m +
)(

cos - )B ,atan2(B = 
2
2

2
1

232
212 πθ

BB

acd
a

+
+

 
Where,

 23222321 c )s(d + s )a + c(d = B
 

 

23222322 s )s(d - c )a + c(d = B
  and    

 m = -1, 0 or1 
 

 










 −−+

22

2
2

2
2

22

3 2
acos  ±=  

da

dara zθ
 

122232 dsasdrz +−−=
 








 −
−=θ

1

23z231z

23

z
4 s

)c/osco(
,

c

o
2tana

( ) ( ){ }zzzz asccnnsccaa 23423234235 ,2tan −+−=θ

  
(3) 

 
 

(4) 
 
 
 
 
 
 
 
 
 

 
(5) 

 
  

(6) 
  

(7) 
 
Where(X, Y, and Z)  represents the position and{ })a,a,a(),o,o,o(),n,n,n( zyxzyxzyx   

the orientation of the end-effector.  

 It is obvious from the equations (3) through (7) that there exist multiple solutions  
to the inverse kinematics problem. By comparing the errors between these four  
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generated positions and orientations and the given position and orientation, one set of 
joint angles, which produces the minimum error, is chosen as the correct solution [7].  

3 MLP (Multilayered Perceptron) Neural Network Application 
for 5-dof Manipulator 

It is well known that neural networks have the better ability than other techniques to 
solve various complex problems. Inverse kinematics is a transformation of a world 
coordinate frame (X, Y, and Z) to a link coordinate frame ( 54321 ,,, θθθθθ and ). 

This transformation can be performed on input/output work that uses an unknown 
transfer function. MLP neural network's neuron is a simple work element, and has a 
local memory. A neuron takes a multi-dimensional input, and then delivers it to the 
other neurons according to their weights. This gives a scalar result at the output of a 
neuron. The transfer function of an MLP, acting on the local memory, uses a learning 
rule to produce a relationship between the input and output. For the activation input, a 
time function is needed [8]. 

A multi-layered perceptron with back-propagation algorithm is used for the present 
problem. The network is then trained with data for a number of end effector positions 
expressed in Cartesian co-ordinates and the corresponding joint angles. A block dia-
gram of the proposed structure is shown in Fig. 2. The output signals are presented to a 
hidden layer neuron in the network via the input neurons. Each of the signals from the 
input neurons is multiplied by the value of the weights of the connection between the 
respective input neurons and the hidden neuron. The network uses a learning mode, in 
which an input is presented to the network along with the desired output and the 
weights are adjusted so that the network attempts to produce the desired output [8]. 

 

 

 

 

 

 

 

 

 

Fig. 2. Multi-layered perceptron neural network structure 

A block diagram of the structure is shown in Fig. 2. Each of the signals from the 
input neurons is multiplied by the value of the weights of the connection, wj, between 
the respective input neurons and the hidden neuron. 
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The aim of the training phase is to minimize this average sum squared error over 
all training patterns. The speed of convergence of the network depends on the training 
rate,η  and the momentum factor, α. In this work, a two hidden layer neural network 

with three inputs, (X, Y, and Z), and four outputs, ( 54321 ,,, θθθθθ and )was 

trained using the back-propagation algorithm described earlier, along a trajectory of 
the end-effector in the x-y  plane. 

4 Simulation Results and Performance Analysis 

The proposed work is performed on the Matlab Neural Networks Toolbox. The train-
ing data sets were generated by using equation (3) through (7). A set of 1000 data 
were first generated as per the formula for the input parameter px, py and pz coordi-
nates in mm.  These data sets were the basis for the training, evaluation and testing 
the MLP model. Out of the sets of 1000 data, 900 were used as training data and 100 
were used for testing for MLP.  

The following parameters were taken:  Learning rate 0.08; Momentum parameter 
0.065; Number of epochs 10000; Number of hidden layers 2; Number of inputs 3 and 
Number of output 5. Back-propagation algorithm was used for training the network 
and for updating the desired weights. In this work epoch based training method was 
applied. The formulation of the MLPNN model is a generalized one and it can be 
used for the solution of forward and inverse kinematics problem of manipulator of 
any configuration. However, a specific configuration has been considered in the 
present work only to illustrate the applicability of the method and the quality of the 
solution vis-à-vis other alternatives methods.   

 

 
 
 

 

Fig. 3. Mean square error for θ 1 
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Fig. 6. Mean square error for θ 4 

Fig. 5. Mean square error for θ 3 

Fig. 4. Mean square error for θ 2 
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The mean square curve shown in Figure 3 through Figure 7 shows the building 

knowledge procedure for the new path which gives an indication for the success of 
the proposed algorithm. As shown in result, the used solution method gives the 
chance of selecting the output, which has the least error in the system. So, the solution 
can be obtained with less error as shown in Figures (3) through (7) for the best valida-
tion performance of the obtained data with the desired data. Generalization tests were 
carried out with new random target positions showing that the learned MLP general-
ize well over the whole space showing a deviation of 0.0037 of the error goal during 
the learning process. These errors are small and the MLP algorithm is, therefore, ac-
ceptable for obtaining the inverse kinematics solution of the robotic manipulator. 

5 Conclusions  

Mathematical models rely on assuming the structure of the model in advanced, thus 
resulting in sub optimal solution. Consequently many mathematical models fail to 
simulate the complex behavior of inverse kinematics problem. In contrast, ANN is 
based on the input/output data pairs to determine the structure and parameters of the 
model. Moreover, they can always be updated to obtain better results by presenting 
new training examples as new data become available. In the present problem the error 
value (mean square error) is 0.0037 which is very much acceptable when compare to 
the precision figures and repeatability error values of any typical manipulator. From 
the present study, it is observed that the MLP gives better results for inverse kinemat-
ics problem considering average percentage error as performance index. This artificial 
neural network based joint angles prediction model can be a useful tool for the pro-
duction engineers to estimate the motion of the manipulator accurately. 

 

Fig. 7. Mean square error for θ 5 
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Abstract. During bipedal gait, a robot falls from one foot to the other. This  
motion can be approximated with that of an inverted pendulum with discrete 
movements of the contact point. We detail here how to use the linear inverted 
pendulum model (LIPM) for selecting successive contact points in such a way 
that the centre of mass (COM) of the robot flexibly follows a predefined set of 
waypoints on a straight or curved trajectory, allowing it to move forward, stop 
and revert its direction of motion in stable way. The use of a fixed step cycle 
duration reduces the mathematical complexity and the computational load, 
enabling real-time updating of gait parameters in a microcontroller. 

1 Introduction 

1.1 Bipedal Gait 

Bipedal gait is composed of two cyclic movements. The frontal (left-right) oscillation 
moves the weight onto one foot (support foot) while the other (swing foot) travels in 
the air in order to touch the ground in a new, e.g. forward, position. The latter foot 
then becomes the support foot, allowing the other foot to swing too. The sagittal  
motion (forward-backward) is a forward or backward rotation around an axis that is 
approximately given by the position of the support foot. Observing humans shows 
numerous flexible ways of executing these two cycles. However, gait programming 
and control is still a difficult problem in humanoid robotics. Here, we are especially 
interested in gaits for small servo-driven humanoid robots. One approach used in the 
commercial Darwin robot [1] consists of a parameterized cyclic pattern generator, 
similarly to a gait developed at Plymouth University [2].  Such gaits are surprisingly 
effective and have set speed world records. They are also compact from the coding 
point of view and can be run on small microcontrollers. However, they lack flexibility 
and do not exploit the full potential of the robot. Another approach is exploiting the 
physics of the robot, modelled as a simple inverted pendulum, or its more constrained 
form, the Linear Inverted Pendulum Model (LIPM) [3,4]. Such models are also used 
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(9.81ms-2). t = time (s). H = Height of COM (m). √௚ு is the time constant of the pen-

dulum. It will be replaced by ω in this paper. The time derivative of (1.3.2) gives the 
velocity v(t) of the mass: 

ሻݐሺݒ  ൌ ଴ݔ כ ට௚ு כ sinh ൬ට௚ு כ ൰ݐ ൅ ଴ݒ כ cosh ൬ට௚ு כ  ൰                         (1.3.3)ݐ

 
The 3-D motion of the COM can be generated by using equation (1.3.2) for the 

each of the sagittal and frontal motion (see e.g. figure 4).  
These are the equations of motion of a point like mass at the end of a pole. The 

physical robot has an extended mass. For such multi-body pendulums, the time con-
stant is different from the point like model. In practice, we found multiplying the 
point-like time constant (ω) by 0.7 produces the best gait, qualitatively assessed as 
having a good long-term stability and small-amplitude head oscillations.  

The zero moment point (ZMP) [5] of the LIPM has an interesting property. The 
ZMP is the point p on the ground where the foot should be placed so that no torque is 
exerted on the ankle, i.e. the configuration is stable. For a robot that is standing still, p 
is exactly below the COM. For a robot that is, for instance, pushed back, the ZMP 
(where one would place ones feet) needs to be moved backward so that the forward 
force generated by gravity compensates exactly for the external push. For a pole with 
an accelerated mass, the ZMP p (in one dimension) is defined by [6]: 

݌  ൌ ݔ െ  ு௚ ሷݔ                                                               (1.3.4) 
 

Comparing (1.3.4) with (1.3.1), one can see that p=0 for the free-falling linear in-
verted pendulum. That is exactly the point where the foot of the pole touches the 
ground. Therefore, as long as one ensures that the motion of the robot follows its nat-
ural pendulum motion, stability conditions are automatically satisfied.  

In reality a physical robot is not a LIPM, but a multi-body system made of pendu-
lums that exert internal forces on each other.   The ZMP of such system moves away 
from the centre of the foot during gait, but with a displacement normally smaller than 
the dimensions of the foot, thus preserving the stability of a robot actuated on the 
basis of a simple LIPM [7,8]. 

2 Gait Generator 

2.1 Waypoints Selection 

There are many possible ways to design a gait based on equation 1.3.2 and 1.3.3. The 
approach selected here is to set target positions (waypoints) for the centre of mass to 
achieve after two steps, i.e. a full gait cycle. If the COM had only initial conditions 
and a goal position to move to, there would be an infinite number of possible solution 
trajectories, i.e. possible placements for the feet. To select one solution, firstly, the 
COM end velocity vector after the two steps must also be given, as described in sec-
tion 2.2. Secondly, a time constraint is applied: One cycle of the gait, consisting of 
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The approach used here is to work out the VCOM for a straight line motion (TS=0), 
then to rotate the vector by how much the robot body would have turned at the end of 
the curve (figure 6). 

The forward velocity at the end of the cycle is calculated on the basis of the aver-
age speed FS. The end-of-cycle lateral speed of the COM is based on the requested 
sidestep speed SS, as well as the desired separation of the feet. After the forward 
speed and side speed of the end of cycle COM position have been calculated, they are 
rotated by the angle the body of the robot will be facing.  

2.2.1   Desired COM End-of-Cycle Lateral Velocity 
The gait is designed to swing on the left foot first then on the right, this results in the 
end velocity being negative (moving to the left side of the robot, figure 7). The cycle 
time (T) is separated into two halves. In the second half the robot is swinging on the 
right foot so the starting position of the pendulum is -D/2 where D is the separation of 
the feet (assuming that the foot switch takes place when the robot exactly in the mid-
dle between the two feet). At this moment, the initial velocity v0 points towards the 
right. So, at the end of the swing on the left foot, the position is defined by equation 
1.3.2, which can be solved for the initial velocity v0 at the start of the swing on the left 
foot. 

 െ ஽ଶ ൌ െ ஽ଶ כ cosh ቀ߱ כ ଶ்ቁ ൅ ௩బఠ כ sinh ቀ߱ כ ଶ்ቁ               (2.2.1.1) 

଴ݒ  ൌ  ିఠכ஽כቀଵିୡ୭ୱ୦ቀఠכ ೅మቁቁଶכୱ୧୬୦ቀఠכ೅మቁ                            (2.2.1.2) 

 
Of course, during the gait cycle, v0 is also the initial velocity of the swing on the right 
foot. When a side-step velocity is specified, it must be added to equation 2.2.1.2 de-
fining the full end velocity in the lateral direction vl. 

௟ݒ  ൌ  ఠכ஽כቀଵିୡ୭ୱ୦ቀఠכ ೅మቁቁଶכୱ୧୬୦ቀఠכ೅మቁ ൅ ܵܵ                           (2.2.1.3) 

2.2.2   Desired COM End-of Cycle Forward Velocity 
The required forward velocity of the COM at the end of a cycle is determined only by 
the requested forward speed FS of the robot. This corresponds to a required travel 
distance in one cycle of F = כ ܶ . If the robot is moving forward at speed FS, then the 
total distance it will move forward in one cycle is. We shall call this distance F. In the 
second half of the cycle, when the robot swings on the right foot, the COM will move 
from position –F/4 to F/4 in time T/2 (the positions are relative to the contact foot, 
assuming an equal distance travelled during each half-cycle). We can put this into 
equation 1.3.2 and solve for v0 again. 

 ிସ ൌ െ ிସ כ cosh ቀ ߱ כ ଶ்ቁ ൅ ௩బ௪ כ sinh ቀ߱ כ ଶ்ቁ                   (2.2.2.1) 
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At time T/2 the COM position is at x1 with velocity v1. This is the initial conditions 
for the swing on the right foot. The following equations can be created from Equation 
1.3.2 and 1.3.3 for the mid cycle position and the mid-cycle velocity: 
ଵݔ  ൌ ሺݔ଴ െ ሻܮ cosh ቀ߱ ଶ்ቁ ൅ ௩బ௪ sinh ቀ߱ ଶ்ቁ ൅ ଵݒ (2.3.1)                   ܮ ൌ ଴ݔሺݓ െ ሻܮ sinh ቀ߱ ଶ்ቁ ൅ ଴ݒ cosh ቀ߱ ଶ்ቁ                   (2.3.2) 

 
And for the end cycle position and velocity: 
௘ݔ  ൌ ሺݔଵ െ ܴሻ cosh ቀ߱ ଶ்ቁ ൅ ௩భఠ sinh ቀ߱ ଶ்ቁ ൅ ௘ݒ (2.3.3)               ܴ ൌ ߱ሺݔଵ െ ܴሻ sinh ቀ߱ ଶ்ቁ ൅ ଵݒ cosh ቀ߱ ଶ்ቁ               (2.3.4) 

 
Where: L = Left foot position and R = Right foot position. Note that the dynamic part 
of the expressions operate with the pivot point (centre of ankle joint) at position x=0. 
This explains the subtractions and additions of L or R in the position expressions 
2.3.1 and 2.3.3. 

x1 and v1 can be substituted into equation 2.3.3 and 2.3.4. This gives two equations 
with two unknowns (L and R). The values of the sinh and cosh functions are constant, 
so this is just a linear simultaneous equation. This is the reason why a fixed frequency 
gait is useful. The equations can be rearranged to have L and R on the left hand side, 
then put into matrix form: ܣ ቂܴܮቃ ൌ  (2.3.5)                               ܤ

 
Where: ܣ ൌ  ൤ܣଵଵ ଶଵܣଵଶܣ  ଶଶ൨                       (2.2.6)ܣ

ଵଵܣ  ൌ  െ coshଶ ቀ߱ ଶ்ቁ ൅ cosh ቀ߱ ଶ்ቁ െ sinhଶ ቀ߱ ଶ்ቁ         (2.3.7) ܣଵଶ ൌ  1 െ cosh ቀ߱ ଶ்ቁ             (2.3.8) ܣଶଵ ൌ െ2 ߱ cosh ቀ߱ ଶ்ቁ sinh ቀ߱ ଶ்ቁ ൅ ߱ sinh ቀ߱ ଶ்ቁ         (2.3.9) ܣଶଶ ൌ  െ߱ sinh ቀ߱ ଶ்ቁ                                      (2.3.10) 

 
and: 
ܤ  ൌ  ൤ܤଵܤଶ൨                               (2.3.11) 

ଵܤ  ൌ ௘ݔ  െ ଴ݔ ቀcoshଶ ቀ߱ ଶ்ቁ ൅ sinhଶ ቀ߱ ଶ்ቁቁ െ ଶ௩బఠ cosh ቀ߱ ଶ்ቁ sinh ቀ߱ ଶ்ቁ      (2.3.12) ܤଶ ൌ ௘ݒ െ ߱ ଴ݔ 2 cosh ቀ߱ ଶ்ቁ sinh ቀ߱ ଶ்ቁ െ ଴ݒ ቀcoshଶ ቀ߱ ଶ்ቁ ൅ sinhଶ ቀ߱ ଶ்ቁቁ (2.3.13) 
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Both sides of equation 2.3.5 can be multiplied by A-1 to obtain the solution: 
 ቂܴܮቃ ൌ  (2.3.14)                                 ܤଵିܣ

 
The same equation is used to compute Lx and Rx, and then Ly and Ry. The detailed 

resulting expressions are not shown here.  
During the motion cycle, the COM is made to rotate with a constant yaw angular 

velocity (by applying a rotation to the contact foot). If α1 is the yaw angle of the COM 
at the start of the cycle and α2 is the angle at the end, t is the time during the cycle and 
T is the total time of the cycle then the COM angle α(t) is given by: 

ሻݐሺߙ  ൌ ሺߙଶ െ ଵሻߙ כ ௧் ൅  ଵ                              (2.3.15)ߙ

 
The angles of the swinging feet must also be calculated for when they reach the 

ground. The angles of the left foot, αl, and the right foot, αr, are given by equations 
2.3.16 and 2.3.17. 

௟ߙ  ൌ  ଵସ ଵߙ ൅ ଷସ  ଶ                                  (2.3.16)ߙ

௥ߙ  ൌ  ଷସ ଵߙ ൅ ଵସ  ଶ                                 (2.3.17)ߙ

 
This formulation is somewhat arbitrary and using ½ and ½ instead of ¼ and ¾  

actually gives a better good looking motion. 
As the robot needs to dynamically change speed and direction while walking, the 

feet positions cannot be calculated too far in advance. On Drake, at the beginning of 
each cycle, the feet positions are calculated for the next cycle. The feet positions of 
the current cycle are known because they were calculated in the previous cycle. The 
previous feet positions are also stored. 

2.4 Feet Lifting  and Ground Speed Matching 

The vertical lift of the foot from the ground is a fourth order polynomial (at4+bt3+ 
ct2+dt+e). The constants a to e are selected to make a curve that will have minimum 
impact on the ground. Figure 9 shows the vertical feet positions. The peak of the foot 
can be any value. On the drake robots the peak of the foot height is set to 30 mm.   

Horizontally, each foot must move in the air from its previous position to its next 
position in time T/2. This is done smoothly using a third order polynomial equation 
(fig. 10, “foot position” curve).  

In the world reference frame, the swinging foot moves forward. However, as the 
hip of the robot also moves forward, in the robot reference frame, the foot actually has 
to move backward before making contact with the ground (fig. 10. Curve “foot posi-
tion from hip).  
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A qualitative observation of the robot motion suggests some mismatch between the 
pure LIPM and the physical robot, e.g. feet impacts seem to be compensating for a 
slight oscillation speed error in sideways motion.  

Our robot does not have ankle torque meters and the quality of the stability cannot 
be measured in terms of ZMP. The robot recovers from brief sideways and forward 
pushes, but this is a purely qualitative assessment of its stability.  

In straight line, the robot has achieved speeds in excess of 0.3ms/s.  
It is noteworthy that all the calculations described in this paper are completed on-

board the robot on an ATxmega256a3 microcontroller once per cycle, in addition to 
calculations done every 20ms of the COM position calculated using the LIPM formu-
las, and the inverse kinematic of the feet trajectories.  

4 Concluding Comments 

This paper described how to calculate the positions of feet to make a robot follow a 
predefined trajectory flexibly combining translation and rotation. The constraints are a 
constant height of the robot and a constant time between steps. The calculations are 
based on a simple LIPM model and produce working solutions that are used on a real 
robot. The gait actions include forward and backward, straight and curved gaits, and 
start and stop steps.   

Future work will evaluate the fitness of the simple LIPM model for our robot in 
demanding conditions, such as high-speed motion on irregular surfaces, possibly lead-
ing to the development of an appropriately improved model to increase the operation-
al envelope.  
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InMars rovermissions ExoMars is the forthcomingESA/Roscosmos 2018mission,
and one of the future goals is to cache rock samples for subsequent return to Earth
as part of the Mars Sample Return (MSR) mission. Rocks on the martian surface
are one of the most interesting science targets for geologists and planetary sci-
entists. A geologist can conclude in which regions have similar rocks formed and
been deposited at that time. Different physical parameters and locations can cre-
ate distinct rocks, which are essential for the understanding of martian chemical
elements and the geologic environment. Rocks since formation can tell us what has
happened such as the influence of climate, erosion and transportation. However,
rocks are one of the chief obstacles to endanger a rover’s traverse if they are not
detected ahead of time accurately. Therefore, the automated detection of the size
of a rock is a valuable ability for an autonomous planetary rover.

The paper presents a novel approach to measure the size of a rock in a pair
images. Here, we utilize the distance from top-most to bottom-most points and
the distance between left-most and right-most points on the rock contour to
indicate the bounding size of a rock. A rock detection method is employed to
obtain the closed contour of the rock in the pair images [1]. In view of occlusions,
top-most, bottom-most and right-most points are calculated on the contour of
the rock in the left image, and similarly the left-most point is derived in the
right image. Next, the SIFT-RANSAC method is used to properly match the
prominent feature points in the pair of images. Based upon those feature points
found by SIFT-RANSAC, the rough matching of non-feature points (i.e. top-
most, bottom-most, left-most and right-most points) can be implemented by
the proposed algorithm in [2]. Moreover, the fundamental matrix for epipolars
combined with non-feature points is computed by those feature points taken
by SIFT-RANSAC. The projection points of the rough matching points on the
epipolar are derived. A correlation method is applied for the accurate matching
points. The search range is 12 pixels at the two sides of the projection points
using 3 × 3 windows on the epipolar according to the distortion model of the
camera calibration (See Fig. 1). Finally, we utilize the four non-feature points
to calculate the size of the rock using the stereo triangulation method.

The experiments were implemented using the Aberystwyth University Pan-
Cam Emulator (AUPE) with two wide angle multi-spectral cameras (WACs) in
our Trans-National Planetary Analogue Terrain Laboratory (PATLab). The in-
trinsic and extrinsic parameters of the camera are obtained by camera calibration
[3]. 10 rocks of different sizes were used for our experiments. For ground truth
of the rock size were measured using a micrometer. A comparison was achieved
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between our method and the standard disparity equation method. Table 1 shows
the experimental results, the average error of our method is 3.62%, whereas the
standard disparity method produced an average error of 61.22%. Consequently,
there is better accuracy with our method. The very large errors using the stan-
dard disparity method were not expected, and may be due to calibration errors.
However as our method used the same calibrated images, it demonstrates how
resilient our method is to possible systematic errors.

 

(a) Right image results

 

(b) Left image results

Fig. 1. Matching algorithm results. Pink points represent the matched points which
are top-most, bottom-most, left-most and right-most points. Blue lines are the epipolar
relative to the pink points. Yellow points denote the closest and secondary points ob-
tained by SIFT with respect to pink points. Orange points express the rough matching
points obtained using our proposed approach. Green points are the projection points
on the epipolar. The accurate matching points are shown by the red points.

Table 1. Size parameters of the rocks

Rock Name
Distance of ToptoBottom (mm) Distance of LefttoRight (mm)
Our

Method
Disparity
Method

Micrometer
Value

Our
Method

Disparity
Method

Micrometer
Value

Rock 1 105.47 170.06 103.46 161.52 249.02 158.96
Rock 2 67.86 109.57 66.16 96.86 146.47 96.15
Rock 3 85.88 126.01 84.43 98.35 157.61 95.68

CONGLOM ERATE 47.35 67.22 45.53 56.55 88.97 54.06
BRECCIA 49.71 72.03 46.73 58.33 95.08 57.75

SANDSTONE aolian 52.61 83.6 51.89 51.33 78.61 50.61
SANDSTONE torridonian 46.42 73.42 45.86 67.26 105.38 63.68

MUDSTONE 62.74 112.2 59.85 66.27 105.41 63.15
OXFORD CLAY 51.91 75.33 48.66 59.73 91.65 55.54

CRINOIDAL LIMESTONE 52.89 82.89 49.38 59.38 89.04 56.5
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Abstract. The CogLaboration project (http://coglaboration.eu/) was launched in 
2011, as part of the EU FT7-ICT agenda for the development of service robot-
ics and focuses on the fluent handover of objects between a robot and a human, 
which is considered to be a key requirement for providing successful and effi-
cient robotic assistance to humans. The project addresses this challenge by inte-
grating the study of human-human object handover interactions into the robot 
development process.  

 
The Coglaboration project aims to both characterise and understand the mechanisms 
governing the exchange and collaborative handling of objects between pairs of hu-
mans. At the Sensory Motor Neuroscience laboratory (SyMoN) we have focused on 
examining the quantitative and qualitative characteristics of human-human object 
exchanges using tasks closely inspired by realistic conditions. This has included de-
termining what is typical behaviour in such tasks, and what happens in unplanned and 
unanticipated situations. In our investigations we have used measures of upper limb 
motion (hand and arm trajectories) and the forces applied to objects, as well as using 
experimental manipulations to establish the sort of visual and tactile information used 
to correct arm and hand motion and to understand the way gestures are used to pro-
vide information or trigger object handover and shared handling procedures.  

The same metrics that are derived from the studies of object exchange between 
humans are then used to evaluate the vision-driven robotic system, comprising a 
lightweight robotic arm (Kuka LWR) and a hand with tactile sensors, following a 
scenario-driven methodology. 

Within the CogLaboration consortium, the University of Birmingham's SyMoN lab 
members are also involved in the evaluation of the performance of the robotic system 
prototype for Human-Robot interaction. This evaluation is based on a combination of 
motion tracking, touch and motion sensing data from the manipulated object and trial-
by-trial ratings from the participants on the quality of the interactions. 

Our investigation of human to human interactions consists of a series of studies, 
each of which provides detailed analysis of different aspects involved in handover and 
handling interactions. 
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1. Motion tracking of object handover interactions, including: (i) impact of postural 
configuration on interaction dynamics; (ii) evaluation of changes in handover  
location on perceived interaction quality; (iii) unconscious adjustment to partner 
behavior and its implications for anticipating future behavior. 

2. Variability and interpersonal adjustment in joint spatial pointing. 
3. Comparison of hand placement and shape when grasping objects for handover 

vs. grasping for placement. 
4. Grip force and object release time changes when tactile information is atte-

nuated. 
5. Changes in grip force profiles when handing over objects with the dominant or 

non-dominant hand. 
6. Analysis of anticipatory and reactive grip force modulation during object han-

dover based on grip force, load force and shear force data from handing over a 
force sensor instrumented object. 

7. Error-based adaptation of grip force and movement profiles when handing ob-
jects to an unreliable receiving partner. 

8. Analysis of relative information content of gestural features for non-verbal 
communication related to object handover interactions. 

9. Behavioural adjustment and interpersonal interaction during two-person object 
handling with predictable compared with unpredictable load changes 

10. Diffusion modeling of force perception during active/passive movement and 
resulting predictions for optimal time of force perception. 

11. Identification of haptic and multimodal cues that people use to decide to re-
lease grasp, based on grip-force data from experiments using a robotic haptic 
interface for precisely controlled handovers of virtual objects. 

12. Analysis of interpersonal timing interactions between multiple interacting par-
ticipants. 

13. Questionnaire based survey of requirements, concerns and desires related to 
object handover activities, including service robots, in daily living as per-
ceived by elderly focus groups.  

14. Evaluation of an object-embeddable touch and motion sensing device for mon-
itoring how objects are handled during handover interactions. 

15. Creation of a Wiki site for coordinating the sharing of data, models, methods 
and other information related to human and animal behavior (http:// 
behaviorinformatics.bham.ac.uk). 

 
The results of these human-human interaction studies are being used by the Cog-
Laboration partners to design and refine the robotic system prototype for fluent  
human-robot object handover interactions that forms the central deliverable of the 
CogLaboration project. 

Publications relating to this work can be found via the CogLaboration website 
(http://coglaboration.eu/) or the SyMoN lab site (http://symonlab.org/). 
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The aim of euRathlon1 is to create real-world robotics challenges to test the intelli-
gence and autonomy of outdoor robots in demanding mock disaster-response scena-
rios. Inspired by the Fukushima accident we are working toward a competition that 
requires autonomous flying, land and underwater robots acting together to survey the 
disaster, collect environmental data, and identify critical hazards. Leading up to this 
Grand Challenge in 2015 are directly related land and underwater robot competitions. 

The first 2013 euRathlon land robotics competition, with a parallel workshop on 
field robotics, took place from 23-27 September 2013, in Berchtesgaden, Germany. 
The competition was organised around five scenarios (1) Reconnaissance and surveil-
lance in urban structures, (2) Mobile manipulation for handling hazardous materials, 
(3) Search and rescue in a smoke-filled underground structure, (4) Autonomous navi-
gation using satellite navigation, and (5) Reconnaissance and handling of explosive 
devices. A total of 14 teams from 7 countries took part, with each team entering  
between 1 and 4 scenarios. Of the 14 teams, 4 were from industry, and 10 from uni-
versities or research institutes. Each trial was witnessed and scored by judges,  
and benchmarking observers. The results have been published on the eurathlon2013 
competition website2. For obvious safety reasons only technical staff, judges and the 
team actually competing had close access to robot trials, and so large screen CCTV 
displays provided live coverage of the trials as they took place. A parallel static  
display of robot systems and projects provided interest between trial runs.  

Also in Berchtesgaden the 2013 workshop on field robotics provided an opportunity 
for attendees to deepen their understanding of outdoor autonomous robotics, to share 
ideas and experience, and to prepare themselves for future euRathlon competitions. 
Keynote speaker Shinju Kawatsuma, from the Japan Atomic Energy Authority,  
provided attendees with a fascinating and honest first-hand account of the use of robots 
in the Fukushima Daiichi NPP, following the March 2011 Tsunami.  

                                                           
1 euRathlon (www.eurathlon.eu) is funded within the EU FP7, project 601205 
2 http://www.elrob.org/eurathlon-2013-results 
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Fig. 1. A montage of images from the euRathlon 2013 competition and workshop (photos: 
Aaron Boardley and Marta Palau Franco) 

Benchmarking efforts focused on developing a set of benchmarks for the euRathlon 
2013 land robotics competition as well as looking ahead to 2014 and 2015 competi-
tions. We designed benchmarks that were used in euRathlon 2013 to assess robot  
performance. In parallel we have reviewed the state of the art in benchmarking in the 
robotics community. The National Institute for Standards and Technology (NIST), 
involved in designing benchmarks for the robotics community in the US for the last  
3-5 years, provided a set of standard test rigs as part of their static display at euRathlon 
2013, and a workshop talk.  

In preparation for the euRathlon marine robotics competition in 2014 and the 
Grand Challenge in 2015 involving robots from the three domains: land, sea and air, 
the consortium has worked on the definition of the scenarios and the logistics. For  
the 2014 underwater robotics competition, the scenarios have been designed and  
published3, and the venue chosen and date confirmed: the CMRE facility in La  
Spezia, Italy, 29 September – 3 October 2014. For the 2015 multi-domain Grand 
Challenge in October 2015, the candidate location is the island of Favignana, Sicily. 

The 2013 euRathlon robotics competition and workshop was an outstanding  
success, establishing euRathlon in the landscape of emergency response competitions. 
(For YouTube daily video reports see4.) While it would be too soon to expect wider 
impact, we believe we have laid the groundwork for years 2 and 3 of euRathlon, and 
its unique focus on smarter multi-domain multi-robot team working. 

                                                           
3 http://www.eurathlon.eu/site/index.php/compete/scenarios2014/ 
4 https://www.youtube.com/user/euRathlonVideos 
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We present a novel software tool intended for mobile robot mapping in long-term
scenarios. The method allows for efficient volumetric representation of dynamic
three-dimensional environments over long periods of time. It is based on a com-
bination of a well-established 3D mapping framework called Octomaps [1] and
an idea to model environment dynamics by its frequency spectrum [2]. The
proposed method allows not only for efficient representation, but also reliable
prediction of the future states of dynamic three-dimensional environments. Our
spatio-temporal mapping framework is available as an open-source C++ library
and a ROS module [3] which allows its easy integration in robotics projects.

In order to act intelligently, an agent has to be able to reason about its sur-
roundings and thus needs to model its environment. In mobile robotics, suitable
world representation is an essential component that allows an intelligent robot
to make decisions, plan future actions, estimate its location and cooperate with
others. So far, the environment models used in mobile robotics have been tai-
lored to represent static scenes and treat environment dynamics as unwanted
noise. Thus, the research was aimed at efficient acquisition, representation and
usage of static environment models.

One of the most popular environment representations is an occupancy grid,
which allows for efficient probabilistic sensor fusion, motion planning, localiza-
tion and exploration. The main drawback of occupancy grids is their low-memory
efficiency because they represent large, empty areas of the environment by a large
amount of empty cells. This is mitigated by the so-called Octomap [1] framework,
that locally adapts the grid resolution to the level of detail required. The authors
of Octomap show that the method can represent large-scale environments with
a fine level of detail on standard computational hardware.

In order to act efficiently in changing environments, the robots need to model
the environment dynamics as well. Since it is infeasible to store all the observa-
tions a robot makes over long periods of time, one has to represent the tempo-
ral domain in an efficient way. The work in [4] represents the environment by
multiple temporal models, each representing a different timescale. The authors
of [5] cluster the observations according to their similarity and create ‘experi-
ences’ that capture the different appearances of the same spatial locations. The
authors of [6,2] propose to use an occupancy grid and model the dynamics of
individual cells independently. While [6] represents the occupancy of each cell
with a hidden Markov model, [2] assumes that the variations observed are caused
by hidden processes that are naturally periodic and identifies them by means of
a Fast Fourier Transform. The authors of [2] show that their method (called
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FREMen) achieves compression of the model’s temporal domain by rates up to
106 while predicting the environment states with 90% accuracy.

We represent the occupancy of the cells stored in the Octomap by the spectral
model proposed in FREMen. Thus, the efficiency of Octomap to model large
spatial scales and the efficiency of FREMen to represent long periods of the
time are combined in an efficient spatio-temporal environment model.

We consider the occupancy of each cell (voxel) stored in an Octomap as a
binary function of time, i.e. the occupancy of ith cell is represented as si(t). The
approach in [2] considers the si(t) as being influenced by a set of naturally peri-
odic processes and proposes to represent si(t) by a probabilistic function of time,
which is a combination of harmonic functions which reflect the most prominent
periodic processes that constitute the environment dynamics. Technically speak-
ing, FREMen represents each function si(t) by a set of the n highest values of its
frequency spectrum Si(ω) obtained by Fast Fourier transform and a Δ-encoded
setO that represents time intervals where the Inverse Fourier Transform of Si(ω)
does not equal the original function si(t), i.e.

si(t) = (IFT (S(ω)) > 0.5)⊕ (t /∈ O), (1)

where ⊕ is a XOR operation. The FREMen model of each Octomap voxel is
built iteratively; each time a state si(t) is measured, Eq. (1) is calculated and if
the observed occupancy does not equal (1), the time t is added to the outlier set
O. Whenever the set O grows too large, the spectrum Si can be recalculated,
which results in reduction of O. Since Eq. (1) can be calculated for any value of
t, (1) can be used to predict the state si(t) as well.

Thus, our system takes a series of Octomaps observed over time and builds a
temporal model of each observed voxel. After that, the system allows to calculate
the state of the individual voxels and recover the Octomap for any given time.

We have applied the proposed approach to data collected in an office envi-
ronment for a period of one week. The dataset consisted of 120960 Octomaps
each representing 213192 spatial cells. The proposed system stored the spatio-
temporal model in a 2MB file achieving a compression rate of 1:10000. Compar-
ing the model’s predictions to day-long measurements performed two weeks later
showed that the model predicted the environment states with 98% accuracy.

Acknowledgement. The work is funded by the EU project 600623 ‘STRANDS’.
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1 Summary 

This extended abstract presents a technique that enables the use of inverse dynamics 
for redundant systems, like cooperative robots. The advantage of this approach is sim-
plified calculation of inverse dynamics that involves force demands. For the conven-
tional method, one needs to properly separate the system according to the demanded 
forces. Once separated, the inverse dynamics need to be done on each subsystem. This 
is particularly difficult when the system is complicated, so more human input is 
needed. The method is applied in a feedforward controller. Experiments on two colla-
borating robots are carried out and results show improved performance.  

2 Theory 

The dynamic model of a system can be written using Lagrange’s equations of motion:  

 ൤ۻ ۸்۸ ૙ ൨ ቂܙሷૃ ቃ ൌ ൤۲ ൅ ሶܙെ۸ሶۿ ൨ ൅ ቂ۳ܝ૙ ቃ (1) 

where q, λ, Q, J, and u are the vectors of generalized coordinates, Lagrangian multip-
liers, generalized inputs, constraint Jacobian matrix and control inputs respectively. 
The matrix E maps the control inputs on the generalized coordinates. The vector D 
contains the centrifugal, Coriolis and gravity forces and torques.  

The conventional inverse dynamics only allows desired motions with the same de-
grees of freedom as that of the system. In order to overcome this, the definition of 
motion is extended to cover not only the acceleration of the generalized coordinates, 
but also the Lagrangian multipliers (or constraint forces) as follows: 

ሷܙ۰  ൅ ۱ૃ ൌ  ሻ (2)ݐሺܡ

where B is the matrix specifying the motion defining generalized coordinates, C is the 
matrix specifying force defining Lagrangian multipliers, and y are the desired accele-
ration/force functions describing the motion.  
 By substituting the rows corresponding to the control inputs in Eq. (1) with Eq. (2), 
the motion and the Lagrangian multipliers can be obtained in a similar manner as in 
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solving the forward dynamics. Then the control input can be calculated at each inte-
gration step using the rows of equations that were substituted in Eq. (1).  

3 Experiments and Results 

The system consists of two 2-link robot manipulators and a bar shaped load with a 
force sensor on a vertical plane, as shown in Fig. 1. Each robot has two degrees of 
freedom controlled by two joint motors. However, when carrying the load as shown in 
Fig. 1, the overall system has three degrees of freedom with four control inputs. The 
controller for each motor consists of three loops; position feedback, force feedback, 
and inverse dynamic feedforward input. For comparison, the experiment without the 
feedforward input is also carried out. A compression force demand of 0.5 N at the 
midpoint is set and two kinds of motions are executed. The first experiment includes a 
point to point motion with robot 1 holding position and robot 2 moving the load from 
θ=0 to 0.5236 rad by a smooth acceleration profile. The motion lasts 0.4 seconds. A 
second experiment involves a sine wave on the y axis and a multi-frequency Schroed-
er Phased Harmonic Sequence (SPHS) signal on θ. The frequency and amplitude of 
the sine wave are set to 0.2 Hz and 0.06 m, respectively. The fundamental frequency 
of SPHS is 0.2 Hz with 10 harmonics. Results of two experiments are shown in  
Table 1. Both position and force tracking perform better with the new controller.   

 

Fig. 1. System definitions 

Table 1. RMS and the peak of the angular error (rad) and force error (N)  

Motion Controller Angle RMSE 
Angle 
peak 

Force RMSE 
Force 
peak 

P2P 
Pos + Force + FF 0.02359 0.0843 0.10917 0.1795 
Pos + Force 0.02890 0.0828 0.19408 0.3510 

SPHS 
Pos + Force + FF 0.03165 0.1636 0.08377 0.3566 
Pos + Force 0.03296 0.1849 0.11158 0.5557 

4 Conclusion 

Experimental results show improved performance with the proposed direct inverse 
dynamics based feedforward controller.  

x

y 

Robot 1 

Robot 2 

θ
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In this work, we address the problem of implementing cooperative search in
humanoid robots (NAOs). The robots are taught to recognise a number of objects
and then use their RGB-D sensors (attached to their heads) to search their
environment for these objects. When an object is found they have to move to
the target position and to perform a cleaning task in these objects (also, the
location of recognized objects can help navigation). The challenge is threefold:
1) navigation/exploration, 2) real-time object recognition and 3) cooperation.
This work will show preliminary results in object recognition and briefly discuss
the approaches that will be employed for the entire system.

The scenario consists of a room in which some objects are spread (Figure 1
on the left). Initially, the robots (Figure 1 on the right) explore the environment
until their RGB-D devices have detected objects. Then, the robots move to the
objects, constantly trying to identify them. It is an assumption of our approach
that these objects are located on tables or plane surfaces, so this strategy will help
to detect potential objects before recognizing them. The robot has to extract the
appropriate information from the point cloud, filter noise and correctly segment
the objects. We are using RANSAC (RAndom SAmple Consensus) [1] to identify
planes and VFH (View Point Feature Histogram) to collect a multidimensional
descriptor (feature vector with 308 elements) that characterizes the object. The
robots are, initially, completely unaware about the object’s position. Thus, they
cannot plan the best way to cooperatively distribute themselves in the environ-
ment, but they canmodel the influence of other robots as repulsive potential fields,
in a purely reactive, though collaborative, way. Although a navigation approach
based on RGB-D data is intended to be used, initially we will employ a ceiling
camera (also used in [2]) that provides a global view of the environment.

Figure 2 shows some objects used in our experiments. We decided to create
our own database to employ the same objects in a future stage of the project for
online recognition. We have collected RGB-D data of 5 different types of objects
(category) and 5 different objects of each type (instances) in 12 different views.
The total number of images acquired was 300. We also applied rotation (roll,
pitch and yaw) and added noise (in 10% of the points of each point cloud) to
create a dataset of 4200 samples. From this total, 75% were used for training
and 25% used for testing. A Multichannel Convolutional Neural Network from
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Fig. 1. (Left) Final scenario to be used and (Right) NAO robot with RGB-D device

Fig. 2. Examples of RGB-D of 3 objects: box, book, cup

Fig. 3. F1-score results for Book(1), Box(2), Can(3), Cup(4) and Sponge(5)

our previous work [3], developed for gesture recognition, was used and trained
with the Backpropagation Algorithm. The F1-score results for 2D images and
3D point clouds can be seen in Figure 3. These results show that our approach
is promising, with F1-scores values greater than 0.9 for all objects. The next
challenges that should be addressed are: 1) how to combine efficiently 2D and 3D
information, 2) how to embed this recognition system in the robots to perform
real time recognition and 3) treat noise and the presence of multiple objects. We
expect that in the future the benefits of employing multiple robots for assistance
living surpass the costs expended to acquire the technology.
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The use of autonomous Unmanned Aerial Vehicles (UAVs) in search and rescue
missions is increasing; they are used in surveying the environment, collecting evi-
dence about missing or injured humans, or for damage assessment in disaster ac-
cidents. Sound source localisation is an important ability of the human auditory
systemand for a search and rescue teammember it is reliable in the cases when they
cannot see the target. Such ability, however, is degraded in robotic systems due to
the noise generated by their actuators during their motion. Significant amount of
previous research has been carried out in developing methods for sound source lo-
calisation and filtering noises generated by robots, but only a small portion of the
research done has been focused on UAVs. Due to the huge noise generated by the
rotors sound source localisation represents a real challenge.

1 Proposed System

We develop an auditory system for a quadcopter to localise missing or injured
persons in a search and rescue mission through their screams [1], and an acoustic
homing device that generates a powerful signal with frequency range 28KHz to
32KHz, as no environmental noises are expected in this frequency range.

Due to the noise generated by the rotors of the quadcopter the main research
challenge was to filter the noises before localising the desired signal source. The
whole system was designed and simulated in Matlab. All the possible noises
were taken into account: the noises generated by the quadcopter rotors, the
expected environmental noises in a search and rescue mission; the sound strength
deterioration has been also considered. The method used is to a certain extent
similar to the one proposed in [2]. Pre–recorded noise templates to remove the
noise generated by the rotors have been used, but instead of applying a direct
template subtraction, signals received by the four microphones mounted on the
quadcopter are compared to a prerecorded noises library in order to determine
the noise template with highest similarity. Then a frequency mask from the
matching template is generated and all the frequencies covered by the mask
from the received signals are removed. After filtering the only remaining signals
are the screaming signal and the homing device signal. Then two parallel filtering
processes are used, the first one removes all the frequencies in the signal except
the screaming signal frequency band to localise its source and the second removes
all the frequencies in the signal except the homing device frequency band.

For localising the signal source also two parallel processes are used, the pur-
pose of the first process is to localise the screaming signal source and the second
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process aims at the homing device signal. To estimate the time delay of ar-
rival of the signals in both processes the signals from the four microphones are
cross–correlated against each other in pairs [3], then assuming a constant sound
velocity the sound source angle is calculated.

2 Results and Discussion

As the system is designed to localise both human screams and an acoustic homing
device, the results consist of two main parts which are screaming sound source
localisation and homing device localisation. For the human screams source locali-
sation, the system was tested for multiple sound source angles with respect to the
quadcopter’s reference with a constant distance of one meter, between the sound
source and the quadcopter’s centre. The results showed maximum of 0.35 error
percentage between the actual angle and the measured angle at the rotor’s max-
imum speed. For the homing device localisation, the system was also tested for
multiple locations for the sound source with variation of both the sound source
angle and distance to the centre.The results showed maximum error percentage
of 0.536 when the distance between the source and the quadcopter’s centre was
below 90m considering that the homing device was generating sinusoidal signals
with amplitude gain equal to 100. When the distance exceeds 90m the system
failed to provide the source angle with acceptable error percentage. The designed
system has several limitations as the sound is considered to be propagating in the
two-dimensional plane and the quadcopter is assumed to be stationary during
the localisation process. The used filtering method limits ability of the system
to detect and localise human screams when the source is more than 1.5 meters
from the quadcopter centre and the screaming signal is of average strength.

3 Conclusion

The proposed system has been successful in removing the rotor’s and the envi-
ronmental noises, and in localising both the screaming and the homing device
signal sources but with range limitations due to the aggressive filtering technique.
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Tracking and following a mobile target (a robot or a person) is a very challenging
and important task in autonomous mobile robotics applications, due to unstruc-
tured, dynamic and often unknown environment. We describe a method for fol-
lowing a master agent by a slave agent with aid of visual commands based on QR
codes. Due to their data storage capacity QR codes are also used to control the
slave robot speed and its position with respect to the master agent.

The QR code is mounted on the leader-agent, the slave agent is equipped with
a web-camera capturing frames with 1280×720 resolution, which captures the
image of QR code. The system uses the Zxing open-source library to read 2D
barcodes developed in [3] and integrates it with MATLAB for further process-
ing. After the QR code has been read an appropriate response to a command
provided by the QR code is determined. The system is designed to respond to
the set of commands: ‘follow’ to follow a master agent, ‘move’ to execute pre-set
navigation commands and ‘stop’. In the case of the ‘follow’ command the system
executes tracking the QR code to determine the target coordinates and the dis-
tance to the target, which are used as an input for the controllers to calculate an
appropriate navigation command for the slave robot to follow the master agent.
Matlab’s computer vision toolbox was used for feature detection and tracking [4].
The target reference features from a sample QR code with the built-in ’follow’
command were extracted by means of Matlab’s ‘detectSURFFeatures’ function.
Then the same function was used for processing the captured frame and match-
ing the obtained features with the reference features. The tracking process is
performed only if there is a sufficient amount of matching features. It starts
with estimating the target transformation matrix using the Matlab’s function
that employs the Random sample consensus(RANSAC) algorithm. After deter-
mining the transformation matrix of the target, the target size and centroid
are used as feedback to the controllers. Two independent PID controllers were
designed in Matlab. The first controller uses the target’s size in the captured
frames as feedback representing the distance to the target; its output signal is
the robot’s linear motion along its X-axis. The second Controller uses the tar-
get’s coordinates as its feedback to align the robot with the target by setting
the controller set-point to the frame’s centre. Both PID controllers were tuned
and their signal conditioned to accommodate the robot’s rotors speed input.

The system was implemented on robots Pioneer-3AT that were operated on
ROS. Communication between ROS and MATLAB was executed through the
IPC-bridge [1] that allows Matlab acting as a ROS node with the ability to pub-
lish data to other ROS nodes. The IPC-Bridge supports the Geometry messages
as standard ROS messages for navigation commands and is used to send the
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control signal from Matlab to ROS to control the robot’s motion. The Geometry
message used is the Twist message that contains both the linear motion and the
rotational motion control values.The IPC-Bridge ROS package were modified to
publish messages directly to ROS ARIA that controlled all the robot’s actuators.

Multiple experiments were carried out to test all the layers of the system.
Firstly, the system was tested whether it was able to read the commands in the
QR code at a maximum distance of 1.5 meters. Next the system was tested with
two commands: ‘move’ and ‘stop’. The robot responded to the first command
by moving in the pre-set motion sequence, and the second command stops the
robot and shuts down the system. As the system was designed for multi-agent
operations, the ‘follow’ command was designed for a slave agent(robot) to follow
a master agent. Initially, experiments were performed by moving the master
agent along a straight line with multiple velocities; the slave agent was capable
to match the master’s velocity with an acceptable delay at all velocities bellow
or equal to 0.25m/s. By increasing the master robot velocity to 0.3m/s the slave
agent was able to follow the master agent but didn’t always match its speed due
to loss of target features in some of the processed images. With the velocity of
the master robot increased further to 0.35m/s the slave robot failed to follow
the master agent and stopped due to loss of features.

To test the slave agent ability to follow a master robot along a variable path,
the master robot was remotely controlled, and its path data were plotted us-
ing ROS odometry data whilst the test area was mapped using ROS Gmapping
package based on Open SLAM [2]; a laser scanner mounted on the master robot
scanned the environment. The slave robot moved along the path of the mas-
ter robot when it was moving along a polygonal path. However, as the slave
robot doesn’t follow the actual path of the master robot and the controllers
are designed to maintain the distance and the target in the centre of the vision
frame, when the master robot moved along curved paths there was a deviation
of maximum 40 cm from the inside of the curved path. The system has some
limitations: the slave robot may lose the features of the target or hits an obstacle,
and stops, when the master robot turns in a close vicinity to an obstacle with
a small turning radius or rotates around its Z-axes with rotation more than 80
degrees without linear motion. For path following, it is recommended to buffer
the master robot positions and generate a path for the slave robot to navigate
along, instead of direct vision output to the controllers.
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Perceiving surrounding interesting objects in an automatic way is a valuable
capability for rover-based planetary exploration. Through analysing images cap-
tured by on-board cameras automatically, the regions of interest (ROI) can be
obtained thereby implementing an autonomous capability to some degree. In
order to detect the ROI from images, several bottom-up saliency-based methods
have been applied (especially for Mars exploration) [1,2].

However, some traditional saliency methods cannot detect the ROI correctly.
A possible explanation for this phenomenon may be that the traditional saliency
methods have introduced some features independent or unrelated to the input
image. Hence, we propose a saliency method which uses the features generated by
the input image itself. This method begins by extracting random patches from a
image. As we used single channel images, each patch had w-by-w pixels with only
one channel. Here we set the w to 25. These patches were then represented as
vectors with 625 elements. The vectors were regarded as the inputs of a network
simplified from a deep belief network (DBN) [3]. The network was consisted of a
2-layer restricted Boltzmann machine (RBM). The first layer RBM converted the
patch vectors to 100 features, and then these features were further abstracted to
10 features in the second layer. Like the DBN, the unsupervised training method
was applied to train the weights and biases of each layer. Here we exhibit an
example of first layer weights of a trained RBM in Fig. 1. The original image for
extracting patches is shown in the top-left picture of Fig. 2.

It can be seen that the first layer RBM is like a series of convolution ker-
nels. Some of the kernels are similar to Gabor filters to generate the features
representing the structure of lamination. On the other hand, the second layer
performs a further abstraction of the features from the first layer.

Ten feature maps were obtained by pooling all the patch vectors of the whole
image through the trained DBN. Here, we named each feature map as Fi and
then applied a max-min activating method to produce the final saliency map
SaliencyMap:

SaliencyMap =

∑10
i=1(1− Fi)× (max(Fi)−min(Fi))∑10

i=1(max(Fi)−min(Fi))

An image which contains the content of layered sedimentary features was used
to test the performance of our algorithm. The saliency results of the traditional
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Fig. 1. The weights of the first layer RBM

Original image ITTI method  GBVS method 

SR method SS method Proposed method 

Fig. 2. The performance comparison of saliency methods

saliency methods including Itti’s saliency (ITTI) [4], graph-based visual saliency
(GBVS) [5], spectral residue (SR) [6] and image signature saliency (SS) [7] are
presented as well. The performance comparison of all algorithms is illustrated in
Fig. 2. By visual inspection, it can be seen that the saliency region of the proposed
method is distinct and concentrates on the region containing layered sedimentary
features which would be an interesting science target in actual Mars exploration.
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