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Chapter 1 
Document Image Segmentation through 
Clustering and Connectivity Analysis 

Mihai Bogdan Ilie   

Abstract. This chapter presents a new document image segmentation algorithm, 
called Cluster Variance Segmentation (CVSEG). The method is based on the 
analysis of the tiles suspected to be part of an image and filtering them subse-
quently. In the end, the results are enhanced through a reconstruction stage. I pre-
sent the design of the algorithm as well as the test results on various document  
images. The experiments validate the efficacy and efficiency of the proposed ap-
proach when compared with other algorithms. 

1.1   Introduction 

In the context of the current stage of document generation and recording, there is 
very much interest shown in the Document Analysis and Retrieval (DAR) field, 
which is a viable solution to automatically process and classify the documents in a 
specific area. There are many problems that have been addressed by DAR re-
searchers all over the world, like: 

•  extracting the text from documents written in different languages with  
 different characters [1]; 

•  document sorting according to keywords [2]; 
•  document sorting according to the layout; 
•  web crawling [3]; 
•  automatically processing official forms [4]; 
•  signature and stamp detection [5]; 
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•  distinguishing between two different languages [6]; 
•  many others. 

The sub-problems encountered in the document processing area are complex 
and are originated in different areas: 

•  scanning conditions; 
•  noise determined by the page curvature; 
•  poor page illumination; 
•  degraded physical support; 
•  stroke size; 
•  different languages and characters etc. 

The implementations vary from solving the basic problems of document 
processing up to complete, sophisticated software solutions, completely con-
nected. A common approach (especially in the areas which require a classifier, but 
not only) is to use artificial intelligence techniques. Among these, the most com-
mon during the classification stage are the neural networks and the support vector 
machines. Besides these, there are implementations that make use of genetic algo-
rithms [7], unsupervised learning [8], swarm intelligence, Markov random fields 
[9], fuzzy modules [10] or self organizing feature maps [11]. 

One of the problems addressed by the DAR area is the automated extraction of 
images from documents. Next, this information can be used for multiple purposes, 
like plagiarism detection, document classification according to the image content 
or according to the logo. 

1.2   Related Work 

The main purpose of the DAR area is to recognize the text and the graphical ele-
ments in a document scan, as a human would. The DAR field includes multiple re-
search directions, like: 

• binarization, 
• noise reduction, 
• segmentation, 
• OCR, 
• skew estimation, 
• many others.  

From all of the above I am mostly interested in the segmentation area, especial-
ly in image segmentation.  

There are many possibilities to classify the current DAR approaches but one of 
the most complete studies establishes the below algorithm taxonomy [12]: 

• based on image characteristics – extracting local and global descriptors for 
colour, shape, texture, gradient etc., 

• based on the physical structure – establishing the document geometrical  
hierarchy, 



1   Document Image Segmentation through Clustering and Connectivity Analysis 5 

 

• based on logical characteristics – establishing the document logical hierarchy, 
• based on text characteristics – extracting keywords, based on an OCR  

algorithm. 
 
In what regards the classification strategy, the approaches can be classified as 

below: 

• bottom-up – which start by analysing pixels, regions or connected tiles; the 
resulted objects are then merged and classified as document areas; 

• top-down – which start analysing the document from the encompassing 
scan  image and then split it in unit regions. 

Regardless of the techniques described above, the authors agree on the below 
stages involved in the process of obtaining the desired results: 

• binarization, 
• noise reduction, 
• segmentation, 
• thinning, 
• chain coding and vectorization. 

In the document segmentation area, most of the researchers target text segmen-
tation in all its variations - block, paragraph, line, word and character segmenta-
tion. There are not many image segmentation algorithms; among them, probably 
the best known is the one implemented by Bloomberg [13], based on eroding the 
image in order to eliminate the text and then dilating it in order to enhance the 
image features. Subsequently, this algorithm got improved by Syed Saqib 
Bukharia [14], who introduced some additional steps, refining the two stages. 

I propose a bottom-up image segmentation approach, based on image characte-
ristics, targeting the document image segmentation. 

1.3   New Approach 

The algorithm (CVSEG) is based on decomposing the document in tiles, cluster-
ing and filtering them based on their inner variance and connectivity. 

The image segmentation process is split into several phases. First of all, the al-
gorithm assumes that the image has been previously binarized. In order to achieve 
its goal, the algorithm extracts the pixel grid, splits the image in tiles of a certain 
size and goes through the below stages: 

1) text filtering, in order to facilitate processing the remaining areas. Currently 
I am using a simple algorithm, based on XY axis projection [15]. I looked 
for a simple method which would be computational fast and that would 
manage to eliminate the text up to some extent. This step works well on 
documents which are correctly aligned with the axis; the results are shown 
in the image below (Fig. 1.1). However, if the text is not completely fil-
tered, it will be excluded from the final result due to its poor variance score.  
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Fig. 1.1 Text filtering 

2)  calculating the average pixel intensity for each tile. ܩ௅ ൌ ଵ௪כ௛ ∑ ௜,௝௜,௝݌ ,  (1.1) ݈݁ݒ݈݁ ݕܽݎ݃ ݁݃ܽݎ݁ݒܽ ݄݁ݐ

∆ீൌ ݓ1 כ ݄ ෍ ௜,௝݌| െ௜,௝ ,|௅ܩ  ݐ݄݄݃݅݁ ݀݊ܽ ݄ݐ݀݅ݓ ݈݁݅ݐ ݄݁ݐ ݐ݊݁ݏ݁ݎ݌݁ݎ ݄ ݀݊ܽ ݓ

∆ீൌ ݓ1 כ ݄ ෍ ௜,௝݌| െ௜,௝ ,|௅ܩ  ݐ݄݄݃݅݁ ݀݊ܽ ݄ݐ݀݅ݓ ݈݁݅ݐ ݄݁ݐ ݐ݊݁ݏ݁ݎ݌݁ݎ ݄ ݀݊ܽ ݓ

3) calculating the average variance in each tile. Based on this score, I am es-
tablishing whether a certain tile may be part of an image or not (∆ீ൐ ܶீ and ∆஼൐ ஼ܶ). The decision criteria is that in a particular tile, an image tends to 
be more uniform than the text. The thresholds have been set through expe-
riments at ܶீ ൌ 0.1and ஼ܶ ൌ 0.37. 

,ଵ݌௅ሺܥ ଶሻ݌ ൌ ൜ 0, 1݌ ݂݅ ൌ ,21݌ !1݌ ݂݅ ൌ  (1.2) 2݌

∆஼ൌ ݓ1 כ ݄ ෍ 1ܰ௜,௝ ෍ ,௜,௝݌௅൫ܥ ௠,௡൯௠,௡௜,௝݌ , ݉! ൌ ݅, ݊! ൌ ݆ 

௜ܰ,௝ െ  ݈݁ݔ݅݌ ௜,௝݌ ݄݁ݐ ݂݋ ݏݎݑ݋ܾ݄݃݅݁݊ ݈ܽݐ݋ݐ 
4) eliminating singular tiles, which are not connected to any other validated 

sub-windows. At this stage I am calculating a score based on the neigh-
bours and filtering out the isolated tiles. Generally, at this step I am discard-
ing the tiles which include noise or any remaining text areas. The results 
are shown in the image below (Fig. 1.2). 
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Fig. 1.2 Filtering singular tiles 

5) on the resulted tile set I am applying a K-Means clustering algorithm, 
which uses as a decision metric the Euclidean distance between the ele-
ments. At this step I am building the tile sets which represent the images 
from the document, or parts of a larger image. 

6) for each of the above clusters I am computing a score based on their scarci-
ty and connectivity coefficients. The thresholds for these 2 scores have 
been determined experimentally as Tsparse=0.33 and Tcon=0.5. ݕݐ݅ݏݎܽ݌ݏ୩ ൌ ୵כ୦כSౡAౡ                                         (3.3) 

w and h represent the tile size, 
Sk represents the number of tiles in the k cluster, 

Ak represents the smallest rectangular window which includes all the tiles ܿ݊݊݋௞ ൌ ௄೎ௌೖ                                                        (3.4) 

Kc represents the tile count with at least 2 valid neighbours, 
Sk represents the number of tiles in the k cluster 

7) the clusters are then filtered in order to eliminate tiles containing text areas 
with different fonts, affected by noise/poor illumination or by page curva-
ture. The example in the figure below (Fig. 1.3) shows the effect of cluster 
filtering. 

8) the resulting tiles are then merged and exposed to a reconstruction stage, 
which adds connected pixels, up to the distance D, where D is the diagonal 
of the tile. Sometimes, the image boundaries may be mistaken as text areas, 
which means that the final result may not include them. In order to avoid 
this, I am adding the pixels which are connected to the ones identified as 
being part of the image.  

The algorithm's logical schema is presented in the below figure (Fig. 1.4). 
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Fig. 1.3 Filtering clusters 

 

Fig. 1.4 CVSEG logical schema 

1.4   Experimental Setup 

The experiments have been conducted on a set of 1380 images, obtained from 2 
sources: 

• scans of old, degraded documents, used as a benchmark in the ICDAR 2007 
conference [16]; 
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• high quality copies, containing mostly manuals and documentation for the 
Ubuntu 12.04 operating system. In order to be able to use them, I have pre-
viously converted them from the pdf format to the jpeg one. 

Since the CVSEG algorithm requires a pre-binarized document, I have used the 
below binarization algorithms: 

• average binarization, obtained by splitting the image in multiple tiles and 
applying a normalized threshold on each of them; 

• Sauvolabinarization, developed by [17]; 
• NLBIN, a non linearbinarization algorithm, recommended by the authors of 

the Ocropus library [18], the default document processing tool used on the 
Android operating system. 

The chosen programming language was python, especially due to the facilities 
provided for the clustering algorithms and for the matrix handling API. I have 
used a 32 bit Ubuntu 12.04 operating system, running on a machine based on an 
Intel I5 dual core processor and 4GB of RAM. Due to the software's modular 
structure I could easily switch between different tile sizes and binarization  
algorithms. 

The test images have been tagged with bounding boxes, saved in corresponding 
text files, containing the upper left and lower right coordinates.  

The best results have been obtained when using a tile size of 20 pixels. If the 
tile size is increased too much, it is hard to distinguish between text and images 
based on the variance, as the analyzed surface would be too big and this indicator 
will always be high - this translates into disregarding most of the sub-windows. 
Choosing a tile which is too small translates into a very small variance score, 
which basically means that the algorithm will validate much more sub-windows. 

The results are described in the Table 1.1. The total computing time is basically 
the sum of the CVSEG algorithm and the binarization execution times. 

Table 1.1 CVSEG segmentation results 

Segmentation / Binarization Accuracy Total computing time 

CVSEG avebin 81.2 % 4.614 s 

CVSEG Sauvola 84.0 % 14.500 s 

CVSEG NLBIN 84.1 % 28.762 s 

 
The figure below (Fig. 1.5) shows an example of how the algorithm behaved on 

the sample images, originating in both areas - poor quality scans and high quality 
images. 
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Fig. 1.5 CVSEG results 

I have used for the test environment Bloomberg's document image segmenta-
tion algorithm, implemented by the author in the Leptonica library [19], available 
in the Ubuntu 12.04 repositories. The library contains a large set of utilities and is 
used by many DAR applications and OCR engines, including tesseract [20], an 
engine maintained and sponsored currently by Google. As this implementation re-
quires a specific type of input images, I have used a GIMP CLI script in order to 
convert them to the indexed mode. 

Besides the above configuration, the software and hardware environment has 
been the same as the one used for testing the CVSEG algorithm.  

The results are described in the Table 1.2. 

Table 1.2 Bloomberg segmentation results 

Segmentation / Binarization Accuracy Total computing time 

Bloomberg GIMP  72.2 %   5.205 s 

Bloomberg GIMP ave bin 72.3 %   8.012 s 

Bloomberg GIMP Sauvola 74.1 % 13.205 s 

Bloomberg GIMP NLBIN 74.5 % 15.429 s 

1.5   Conclusions 

The CVSEG algorithm obtained results up to 9% better than the Bloomberg one. 
The most frequent errors in the Bloomberg algorithm have been: 

• no image in the result - this was caused by documents containing images 
with very thin lines; the images have been filtered out during the eroding 
stage; 

• the complete document in its negative form is included provided a result - this 
was caused by documents affected by noise due to the page transparency; 

• incomplete results - usually caused by low contrast or by images being 
tightly connected to the text blocks (Fig. 1.6). 
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