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Preface

Biomedical engineering and medical informatics represent challenging and rapidly
growing areas. Applications of information technology in these areas are of
paramount importance. Building on the success of the ITBAM 2010, ITBAM 2011,
ITBAM 2012, and ITBAM 2013, the aim of the 5th ITBAM conference was to
continue bringing together scientists, researchers, and practitioners from dif-
ferent disciplines, namely, from mathematics, computer science, bioinformatics,
biomedical engineering, medicine, biology, and different fields of life sciences, so
they can present and discuss their research results in bioinformatics and medical
informatics. We hope that ITBAM will serve as a platform for fruitful discus-
sions between all attendees, where participants can exchange their recent results,
identify future directions and challenges, initiate possible collaborative research
and develop common languages for solving problems in the realm of biomed-
ical engineering, bioinformatics, and medical informatics. The importance of
computer-aided diagnosis and therapy continues to draw attention worldwide
and has laid the foundations for modern medicine with excellent potential for
promising applications in a variety of fields, such as telemedicine, Web-based
healthcare, analysis of genetic information, and personalized medicine.

Following a thorough peer-review process, we finally selected 9 long papers for
oral presentation and 3 short papers for poster session for the 5th annual ITBAM
conference (7 were rejected). The Organizing Committee would like to thank the
reviewers for their excellent job. The articles can be found in the proceedings
and are divided in the following sections: Clustering and Bioinformatics; Medical
Image and Data Processing; Knowledge Discovery and Machine Learning in
Medicine. The papers show how broad the spectrum of topics in applications of
information technology to biomedical engineering and medical informatics is.

The editors would like to thank all the participants for their high-quality
contributions and Springer for publishing the proceedings of this conference.
Once again, our special thanks go to Gabriela Wagner for her hard work on
various aspects of this event.

June 2014 Miroslav Bursa
M. Elena Renda

Sami Khuri
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BINOS4DNA: Bitmap Indexes and NoSQL

for Identifying Species with DNA Signatures
through Metagenomics Samples�

Ramin Karimi1,2, Ladjel Bellatreche1, Patrick Girard1, Ahcene Boukorca1,
and Andras Hajdu2

1 LIAS/ISAE-ENSMA, Poitiers University, Futuroscope, France
{bellatreche,girard,ahcene.boukorca}@ensma.fr

2 Faculty of Informatics, Debrecen University, Hungary
{ramin.karimi,hajdu.andras}@inf.unideb.hu

Abstract. The advancement of next generation sequencing (NGS) and
shotgun sequencing technologies produced massive amounts of genomics
data. Metagenomics, a powerful technique to study genetic material of
uncultivable microorganisms received directly from their natural
environment, is dealing with high throughput sequencing read data sets.
Assembling, binning and alignment of short reads in order to identify mi-
croorganisms of a Metagenomics sample are expensive and time-
consuming, regardless of other restrictions. DNA signature is a short
nucleotide sequence fragment which is used to distinguish species across
all other species. It can be a basis for identifying microorganisms both in
environmental and clinical samples directly from the short reads, without
assembling and alignment processes. In this paper, we propose a scalable
method in which we use optimization techniques borrowed from database
technology, namely bitmap indexes. They are used to speed up searching
and matching of billions of DNA signatures in the short reads of thou-
sands of different microorganisms, using commodity High Performance
Computing, such as Hadoop MapReduce, Hive and Hbase.

Keywords: Metagenomics, Short Reads, DNA signature, Hadoop and
MapReduce, Hive, Bitmap Index, Hbase.

1 Introduction

At the age of Whole Genome Shotgun (WGS) sequencing and information tech-
nology, development of new techniques and applications in biology to study
microorganisms is highly demanded in both clinical and environmental commu-
nities. The number of existing microbial species is estimated at 105 to 106 [1,2].

� This work was performed when Ramin Karimi was visiting the LIAS/ISAE-ENSMA
Lab. This visit is funded by ERASMUS mobility program. The work was also sup-
ported in part by the projects TMOP-4.2.2.C-11/1/KONV-2012-0001, and TMOP
4.2.4. A/2-11-1-2012-0001 supported by the European Union, co-financed by the
European Social Fund, and by the OTKA grant NK101680.

M. Bursa et al. (Eds.): ITBAM 2014, LNCS 8649, pp. 1–14, 2014.
c© Springer International Publishing Switzerland 2014
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The majority (> 99%) of microorganisms from the environment resist cultivation
in the laboratory [3] and it was impossible to investigate them until a few years
ago. With advances of next generation sequencing (NGS) and Metagenomics
techniques in the last few years, it is possible to obtain directly the genetic
content of all organisms with their complex communities gathered from natural
environment in which they normally live.

The output of sequencing technology is short fragments of DNA sequence with
25 base pairs (bp) to 900 (bp) lengths, called short reads. They vary from one
sequencing technology to another. For instance, sequencing machines made by
Illumina, Applied Biosystems (ABI), and Helicos of Cambridge produce short
sequences of 25 to 100 (bp).

Long DNA molecules extracted from the sample, are broken into smaller pieces
by special fragmentation and cloning techniques. Then, these small pieces are
fed into the sequencer for determining the order of nucleotides in short fragments
of DNA [4]. Sequencing output for a Metagenome sample is enormous data sets
containing the short reads of hundreds to thousands of known and unknown
organisms. Having efficient implementations to facilitate the analysis process is
urgently required in both biological and computational parts of any Metage-
nomics project. Figure 1 details the steps involved in a typical sequence-based
Metagenome project [5].

Fig. 1. A typical Metagenome project flow diagram. Dashed arrows indicate steps that
can be omitted.
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Sequence-based identification of species can be classified into two groups: As-
sembly and alignment-based approaches on one hand, alignment-free identifica-
tion approaches on the other hand [6].

Assembly is used to construct a complete genome of a species by search-
ing and matching the overlapping parts of the short reads and merging them
together. Whereas, alignment is used to reconstruct the whole genome of previ-
ously known species using a reference genome as the map to find the similarities
of the reads in different genome regions with considering the structure, function
and evolutionary relationship between the reads and the reference sequences.

Besides time and money consuming, technical challenges of alignment and
assembly programs are also considerable. Sequenced reads are short in length
and large in volume, very noisy and partial, with too many missing parts [7].
Reads contain sequencing errors caused by the sequencers. Moreover, repetitive
elements in the DNA sequence of species are another challenge of alignment and
assembly. As an example about half of the human genome is covered by repeats
[8]. These challenges cause computational complexity and create obscurity and
errors for interpreting the results in alignment and assembly based identification.

Phylogenetic analysis mostly uses multiple alignments of sequences [9, 10]
which are suitable to compare large sets of sequences all together. However,
methods of multiple sequence alignment, in addition to all the above restrictions,
are still computationally very expensive and require considerable computational
tools and applications such as server resources [11].

Thus, there is an essential need to develop efficient alignment-free methods
for phylogenetic analysis and identification of species in Metagenomics in order
to reduce the computational complexity, time and cost.

Due to the above challenges, alignment of whole shotgun genome sequenc-
ing reads is difficult and no method have been developed to compare genomes
directly from reads data, without assembly [13].

Most of the alignment-free methods use word frequencies, where words are
small fragments of sequence called k -mers or n-grams in the literature, in which
k and n are fixed length of the oligonucleotide to represent a sequence [12–14].

DNA Signature is a unique small fragment of nucleotides sequence used
to detect a target organism among all others. It can be a good solution for
real-time identification of species. There exists methods for detecting hundreds
to hundreds of thousands of signatures with different lengths of nucleotide for
every species using k -word frequencies and pattern comparison base methods
[10], [15–17].

Using DNA signatures in the isolated sample studies and Polymerase Chain
Reaction (PCR) base detection is easy to perform, because of low number of tar-
gets. But in the Metagenomics studies it is much more complicated. Taking into
account the number of signatures, short reads and organisms in the Metagenome
samples, it is obvious that we are facing massive data sets. Using ordinary hard-
ware and software tools is impossible, since it takes a long time regardless of any
failure during the process.
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In this paper, we propose a method to show how parallel and distributed
computing and Bitmap Indexing technique can solve this problem. This paper
is organized as follows. Section 2 presents all ingredients related to high perfor-
mance computing and bitmap indexes to detail our proposal. Section 3 describes
our methodology. In Section 4, experiments are conducted to show the efficiency
and effectiveness of our approach. Section 5 concludes the paper by summarizing
the main results of our finding and discussing some perspective issues.

2 Background

In this section, we review the technologies and the concepts that we use in our
methodology.

Advances in parallel and distributed computing have opened new doors for
many researchers who could not access high performance computers (HPC). The
Apache Hadoop software library [18–20] is an open source framework, written in
Java. Hadoop, the application of parallel and distributed computing allows run-
ning simple programming models on large data sets across the nodes of a cluster.
The idea behind designing Hadoop is to store and run big data on commodity
hardware cluster nodes instead of expensive high performance computers which
are not available for everybody.

Hadoop handles any type of data from structured, unstructured, text files, log
files, images, audio files, communications records, etc. A Hadoop cluster has a
single Master and several Slave nodes. It can run as a single node cluster or multi
node cluster with thousands of nodes. The Hadoop core has two components:
Hadoop Distributed File System (HDFS) and MapReduce.

2.1 Hadoop Distributed File System (HDFS)

HDFS is the storage part of Hadoop. it designed to store and support the high-
throughput access of very large data sets across multi-node cluster [18–21]. HDFS
has three main components:

– NameNode: It is the Master of the filesystem. It is responsible to manage
the blocks in DataNodes and maintains the metadata and indexes of the
blocks, but not the data itself.

– DataNodes: They are the workhorses of the filesystem. NameNode breaks
down data into block-sized chunks, which are stored as independent units in
DataNod, 64 MB by default.

– Secondary NameNode: It keeps a copy of the merged namespace image,
which can be used in case of any failure for the NameNode.
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2.2 MapReduce

MapReduce is a programming model for data processing. It works by breaking
the process into two phases: the map phase and the reduce phase [18, 19]. The
two main components of MapReduce are:

– JobTracker: As the Master of the system, it is responsible to manage the
map and reduce tasks.

– TaskTracker: As the slave, it receives the mapper and reducer task from
JobTracker and returns the results to the JobTracker after execution.

Hadoop is highly fault tolerant. In order to prevent any failure in the process,
HDFS creates multiple copies of data through the blocks, 3 copies by default.
NameNode can detect any failure in DataNodes or blocks and JobTracker also
can detect any failure of TaskTrackers and will replace them.

2.3 NoSQL

”NoSQL” Stands for Not Only SQL. The term ”NoSQL” was used by Carlo
Strozzi for the first time in 1998 [22]. It is a non-relational database [27]. One
of the aspects of NoSQL is its ability to handle database analytics of big data
sets in parallel and distributed platforms like Hadoop on commodity hardware.
Hive and Hbase are types of NoSQL applications on top of Apache Hadoop file
system. NoSQL databases can handle unstructured data such as text files, log
files, email, social media and multimedia. Horizontal scaling is one of the most
important features of NoSQL databases, and allows us to add more nodes to our
distributed system. Vertical scaling only allows to increase the power of existing
machine [23, 24].

2.4 Hive

Hive [19], [25] is a data warehousing infrastructure on top of Hadoop and HDFS.
HiveQL which is a SQL-like language, simplifies querying of unstructured large
datasets in distributed storage. Hive is designed to write once and read several
times. Real-time queries and row-level update are not possible. Hive is easy
to implement for everybody who is familiar with SQL queries. Facebook Data
Infrastructure Team started to create Hive in January 2007 to bring the familiar
concepts of tables, columns, partitions and a subset of SQL to the unstructured
world of Hadoop and it was open sourced in August 2008 [26]. Hive support
Bitmap Index from version 0.08.

2.5 Bitmap Index

Bitmap Index [28, 29] is an efficient way to speed up the queries and improve
performance in datawarehouse environments, which contain tables with low car-
dinality columns. As the example given in Table 1, we index the values of the
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column Grade having low cardinality. In this case our index has the same num-
ber of rows and the number of columns is equal to the number of distinct values
in column Grade. In table 1, cardinality of the column Grade is 4 because we
have 4 different values in it.

Table 1. An example of a bitmap index defined on Grade column

RID Name Nationality Grade RID A B C D

1 John FRANCE B 1 0 1 0 0

2 Sara USA D 2 0 0 0 1

3 Piter RUSSIA C 3 0 0 1 0

4 David ENGLAND A 4 1 0 0 0

5 Tania GERMANY B 5 0 1 0 0

6 Daniel POLAND A 6 1 0 0 0

7 Tom CANADA C 7 0 0 1 0

8 Robert ITALY C 8 0 0 1 0

9 Jain FRANCE D 9 0 0 0 1

2.6 Hbase

Hbase [27] is a type of NoSQL database. It is an open-source, distributed,
column-oriented and scalable database built on the top of the Hadoop file sys-
tem. It is designed for random, real-time read/write access to very large tables
with billions of rows and millions of columns on commodity hardware.

3 Our Methodology

We have downloaded all complete Bacterial genomes from the National Cen-
ter for Biotechnology Information (NCBI) database [30]. The total number of
genomes was 2773 bacterial species and subspecies at the time (16.01.2014).

3.1 Insignia

Insignia is a pipeline to generate unique DNA signatures and it is also a database
and web application for obtaining DNA signatures. It contains 11274 viruses/
phages and 2653 non-viruses signatures with a length between 18 to 500 bp.
Insignia detect signatures for designing primers in Polymerase Chain Reaction
(PCR) and probes in micro-array technologies. The signatures can also be used
for real-time identification of species in microbial and viral assays [15, 16], [31].

We downloaded DNA signatures for two groups of 50 bacteria from the in-
signia database. As we are in the testing process, we just downloaded the signa-
tures with length of 18 bp. As an example, Table 2 consists of the head part of
Acholeplasma laidlawii DNA signatures.
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Table 2. A part of Acholeplasma laidlawii’s DNA signatures table of unique 18-mers,
downloaded from the Insignia database

Insignia V0.7

Signatures calculated: Thu Mar 6 2014 10:58:06

Reference Organism:

Acholeplasma laidlawii PG-8A

Target Organism(s):

Signatures:

Index Start stop sequence

63965 451703 451720 ACATAAGCAGGTGCGGAA

63966 670606 670623 GATACCAATACCGCAGAT

63967 692909 692926 CCCATTCAACTTCGATCA

63968 530281 530298 ATCAACGCTAGATGAGCA

63969 268209 268226 ATGGAGGAGTCTGGATAC

63970 69763 69780 ACAGCAACAGCGTATATC

63971 357337 357354 GTGTTAGCGTTAAGTCTG

63972 1001550 1001567 TAGCCTCTTTAAGCAGGT

63973 1366201 1366218 ATGATGCAAGTGGCATGG

63974 1141698 1141715 TGCAACGGATGCATCAAG

3.2 Metasim

Metasim is a sequencing simulator application for genomics and Metagenomics
studies. It can be a great help to develop and improve Metagenomics tools, and
for planning Metagenomics projects [32, 33]. Metasim can simulate the short
reads of Roches 454 pyrosequencing, Sanger sequencing and Empirical sequenc-
ing technology. In this paper, we use Roches 454 pyrosequencing simulation.

The output of Metasim is a compressed file containing the short reads of a
bacterial chromosome or one of its Plasmids and their information.

>r16.1|SOURCES={GI=11497281,bw,1947919816}|ERRORS={8 1:C,46:
,135 1:T,160 1:A,190 1:G}|SOURCE 1=”Borrelia burgdorferi B31 plasmid cp32-8”
(44840ff90be8dcf7b704d6908ca095d559d2949e)
TTTAGGATTCGTACCCGTTTTCTTCTAATTTTTTCCTAGTGTTGTATGAATTT
CTTTTAATTTTTTTTGTTTTTCTTTCATGCAAGATTTTTTTATATTGAATTTT
TTTATTAGGGCAATTTCATTTTGTTTTAAGTATATTTATTGCCTCAATCTTAG
TATACTTTATCAATATTTAAATACAAAATAGAAAGGAGCTTCTTCCGTTTTAA
AGTTACAATTATTGAAATAATTTCTTAGTTGATATTTTTCTATTTCTTTAATC
TTTCTTTCTTCTTTTATATTATTTTTATTA

Fig. 2. An example of Metasim reads

We chose 100 bacterial genomes from NCBI data set for simulating the short
reads. The first group of 50 bacteria from Insignia database are common in 100
chosen bacterial genomes and the other group is from some other bacteria apart
from these 100.
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Before any implementation, some pre-processing is needed. We need to attach
the short reads from all bacterial chromosomes and Plasmids as one file, remove
the breaks between lines of the short reads and keep everything as a single line.
From the signatures we need just the signatures of every bacteria as a single file.
We should remove all extra information, in order to have smaller data size and
shorter execution time. The pre-processing is done with bash script programming
in Linux.

3.3 The Use of the Bitmap Index

Bitmap index techniques are used to create the index table by searching the
existence of signatures in short reads. ’1’ represents the existence of the signature
in the short reads and ’0’ represents non-existence. This process is done with Java
programming. There are faster programming languages for this purpose, but as a
future work we aim to use MapReduce programming and Hadoop to implement
this part and they are more compatible with Java.

As it is shown in Table 3, the index table can be created in two ways. The
first is to keep every single signature as a column and put ’0’ and ’1’ depending
on the existence of this signature in short reads. In this case, considering the
number of signatures and reads, huge storage is needed.

Table 3. An example for our index tables; each column of these tables is kept as a
single file

RID Reads b1 b2 b3 b4 b5 RID Reads b1

s1 s2 s3 s4 s5 s6 s7

1 R1 0 0 0 1 0 1 R1 0 0 0 0 0 0 0

2 R2 1 0 0 0 0 2 R2 0 0 0 0 0 0 1

3 R3 0 0 0 1 0 3 R3 0 0 0 0 0 0 0

4 R4 0 0 0 0 0 4 R4 0 0 0 0 0 0 0

5 R5 0 0 1 0 0 5 R5 0 0 0 0 0 0 0

6 R6 0 0 0 0 1 6 R6 0 0 0 0 0 0 0

7 R7 1 0 0 0 0 7 R7 0 0 0 1 0 0 0

8 R8 0 0 0 0 0 8 R8 0 0 0 0 0 0 0

9 R9 0 0 0 0 0 9 R9 0 0 0 0 0 0 0

10 R10 1 0 0 0 0 10 R10 0 0 1 0 0 0 0

Another way is to keep every bacteria as a column. We store ’1’ if any signature
of the bacteria exists in a short read, ’0’ if not. In this case the table is much
smaller. The number of columns is equal to the number of bacteria plus two more
columns, one for row identification and the other for short reads. The number
of rows is equal to the number of short reads.

We can easily use Linux paste command to put all the files together as a
single file. As an example, in Table 4 we have 6 files. One file contains the reads
and their identification numbers and the other five contain ’0’ and ’1’ for five
bacteria.
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Table 4. The newFile.txt format to create a single file

1 R1 0 0 0 1 0

2 R2 1 0 0 0 0

3 R3 0 0 0 1 0

4 R4 0 0 0 0 0

5 R5 0 0 1 0 0

6 R6 0 0 0 0 1

7 R7 1 0 0 0 0

8 R8 0 0 0 0 0

9 R9 0 0 0 0 0

10 R10 1 0 0 0 0

Then, we should create our table in Hive according to the newFile.txt struc-
ture.

hive> CREATE TABLE testTable1 ( rid INT, reads STRING, b1 INT, b2 INT

, b3 INT, b4 INT, b5 INT) ROW FORMAT DELIMITED FIELDS TERMINATED BY

’\t’ STORED AS TEXTFILE;

Next step is loading data into the Hive table:

hive> LOAD DATA LOCAL INPATH "newFile.txt" INTO TABLE testTable1;

Finally with Hive queries we can find matched bacteria and short reads.

hive> INSERT OVERWRITE LOCAL DIRECTORY ’/path to local dir for output’

select * from testTable1 where b1=1 group by rid;

Alternatively we can use a faster query:

hive> INSERT OVERWRITE LOCAL DIRECTORY ’/path to local dir for output’

select testTable1.rid from testTable1 where b1=1;

The output file contains the Rowid numbers of the short reads. As an example,
for the bacteria b1 in table 4 we have 2,7,10 which means, the signatures of
bacteria b1 are in these 3 short reads. Moreover, we have bacteria b1 in the
Metagenome sample.

In this approach, we have to repeat the query for all bacteria one by one or
write a long query and a long command to create the table. Hence, the bigger
the number of bacteria, the longer the implementation.

There is a better solution to prevent repeating the queries or writing long
commands and queries. We can add all bacterial files with ’0’ and ’1’ one after
the other and create a single column in a file with the cat command.

For big number of bacteria, we can use bash script in the incremental order
to add as much bacteria as we need at the end of each other quickly.

In this method, we need also to repeat short reads in a single column as much
as the number of bacteria. For instance, if we have 500,000 short reads and 1000
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bacteria, then we should repeat short reads in one column 1000 times with the
cat command and the total number will be 500,000,000.

Next, we need to create a table with 3 columns (rid INT, reads STRING, b
INT) and run the query just once. The results will be in one column. We can
easily extract the information with Rowid numbers. It leads to a larger file size,
but a faster implementation. After getting the results, we can delete these large
tables.

We created testtable1with 52 columns (rid INT, reads STRING, b1 INT,...,
b50 INT) and testtable2 with 3 columns (rid INT, reads STRING, b INT)
in Hive. We have short reads of 100 bacteria and two groups of 50 bacterial
signatures.

As we are in the testing process and we use Java programming without Hadoop
and MapReduce for searching signatures in the short reads to create our index
files (tables), we chose only 10% of short reads randomly.

Our future work is defining MapReduce in our Java program and using multi-
node cluster Hadoop in order to speed up this step.

We used the awk command to add Row identification (Rowid) to the file
contains short reads (132,705).

awk ’BEGIN{i=1} {if($0 !~ /^$/) {printf ("%d\t%s \n",i,$0); i++}

else { print $0} }’ reads.txt >> readsid.txt

We merged this file and all the 50 index files with the paste command into
a single file and load this file in the testtable1 in Hive. Then, we used queries
to search our table. We have done this process for both groups of 50 bacteria.

For the second table (testtable2) we attached all 50 bacteria in order as
one column in a single file and also repeat the short reads 50 times in a sin-
gle column, both with the cat command. Then, we added Rowid to the short
reads (6,635,250) and finally paste these three columns in a file and load it to
testtable2. In this case, we only need one query to get the results. It can be a
good test to see the speed and efficiency of Hive to search millions of rows with
Bitmap Index techniques.

There is a possibility of integrating Hive and Hbase. This feature allows Hive
QL statements to access HBase tables for both read (SELECT) and write (IN-
SERT). It is even possible to combine access to HBase tables with native Hive
tables via joins and unions [34]. Real-time reading and writing is possible in
Hbase. These features help us update and have faster implementation.

4 Experimental Study

All these implementations are done by Intel dual-core CPU and 4 GB of RAM,
Ubuntu 13.10, single-node-cluster Hadoop-1.2.1 and Hive-0.11.0. We can see the
elapsed time for our first implementation on testtable1 with 52 columns and
132,705 rows and the loaded file size of 44.6 MB as given in Table 5. We repeated
the query for all 50 columns. We did not consider the time for changing and
repeating the queries.
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Table 5. Time taken for running the Hive query on testtable1 columns. Total time is
1065.927 Sec.

b1: 25.543 Sec. b11: 21.356 Sec. b21: 22.065 Sec. b31: 21.089 Sec. b41: 21.081 Sec.

b2: 22.236 Sec. b12: 21.120 Sec. b22: 21.116 Sec. b32: 22.013 Sec. b42: 21.016 Sec.

b3: 22.224 Sec. b13: 21.123 Sec. b23: 21.017 Sec. b33: 21.074 Sec. b43: 22.062 Sec.

b4: 21.187 Sec. b14: 22.065 Sec. b24: 20.977 Sec. b34: 20.991 Sec. b44: 21.000 Sec.

b5: 22.322 Sec. b15: 21.090 Sec. b25: 21.062 Sec. b35: 21.277 Sec. b45: 21.036 Sec.

b6: 21.167 Sec. b16: 21.083 Sec. b26: 21.057 Sec. b36: 20.010 Sec. b46: 21.009 Sec.

b7: 20.049 Sec. b17: 21.048 Sec. b27: 21.188 Sec. b37: 20.986 Sec. b47: 21.002 Sec.

b8: 20.048 Sec. b18: 21.123 Sec. b28: 21.108 Sec. b38: 22.063 Sec. b48: 20.997 Sec.

b9: 21.091 Sec. b19: 21.003 Sec. b29: 20.991 Sec. b39: 21.110 Sec. b49: 21.029 Sec.

b10: 22.373 Sec. b20: 21.072 Sec. b30: 21.081 Sec. b40: 20.952 Sec. b50: 22.136 Sec.

This implementation was for the first group of 50 bacteria which are common
in 100 bacterial samples. As we expected, we could find some short reads con-
taining the signatures for every bacteria. The number of short reads is a range
between 1 for b16 to 812 for b4.

As we expected, for the second group of 50 bacteria which differs by 100
samples, we could not find any short reads containing the signatures. The average
time taken for the implementation was almost the same as the first group.

Computational times for the second implementation on testtable2 with 3
columns and 6,635,250 rows and the loaded file size of 1.6 GB are:

File Size: 1.6 GB

Loading data to testtable2

Time taken: 45.588 seconds

Time taken with SELECT* and GROUP BY query:

Total MapReduce CPU Time Spent: 54 seconds 640 msec

Time taken: 59.901 seconds

Time taken with SELECT file.rid query which is faster:

Total MapReduce CPU Time Spent: 43 seconds 630 msec

Time taken: 44.452 seconds

The result of this implementation is a column containing numbers from 1 to
6,635,250 which represent Rowid of short reads. We repeated 132,705 reads for
50 times so, numbers from 1 to 132,705 are for b1 and from 132,706 to 2∗132, 705
are for b2, and so on.

If we compare the time for executing the query on a column of testtable1
with 132,705 rows and a column of testtable2 with 6,635,250 rows, in spite of
having 50 times more rows, there is not a large difference. Namely, the average
computation time for the first case is 21.319 Sec, while 59.901 Sec for the second
one with the same query.
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We should consider that we are running Hadoop in a single-node with dual-
core CPU and 4 GB of RAM. This implementation shows that Bitmap Index
techniques are very efficient to speed up the Hive queries, and Hive itself is
powerful enough to search in very big tables with millions or billions of rows
or columns in commodity hardware. Moreover, with this method we could show
that, it is possible to identify species with DNA signatures from Metagenomics
samples without assembling and alignment and with any size of data.

This method is also useful for aligning the Metagenomics short reads with
finding the position of signatures and their matched short reads in the exist-
ing genome, besides other techniques. This method is also useful to check the
accuracy of signatures.

5 Conclusion

In this paper, we show the contributions of High Performance Computing and op-
timization techniques issued from databases to speed up searching and matching
a large amount of DNA signature in the short reads of hundreds (thousands) of
different microorganisms deployed in Hive. We adapt the concept of bitmap in-
dexes, routinely used in indexing large database tables for attributes with little
cardinality (such as gender). This preliminary work gives encouraging results and
opens new research perspectives to exploit optimization techniques issued from
databases and High Performance Computing in Bioinformatics. We are currently
testing our proposal on multi-node cluster Hadoop to speed up the process.
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Abstract. Trees representing hierarchical knowledge are prevalent in
biology and medicine. Some examples are phylogenetic trees, the hi-
erarchical structure of biological tissues and cell lines. The increasing
throughput of techniques generating such trees poses new challenges to
the analysis of tree ensembles. Some typical tasks include the determi-
nation of common patterns of lineage decisions in cellular differentiation
trees. Partitioning the dataset is crucial for further analysis of the cel-
lular genealogies. In this work, we develop a method to cluster labeled
binary tree structures. Furthermore, for every cluster our method selects
a centroid tree that captures the characteristic mitosis patterns of the
group. We evaluate this technique on synthetic data and apply it to ex-
perimental trees that embody the lineages of differentiating cells under
specific conditions over time. The results of the cell lineage trees are
thoroughly interpreted with expert domain knowledge.

Keywords: tree clustering, cell lineage tree, centroid tree.

1 Introduction

Cell lineage trees encode the cell division events over time and can be represented
as binary trees. These trees challenge current machine learning techniques to give
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Fig. 1. Time-lapse microscopy and single-cell tracking of granulocyte-macrophage
progenitor cells (GMPs) differentiating into differentiated granulocytes (G) or
macrophages (M) results in a set of lineage trees [21]. The loss of progenitor state
is monitored by the cellular expression of LysM::GFP marker in the time-lapse movies
allowing to label each cell (i.e. node) of a lineage tree as progenitor or differentiated
cell.

a broader view and a more accurate interpretation of the underlying cell devel-
opment processes. Our subject of interest is labeled lineage trees from cells of
the blood system as depicted in Figure 1. In this work, we use single-cell data
of time-lapse microscopy experiments encoded as trees with root nodes belong-
ing to blood progenitor cells that differentiate into more specialized cell types
(leaves). In particular, granulocyte-macrophage progenitor cells (GMPs) evolve
into mature macrophages (M) or granulocytes (G). Additionally, we measure a
fluorescence marker (LysM::GFP) that indicates whether a differentiation into
M or G has taken place [21]. However, this marker only implies if a cell has
lost its progenitor state but gives no information about its particular lineage.
Therefore, we aim to find differences in the lineage tree structures between the
two differentiation programs.

The differentiation process can be instructed by additional cytokines leading
to almost exclusively differentiated cells of one lineage [21]. To determine a typ-
ical lineage-specific tree we analyze lineage trees instructed to one or the other
lineage and calculate tree distances based on different metrics. Next, we devel-
oped a method to assign a representative tree for every condition. This enables
us to distinguish different cell types just by looking at their characteristic repre-
sentatives. Furthermore, we developed a method to cluster a set of lineage trees
based on k-medoid methods, which unlike k-means, is more robust to noise and
outliers that are common in the real biological datasets like ours. With this tech-
nique we partition the data into naturally evolving parts allowing to gain insights
into typical lineage tree structures of differentiating blood progenitor cells.

In short, the contributions of this paper are as follows:

– Tree Clustering: We find similarities between a set of trees covering the whole
pedigree of a progenitor cell.

– Representative Centroid Trees: We are able to generate a set of fitting cen-
troid trees that represent the characteristics of the underlying clusters.
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– Application and Interpretation of Cell Lineage Trees: We apply our clus-
tering algorithm to the cell division data and comprehensively analyze the
results with expert domain knowledge.

The remainder of this paper is organized as follows: We discuss the related
work in this research field in Section 2. Then we introduce the notation and def-
initions used throughout this paper in Section 3. Section 4 formally defines the
underlying mathematical problems and describes the algorithms. Section 5 fol-
lows with the core part of this work: the evaluation of the descriptive properties of
the algorithms on synthetic data and thorough examination and interpretation of
the results when applied to our real dataset. We conclude this work in Section 6.

2 Related Work

Trees play an important role for the scientific areas which use tree structures
to describe observations, e.g. computational biology, structured text databases,
natural language processing, web mining, image analysis and computer vision,
pattern recognition as well as compiler optimization [11,4,8]. Especially the min-
ing of web data like xml-files [15,9] and decision tree clustering [19] is widely
discussed in literature.

All discussed clustering methods in this paper require a notion of distance
between trees. Unfortunately, the scientific community does not agree on one es-
tablished method of finding a metric between trees. One commonly used method
is the Tree Edit Distance (TED) [29]. Similar to Levenstein edit distance, TED
is defined as the minimal number of operations needed to transform one tree
into another. But Arora et al. showed that for unordered labeled trees as con-
sidered in this paper the calculation of TED is NP-hard, even MAX SNP-hard
[2]. Also to apply the metrics for ordered labeled trees to unordered trees would
lead to a considerable loss of efficiency. Zhang [28] suggested to use constrained
TED (cTED) to calculate the metrics for unordered trees. cTED is a dynamic
programming method that solves a large optimization problem by breaking it
down into smaller sub-problems. Another suitable method to establish a metric
for the space of unordered labeled trees was suggested by Torsello et al. [25].
This method is based on the computation of a maximal similarity (MaxSim-
ilarity) common subtree between two trees. We will compare cTED and four
MaxSimilarity tree metrics in our evaluations.

Tree clustering for shape recognition was intensively studied in the group
around Torsello and Hanckock. In 2001 Luo et al. used an EM-like algorithm for
clustering 2D binary shapes based on the edit distances of their shock-trees from
the Hamilton-Jacobi skeleton [14]. Since then the group published a number of
methods for tree clustering focusing on pattern recognition of 2D binary shapes.
It was also suggested to cluster trees after embedding them into a so-called union
tree space [24] or into the euclidean space [26].

Graph clustering has gained interest in the last decade in the machine learning
community. It is related to the problem discussed in this paper since trees can
be considered as a special case of undirected acyclic labeled graphs. A centroid
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based k-means algorithm was suggested by Jain and Wysotzki [10]. Ferrer et al.
discussed central clustering using k-medoids and k-medians approaches [7]. Some
methods aim to embed graphs into a metric vector space, e.g. the spectral em-
bedding method suggested by Luo, Wilson, and Hancock [13]. These algorithms,
however, are not directly applicable to tree clustering problems as the resulting
mean or median graphs are not necessarily proper trees. Moreover, as graphs are
a more general data structure, algorithms for distance calculation on graphs often
require significantly higher computational costs than their counterparts on trees.

We developed a method for finding centroid trees in a set of unordered la-
beled trees that has an intuitive interpretation, does not rely on a vector space
embedding, and can be used with different similarity metrics as we will show in
the experimental section.

Finally, we would like to mention that search for frequent common subtrees in
a tree database as a method to obtain a condensed representation of pattern in
trees has gained popularity in recent years [3,18,27]. The search algorithms are
tangential to our current research as they do not lead to clustering. However,
given a group of trees they could help one to find a meaningful interpretation of
the results.

3 Notation and Definitions

In this section we introduce the notation used throughout this paper as well as
we formally define the problem of finding a medoid in a set of unordered labeled
trees.

Let T be a metric space with a metric d : T × T → R and let T =
{T1, T2, ..., Tn} be a finite set of elements Ti ∈ T , i = 1, . . . , n. We call an el-
ement T̂ ∈ T an Lp-centroid if it is a general Fréchet mean on the metric space
[1]:

T̂ = arg min
T∈T

∑
Ti∈T

d(T, Ti)
p. (1)

We call an Lp-centroid a mean if p = 2 and we call it a median if p = 1. Note
that in this case the Lp-centroid does not belong to an element of the set.

An Lp-medoid is defined as the solution of the problem (1) with the restriction
that the minimizer needs to be from the set T itself:

T̂ = argmin
T∈T

∑
Ti∈T

d(T, Ti)
p. (2)

Similarly to the definitions before, we call the minimizer an L2-medoid if p = 2
and we call it an L1-medoid if p = 1.

Now, we introduce the definition of a general tree and extend it to the kind
of trees we are interested in.

Definition 1 (tree). A general tree is a tuple T = (V,E), where V is a set of
nodes and E is a set of directed edges between the nodes. A node v has a child
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w if there is an edge (v, w) ∈ E. For any two nodes v, w ∈ V, w is called a
descendant of v if there is a path (e1, e2, . . . , en) ∈ En that starts at v and ends
at w. The node v is then called an ancestor of w. If w is a descendant of v, there
is always a unique path connecting them. A node r ∈ V is called the root of a
tree if it has no ancestors and all nodes V\r are the descendants of r.

In our discussion we focus on binary trees, which means that every node can
have at most two children. Unordered labeled trees – the set of trees our real
data corresponds to – are a special case of generalized trees:

Definition 2 (ordered and unordered trees). A tree T = (V,E, ν) is called
ordered if a function ν : V → V × V is defined that maps a node u to a
tuple (v, w) of its children. T is called unordered if the mapping is defined as
ν : V → P2(V), i.e. the order of children {v, w} is not fixed.

Definition 3 (labeled trees). A tree T = (V,E, ν, σ,Σ) is called labeled if
a function σ : V → Σ is defined that maps every node v to an element of the
alphabet Σ.

Now let T be a space of unordered labeled trees. By extending it with a metric,
we obtain a metric space. Thus, the definitions of mean, median and Lp-medoids
are directly applicable to our case.

Median and mean centroids are popular for problems in geodesic metric spaces
with well studied geometries, e.g. some CAT(k) spaces. Otherwise, the solution
of the problem (1) amounts to application of random search methods [22,20]
that have high computational costs and low rates of convergence. in clustering,
that can be avoided by using a medoid.

This motivates us to focus on Lp-medoids in this work. The results discussed
in Section 5 describe the L1-medoid trees due to their robustness to outliers.
Therefore from here on we will use the terms medoid tree and centroid tree
interchangeably if the context is clear.1

4 A Tree Clustering Algorithm for Cell Lineages

As explained in Section 3, centroid clustering algorithms require a definition of
a metric space, which is not trivial for a tree space. Therefore, we will start this
section with a brief review of metrics we were considering in this paper. After-
wards, we will describe the underlying optimization problems and give details
to the clustering algorithm in use.

4.1 Tree Dissimilarity Metrics

Constrained tree edit distance mapping is defined by a triple (M, T1, T2),
where T1 and T2 are two trees and M is a set of ordered tuples (v, w) ∈ V1×V2,
which satisfies the following conditions:

1 Some literature calls this type of centroids “median trees” as apposed to “generalized
median trees”, which are median trees in our notation.
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1. M is an edit distance mapping
2. ∀(v1, w1), (v2, w2), (v3, w3) ∈ M let T1[v] := lca(T1[v1], T1[v2]) and T2[w] :=

lca(T2[w1], T2[w2]), where lca represents the least common ancestor and T [v]
represents a subtree of T induced by a node v. T1[v] is a proper ancestor of
T1[v3] iff T2[w] is a proper ancestor of T2[w3].

The first conditionmeans thatM should injectively map nodes of T1 to nodes of
T2 maintaining an ancestor-descendant relationship between the mapped nodes.

The second condition ensures that two different subtrees of T1 have to be
mapped on two different subtrees of T2. This condition is sufficient and even
desirable for many different problems, in particular for the problem discussed
later in this paper, where nodes represent the phases of cell separation.

Finding cTED resolves to a dynamic programming method that solves a large
optimization problem by breaking it down into smaller sub-problems [28].

MaxSimilarity metrics are based on the computation of maximal similarity
common subtree between two trees [25]. Two trees T1 and T2 are called isomor-
phic if there is an isomorphism φ that maps each node of the tree T1 to each node
of the tree T2. For two subtrees T1 = (V1, E1) and T2 = (V2, E2) the bijection
φ : H1 → H2, with H1 ⊆ V1, H2 ⊆ V2 is called subtree isomorphism iff:

1. ∀u, v ∈ H1 : u adjacent with v ⇔ φ(u) adjacent with φ(v) and
2. both induced subtrees T1[H1] and T2[H2] are connected

The problem is to find maximum similarity subtree isomorphism φ, so that
Wσ(φ) =

∑
u∈H1

σ(u, φ(u)) is the largest among all subtree isomorphisms be-
tween T1 and T2. Let σ(u,w) be the similarity function. Then the maximal
common similarity between subtrees T1[H1] and T2[H2] is defined as

Wσ(φ
∗) = min

φ

∑
u∈H1

σ(u, φ(u)). (3)

Using Wσ(φ
∗) Torsello at al. define and prove the properties of the MaxSim-

ilarity metrics listed in Table 1.

Table 1. Different metrics used in this work to calculate distances between trees

Metric Tree distance

cTED –
MaxSimilarity 1 d1(T1, T2) = max(|T1|, |T2|) −Wσ(φ∗)
MaxSimilarity 2 d2(T1, T2) = |T1|+ |T2| − 2Wσ(φ∗)
MaxSimilarity 3 d3(T1, T2) = 1− Wσ(φ∗)

max(|T1|,|T2|)
MaxSimilarity 4 d4(T1, T2) = 1− Wσ(φ∗)

|T1|+|T2|−Wσ(φ∗)

4.2 Clustering as an Optimization Problem

Clustering by using a k-means or k-medians algorithm divides the dataset A =
{a1, . . . , aN} into disjoint non-empty subsets Bi,

⋃
i Bi = A, together with a set
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of centroids ci, with i = 1, . . . , k. This partitioning minimizes the sum of squared
distances between each point aj and the centroid ci of the cluster Bi containing
it. This can be written as a constrained non-linear optimization problem:

min E(W,C) :=

k∑
i=1

N∑
j=1

wijd(aj , ci)
p, (4)

subject to wij ∈ {0, 1}, for 1 ≤ i ≤ k, 1 ≤ j ≤ N, (5)

k∑
i=1

wij = 1 for 1 ≤ i ≤ k, 1 ≤ j ≤ N. (6)

A common approach to minimize (4) subject to (5) and (6) is partial opti-
mization for W and C, i.e. alternating minimization with respect to either W
or C while keeping the other one fixed [5].

Similar to (4), (5), and (6), one can formalize the k-medoids problem by ap-
plying the additional constraint that centroids should be elements of the dataset:

minE(W,C) :=

k∑
i=1

N∑
j=1

wijd(aj , ci), (7)

subject to
∑k

i=1 wij = 1 for 1 ≤ i ≤ k, 1 ≤ j ≤ N, (8)∑N
j=1 yj = k, (9)

wij ≤ yj for 1 ≤ i ≤ k, 1 ≤ j ≤ N, (10)

wij , yj ∈ {0, 1} for 1 ≤ i ≤ k, 1 ≤ j ≤ N, (11)

where yj assumes the value 1 if the element aj is selected as one of the centroids
and 0 otherwise.

4.3 Tree Clustering Using the k-medoids Algorithm

The k-medoids problem is classified as NP-hard and state-of-the-art methods use
heuristics to obtain fast near optimal solutions [17]. For our problem we adopted
the optimal partitioning approach suggested by Brusco and Köhn [6] as it offers
an efficient way to solve the optimization problem (7) using heuristics, while
still being able to compute the optimal solution if the heuristics have failed. The
algorithm described below is performed into three steps: the vertex substitution,
the Lagrangian relaxation and the branch and bound step. Since the branch-
and-bound algorithm is run with an embedded Lagrangian relaxation scheme,
it guarantees the finding of an optimal solution in reasonable time if previous
stages did not succeed.

Stage 1: The Vertex Substitution Heuristic. Starting with a random selec-
tion of k elements of A as the initial set C the algorithm starts with computing
the sum of distances between all elements and their nearest centroid.
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EH := E(W̃,C) =

k∑
i=1

N∑
j=1

w̃ijd(ci, aj), (12)

with w̃ij =

{
1, if ci = argminci∈C d(ci, aj),
0, otherwise.

In an iterative process each element in A \C is evaluated as a substitute for
every centroid in C and (12) is recalculated. At the end of each iteration the
substitution with the greatest reduction of centroids is made permanent. The
iterative process continues until there are no more possible replacements, which
yields to a locally optimal solution.

In our experiments we also followed the recommendation in the original paper
to restart the algorithm 20 times with different initial sets in order to obtain the
upper bound of the global optimal solution.

Stage 2: Lagrangian Relaxation. Using Lagrangian relaxation on the con-
straint (8) and Lagrangian multipliers λ transforms the problem (7) into the
form

min
λ,W,C

E2(λ,W,C) :=

N∑
i=1

N∑
j=1

wijd(ci, aj) +

N∑
i=1

λi

⎛
⎝1−

N∑
j=1

wij

⎞
⎠ , (13)

subject to (9), (10), (11).

Note, that to solve the problem we must choose k elements for which∑N
i=1 min(d(ci, aj)− λi, 0) is the smallest and then obtain variables wij as

wij =

{
1, if yj = 1 and d(ci, aj)− λi < 0
0, otherwise.

(14)

E2(λ,W,C) is a lower bound on E. To find the tightest lower bound Ê2 we
solve the Lagrangian dual problem using sub-gradient method. In the case where
Ê2 = EH , the vertex substitution solution is proved to be globally optimal.
Brusco and Köhn observed that this is often the case, in particular for small
values of k.

Stage 3: Branch-and-Bound Algorithm. The branch-and-bound algorithm
is a widely used technique to solve combinatorial optimization problems by sys-
tematically enumerating all candidate solutions in a solution tree structure and
then traversing through this tree and pruning branches with unfeasible solutions
that do not satisfy the lower/upper bounds estimated by some domain specific
heuristic [12]. This leads to the reduction of the solution space.

As the heuristic we use the lower bound estimation the Lagrangian relaxation
method from Stage 2 is used with the modification that the centroids fixed in
the current branch of the solution space cannot be modified by the algorithm.
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5 Evaluation

We will begin this section by evaluating different similarity metrics using an
artificial dataset generated using a set of Markov models. Afterwards, we will
demonstrate our approach by clustering lineage trees of blood progenitor cells
from mice, based on the cellular genealogies from Rieger et al. [21].

5.1 Artificial Data

We generated synthetic data from a stochastic process that satisfies the first-
order Markov property. In every node of a tree the probability mass function
for creating a particular child node or aborting the generating process can be
summarized in a vector: a row of the transition probability matrix P described
below.

Figure 2 illustrates an exemplary state graph of the generating process to-
gether with its exemplary realization. We use an alphabet Σ = {1, 2, 3} and add
the state ∅ which symbolizes the end of the generating process. The probability
to abort the generation process is equal to 0.4, while the probability to generate
a node with the same label is 0.3 and with another label is 0.15. Starting at
the root, the generating process samples from this multinomial distribution to
create two child nodes. If a child is not ∅, the process assumes the corresponding
state in the state graph and recursively continues.

For this example the corresponding transition probability matrix looks as
follows:

P =

⎡
⎣0.4 0.3 0.15 0.15
0.4 0.15 0.3 0.15
0.4 0.15 0.15 0.3

⎤
⎦ . (15)

Our artificial dataset contains 30 trees from three different scenarios (10 each),
generated using the following transition matrices:

P1 =

⎡
⎣0.2 0.26 0.26 0.26
0.2 0.0 0.8 0.0
0.2 0.0 0.0 0.8

⎤
⎦ , P2 =

⎡
⎣0.4 0.3 0.3 0.0
0.4 0.1 0.1 0.4
0.4 0.0 0.3 0.3

⎤
⎦ , P3 =

⎡
⎣0.2 0.4 0.0 0.4
0.7 0.0 0.15 0.15
0.2 0.0 0.4 0.4

⎤
⎦ .

We performed the clustering of the dataset using the k-medoids algorithm for
k ∈ {2, 3, 4}. In this experiment we tested constrained TED as well as all four
types of MaxSimilarity metrics (compare Table 1).

To evaluate the quality of the clustering, we estimate the empirical transition
probability matrix: for a given tree we calculate the number of leafs with the
same label and the number of parent-child correspondences with the same labels
for every possible label pair combination from Σ. The entries of the resulting
matrix are then normalized so that the row sum is always equal to 1. This allows
us to estimate the empirical transition matrix P est for a tree or a forest. Now
we can compare the estimated transition matrix with the true transition matrix
used to generate a certain type of trees and calculate the distance between these
two matrices as the Frobenius Norm of their difference.
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Fig. 2. Illustration of the generating process of artificial data. (a): the state model of
a generating process with first-order Markov property. The nodes correspond to either
a state with the corresponding label or the terminating state ∅. Edges describe the
transition probabilities. (b): a tree generated by this model. Note that nodes labeled
as ∅ are hidden.

The distances between the aggregated P est
i for all trees from a certain cluster

and the corresponding Pi are as follows:

‖P est
1 − P1‖ = 0.397, (16)

‖P est
2 − P2‖ = 0.258, (17)

‖P est
3 − P3‖ = 0.250. (18)

Table 2 shows the minimal distances to Pi matrices. While cTED tends to
assign all trees to the same cluster, the cluster sizes with MaxSimilarity metrics
are better balanced. Especially the normalized similarity metrics MaxSimilarity
3 and MaxSimilarity 4 produce clusters that are reasonably close to the optimum.

5.2 Cellular Lineage Trees

Here, we apply our clustering to lineage trees of differentiating blood progen-
itor cells from mice [21,16]. Granulocyte-macrophage progenitor cells (GMPs)
have been tracked using time-lapse microscopy on a single-cell basis resulting in
lineage trees (compare Figure 1). After a cell division two daughter cells arise,
which are prone to differentiate. This process can be described with a binary
tree with two states per node: progenitor (0) or differentiated (1) cell (compare
Figure 1). The differentiation process can be influenced by certain cytokines [21]
(Figure 3). The loss of the progenitor state is experimentally derived by the
fluorescent differentiation marker LysM::GFP.
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Table 2. Clustering of data from artificial Markov models using our k-medoid method
with different metrics. The artificial data includes three different groups with 10 trees
each. The metrics MaxSimilarity 3 and MaxSimilarity 4 show the best cluster recovery
properties (top results highlighted).

Distances to
Metric k P1 P2 P3 Clusters’ sizes

cTED
2 0.772 0.308 0.615 29,1
3 0.736 0.308 0.590 1,1,28
4 0.710 0.233 0.577 27,1,1,1

MaxSimilarity 1
2 0.772 0.308 0.615 1,29
3 0.690 0.239 0.595 26,3,1
4 0.625 0.239 0.537 3,1,24,2

MaxSimilarity 2
2 0.772 0.308 0.615 29,1
3 0.657 0.308 0.586 1,4,25
4 0.657 0.308 0.555 1,1,24,4

MaxSimilarity 3
2 0.881 0.332 0.618 5,25
3 0.531 0.303 0.606 17,9,4
4 0.573 0.271 0.285 6,4,10,10

MaxSimilarity 4
2 0.881 0.332 0.618 5,25
3 0.575 0.289 0.624 9,17,4
4 0.657 0.271 0.322 4,12,6,8

In this application we first want to investigate whether the differentiation
process of GMPs into differentiated macrophage (M) or granulocytes (G) sub-
stantially differs based on their lineage trees structures. Therefore, we use lineage
trees of GMPs treated by either granulocyte or macrophage colony-stimulating
factors (G-CSF or M-CSF) instructing the GMPs to differentiate into their re-
spective lineage almost exclusively (compare Figure 3). We use these two condi-
tions to learn and describe a typical G- or M-lineage tree. Additionally, we use
lineage trees of cells treated with both cytokines (G+M-CSF) allowing GMPs
to differentiate into both lineages. With this dataset we are able to perform our
k-medoids clustering to reveal potential subgroups and to determine the centroid
trees of each group.

First, we calculate the centroid tree based on MaxSimilarity metric 4 (see
Table 1) of the G-CSF dataset containing 51 lineage trees with more than one
cell division (Figure 4 (a)). In the centroid tree we find a fast differentiation from
GMP into G lineage already after the first cell division. This is in accordance
with the reported instructive behavior of G-CSF [21].

Similarly, we then calculate the centroid tree of M-CSF treated cells based on
105 lineage trees (Figure 4 (b)). This tree substantially differs from the G-CSF
centroid tree and shows an asymmetric structure. There are cells that are not
yet differentiated even after two generations, but there are also some differenti-
ated cells after the first cell division. However, this results does not indicate that
M-CSF leads to asymmetrically fated trees, since the method only determines
the tree which is closest to all other trees in the dataset. Further investigation
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Fig. 3. In the blood stem cell differentiation model granulocyte-macrophage progen-
itor cells (GMPs) can differentiate into granulocytes (G) or macrophages (M). This
differentiation process is highly dependent on the present cytokine [21]. Granulocyte
colony-stimulating factor (G-CSF) instructs G differentation and macrophage colony-
stimulating factor (M-CSF) instructs M differentiation. In the presence of both cy-
tokines progenitor cells may differentiate into both lineages.
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Fig. 4. Tree distance metrics allow calculating a representative tree (i.e. centroid tree).
(a) The centroid tree of G-CSF treated progenitor cells based on MaxSimilarity metric
4 (see Table 1) shows a lineage tree with a fast transition to differentiated cells in a
symmetric manner. (b) M-CSF treated cells show an asymmetric centroid tree (black).
Our clustering with k = 2 reveals two subpopulations with a differentiating (red) and
a none differentiating (blue) structure placing the centroid tree between both popula-
tions. Every dot represents one tree of the dataset embedded in the two dimensional
space using ISOMAP [23].
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of the data showed that only about 15% of all trees are asymmetrically fated. Af-
ter clustering the M-CSF data by our method with k = 2, we reveal two emerging
subpopulations. One group shows a fast differentiation and the other stays in its
progenitor state over several generations. To visualize the high-dimensional data
ISOMAP was used as dimension reduction preserving the distance between trees
[23]. Here, the asymmetric centroid tree lies between the two groups and is not a
good representative of this heterogeneous dataset (Figure 4 (b)). A preliminary
study has shown that the calculation of centroid trees using different metrics
(see Table 1) results in similar tree structures.

Finally, we apply our k-medoid tree clustering to the set of lineage trees
treated by G+M-CSF cytokines (n = 133). Since we expect to find two sub-
groups originating from the two different cytokines, we set k = 2. Again, we
represent the high-dimensional data in 2D using ISOMAP [23] and embed the
distances based on MaxSimilarity metric 4 in 2D (Figure 5). The centroid tree of
the first (red) cluster shows progenitor cells maintaining their progenitor state
over 4 generations. The second (blue) cluster shows similarities to the centroid
tree of G-CSF data with a symmetric transition to differentiated cells in the
second generation. We hypothesize that the simultaneous treatment of the two
contradictory cytokines softens the instructive behavior and slows down differ-
entiation leading to lineage trees with higher proportions of progenitor cells.

-6 -4 -2 0 2 4 6
-6

-4

-2

0

2

4

6

GMP

G M

G+M-CSF

Component 1

C
o

m
p

o
n

en
t 

2

Cluster 1

Cluster 2

Progenitor cell

Differentiated cell

Fig. 5. Lineage trees of differentiating progenitor cells in G+M-CSF conditions can be
separated into two clusters using the k-medoid tree clustering. Every dot represents one
tree embedded in the two dimensional space using ISOMAP [23]. The centroid trees are
depicted. Due to the conditions used in this experiment one set of trees (red cluster)
emerges showing progenitor cells staying in their state over up to four generations. The
other cluster contains lineage trees which differentiate after one to two generations.

6 Conclusion

Concluding, we presented a fast and robust clustering algorithm to partition the
cellular lineage trees into similar groups. We estimated the representative cen-
troid tree of each subsets based on different tree distance metrics. We compared
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these metrics thoroughly on synthetic data. On our real dataset we achieved a
good estimation of how lineage trees of cells emerge and what cell types are in-
cluded in the data. Further, we stated a fitting hypothesis for the two cytokines
G-CSF and M-CSF.

Availability

We provide Python code of the tree clustering method for reproducing our results
at https://github.com/mlocs/lineage-trees-clustering.
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Abstract. The recent advances in genomic technologies and the availability of
large-scale datasets call for the development of advanced data analysis tech-
niques, such as data mining and statistical analysis to cite a few. A main goal
in understanding cell mechanisms is to explain the relationship among genes and
related molecular processes through the combined use of technological platforms
and bioinformatics analysis. High throughput platforms, such as microarrays, en-
able the investigation of the whole genome in a single experiment. Among the
mining techniques proposed so far, cluster analysis has become a standard method
for the analysis of microarray expression data. It can be used both for initial
screening of patients and for extraction of disease molecular signatures. More-
over, clustering can be profitably exploited to characterize genes of unknown
function and uncover patterns that can be interpreted as indications of the sta-
tus of cellular processes. Finally, clustering biological data would be useful not
only for exploring the data but also for discovering implicit links between the
objects. Indeed, a key feature that lacks in many proposed approach is the bio-
logical interpretation of the obtained results. In this paper, we will discuss such
an issue by analysing the results obtained by several clustering algorithms w.r.t.
their biological relevance.

1 Introduction

Nowadays, microarray experiments allow the exploration of huge amounts of gene ex-
pressions using a single chip. Moreover, the relatively moderate cost for a chip and the
small sample preparation times, enable the analysis of a large number of different ex-
perimental conditions, such as points of time-series experiments or disease progression
in a cohort of patients [34].

This huge amount of data poses many challenges to the bioinformatics community
such as finding the behavior of set of related genes in different conditions. This goal
is often achieved by means of cluster analysis, i.e. the identification of similar patterns
in different conditions [25]. Indeed, the ability to gather genome-wide expression data
has far outstripped the ability of human brains to process the raw data, thus cluster
analysis can help scientists to distill the data down to a more comprehensible level by
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subdividing the genes into a smaller number of categories and then analyzing those
[6,8,14].

Further motivation for the exploitation of cluster analysis for biological data lies
in the fact that similar patterns found by clustering may correspond to co-regulation
of genes [21]. Moreover, cluster analysis represents a fundamental and widely used
method of knowledge discovery [26], due to the valuable information it can provide. In
particular, the use of cluster analysis has become a standard method in literature for the
analysis of microarray expression data used both for initial screening of patients as well
as for extraction of molecular signatures of disease [24] or feature selection [4,31]. By
cluster analysis, microarray data researcher can focus on finding group of genes that ex-
hibit a similar and coherent evolutionary patterns in a set of patients or time-points. For
instance Bayesian approaches have been largely used for data analysis, but their limited
scalability and efficiency prevent their use in large scale microarray datasets [27,28,41].
Analogously, a large number of existing algorithms has been applied to microarray data
starting from well-known approaches; among those we mention here partition-based
clustering (e.g. k-means[37]) and its variants (e.g. fuzzy c-means [13]), density based
clustering (e.g. DBScan[16]), hierarchical methods (e.g. BIRCH[50], R/BHC [42]), and
grid-based methods (e.g. STING [47,48]). In particular, agglomerative hierarchical clus-
tering has been used to partition set of patients into smaller groups characterized by
exploiting information on set of genes exhibiting similar evolution with respect to a set
of similar conditions (e.g. clinical conditions, time evolution or drug responses) [33].

Nevertheless, the logical and algorithmic complexities of this many-facet problem
make this research activity quite intriguing. Indeed, in spite of the new progress achieved
in recent years (e.g., agglomerative clustering [35], biclustering [1], genetic algorithm
based clustering [36], non-metric clustering [18]), significant progress should be ex-
pected in the future. In particular, it is well known that no clustering algorithm com-
pletely satisfies both accuracy and efficiency requirements, thus a good clustering
algorithm has to be evaluated with respect to some external criteria that are indepen-
dent from the metric being used to compute clusters. As an example, bootstrapping
techniques have often been used to calculate the significance of the obtained dendro-
gram [30].

In our previous work, we proposed M-CLUBS [38], a novel hierarchical clustering
algorithm that exhibits quite good performances, in term of speed, repeatability, ac-
curacy and robustness to noise. M-CLUBS performances have been evaluated using
widely accepted clustering validity metric that are method independent thus quite reli-
able. M-CLUBS excellent performances arise from some key feature of our algorithm,
in particular:

– M-CLUBS is not tied to a fixed grid differently from grid-based methods (e.g.
STING [47]),

– it can backtrack on previously wrong calculation since it performs first a top-down
splitting of data and then (eventually) it performs a bottom-up refinement of the
obtained results,

– it performs also well on non-globular clusters (i.e. clusters that are not spherical in
shape) differently from k-means[37] and BIRCH[50].
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In the following, we discuss the relevance of M-CLUBS (details on the algorithm
can be found in [38] by analysing its performance in detecting biologically relevant
clusters as in [38], using some publicly available dataset. First, we briefly discuss the
motivation for this kind of analysis.

1.1 Interpretation Issues of Clustering Results

Clustering methods are the standard computational approaches in the literature of mi-
croarray gene expression data analysis, as discussed above, however the uncertainty in
the results obtained is often disregarded [41,42]. When performing clustering, the pat-
terns of expression of different genes across time, treatments, and tissues are grouped
into distinct clusters (eventually organized hierarchically), in which genes in the same
cluster are assumed to be potentially functionally related or to be influenced by a com-
mon upstream factor. Such cluster structure is often used for understanding regulatory
networks. In this respect, hierarchical clustering is one of the most frequently used
methods for clustering gene expression profiles. However, commonly used methods for
hierarchical clustering are based on some score threshold that is exploited to distin-
guish members of a particular cluster from non-members, making the determination of
the number of clusters arbitrary and subjective. Algorithms does not provide any guide
for suitably choosing the “correct” number of clusters or the best pruning level for the
cluster tree. Moreover, it is often difficult to know which distance metric should be used,
especially for structured data as gene expression profiles. Moreover, many approaches
do not provide a measure of uncertainty about the clustering, thus making hard:

– the computation of the predictive quality of the clustering, and
– the comparison between methods based on different model assumptions (e.g. num-

bers of clusters, shapes of clusters).

Attempts to address these problems in a classical statistical framework mainly fo-
cused on the use of bootstrapping or permutation procedures to calculate local p-values
for the significance of branching in a dendrogram produced by agglomerative hierarchi-
cal clustering. In this paper we will show that M-CLUBS allows us to obtain clusters
that are particularly relevant with respect to the above mentioned issues. To this end we
will show an example that will clarify the relevance of M-CLUBS with respect to the
biological validity of thr found clusters..

Example 1. Consider the artificial dataset proposed in [20] reported in Fig. 1. This ar-
tificial data set emphasize the drawbacks of traditional clustering methods. In fact, sup-
pose that observations 1-100 are controls and observations 101-200 are cases. In this
situation, the ideal clustering can be obtained by grouping features 1-50. Indeed, most
existing clustering methods would identify the clusters formed by features 51-250 (and
hence fail to identify the cluster formed by features 1-50). As a matter of fact, the pe-
culiar features of M-CLUBS (described in detail in [38]) allow to exactly detect the
clusters depicted in figure. Indeed, M-CLUBS is able to partition the search space us-
ing different granularity as it is possible to split the dataset using non-parallel cuts and
if two “sibling” clusters has to be merged, the algorithm performs this operation thus
allowing to detect clusters whose shape is particularly hard to discover as the ones in
Fig. 1.
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Fig. 1. An Artificial Dataset

2 Discussion

In order to analyze M-CLUBS performances, we used two publicly available dataset
on Gene Expression Omnibus Database: a dataset provided by [22], Dataset 1 here-
after, and a dataset provided by [15], Dataset 2 hereafter. Furthermore, we tested our
algorithms on dataset AD400-10-10 [49] and dataset Yeast Sporulation [10].

As regards Dataset 1, authors examined 42 patients by using Affymetrix HU133A
(Affymetrix, Santa Clara CA) microarrays. Patients were subdivided in three groups.
18 women at usual breast cancer risk undergoing mammoplasty reduction (RM) , 18
women with breast cancer undergoing surgery for either an ER+ or ER- breast tumor
(HN), and 6 high-risk patients, consisting of women undergoing prophylactic mastec-
tomy (PM). In that work authors initially performed quality controls that, we point
out, are out of the scope of our paper thus we will not discuss them in detail. Authors
considered gene expression data of 9321 probes that passed detection control. Then,
they performed principal component analysis and finally they analyzed differentially
expressed genes by using BADGE [43]. At the end of this process they selected 98 dif-
ferentially expressed genes in HN with respect to RM and finally they built a matrix of
those 98 genes in all three groups. The resulting dataset were analyzed by clustering
in order to show the difference among three groups. We used M-CLUBS to perform
the initial gene selection and since the obtained results largely coincide with the one
obtained by the dataset provider, we considered only those 98 selected genes in order
to have a more accurate experimental comparison.

Dataset 2 comprises samples extracted from human breast cancer cells analyzed
using the Affymetrix U133A 2.0 gene chips (Affymetrix, Santa Clara, CA). Authors
considered cells treated with 20 lh/ml of actein at 6 and 24 hours, and cells traited with
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40 lg/ml of acteing at 6 and 24 hours in order to elucidate the effect of actein. The
initial preprocessing was performed using the GCRMA method [29]. The statistical
significance of differential expression with respect to the same reference value was
calculated using the empirical Bayesian LIMMA (LI Model for MicroArrays) [45].
Finally they performed cluster analysis using resulting data of differentially expressed
genes considering four points, cells treated with 20 lh/ml of drug at 6 and 24 hours, and
cells treated with 40 lg/ml of actein at 6 and 24 hours.

AD400-10-10 (described in detail in [49]) is a dataset consisting of the expression
levels of 400 genes across 10 time points. Each of the 10 clusters contains 40 genes,
representing ten different expression patterns.

Yeast Sporulation dataset (described in detail in [10]) contains data about budding
yeast during the developmental program of sporulation, which consists of meiosis and
spore morphogenesis. Microarrays are collected for 6118 genes measured across 7 time
points (0, 0.5, 2, 5, 7, 9 and 11.5 h) that represent the seven observed clusters.

Analogously to [11] we compared several clustering algorithms in order to assess the
validity of our approach in the biological data scenario. In particular, we compared our
method with BIRCH [50], K-means++ [3](we refer to it as KM++), k*-means [9] (we
refer to it as SMART) and DIANA [32]. For the k-means based algorithms we performed
20 runs (same as [3]) and we report the average values for these runs. Moreover, since
our algorithm is hierarchical we compared it with respect to Single Link [44](usually
referred as Nearest Neighbour Clustering, we refer to it as NN in the following), Com-
plete Link [12](usually referred as Farthest Neighbour Clustering, we refer to it as FN
in the following), Average approaches [23] (usually referred as Unweighted Pair Group
Method with Arithmetic Mean, we refer to it as UPGMA in the following). All the ap-
proaches mentioned above address the clustering problem from different viewpoints
thus strengthening our evaluation. Finally, for the sake of completeness, we also ran
several experiments using an algorithm designed for biological data as SiMM-TS [5]
that confirmed our superior performances as will be shown below.

We started our analysis considering these datasets on which we used M-CLUBS and
the other clustering algorithms for the sake of comparison. The obtained results are
reported in Table 1 and Table 2.

The results obtained are quite convincing both for the accuracy and the execution
times where M-CLUBS exhibits best performances (best results for each Table are re-
ported in bold). In particular our clustering method correctly detected the number of
clusters in the data as stated in detail in next Section. Indeed, M-CLUBS showed a
nice feature when clustering Dataset 1: the HN group contains two subgroups ER+ and
ER-, M-CLUBS during the splitting step identified these two subgroups that have been
collapsed in a single cluster after the merging step. To further asses, the validity of the
approach we exploited several method-independent quality measure that are reported in
the following.

2.1 Quality of Clustering Results

Here we will evaluate the quality of the results M-CLUBS produces and its reliability.
The issue of finding method-independent measures for clustering results has been the
source of much topical discussions, but over time sound measures have emerged that
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Table 1. Accuracy and Time Performances for our test datasets

Algorithm Test Datasets
Dataset1 Dataset2
SSQ time SSQ time

M-CLUBS 2.01E+8 2.513 1.77E+2 0.0784
BIRCH 2.67E+8 9.124 1.78E+2 0.3522
KM++ 4.31E+8 2.913 1.82E+2 0.1154

SMART 4.65E+8 3.025 1.81E+2 0.1243
DIANA 3.96+8 3.113 1.85E+2 0.1463
UPGMA 4.03E+8 6.412 1.91E+2 0.4331

NN 4.11E+8 6.635 1.86E+2 0.3992
FN 4.18E+8 6.935 1.88E+2 0.4021

SiMM-TS 2.99E+8 5.648 1.80E+2 0.4415

Values represent SSQ per dataset. Times are expressed in seconds.

Table 2. Accuracy and Time Performances for our test datasets

Algorithm Test Datasets
AD400− 10− 10 Y eastSporulation

SSQ time SSQ time
M-CLUBS 9.40E+4 0.831 2.41E+3 0.2451

BIRCH 1.43E+5 1.336 3.86E+3 0.4006
KM++ 1.14E+5 0.992 3.77E+3 0.2998

SMART 1.32E+5 1.022 3.85E+3 0.3134
DIANA 1.03+5 1.423 3.56E+3 0.3321
UPGMA 1.19E+5 1.551 3.68E+3 0.3779

NN 2.04E+5 1.352 3.80E+3 0.3881
FN 2.11E+5 1.398 3.88E+3 0.3967

SiMM-TS 9.87E+4 1.004 2.86E+3 0.3027

Values represent SSQ per dataset. Times are expressed in seconds.

can be used reliably to compare the quality of the results produced by a wide range of
clustering algorithms [7]. In particular the following three measures have sound theo-
retical and practical bases: Variance Ratio (its range is [0,∞) and larger values indicate
better clustering quality), Relative Margin (its range is [0, 1) and lower values indicates
a better clustering) and Weakest Link(its range is [0,∞) and lower values represent
better clusterings).

The results obtained for the above mentioned quality measures are given in Table 3
and Table 4: they show that M-CLUBS outperforms other methods significantly, pro-
ducing values for Relative Margin & Weakest Link (resp. Variance Ratio) that are sig-
nificantly lower (larger) than those other methods, i.e. clusters of much better quality.

These results show that M-CLUBS always finds the exact number of clusters and the
quality of the found cluster is overwhelming with respect to the other methods.
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2.2 Additional Quality Measures

SSQ is a natural and widely used norm of similarity, but a devil’s advocate can point out
that other clustering algorithms might not measure their effectiveness in terms of SSQ
or even the compactness of each cluster around its centroid. Thus, we will attempt to
measure the quality of the clusters produced by M-CLUBS using very different criteria
inspired by the nearest subclass classifiers that were previously used in a similar role in
[46] and [17].

A first relevant evaluation measure in this approach is the error rate of a k-Nearest
Neighbor classifier defined by the clustering results. This value provide relevant in-
formation about the ability of the clustering method under evaluation to minimize the
errors due to incorrect assignment of points to the proper cluster. Indeed, this informa-
tion is crucial for biological data analysis. Thus, for each point, we can check whether
the dominant class of the k closer elements allows to correctly predict the actual class
of membership (there is no relationship between the value of k used here and that of k-
means). Thus, the total number of points correctly classified measures the effectiveness
of the clustering at hand. Formally, the error ek(D) of a k-NN classifier exploiting a the
distance matrix among every pair of points. D can be defined as

ek(D) =
1

N

N∑
i=1

γk(i)

Table 3. Clustering Quality Measures Evaluation

Dataset 1 #Clusters Variance Relative Weakest
Ratio Margin Link

M-CLUBS 3 75.41 0.098 0.817
BIRCH 6 63.42 0.176 1.934
KM++ 3 65.44 0.157 4.152

SMART 3 64.77 0.198 4.789
DIANA 4 66.16 0.121 1.921
UPGMA 6 63.56 0.197 2.442

NN 6 66.78 0.184 2.113
FN 6 67.16 0.178 2.241

SiMM-TS 4 69.83 0.115 1.443
Dataset 2 #Clusters Variance Relative Weakest

Ratio Margin Link
M-CLUBS 4 81.33 0.066 0.713

BIRCH 4 70.41 0.182 1.943
KM++ 4 68.67 0.201 3.412

SMART 4 69.97 0.225 3.725
DIANA 4 69.54 0.158 1.992
UPGMA 4 71.15 0.177 1.957

NN 4 70.93 0.184 1.964
FN 4 71.04 0.188 1.981

SiMM-TS 4 75.42 0.104 1.144
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where N is the total number of points, and γk(i) is 0 if the predicted class of the i-th
point (xi) coincides with its actual class, and 1 otherwise. Low values of the ek(D)
index denote high-quality clusters.

Following [17], we can go deeper in our evaluation by measuring the average num-
ber of elements, in a range of k elements (we recall again that we use the expected
cluster size value), having the same class as the point under consideration. Practically,
we define qk as the average percentage of points in the k-neighborhood of a generic
point belonging to the same class of that point. Formally:

qk(D) =
1

N

N∑
i=1

|Nk(i) ∩ Cl(i)|
min(k, ni)

where Cl(i) represents the actual class associated with the i-th point in the dataset,
ni = |Cl(i)|, and Nk(i) is the set of k points having the lowest distances from xi,
according to the distance used at hand. This value will provide a really interesting in-
formation, in fact it will measure the purity of the clusters since it take into account
the number of points wrongly assigned to a cluster. In principle, a Nearest Neighbor
classifier exhibits a good performance when qk is high. Furthermore, qk provides a
measure of the stability of a Nearest-Neighbor: high values of qk make a k-NN classi-
fier less sensitive to increasing values k of neighbors considered. The sensitivity of the
clustering can also be measured by considering, for a given group of points x, y, z, the

Table 4. Clustering Quality Measures Evaluation

AD400-10-10 #Clusters Variance Relative Weakest
Ratio Margin Link

M-CLUBS 10 88.32 0.104 0.183
BIRCH 9 78.44 0.181 1.036
KM++ 10 79.31 0.194 1.231

SMART 10 78.21 0.206 1.312
DIANA 10 77.36 0.159 1.012
UPGMA 9 74,86 0.161 1.431

NN 9 76.62 0.183 1.532
FN 9 77.95 0.185 1.476

SiMM-TS 10 81.36 0.128 0.463
Yeast Sporulation #Clusters Variance Relative Weakest

Ratio Margin Link
M-CLUBS 7 83.45 0.153 0.147

BIRCH 6 80.36 0.382 1.013
KM++ 7 76.21 0.323 1.904

SMART 7 75.43 0.244 1.975
DIANA 8 78.42 0.297 1.146
UPGMA 6 77.03 0.342 1.442

NN 6 76.79 0.401 1.451
FN 6 76.31 0.414 1.433

SiMM-TS 7 81.43 0.195 0.348
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Table 5. Quality indices for Dataset 1 and Dataset 2

Dataset 1
method/index ε ek=10 qk=10

M-CLUBS 0.0661 0.0984 0.9998
BIRCH 0.1154 0.2010 0.9756
KM++ 0.1002 0.1974 0.9803
SMART 0.1086 0.2101 0.9757
DIANA 0.0933 0.1426 0.9846
UPGMA 0.1224 0.1779 0.9811
NN 0.1196 0.1813 0.9803
FN 0.1185 0.1848 0.9794
SiMM-TS 0.0879 0.1065 0.9813

Dataset 2
method/index ε ek=10 qk=10

M-CLUBS 0.0054 0.0352 0.9999
BIRCH 0.0165 0.0953 0.9923
KM++ 0.0487 0.1657 0.9764
SMART 0.0568 0.1789 0.9734
DIANA 0.0113 0.1264 0.9829
UPGMA 0.0197 0.1022 0.9894
NN 0.0201 0.1047 0.9915
FN 0.0188 0.1035 0.9926
SiMM-TS 0.0096 0.067 0.9978

probability that x and y belong to the same class and z belongs to a different class, but
z is more similar to x than y is. We denote this probability by ε(D), which is estimated
as ε(D) =

1

N

N∑

i=1

⎛

⎝ 1

(ni − 1)(N − ni)

∑

Cl(j)=Cl(i),j �=i

∑

Cl(k) �=Cl(i)

δD(i, j, k)

⎞

⎠

where δD is 1 if D(i, j) < D(i, k), and 0 otherwise. This value gives information
about the ambiguity in cluster assignments. Here too, low values of ε(D) denote a good
performance of the clustering under consideration.

The results reported in Table 5 and Table 6 show that M-CLUBS produces better
results than the other algorithms.

Table 5 and Table 6 show that M-CLUBS offers the best performance on all indices
and in particular the really high values of qk (it is practically 1 since it detects exactly
the number of clusters for each dataset and the point assignment to cluster is correct)
allow to asses that the clusters are well defined, and M-CLUBS outperforms other meth-
ods. In measuring ek and qk, we used neighborhoods of size closer to the actual cluster
size available by datasets provider thus it is a good choice for testing the quality of
clusters. The overall structure of the clusters and the points distribution for all datasets
(results in Table 5 and Table 6) produced superior performance for M-CLUBS on ev-
ery index, with particularly low values of ε. This result suggests that M-CLUBS exhibits
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Table 6. Quality indices for AD400-10-10 and Yeast Sporulation

AD400-10-10
method/index ε ek=40 qk=40

M-CLUBS 0.1041 0.0463 0.9989
BIRCH 0.1789 0.1012 0.9668
KM++ 0.2046 0.1225 0.9547
SMART 0.2076 0.1317 0.9512
DIANA 0.1216 0.0934 0.9734
UPGMA 0.1814 0.1048 0.9701
NN 0.1515 0.1096 0.9744
FN 0.1546 0.1077 0.9769
SiMM-TS 0.1167 0.0657 0.9932

Yeast Sporulation
method/index ε ek=900 qk=900

M-CLUBS 0.1534 0.2287 0.9887
BIRCH 0.2217 0.2854 0.9689
KM++ 0.2431 0.3011 0.9554
SMART 0.2536 0.3046 0.9532
DIANA 0.2176 0.2679 0.9729
UPGMA 0.2189 0.2866 0.9773
NN 0.2245 0.2879 0.9798
FN 0.2263 0.2884 0.9748
SiMM-TS 0.1934 0.2458 0.9843

the highest effectiveness compared to the other approaches even when SSQ is not the
exploited metrics.

3 Evaluating the Biological Relevance of Clusters

In this section we report the experimental results regarding a further comparison we
performed to assess the validity of our approach from a biological viewpoint. Indeed,
clustering gene expression data is a valid support for functional annotation, tissue clas-
sification, regulatory motif identification, and other applications, but choosing the right
clustering may be rather difficult. To address this issue, several proposal have been pre-
sented such as [11,19]. In this paper we exploited the quality measure defined in [19]
for biological data clustering evaluation1 since it summarizes several evaluation metric
in a single measure. We ran the experiments in standard mode using all Gene Ontology
(GO) classes as input setting of the program and report the obtained CQS (Clustering
Quality Score)[19]. This analysis assures a stronger validation of the clustering results
from a biological viewpoint. The results are reported in Table 7 and state the biological
relevance of M-CLUBS is quite high.

The high performance of M-CLUBS also from a biological viewpoint can be un-
derstood by considering that it can backtrack on previously wrong computation in the

1 We thank Irit Gat-Viks and Susmita Datta for providing us the code of their projects and many
useful details for using it properly.
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Table 7. Clustering Quality Score for Dataset 1, Dataset 2, AD400-10-10 and Yeast Sporulation

Dataset 1
method/index CQS

M-CLUBS 30.42
BIRCH 26.43
KM++ 18.92
SMART 17.79
DIANA 27.71
UPGMA 26.54
NN 24.87
FN 25.03
SiMM-TS 29.32

Dataset 2
method/index CQS

M-CLUBS 33.47
BIRCH 28.02
KM++ 24.38
SMART 25.67
DIANA 27.78
UPGMA 27.04
NN 28.65
FN 27.58
SiMM-TS 32.15

AD400-10-10
method/index CQS

M-CLUBS 34.16
BIRCH 29.16
KM++ 21.17
SMART 22.43
DIANA 28.36
UPGMA 27.79
NN 29.02
FN 29.65
SiMM-TS 33.59

Yeast Sporulation
method/index CQS

M-CLUBS 27.54
BIRCH 25.78
KM++ 18.69
SMART 17.55
DIANA 25.22
UPGMA 24.36
NN 24.87
FN 24.62
SiMM-TS 26.91

splitting phase. More in detail, by the merging step we can properly assign gene expres-
sion to their group, thus to the correct function, when it is the target of the analysis, by
updating previous wrong assignment. The latter because, we can group together also
“siblings” gene expression in our tree auxiliary structure.

4 Clustering Assessment Using p-value

In order to further asses the biological coherence of M-CLUBS clusters we briefly dis-
cuss here Enrichment Analysis. Enrichment Analysis is intended to characterize biolog-
ical attributes in a given gene set. In this respect the GO dataset is a key resource. In
particular, GO ontologies are split into cellular component, molecular function, and bi-
ological process. Using these ontologies we can better characterize genes, thus improv-
ing the annotation process. Many tools exist for assessing significance of enrichment
within a group. They typically exploit hypergeometric testing, but can also be based on
a Kolmogorov-Smirnov statistic. These tools usually require empirical estimations of
p-values and multiple testing corrections. Due to our peculiar approach, according to
[2,39], we need to compute for each cluster, the GO annotations and the corresponding
p-values, that evaluates the probability that a given cluster occurs2. Indeed, we deter-
mine whether an observed level of annotation for a group of genes is significant within
the context of annotation. More in detail, the p-value for each term tests the null hy-
pothesis that it is appropriate for the cluster. A low p-value (i.e. less than 0.05) indicates
that the assignment is correct, while a larger (i.e. insignificant) p-value suggests that the
term is not correctly associated.

In Table 8 we report the obtained p-values for the datasets being analyzed.
For the dataset being analyzed we obtained for M-CLUBS quite satisfactory p-

values: (Dataset 1 - 4%, Dataset 2 - 4%, AD400-10-10 - 3%, Yeast Sporulation - 3%)
thus confirming the relevance and the validity of the obtained clusters. Such satisfac-
tory results are obtained as M-CLUBS group together “siblings” gene expression when
clustering data [38]. As a matter of fact, these results further assess the relevance of
M-CLUBS clustering from a biological viewpoint.

2 The software is available at http://search.cpan.org/dist/GO-TermFinder/

http:// search.cpan.org/dist/GO-TermFinder/
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Table 8. Clustering p-value for Dataset 1, Dataset 2, AD400-10-10 and Yeast Sporulation

Dataset 1
method/index p

M-CLUBS 4
BIRCH 4.5
KM++ 6
SMART 6
DIANA 5
UPGMA 5
NN 4.5
FN 5
SiMM-TS 4.5

Dataset 2
method/index p

M-CLUBS 4
BIRCH 5
KM++ 7
SMART 7
DIANA 6.5
UPGMA 6
NN 5
FN 5
SiMM-TS 5

AD400-10-10
method/index p

M-CLUBS 3
BIRCH 4.5
KM++ 5.5
SMART 6
DIANA 6
UPGMA 5.5
NN 5
FN 5
SiMM-TS 4

Yeast Sporulation
method/index p

M-CLUBS 3
BIRCH 5
KM++ 6
SMART 6
DIANA 6.5
UPGMA 7
NN 5.5
FN 5.5
SiMM-TS 5

5 Conclusion

The naturalness of the hierarchical approach for clustering objects is widely recognized,
and also supported by psychological studies of children’s cognitive behaviors [40]. M-
CLUBS is providing the analytical and algorithmic advances that have turned this intu-
itive approach into a data mining method of superior, accuracy, robustness and speed.
The speed achieved by our approach is largely due to M-CLUBS’ ability of exploiting
the analytical properties of its quadratic distance functions to simplify the computation,
thus making M-CLUBS well suited for high sized and high dimensional datasets like
the biological ones. We evaluated the effectiveness of our approach by using several
method independent quality measures that confirmed the high quality of retrieved clus-
ters by a structural point of view. In particular, the experimental assessment clarified that
M-CLUBS guarantees good clusterings for the datasets being analyzed that represent
a severe benchmark for biological data scenario. Moreover, we provided a biological
interpretation of the clustering solutions by a domain expert and quality measures tai-
lored for biological data that confirmed the high quality of the clusters retrieved by
M-CLUBS. We conjecture that similar benefits might be at hand for situations where
the samples are in data streams or in secondary store. These situations were not studied
in this paper, but represent a promising topic for future research.

Acknowledgments. The authors would like to thank both Irit Gat-Viks and Susmita
Datta for providing us the code of their projects and many useful details for using it
properly.
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Abstract. Dynamic Contrast Enhance-Magnetic Resonance Imaging
(DCE-MRI) has proved to be a useful tool for diagnosing mass-like breast
cancer. For non-mass-like lesions, however, no methods applied on DCE-
MRI have shown satisfying results so far. The present paper uses the
Independent Component Analysis (ICA) to extract tumor enhancement
curves which are more exact than manually or automatically chosen re-
gions of interest (ROIs). By analysing the different tissue types contained
in the voxels of the MR image, we can filter out noise and define lesion re-
lated enhancement curves. These curves allow a better classification than
ROI or segmentation methods. This is illustrated by extracting features
from MRI cases and determining the malignancy or benignity by support
vector machines (SVMs). Next to this classification by kinetic analysis,
ICA is also used to segment tumorous regions. Unlike in standard seg-
mentation methods, we do not regard voxels as a whole but instead focus
our analysis on the actual tissue types, and filter out noise. Combining
all these achievements we present a complete workflow for classification
of malignant and benign lesions providing helpful support for the fight
against breast cancer.

Keywords: Breast DCE-MRI, Independent component analysis, Breast
lesion segmentation.

1 Introduction

To run a chance of surviving breast cancer it is uttermost important to discover
malignant tumors at an early stage. Deaths by breast cancer are highly reduced
by early treatment. In his fundamental publication “Signs In MR-Mammography”
Werner A. Kaiser states: “If we had a diagnostic method that enabled us to de-
tect and remove all breast cancers 5 to 10 mm in size, we could practically
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eliminate breast cancer deaths” [12]. Methods able to diagnose even very small
lesions play an important role in the fight against breast cancer. Dynamic Con-
trast Enhanced-Magnetic Resonance Imaging (DCE-MRI) is a very useful tool
for such methods. It allows analyzing tissue by reference to blood flow. Enhance-
ment curves representing the change in blood flow are obtained from DCE-MRI
and help to differentiate between malignant and benign lesions. Research has
demonstrated the high relevance of enhancement curves for mass-like lesions
[17,11]. However, this method has not yet proven successful for the assessment
of non-mass-like lesions [10]. This may be due to the fact that it is common use
to obtain an enhancement curve from the mean enhancement of a selected area,
the region of interest (ROI). However, the chosen ROI is taken from an area
inside the lesion that shows the strongest enhancement. There might be cases
where it does not sufficiently represent the whole lesion. This is especially rele-
vant for non-mass-like lesions which show a very diffuse structure that is hard
to separate from normal body tissue. Instead, mass-like lesions show a compact,
mass-like structure, hence the name. The disadvantages of the standard ROI se-
lection represent the main motivation for applying the independent component
analysis (ICA) to enhancement curves obtained from DCE-MRI. The goal is to
extract curves that represent different tissue structures and, thus, to obtain tu-
mor curves that represent tumorous tissue better than a manually selected ROI
or automatic segmentation. MRI voxels represent 3-dimensional cubes of differ-
ent tissue types. ICA allows to differentiate various tissue types in a single MRI
voxel. Overall, the application of ICA on DCE-MRI refines the extraction of
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enhancement curves. Thus, it is able to achieve better results than using stan-
dard ROI or segmentation methods, which leads to superior results.

1.1 Contribution

In recent work [5,6] we approximated extracted tumor curves to an empiri-
cal mathematical model based on the phenomenological universalities (PUN)[4]
showing its profit to lesion classification. Tying on this work, we now present
a complete workflow (Figure 1) for classification of malignant and benign non-
mass-like as well as mass-like lesions using ICA. For given MR images our pro-
posed method outputs classification results despite hard to outline non-mass-like
lesions. Noise gets filtered out of the enhancement curves, tumor-related curves
are detected. Also, the proposed method allows to automatically segment tumor
regions and even is able to handle MRI images obtained by a very small number
of time points. This renders it possible to process MRI images with a very high
resolution and, thus, very little time points, but having the advantage of finding
even very small lesions. Furthermore, features will be extracted for classification
by support vector machines (SVMs). Our method will be evaluated using 80
MRI cases containing malignant and benign lesions. Our workflow includes a
segmentation method unrelated to ICA, allowing an evaluation of the benefits
of using ICA. All cases we present are provided and recorded by the Maastricht
University Medical Center following the MRI protocol stated in Table 1.

Table 1. MRI protocol parameters

Contrast agent: gadopentetate dimeglumine
Dose (mmol/kg): .1
Injection rate (ml/s): 2, followed by saline flush
Field strength (Tesla): 1.5
Pulse sequence: T1w 3D FLASH
Scan coverage: bilateral
Plan: transverse
Flip (degrees): 10
FOV: 280 x 338 x 150
Matrix: 352 reconstructed
Reconstructed voxel size (mm): 1
Slice thickness (mm): 1
Slices: 150, no overcontiguous slices
Volume scan time (min): 1.4
Dynamic acquisition time (min): 1.4, 2.8, 4.2, 5.6

2 Related Work

Several approaches have been made to identify malignant and benign breast
lesions by analyzing the results obtained by DCE-MRI. Mainly tissue enhance-
ment curves and shape or texture properties have been extracted as distinctive
features. Work on enhancement curves provided the best results and is outlined
in this section. Newell et al. [17] extracted kinetic features (in addition to shape
and texture features) from breast DCE-MRI cases and trained a classifier to



48 S. Goebl et al.

predict lesion quality. Kinetic features were obtained from a manually chosen
ROI, a mean signal was calculated from the most enhancing part of the ROI
and two parameters were extracted: uptake (i.e. how fast the contrast agent is
been taken up by tissue) and washout rate (i.e. how fast the contrast agent disap-
pears due to following blood containing no contrast agent any more). The results
where evaluated by a receiver operating characteristic (ROC) which showed an
area under the curve (AUC) of .88 for mass-like lesions, but for non-mass-like
lesions only a AUC of .59, hardly better than the random decision of an AUC
of .5. Another approach is done by Jansen et al. [11]. They extracted and ana-
lyzed qualitative and quantitative features from DCE-MRI enhancement curves
for mass-like, non-mass-like and focus enhancements. All features were obtained
from a manually selected ROI. As qualitative features initial rise and delayed
phase of the enhancement curve were defined by a specialist. Additionally, several
quantitative features were calculated. The diagnostic performance is examined
for each single quantitative feature, and evaluated using ROC. For mass-like
lesions the AUC reaches up to .75. However, for non-mass-like lesions the best
feature reaches only an AUC of .67. For focus enhancements (being only 7% of
all cases) there has been a best AUC of .53. The disadvantage of determining
the ROI manually is especially large, if the lesion is very heterogeneous and hard
to outline manually. This is rather the case for non-mass-like than for mass-like
lesions. To avoid this problem the manual step has to be excluded. Therefore,
two ways to proceed are possible. One could either find a method to outline
the ROI automatically. This direction was chosen by Stoutjesdijk et al. [19] by
determining the ROI using mean shift multidimensional clustering (MS-MDC).
However, they only achieved a result as good as with a specialist chosen ROI,
but did not outperform him. Also semi-automatic lesion extraction is performed
by threshold based segmentation. Hoffmann et al. [8] proposed a modification for
the segmentation algorithm by Chan and Vese [2]. As comparison algorithm this
method is included in our proposed workflow. The other way possible is to use
a method to analyze lesion kinetics without determining a ROI. Extraction of
different enhancement curves due to differently enhancing tissue types has first
been done for functional MRI. McKeown et al. [15,16] have applied blind source
separation techniques on functional brain MR images. Due to the MRI tech-
nology, with a higher resolution less time points can be measured. Therefore,
many breast MRI protocols only have a very small number of measured time
points. The number of unmixed signals in ICA can not exceed the number of
measured signals which equals the number of measured time points. This results
in the lack of a high number of signals being able to be obtained from ICA. Koh
et al. [13] avoided this problem of a lack of time points by using a protocol of
65 time points in their feasibility study. They produced clear results and could
outline the tumor component in the visualization of mostly a single extracted
signal component. However, this approach can only been seen as preliminary
work, for it is lacking the chance of realistic usability since such a high number
of measured time points results in a resolution far too low to be sufficient for
breast lesion detection. Nonetheless, we stressed the importance of identifying
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already very small lesions, which needs a higher resolution. To fill this gap, we
propose a combination of ICA, segmentation and kinetic analysis that yields
proven results for high resolution MRIs of 1mm slice thickness.

3 Segmentation and Kinetic Analysis Using ICA

Our aim is to provide a complete workflow for segmentation and kinetic anal-
ysis using ICA. The workflow covers all pre-processing steps and results in a
segmentation and in classification results. Before introducing each step of the
workflow, we first introduce our application of ICA on DCE-MR images, since
this is fundamental for both segmentation and kinetic analysis.

3.1 ICA on DCE-MRI

Independent Component Analysis. The method of Independent Compo-
nent Analysis (ICA) has been developed by Hyvärinen and Oja [9] for the prob-
lem of blind source separation for the task of unmixing signals into independent
single signals. We apply ICA on DCE-MR imaging, which opens up several
opportunities for analyzing MR images. As mentioned in Section 2, the ROI
method uses only a few voxels in order to obtain a tumor enhancement curve.
The tumor might not be represented by this exactly enough for further analysis.
Furthermore, a ROI needs to be drawn by an expert for every single case and
depends on the expert’s knowledge. The basic idea of ICA on DCE-MRI is that
not every voxel shows an enhancement curve, but every tissue type has a typical
enhancement curve that sheds light on its quality, whether it is malignant lesion
tissue, benign lesion tissue or a completely other tissue type. The application of a
ROI selects only several voxels, neglecting tissue types and unselected voxels. It
is creating voxel enhancement curves that actually are mixtures of enhancement
curves of all tissue types combined in the voxels. Enhancement curves achieved
this way only show the approximate enhancement of lesion tissue. In the MRI
protocol used for the cases discussed in this work, the voxel volume is 1mm3.
So it is very likely that voxels are containing different tissue types at the same
time.

The total signal intensity of a voxel is the sum of the intensities that every
tissue type in this voxel emits. Here, ICA unmixes the different tissue types out
of this mixture. Like ICA is calculating original signals and a mixing matrix,
ICA on DCE-MRI reconstructs the original tissue types and how they are mixed
together in each voxel. As result we gain enhancement curves for each tissue type.
Principally, there are two ways to apply ICA on DCE-MRI: temporal [14] and
spatial [15,14] ICA. The temporal approach is the most intuitive: Every voxel
changes its enhancement or signal intensity over time: for every pre- and post-
contrast time point it shows a value. These signals are unmixed by ICA. However,
this means that a very high number of signals showing very few time points needs
to be unmixed. Already for an area of 25 × 25 voxels this would result in 625
single signals each showing only 5 time points, as for our MRI protocol. Thus, it
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did not prove successful to extract meaningful unmixed enhancement curves by
temporal ICA. The other way we adopt to apply ICA on DCE-MRI is spatial
ICA. We derive this method from original ICA, where m mixed signals x = (xm)
are composed by a matrix of mixing coefficients A = (amn) and n independent
random variables s = (sn), such that x = As. The solution to unmixing the
mixed variables equally is s = Wx with W = A−1. There are restrictions to
ICA: since the signals are calculated by maximizing the mutual independence,
the may not be correlated. Otherwise, ICA would maximize their independence
and create signals less similar to the correlated signals. Also, ICA can not create
more unmixed signals than the number of observed signals, i.e. n ≤ m.

Independent Component Analysis on Dynamic Contrast Enhanced-
Magnetic Resonance Imaging. Different tissue types show different enhance-
ment curves. Parts of the lesion may enhance differently as well as non-lesion
related tissue types and noise. Since a MRI voxel may include more than one
tissue type, it is important to separate these overlaid areas and enhancement
curves in order to obtain the original curves and lesions without noise. Spatial
ICA calculates these variously enhancing curves and how each voxel is influ-
enced by which enhancement curve. We derive spatial ICA on DCE-MRI from
the original ICA definition and set x in equation x = As so that x1, . . . , xm

describe a slice of the m-th subtraction MR images that are obtained by sub-
tracting the pre-contrast MR image from the m-th MR image. This results in
the pre-contrast subtraction image showing zero enhancement and the follow-
ing post-contrast subtraction images showing an enhancement relative to the
pre-contrast subtraction image. They are denoted as subtraction images 1 to m.
Since the 1st subtraction image is defined as the pre-contrast image subtracted
by the pre-contrast image, it contains no additional information. The following
definitions can be applied to pre- and post-contrast images without subtraction.
However, since subtraction images are used more often by related work and pro-
vided better results here as well, we define ICA on DCE-MRI for subtraction
images, but without loss of generality. Also, we process the MR images slice
per slice. It is also possible to apply ICA on all slices at once, but too many
differently enhancing tissues produce no clear result. Every subtraction image xi

consists of v voxels, so that a voxel j of a subtraction image xi is denoted by xij .
For easier notation we change our ICA equation to X = AS. Thus, we derive

X =

⎛
⎜⎝

x1

...
xm

⎞
⎟⎠ =

⎛
⎜⎝

x11 · · · x1v

...
. . .

...
xm1 · · · xmv

⎞
⎟⎠. This is the MR image series obtained from

the scanner. The idea of spatial ICA on DCE-MRI is that the signal intensity
of every voxel is build by the sum of all the signal intensities of the tissue types
it is containing. Objective of ICA on DCE-MRI is to unmix the enhancement
of every voxel into the amount of enhancement that is caused by every single
tissue type included in the voxel. The signals s are these different tissue types.
Here s defines for every tissue type how it affects each voxel. The mixing matrix
M then defines how every voxel on every subtraction image is affected by every
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tissue type. Thus, we define S =

⎛
⎜⎝

s1
...
sn

⎞
⎟⎠ =

⎛
⎜⎝

s11 · · · s1v
...

. . .
...

sn1 · · · snv

⎞
⎟⎠, where n denotes the

number of signals and v the number of voxels. A signal here is also called an
independent component (IC). So, skj denotes the j-th voxel on the k-th inde-

pendent component. Finally, we define the mixing matrix A =

⎛
⎜⎝

a11 · · · a1n
...

. . .
...

am1 · · · amn

⎞
⎟⎠,

with m denoting the number of subtraction images and n the number of signal
or ICs. Every aik denotes the mixing coefficient for the k-th IC on the i-th sub-
traction image. An informal, more intuitive description is that the mixing matrix
A puts together every subtraction image out of each independent component by
weighting it by its coefficient.

The tissue types equal the independent components (ICs) that have been
extracted by ICA. Thus, the enhancement curves for every tissue type k are
represented by (a0k, a1k, . . . , amk) where m denotes the number of subtraction
images. For every tissue type respectively for every IC, A shows how much each
voxel is represented by this tissue type. This allows a graphical view on every
tissue type, which will be used for segmentation by ICA.

Application on Malignant Lesion. An example demonstrates our method.
Its MRI subtraction image time series is shown in Figure 2. The first subtrac-
tion image shows mri2 −mri1 (The actual first subtraction image mri1 −mri1,
of course, contains no information). A rectangular area only containing the le-
sion and its direct neighborhood has been cut out and motion compensated

(a) (b)

(c) (d)
Fig. 2. Subtraction images 1 to 4 of malignant lesion
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Fig. 3. Estimated independent components and visualization of mixing matrix A of
malignant lesion

as explained in the following workflow description. Judged by eye, the overall
enhancement increases from Figure 2a to 2d, but apart from that, an inner sep-
aration of components can hardly be drawn. The Figures 3a to 3d show the
four estimated independent components, while Figure 3e visualizes the mixing
matrix A by showing the curves corresponding to the portion of each IC to each
subtraction image. For easier visibility of the voxel intensities a blue to red color
map has been applied. As already mentioned the independent components are
normalized to unit variance (whitening step). The product of voxel intensity
and signal enhancement as shown in matrix A is invariant. However, the visu-
alization of the independent components already allows an interpretation of the
results. IC 1 and 2 obviously contain noise which is widespread with no enhance-
ment concentrations. Also it is showing only few higher voxel intensities. That,
together with the low and indifferent enhancement curves of matrix A, allows
an identification as noise. On the contrary, IC 3 and 4 show a concentration
in the enhancement of their voxels. They also show higher intensities both in
the IC visualizations and their enhancement curves of matrix A. While IC 3
shows a compact round shape, IC 4 enhances with a less exact contour. Also
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the enhancement curves show a clearly different behaviour. IC 3 enhances very
strongly in the beginning, slighly decreasing in the following subtraction images.
On the other hand, IC 4 continues enhancing up to the last subtraction images,
but at a slower pace. Due to the idea of ICA on DCE-MRI we can assume that
IC 3 and 4 consist of different tissue types.

3.2 Workflow for Segmentation and Kinetic Analysis

In the last section we have shown how ICA is applied on DCE-MR images.
It presents the core technique for the our MR image processing workflow. In
this section all processing steps are depicted. A general view has already been
presented on Figure 1.

Preprocessing. Before applying our methods on the MR images the data is
preprocessed. The relevant region where a radiologist locates the lesion is cut out
in a box of cubical shape, assuring that all tumorous tissue lies inside the area.
For this area a non-rigid motion compensation algorithm based on the approach
of Brox [1] is employed. The parameters of the motion compensation algorithm
are chosen in the following way: smoothness term α = 100.0, regularization
parameter γ = 10.0 and the refinement factor η = .8. Additionally presmoothing
by convolving each image with a Gaussian with standard deviation σ = .6 is
performed. Finally, the transverse slices of the cut out box are selected for the
further analyzing steps.

Segmentation. Twoaspectsmotivate the development of amethod for lesion seg-
mentation. First, knowledge about the contours of the lesion is crucial for surgery.
Only an exact segmentation allows the surgeon to remove all tumorous tissue with-
out missing cancer cells that will continue growing with possibly deadly conse-
quences. Knowing the exact boundaries of the lesion also prevents removing too
much healthy breast tissue and helps avoiding a mastectomy. Second, for extract-
ing kinetic features it is compulsive to know which voxels belong to the lesion itself
and which belong to the surrounding area. Only then, features like the mean inten-
sity of all tumor voxels can be calculated correctly. For the final evaluation of our
classification results we will use two different methods for segmentation.

The first method uses the active contour segmentation by Chan and Vese [2].
This algorithm detects objects in an image by starting a curve around objects
and narrowing it down towards the objects. By stopping the curve the bound-
ary of the objects is determined. Here, the following modifications proposed by
Hoffmann [8] are applied: The contour to be found by the algorithm is set to a
three dimensional function in order to evolve a three dimensional segmentation.
The segmentation function is modified to achieve a smoother transition of the
contour of the lesions which is defined by the newly introduced parameter α.
This parameter regulates the smoothness of the level set function used by the
segmentation by Chan and Vese. Last, the model is adapted to using all five
images of a MRI time series, the pre-contrast and the four post-contrast images.
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This allows more individual information to be given to the algorithm. Thus, if one
image provides little information about where the boundary should lie, another
image may provide more information which is used additionally. However, the
quality of the resulting segmentation is strongly depending on the choice of
the parameter α introduced by Hoffmann and the parameter μ of the original
algorithm by Chan and Vese defining the length of the contour.

The second method we use to derive a segmentation is by ICA. The general
idea of segmentation by ICA is that each independent component estimated by
ICA contains a different tissue type. Other than the segmentation by Chan and
Vese in its modification by Hoffmann it is possible to extract segmentations not
only for the tumor curve, but for all extracted tissue types. In the end it has to be
decided which component is seen as the main lesion component and can be used
for the further workflow as segmentation containing the lesion. Segmentation
by ICA is conducted in the following way: ICA has to be applied slice per
slice, since the whole 3-dimensional cut out box around the lesion contains too
many differently enhancing voxels. As the number of independent components is
limited by the number of captured MR images, no clear independent components
could be gained from an application of ICA on the whole box. To define the size
of the region included in the segmentation, a threshold ρ has to be introduced,
as for all segmentation algorithms. We define the threshold ρ ∈ ]0, 1[ so that
voxels vcks

of an independent component ck and a slice s are contained in the
segmentation if

si(vcks
) >= ρ ·max si(vC) (1)

where si(vcks
) is the signal intensity of a voxel and C = cis is the matrix con-

taining the independent components i for each slice s. This threshold takes into
account that some lesion containing independent components show a higher max-
imum signal intensity values than others, which can be used for segmentation.
To extract as much information as possible, we set the number of independent
components to the maximum of 4. Next, the 4 independent components from
every slice have to be matched in order to build a segmentation each including
all slices. In order to fit each slice sc of a independent component c to the corre-
sponding next slice (s+1)c the similarities of the mixing matrices As and As+1

are observed. Therefore, the difference matrix D is defined as

D = (dij) with dij =

|C|∑
k=1

|aski
− as+1kj

| (2)

where |C| is the amount of independent components estimated, and aski
and

as+1kj
are elements of the matrices As resp. As+1. Matrix D now contains the

sum of the absolute differences of every intensity of the enhancement curves
of all independent components of slice s to slice s + 1. Now the independent
components are obtained as follows:

1. Find the indices i and j that minimize dij .
2. Map the i− th independent component of slice s to the j − th independent com-

ponent of slice s+ 1.
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3. Remove the i− th row and the j − th column from D.
4. Proceed with 1. if D non-empty.

By this method independent components that show similar enhancement curves
are assumed to belong to the same tissue type. This is in accordance to the
general idea of ICA on DCE. Since especially the tumor curve usually shows
a much different enhancement curve than the other tissue curves, this method
guarantees a good mapping for the lesion components with are most important
for further calculations. On contrary mappings that use the similarity of the
independent components itself have the disadvantage that usually lesion tissue
grows or decreases from one slice to the other. Hence, a mapping based on these
similarities is less successful. Also, independent components that show only slight
and indifferent enhancement curves, which might cause bad mappings, usually
containing noise, do show low overall signal intensities that are not included by
the segmentation due to threshold ρ. Figure 4 presents the final segmentations
by this method (ρ = .35) for the independent components 3 and 4 of the example
of Figure 3.

(a) IC 3 (b) IC 4

Fig. 4. Segmentation by ICA of ICs 3 and 4 of malignant MRI case

Slice-wise ICA. An alternative way to build a lesion segmentation is to apply
ICA directly on the preprocessed data. After a whitening step for decorrelation
and unit variance, the selected box around the lesion is processed slice per slice
by ICA. We again choose to extract four independent components from each
slice. Unlike for segmentation we do not choose a threshold to decide which
voxels to include. All voxels of each slice are used to construct the enhancement
curves. The resulting four enhancement curves of each slice have to be matched
to the curves of the other slices, which is done following the matching algorithm
described above. For comparison of the results in Section 4, parallel, our workflow
also applies only whitening, but not ICA in this step.
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Defining Characteristic Curve. For feature extraction we need a mutual
basis derived from the different segmentation methods and from slice-wise ICA.
Thus, we define a characteristic curve for each MRI case. This curve is a single
regular enhancement curve consisting of one pre-contrast and four post-contrast
time points. It is derived from the different methods and is used to describe
the lesion for feature extraction. For segmentation by Chan and Vese in the
modification by Hoffmann it is simply calculated as the mean enhancement of
all voxels of the subtraction images that are included in the segmentation. For
segmentation by ICA it first has to be decided which segmentation relates to the
lesion. Then, the characteristic curve is derived in the same way as described. For
slice-wise ICA also the mean kinetic curve has proved to be most useful. Here,
for each set of enhancement curves for each slice the mean of each pre- and post-
contrast time point is calculated. Resulting in one curve for each independent
component, the lesion component is chose as the strongest enhancing curve,
i. e. showing the largest integral.

Feature Extraction and Selection. As intermediate result every MRI case
is represented by its characteristic kinetic curve. Now, we define features di-
rectly from curve parameters (features f1 to f3) or from parameters of curve
approximating functions (features f4 to f7). These features will be selected for
classification in the next step.

– f1, f2 and f3: Every characteristic curve consists of five points ai for each time
point (i− 1) ·Δt where i ∈ {1, .., 5} and Δt = 1.4 ·60s (as determined by the
MRI protocol). Feature f1 = (a3−a2)/a2 considers the relation of growth or
decline between the second and third time point to the initial growth to the
second time point. Feature f2 = (|a3−a2|+ |a4−a3|+ |a5−a4|)/(a2) widens
the scope to the absolute values of growth or decline of all time points, again
in the same relation. Feature f3 = (a5 − a2)/a2 differs from f2 only in using
the total growth or decline instead of absolute values.

– f4: Jansen et al. [10] has proposed a model for approximating tumor curves
composed by two exponential functions: y(t) = A ·

(
1− exp(−αt)

)
·exp(−βt)

with parameters A, α and β to be fitted. It expresses the early growth of the
lesion curve as well as its latter decline or further growth. Apart from the
fitted parameters feature vector f4 consists of Jansen’s derived parameters
except SER and the maximum value y(t) reaches in the observed interval.

– f5 and f6: The model proposed by Gliozzi [4] is also composed of two expo-
nential functions to approximate lesion enhancement. We use a normalized
form as y(t) = exp(r · t + 1

β · (a − r) · (exp(βt) − 1)) with r = α
beta and

include the fitted parameters α, β and a together with the maximum value
y(t) in the feature vector f5. Feature f6 differs only in using a modification
by Hoffmann [7] which removes the outer exponential function.

– f7: The relative signal intensity enhancement [18] approximates the second
to fifth time point of the characteristic curve to linear function y(t) = at+ b.
Only parameter a is used as feature and is derived as f7 = ((t3 + t4 + t5) ·
(a3 + a4 + a5)− 5 · (t3a3 + t4a4 + t5a5))/((t3 + t4 + t5)

2 − 5(t23 + t24 + t25)).
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Classification. For classifying MRI cases into malignant or benign cases we
input the acquired features f1 to f7 into a support vector machine (SVM). We
train a soft margin SVM using for standard kernel functions [20,3] on a part
of our MRI cases. We use the linear (kernel 1), polynomial (kernel 2), radial
basis function (kernel 3) and sigmoid kernel (kernel 4). The resulting classifier
predicts for each MRI case if it contains benign or malignant lesions. The kernel
functions map then input feature space to a higher dimensional space in order
to find a class separation there.
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Fig. 5. AUC of features 1 to 7
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4 Results and Discussion

To evaluate the surplus value of ICA we compare classification results from our
workflow for segmentation by ICA and slice-wise ICA to the modified segmen-
tation by Chan and Vese, and to the slice-wise only whitened data. As measure
for quality of classification compare the area under the curve (AUC) as it is a
standard measure for medical classification accuracy. The four kernels produce
receiver operating characteristic (ROC) curves by the decision values obtained
from the SVM. A high AUC values represents a good trade-off between sensi-
tivity and specificity. AUC = 1 represents perfect classification with no false
negatives or positives, AUC = 0.5 is equal to the random guess. The classifier
for each feature is trained by n-fold cross validation. As source data serve 80
MRI cases recorded according to the MRI protocol of Table 1. The processed
cases contain each one lesion, in total 57 malignant lesions and 23 benign lesions,
mass-like and non-mass-like lesions as well. The values for the AUC of each fea-
ture and kernel as described in Section 3 are displayed in Figure 5. For the first
feature that focuses on the begin of the enhancement curve the method using
segmentation by ICA achieves the best AUC of .75 followed by the modified
segmentation by Chan and Vese (Chan-Vese) with an AUC of .73. The second
to fourth feature is still best classified when segmented by Chan-Vese. For the
fifth feature again segmentation by ICA gains the best AUC of .66. For feature 6
slice-wise ICA reaches an AUC of .69, while the only whitened alternative results
in an AUC of 0.75. Last and only for feature 7 an AUC of .80 is gained by ICA,
while Chan-Vese comes only up to an AUC of .71. This feature combined with
the method of slice-wise ICA clearly shows the benefit of using ICA.

5 Conclusion

We have shown that the application of ICA on DCE-MRI delivers good results
for mass-like and non-mass-like lesions equally. As for non-mass-like lesions we
outrun the ROI method by far. This certainly is due to the fact that ICA con-
siders all existing lesion information. Automatic non-ICA-segmentation is also
outrun in several features. ICA enables a very distinctive segmentation not only
for lesion but also for other types of tissue or noise. Last, a fully parameter free
automatic processing is given when using slice-wise ICA which delivers excellent
results by an 80% AUC.
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Abstract. The general idea underlying Intrauterine Growth Curves (IGC) is 
simple and effective: fetuses grow up showing a regular trend, if they are too 
large or small for the gestational age, they are potentially pathologic and further 
exams are needed. Growth trends can be easily evaluated by means of ultra-
sound scanners, but no single standard, from literature or from practitioners’  
organizations, seems to satisfy the desired requirements of precision and accu-
racy. On the contrary, failure rates as high as 50% are achieved. The problem is 
that several patient-related factors, such as ethnic group, food, sex (of fetus), 
drugs and smoke, must be taken into account to select the “right” IGC. In this 
perspective, starting from the quantitative comparison of growth trends from li-
terature, we propose a collaborative approach and an online system to create 
personalized IGCs. The approach is tested on real patients and the preliminary 
results are discussed. 

Keywords: Fetal growth curves, Intrauterine Growth Curves, Fetal Biometry, 
Health Information Systems, Online database. 

1 Introduction and Background 

Healthcare data, collected to support the proper care of specific patients, can contri-
bute to the wellbeing of society through further aggregation, analysis and comparison 
among different populations. 

Monitoring the growth of fetuses and children is a well-known application of this 
principle, which concerns the assessment of both maternal and children health during 
pregnancy, childbirth, postpartum and childhood. In this case, data regarding height 
and weight of fetuses or children is collected to extract the growth trends over weeks, 
months or years, which may provide the first clue to a medical problem. It is accor-
dingly common for such parameters to be recorded on special charts that make the 
trends easy to discern at a glance. 
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In the obstetrics and gynecologist community these charts are represented by the 
fetal growth curves, which show the average trend of fetal growth over time allowing 
to detect potential form of abnormal growth. 

The majority of fetal growth curves used as standard in most perinatal centers is 
characterized by three main features: 

1. they are outdated: most of perinatal centers adopt curves based on the original 
works of Lubchenco et al.[10], Usher and McLean [18] and Babson and Brenda 
[2], more than five decades ago; 

2. they are hospital-based: because of the heterogeneity of methods and of the lack of 
a global approach to condensate all the data coming from the different part of the 
world, no single institution, and in many cases, no single country, has a number of 
samples large enough to extract growth rates of general validity; 

3. they are not suitable to any possible ethnic groups: every single perinatal center 
cannot expect to consider the same growth curves for ethnic groups with different 
biometric parameters. This implies the need to define and to distribute an increas-
ing number of growth charts as soon as new ethnic groups enter in a country. For 
example a pregnant Chinese woman who moves to Italy cannot be examined with 
the same growth curves used for the Italian population, but is expected to have ad-
hoc curves suitable for its specific ethnic group. 

This could bring to identify suspected Small for Gestational Age (SGA) or Large 
for Gestational Age (LGA) caused by the adoption of wrong reference curves. In 
order to better differentiate between fetuses that are small because of pathologic rea-
sons and fetuses that are small but have reached their individual growth potential, 
customized growth charts have been designed. 

Recent studies [5], [14], [3], [7], [12] have demonstrated the importance of having 
growth curves up to date which are also specific to ethnicity, lifestyle, and other im-
portant factors, but one of the first problem identified in this context is the lack of 
uniformity in data collection when mother and newborn receive health care and, 
sometimes, the absence of relevant information that resulted in a deterioration of the 
quality of services. 

Often, data collection itself is perceived as an additional task rather than an essen-
tial activity to improve health services. The inability to generate necessary reliable 
information to make decisions based on evidence is a major obstacle to public health 
in many developing countries. The others are the following: 

─ information systems are at different levels of maturity, ranging from “relying on 
manual tools” to “fully computerized” according to the country; 

─ insufficient reporting, surveillance and information systems jeopardize any nation-
al efforts aiming at improving maternal and neonatal health. Also, poor utilization 
of available data hampers these efforts making it inefficient; 

─ the national health information systems usually covers only the services provided 
by the public sector, leaving out populations that rely on the private and other non-
public health services. As a result, health information produced by the national 
health information system lacks of representativeness. 
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Perinatal care is in essence a multidisciplinary field. Midwives, gynecologists, ob-
stetricians, neonatologists, and pediatricians are all involved in the process of provid-
ing care to pregnant women and newborn babies. In many countries, data about these 
aspects of care are recorded in separate systems. 

In this context, if we consider the possibility that every single medical center (pub-
lic or private) contributes to feed the information source, which is necessary to obtain 
and populate a unique and updated database using different sources (output of equip-
ment, medical report, …) coming from the different parts of the world, we could de-
velop a global and sufficiently large database to generate dynamic and personalized 
fetal and child growth curves and to support the fetal and child research and diagnose 
providing accurate and updated information. 

In this way it will be possible to provide comparable data about the health and care 
of pregnant women and their babies using routinely collected data, thus adding value 
to the resources used to generate them and providing opportunities for sharing and use 
of information. While many countries routinely collect data about women and child-
ren, these data are not available in currently existing international databases. This is 
often due to the strictness of data-protection legislation, to concerns about safeguard-
ing confidential patient information and compliance with key regulations such as 
HIPAA (Health Insurance Portability and Accountability Act). 

In this paper we focus on the first part of the perinatal period that goes from the 
pregnancy up to delivery. Fetal monitoring often refers to the analysis of fetal heart 
rate because it is often viewed as the sole direct information channel from the fetus to 
the clinician who tries to detect possible anomalies. Nevertheless, the fetal growth 
monitoring process, which is an optimal indicator in the evaluation of the fetus well-
being, can be seen also as a comparison of the main biometric parameters related to 
the fetus with reference standards obtained from the average of a large population 
having homogeneous features, in order to correctly interpret the data collected during 
the different growth stages. 

Such reference standards allow detecting potential form of abnormalities, identify-
ing threshold values of certain biometric parameters. The commonly used threshold is 
the 10th centile or the 5th one. SGA for example, refers to a fetus that has failed to 
achieve a specific biometric or estimated threshold by a specific gestational age.  

The usage of generic and outdated reference curves could bring to identify false 
SGA (or LGA). So the adoption of these curves is not appropriate for fetal diagnoses. 

In this paper we prove and evaluate the error due to the adoption of wrong fetal 
growth curves on specific patients, showing that failure rates of about 50% are easy to 
reach, with consequent and obvious negative effects on patients. 

The paper is organized as follows: Section 2 introduces background and describes 
the related works. Section 3 presents our proposed approach, with the overall descrip-
tion of the main blocks of a system able to solve the problem. Section 4 discusses the 
main experimental results. Finally, we draw conclusions and discuss our future works 
in Section 5. 
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2 Related Works 

Fetal growth assessment is a well-established and mature research field in obstetrics 
and gynecology. The proliferation of studies on specific subgroups of patients [5], 
[14], [12], [19], [9], [17] and the related proposals of an ever-increasing number of 
developed reference charts was characterized by a considerable methodological hete-
rogeneity making difficult to normalize and reuse them for diagnostic purposes. 

A special challenge arises when standards, which derive from one country or con-
tinent, are used in a different one. In [13], looking at their Peruvian population,  
authors observe that fetuses appeared to grow more slowly than commonly used ref-
erence charts from North American and European populations predict, despite the 
pregnancies being otherwise uncomplicated. Several studies have shown that custo-
mized fetal growth charts perform better than non-customized charts in identifying 
infants at risk for adverse perinatal outcomes [11]. 

To preserve the simplicity of the approach without loss of diagnostic power, some 
authors proposed the adoption of purposely developed software tools to create custo-
mized growth charts. Among these there are: GROW software1 by Gardosi, (who 
introduced for the first time the possibility to customize the fetal growth curves in 
1992), EcoPlus2 by Thesis Imaging, X-Report OstGyn3, which allow to visualize 
growth curve percentiles and by adopting different references for the growth curves. 

Since patients are moving out of the traditional doctor’s office, in the sense that 
nowadays the “hospital-at-home” concept is developing and mobile devices are often 
used to monitor patient’s healthcare. Also for fetal healthcare assessment several mo-
bile applications (Apps) have been developed that often favor the simplicity and im-
mediacy of reading rather than the scientific and methodological correctness.  

Among the best known applications there are iFetus4, Fetal Ultrasound Calcula-
tor25 and Percentile Growth Charts6 which let patient know the percentiles based on 
World Health Organization (WHO) standards and to design custom charts. 

All these applications don’t address the issue related to ethnic differentiation; they 
are still based on generic reference charts, therefore they are unsuitable to assess the 
biometric parameters in several cases of practical interest. Furthermore, to our know-
ledge, none of these works give the opportunity to quantitatively compare different 
growth curves, which could be useful to classify the different ethnicities in order to 
sort them and to evaluate the similarities among the ethnic strains. 

From the mathematical and statistical point of view, the construction of “reference 
interval” for fetal growth curves has been deeply investigated. Starting from the ef-
forts made by authors such as Royston [15] and Altman and Chitty [1], the choice  
of a suitable and standard methodology has become obvious and crucial, because 

                                                           
1 http://www.gestation.net 
2 http://www.tesi.mi.it:8080/TesiSito/products.php 
3 http://www.gsquared.it/X-Report.html 
4 http://appfinder.lisisoft.com/app/ifetus.html 
5 http://appfinder.lisisoft.com/app/ 
 fetal-ultrasound-calculator2.html 
6 https://play.google.com/store/apps/details?id=com. 
 endyanosimedia.ipercentiles&hl=it 
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inaccurate centiles obtained from an inferior method may mislead the obstetrician as 
to the true state of health or development of the fetus and increase the chance of sub-
optimal clinical care. 

In literature, several authors provided different studies (most of which adopts a 
cross-sectional approach) by considering subgroups of population and by defining the 
statistical and mathematical approach used to produce the reference charts [16], [4]. 

All approaches are based upon regression analysis of both the mean and the stan-
dard deviation across gestational age, choosing the polynomial curve, which better fits 
the model of the samples. 

In our work we refine the classical mathematical equations commonly used adopt-
ing regression analysis approach, which allows constructing the reference curves of 
the analyzed population according to the different gestational ages. For a detailed 
description of the mathematical procedures adopted for the analysis, see 
http://www.fpgt.unisalento.it/FPGT/Projects/scientificFoundations.php. 

3 A Method and a System for Building and Comparing Fetal 
Growth Charts 

Growth curves, initially proposed in the 1960s, are currently used to classify intraute-
rine growth as normal or abnormal. A crucial objective was to determine whether 
continued use of these curves is suitable. Several studies proved their inappropriate-
ness, as described in the previous section.  

In this paper we address this problem by proposing a prototypal online system to 
collect data coming from the clinical practice, from both gynecologist and patients, in 
order to collect a suitable amount of ethnic-specific growth data, to develop custo-
mized fetal growth curves and to perform quantitative analyses on the different 
growth trends. 

In the next sub-section we briefly describe the architecture of the proposed system 
and the collaborative approach, which is on the base of the proposal. 

3.1 Architecture Overview 

Fig. 1 depicts an architectural overview of the proposed system. Starting from the left 
part of the figure, three different input interfaces are represented: 

• OCR (Optical Character Recognition): it represents a subsystem in charge to ana-
lyze and extract textual data directly from ultrasound pictures (e.g. biometric pa-
rameters with the corresponding values, gestational age measured in weeks, exam 
date, etc.); 

• Manual: this is the direct input, based on Web forms, of the different parameters 
according to the specific gestational week; 

• USM Interface (Ultrasound Machine Interface), the input comes directly from the 
ultrasound scanner. 
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Input values can be inserted both by doctors and patients. They contribute to enrich 
the Database of Databases (DoDs in the following) and hence to feed the curves col-
lection. 

To better explain the different parts constituting the architecture, we analyze the 
main functionalities that the proposed system is in charge to perform, as well as the 
tools adopted for their implementation. They are: 

a) the visualization of the available reference growth curves (performed by doctors 
and patients) which are mainly differentiated by ethnicity and that can be aggre-
gated; 

b) the comparison of the existing standards with the newly developed customized 
curves (performed by researchers in general) and the comparison of measure-
ments of the biometric parameters of your fetus with the existing reference curves 
(performed by families); 

c) the navigation (multidimensional analysis) through the available data representing 
the fetal growth charts according to different analysis parameters. 

In order to perform the task (a) both patient’s and researcher’s interface allows to 
visualize the available reference growth curves by using the “Visual Access” module. 
This component is feed directly from the Curve Collection Manager that contains two 
different kinds of curves: ethnicity-based reference curves (such as European curves, 
Indian curves, etc.) and ad-hoc curves, purposely developed by a specific research 
group or a specific medical doctor, that are specialized on particular subgroups of 
population. The first kind of curves directly comes from the literature review, there-
fore it can be thought as it were the implementation of the state-of-the-art; the second 
one is instead developed starting from the data coming from clinical practice (routine 
exams) that are adopted by the Fetal Growth Curves Builder, which is responsible for 
the development of personalized fetal growth curves. 

In detail, this subsystem applies all the statistical procedures (linear regression 
analysis, interpolation, etc.) needed to develop customized fetal growth curves, to data 
coming from users (both doctors and patients) and purposely grouped into homogene-
ous families. Data grouping is implemented by the Multidimensional Engine and is 
based on the concept of Homogeneous Fetal Groups [20], defined as clusters of fetus-
es at same gestational age, with similar genetic make-up (ethnicity, familial aspects, 
etc.) and in similar environmental conditions (food, smoke, drugs, etc.). 

The task (b) is performed by a tool able to qualitatively and quantitatively analyze 
the curves related to different ethnicities, having the opportunity to visualize reference 
values and clinical samples together represented by means of simple graphs (e.g. line 
charts, box plots, and so on) allowing detecting potential anomalies in growth trends. 
This comparison is made possible by the “FGC Comparison” module, which eva-
luates and compares the available curves (coming from the Curve Collection Manager) 
according to specific requests. Families often prefer simplicity and immediateness 
with respect to mathematical correctness. So, the patient’s interface, which is in 
charge to visualize the comparison of data, simply shows a graph containing the right 
growth curves (related to the mother’s ethnic group) and the values of the measured 
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parameters (related to the fetus) in order to check if the values are inside the accepta-
ble boundaries. 

The task (c) represents a typical multidimensional analysis problem: a researcher 
or a patient who wants to visualize curves according to different factors affecting fetal 
growth (such as ethnicity, maternal sizes, familial aspects, etc.) will make use of the 
“Visual Access” module which will provide the desired information taking data from 
the DoDs which will be processed and analyzed by the “Multidimensional Engine” 
module. The typical multidimensional analysis can be expressed as requirement of 
personalized charts and, in particular can be formulated as the query “which is the 
normal range (min, max) associated to the X biometric parameter of a Y-weeks old 
fetus belonging to the subgroup defined by the Z parameter?”. This module provides 
therefore different views of the same data, according to the specific requests. 

 

Fig. 1. Overview architecture of the proposed system 

3.2 Collaborative Approach 

The collaboration is represented here in the form of subscription to the service. In 
detail, if any interested medical center, which can be both private and public, contri-
buted to feed the data source and, consequently, it would register to the service, then 
it may help to develop the previously defined source (DoDs), which can be thought as 
it were a global reconciled model, which embraces all ethnic-specific curves. 

The ethnicity is not the only parameter that can be taken into account. Since factors 
affecting fetal growth comprise also foods, lifestyle, smoke, maternal obesity, physio-
logical and pathological variables, and so on, the fetal well-being could be also eva-
luated from these points of view. 

Fetuses at the same gestational age, with similar genetic make-up (ethnicity, fa-
milial aspects, etc.) and in similar environmental conditions (food, smoke, drugs, etc.) 
are potentially subject to similar growth curves. In this way will be possible to com-
pare (qualitatively and quantitatively) results among different homogeneous  
fetal groups in order to identify possible anomalies and to evaluate boundaries and 
thresholds. 
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Fig. 10. Femur Length 50th percentile Salento vs. South Korea 

5 Conclusions 

Reference fetal growth curves are commonly used to judge whether a fetus growth 
progresses normally, but they are affected by three main problems: they are based on 
inadequate (too small) sample sizes, they are not updated and they comes from  
different (non homogeneous and, then, non comparable) evaluation procedures. Nev-
ertheless, medical centers continue to adopt them as a standard to classify fetuses as 
pathologic (SGA, LGA) or non-pathologic (AGA). 

A new method to develop customized and flexible intrauterine growth curves has 
been proposed in this study and preliminary results have been discussed. The pro-
posed method is based on a continuously-updated, large-enough and racially-assorted 
database, able to provide clinicians and researchers with a more effective and precise 
approach for growth assessment, since a better diagnosis needs to become a corner-
stone and a key indicator of safety and effectiveness in maternity care.  

With respect to previous works, our system provides the possibility to construct 
customized fetal growth charts starting from data coming from the current clinical 
practice and proposes a never used comparison methodology: growth data coming 
from ultrasound equipment are efficiently and interactively matched with two or more 
reference growth charts according to several analysis parameters in order to define the 
most appropriate range associated to the biometric parameters of the given fetus.  

Being our statistical sample quite small (500 ultrasound pictures) and being it re-
lated to only one structure, the proposed approach represents a first methodological 
validation. It could be of great interest when a wide range of countries will agree to 
contribute to the effort. Nevertheless, this system is a good candidate for a systematic 
and accurate evaluation of fetal growth trend, improving the quality of diagnoses and 
avoiding useless further examinations. 
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Abstract. According to the characteristics of clinical decision-making and the 
actual work of clinical diagnosis, this paper presents to introduce the knowledge 
reasoning model about the clinical diagnosis and treatment into the clinical  
decision support systems (CDSS) to enhance the decision-making ability. Fur-
thermore, a kind of structure of the reasoning model and a comprehensive me-
thod of the clinical decision making based on event-driven is also proposed in 
this paper. This method can dynamically adjust to new medical behavioral 
events, support the complex medical decision-making behavior, make the 
CDSS to better support the real-time clinical diagnosis and treatment decisions, 
so as to effectively assist clinicians in clinical diagnosis and treatment work, 
and improve normalization and accuracy in medical work. 

Keywords: Clinical Decision Making, Knowledge Reasoning Model, Event 
Driven. 

With the deepening of medical information, doctors as the main body of medical be-
havior mainly rely on the professional knowledge learning and the accumulation of 
personal experience to provide medical services for patients. They not only need to 
access, understand and use a large number of patients’ medical records information to 
implement medical treatment for patients, especially for high-risk patients or patients 
with rare diseases, but also need more experience in clinical diagnosis and treatment, 
medical software and hardware equipment support in hospitals. Because of unevenly 
medical resources distribution of our country’s medical industry and junior doctors’ 
limited experience, the number of medical errors is relatively large.  

Discussion and study on the mechanism and method of clinical decision making 
will play a key role in improving the decision-making reasoning ability of clinical 
decision support system. We discuss how to reasonably and efficiently make use of 
clinical expertise and patients’ medical record data, with flexible, efficient and accu-
rate reasoning method, to make decision reasoning has a very important practical 
medical value and significance. 

1 The Research of Knowledge Reasoning Model 

In order to improve the decision-making reasoning ability of clinical decision support 
system, to achieve flexible and efficient automatic clinical decision-making reasoning, 
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this paper presents a knowledge reasoning model with comprehensive clinical  
decision method based on event driven, as shown in figure 1. 

 

Fig. 1. Structure diagram of knowledge reasoning model to support clinical decision making 

The functional components of the model achieve clinical message event from clin-
ical decision support system, then analyze and process clinical information, extract 
the effective clinical information fragment to make clinical decision, and return the 
clinical message reasoning results to clinical decision support system. In the process 
of various functional components work, need a file storage server and a database 
server. A file storage server includes runtime logs, event driven files and model con-
figuration files, these files mainly support the operation of  knowledge reasoning 
model, provide initialization configuration parameters of the model and model opera-
tion management during work. 

Definition 1. Clinical Message Event is a structured clinical message that clinical 
decision support system client sent to the knowledge reasoning model to support clin-
ical decision making. The message can be abstracted as four tuples, 
CLINICALMESSAGE = (Identity, EventID, ClinicalMessageItem, and Information). 
Among them, Identity is the unique mark of clinical message events; EventID is the 
type designation of clinical message events; ClinicalMessageItem is a collection of 
specific clinical diagnosis and treatment message content; Information is a collection 
of auxiliary information. 

Definition 2. The clinical message reasoning result is a collection of reasoning results 
that knowledge reasoning model to support clinical decision making, according to the 
clinical message event inputted, complete clinical decision reasoning, return to clini-
cal decision support system client. The reasoning result set can be abstracted as a 
triple, CLINICALResult = (Identity, ResultTitle, ResultItem), Among them, Identity 
is the unique mark of clinical message reasoning result set. This mark is in correspon-
dence with the clinical message event sent by clinical decision support system client. 
ResultTitle is the name of clinical message reasoning result, for example, Primary-
Diagnosis, DiagnosisOfDisease etc.; ResultItem is a collection of reasoning result 
item returned by knowledge reasoning model. Based on the above two data structure 
definitions, here give the architecture design of knowledge reasoning model to sup-
port clinical decision making. 
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2 The Research of Knowledge Reasoning Method 

The most important three algorithm in the model is the Knowledge reasoning algo-
rithm, the Reasoning merge algorithm and the Reasoning evaluation algorithm. We 
will introduce the first in this paper. 

Knowledge reasoning model to support clinical decision making is responsible for 
analyzing and reasoning the clinical message event that received from clinical deci-
sion support system client, and obtains recommendations and suggestions that can 
assist doctors to complete diagnosis and treatment work accurately and quickly. The 
basic idea of the inference engine algorithm described as follows:  

Algorithm 1. Knowledge reasoning algorithm 
Input: The clinical message event received from clinical decision support  

system client. 
Output: The clinical message reasoning results reasoned by inference engine. 
Steps: 
Step 1: if (successfully create reasoning environment) {// Initialize inference  

engine running environment. 
   StartMonitor (); // Start the inference engine monitoring 

    AllocateWorkingStorageSpace (); CreateWorkLog ();// Assign  
the work storage space of inference engine running, ready to create the database  
connection and the operation log of inference  engine running. 

  While (confidenceLevel < evaluationThreshold) {// When the  
confidence level is less than the evaluation threshold, cycle running logical rea-
soning. After inference engine initialized successfully, load the event-driven file  
according to the type of clinical message event, schedule reasoning resources, call 
clinical expert knowledge base, clinical rule base, clinical model base or patients 
comprehensive database. 

Step 2:     LoadEventDrivenFile ();   
Step 3:     resultSet = Reasoning (clinicalMessage);  
Step 4:     MergeReasonResults(resultSet); // Merge reasoning results: After  

finishing reasoning, merge the reasoning results obtained from clinical expert  
knowledge base, clinical rule base, clinical model base or patients comprehensive 
database, then filter and get reasoning results set.  

Step 5:    EvaluateReasonResults(resultSet); // Evaluate reasoning results:  
Load the evaluation system for estimation to the reasoning results set, according  
to the parameters of evaluation system, analyze and evaluate the rationality and  
effectiveness of the result items in the reasoning results set. If reasoning results  
are not in the confidence interval, continue the cycle and make knowledge reason- 
ing. If reasoning results are still not in the confidence interval after N times rea-
soning, go to Step 7, feedback error message, finish. 
} // end While 

         clinicalResult = EncapsulateResults(resultSet); // Encapsulate the  
reasoning results set in a unified format. 

Step 6:   FeedbackReasonResults (clinicalResult); // Feedback the reasoning  
results: Feedback the encapsulated clinical message reasoning results to clinical  
decision support system client. 
} // end if 
Else {return ERROR ;}  
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Step 7: CloseInferenceMachine (); // Close inference engine: After finishing rea-
soning, close inference engine running environment, release various runtime connec-
tion, and release reasoning workspace. The algorithm finishes. 

Algorithm 1 describes the running process of inference engine in the knowledge 
reasoning model, and the 7 key steps marked in the algorithm about knowledge rea-
soning realize the design ideas of clinical decision method based on event-driven that 
this section proposed. 

3 Test and Evaluation 

Compared knowledge reasoning model with comprehensive clinical decision method 
based on event driven this paper presented with other clinical decision support sys-
tem, Such as clinical decision support system based on hybrid genetic algorithm, clin-
ical decision support system based on artificial neural network algorithm, and clinical 
decision support system based on rule reasoning, the accurate rates of their clinical 
decision method are shown in figure 2.We can see that the proposed knowledge rea-
soning model and knowledge reasoning method is more superior to other clinical 
decision-making method, and the biggest advantage of this model is to dynamically 
apply complex clinical decision events, so as to provide accurate, efficient, standar-
dized and flexible medical information service for clinical doctors. 

 

Fig. 2. Precision comparison chart of clinical decision making methods 
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Abstract. The traditional clinical decision support system (CDSS) is based on 
the rule engine and knowledge base which are arranged and imported into the 
system by the relevant personnel before the system running. Therefore once the 
system is put into use, the knowledge and rules will be rarely revised and up-
dated dynamically according to the actual clinical environment. In addition, 
conventional systems has failed to take full advantage of the data stored in Hos-
pital Information System (HIS) to excavate implicit knowledge of the diagnosis 
and treatment. Furthermore, the lack of logging mechanism during the diagno-
sis and treatment decisions link results in the imperfection of the learning abili-
ty for the CDSS. To solve the above problems above, this paper proposes to  
introduce the knowledge mining technology into the CDSS to use the data in 
the HIS for knowledge mining activities. And the use of the excavated know-
ledge and rules makes the knowledge systems dynamically updated and  
expanded. With using the clinical log to store the information of the decision-
making process, it will be easy to study, analysis, assessment the implicit know-
ledge in order to find the problems and make targeted to improve them to 
achieve the purpose of improve the decision-making accuracy. 

Keywords: clinical decision support, knowledge learning, clinical log. 

This paper, firstly, introduces the overall model of combining CDSS and knowledge 
mining, then introduces how to use this model to find medical knowledge and rules 
and how to analyze the clinical decision-log and find the problem of the decision-
making process. 

1 The Model of CDSS Integrated Knowledge Mining 

The model of CDSS integrated knowledge mining is showed in Fig1. 
The model added knowledge mining and learning modules based on traditional 

CDSS. The module is connected with the HIS and collects the data from other infor-
mation system in HIS to finish knowledge mining task. Knowledge mining and learn-
ing module contains two engines. The first is called knowledge mining engine, it uses 
the data collected from the HIS for knowledge mining activities and finally finds 
medical knowledge and rules. The second is called knowledge learning engine, it can 
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learn and analyze the clinical decision-log recorded by CDSS to find the problems 
when a decision of system is produced and make specific solutions to solve those 
problems. 

 

Fig. 1. The model of CDSS integrated knowledge mining 

 

Fig. 2. Structure of knowledge mining engine 
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2 Medical Knowledge and Treatment Rule Extraction 

In the model of CDSS integrated knowledge mining as showed in Fig1, knowledge 
mining engine encapsulated the overall process of knowledge mining. Through user 
interface, the knowledge mining engine is configurable, the whole process of know-
ledge mining is performed based on user-supplied configuration information. How to 
perform knowledge mining with knowledge mining engine will be introduced. 

The structure of knowledge mining engine is showed in Fig2. Before a knowledge 
mining process is executed, user provides knowledge mining engine the need configu-
ration information so as to guide the engine how to perform the mining process.  
Configuration information contains the following content, such as, the data source 
information for knowledge mining and the selected mining algorithm. 

3 Clinical Decision-Log Analysis 

In this section, the clinical decision-log and how to use it to record and analyze the 
decision-making process is introduced. 

Decision-Making Context. In this paper, the run-time information of decision-
making process is called "decision context". Decision context is the information when 
a decision-making behavior is triggered and finished. Decision context consists of 
following information: trigger conditions for decision support behavior, decision rec-
ommendations generated by the system and user acceptance of recommendations for 
decision-making. It is helpful for users to track and analyze the aspects of decision-
making behavior by recording the decision-making context. In this paper, the clinical 
decision-log was used to record and track the decision-making context. Then, by ana-
lyzing the clinical decision-log, the accuracy of decision support and the factors affect 
the accuracy. 

Clinical Decision-Log. Clinical decision-log is used to record the decision-making 
context. To facilitate log analysis, the clinical decision-log is designed as a structured 
form according to the clinical process. The content of a clinical decision-log is based 
on a complete treatment process of a case, it includes all the decision-making context 
of the case. Following decision-making context is recorded during the process of  
decision-making. 

 Presumptive diagnosis context 
 Final diagnosis context 
 Medical examination items context 
 Medical examination results context 
 Treatment programs context. 
 Out-hospital context:  

During the decision-making process the above decision is recorded into a clinical 
decision-log.  
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Analysis of Clinical Decision-Log. By analyzing the content of clinical decision-log 
we can learn the decision-making aspects of CDSS. We also pursue really quite a 
variety of methodology approaches, including matching degree of diagnosis, medical 
examination item decision analysis and decision point acceptance degree. 

1) Matching Degree of Diagnosis. Analysis of matching degree of diagnosis is to 
contrast the presumptive or final diagnosis given by CDSS with the user’s final 
choice. By and analyzing this, the matching degree of diagnosis of user accepts the 
suggestion can be reached. Through the analysis the clinical decision-log we can get 
the matching degree of diagnosis for specific disease or the overall matching degree 
of CDSS. By this way, we can make a more detail analysis for the disease which 
matching degree is too low. 

2) Medical Examination Item Decision Analysis. When doctors use CDSS, it gives 
doctors medical examination items suggestions according to patient's physiological 
condition. By analyzing the examination items gave by system, whether doctor ac-
cepts the recommended items and the final items arranged by doctor, we can find the 
difference between system suggestion and doctor’s choices. In this way to improve 
the accuracy of system’s medical examination items. 

Also we can analyze other decision context to find the difference between system 
decision suggestions and the final choice of doctor and use the difference to find the 
problems and improve it. 

3) Decision Point Acceptance Degree. Decision point acceptance degree is used to ex-
press the acceptance degree to system suggestions at some decision point. Through deci-
sion point acceptance degree analysis, we can find the decision aspects have problems 
and improve it. Next how to accomplish decision point acceptance degree is introduced. 

In clinical decision-log a decision point is expressed as a triple: 

 DP = T, S, A  (3-1) 

Where T is triggering conditions; S is the decision suggestion of system; A is whether 
doctor accept the decision suggestion of system. The vale can be zero or one where 
one stands accept while zero stands do not accept. 
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Abstract. We introduce in this work an approach, which tackles the
knowledge integration from distributed biomedical databases. Traditional
data evaluation is performed only on local data. From a global context
these evaluation results are partial and incomplete. This is due to the
fact, that the knowledge residing on other existing databases is not con-
sidered. Thus, making the necessity of global knowledge integration in-
evitable. This is exactly what we propose in this work, by creating a
globally integrated knowledge network on top of the existing distributed
biomedical databases, i. e., we are not aiming at integrating the whole
data, but integrating only the knowledge residing on these databases.
To do this, we apply distributed data mining techniques, which make
it possible to analyze the distributed data without integrating it into a
singe data warehouse.

Keywords: Biomedical Knowledge Integration, Distributed Data Min-
ing, Disease Similarity, Diseasome.

1 Introduction

The research in the field of biomedical genetics of the last decades has resulted on
a huge amount of data. This data not only gave a better insight into the complex
world of human diseases and genes and its understanding, but, triggering a
storage demand, it also led to the creation of numerous biomedical databases
worldwide. However, just a simple linkage via a cross reference between these
databases, as it is often offered, is not sufficient enough to extract the hidden
inter-knowledge from this colossal data.

Achieving such a wide global access on the hidden inter-knowledge, allows
us to reach our goal of calculating the similarity between diseases based on the
genes these diseases are connected with. This is particularly very important in
personalized medicine and medication. For example, if two diseases are similar
(based on their genetic features) but only for one of them a drug is known, then
we might have discovered a potentially new drug, where formally no drug was
known, by simply considering the mathematical similarity based on the genes
these diseases share.

To compute the similarity between diseases with the objective of extract-
ing the global inter-knowledge from the distributed biomedical databases and
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ontologies, we apply the well known distributed data mining techniques [7,6].
These technique is scalable and can be applied to every heterogeneous biomedical
datasets. They require, however, that a genetic representation for this data can
be found and a mathematical model can be built. Each distributed database con-
tains specific data that must be analyzed with specific algorithms and method-
ologies. The data is first transformed into a standard mathematical model, in
order to be projected into a feature space. After the data is mapped into a mul-
tidimensional space and the objects are transformed into a global mathematical
model, the global network is analyzed with distributed data mining algorithms.
Subsequently, the clustering algorithms generate clusters according to the spe-
cific local similarity functions. Each cluster contains a set of genes that are math-
ematically similar with respect to the used biomedical database. The discovered
patterns are then evaluated from a domain expert, in order to identify relations
between diseases associated to the corresponding gene clusters (cf. Figure 2).

2 Knowledge Integration

In this work, we introduce a novel approach to detect similarities between dis-
eases based on disease-gene associations. For this purpose, we use the concept
of Diseasome, the ”Human Disease Network” ([3,1]), which visualizes the rela-
tionship between genes and associated diseases, based on the data form Online
Mendelian Inheritance in Man [4]1. Similar diseases, in Diseasome, are directly
connected through a shared gene. There might, however, exist diseases that are
genetically similar but are not directly connected, and thus not represented as
such in Diseasome. These are exactly the diseases that we want to find.

Fig. 1. Local knowledge

1 OMIM and Online Mendelian Inheritance in Man are registered trademarks of the
Johns Hopkins University.
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Figure 1 illustrates an example of our approach. Here we use only some of
the existing distributed biomedical databases and ontologies, namely, PubMed,
Genen Ontologie (GO), OMIM [4] and Human Phenotype Ontology (HPO). To
create the feature vectors, each of these databases is associated with a specific
number of genes (gj).

K is the set of diseases, PM the set of all PubMed objects resp. articles, GO
the set of all GO-terms and G the set of all genes. PT is the set of HPO-terms
and GT the set of other objects with gene features. Where ki ∈ K, i = 1..|K| is
a disease, pmi ∈ PM, i = 1..|PM | a PubMed article, goj ∈ GO, j = 1..|GO| a
GO-term, pti ∈ PT, i = 1..|PT | a HPO-term, gti ∈ GT, i = 1..|GT | a GT object
and gk ∈ G, k = 1..|G| a gene.

Fig. 2. Integrated global knowledge

After the feature vectors are created, on each local site (local databases) a
network is build (a local model) that represents the underlying local objects
associated to genes (cf. Figure 1). Each of these networks contains specific local
knowledge about the underlying data and the relations between genes and those
data. At this point, inter-network information cannot be transmitted. Thus,
the knowledge in global context cannot be discovered. Consequently, no conclu-
sion can be made about the similarity between the objects, e.g. which associa-
tion exists between pm1 and pt1. Although these objects clearly share 6 genes
(g1, g2, g3, g4, g5, g8).
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Only after the local models are integrated into a global model (global knowl-
edge), the overall relationship between each of these objects can be identified.
Figure 2 shows the integrated global network. Genes are used as the interface
between all the distributed databases.

Depending on a given Use-Case, the global network can now be explored.
For example, as shown in Figure 2, a relationship between the diseases k4 and
k5 could be found. Although, this is not apparent on local data (cf. Figure 1).
After the data are mapped into a multidimensional space and the objects are
transformed into a mathematical model, the global network is analyzed with
data mining algorithms. The so discovered patterns are then evaluated from e
domain expert, in order to identify relations between diseases associated to the
gene-clusters.
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Abstract. In the Intensive Care Units (ICU) it is notorious the high number of 
data sources available. This situation brings more complexity to the way of how 
a professional makes a decision based on information provided by those data 
sources. Normally, the decisions are based on empirical knowledge and 
common sense. Often, they don’t make use of the information provided by the 
ICU data sources, due to the difficulty in understanding them. To overcome 
these constraints an integrated and pervasive system called INTCare has been 
deployed. This paper is focused in presenting the system architecture and the 
knowledge obtained by each one of the decision modules: Patient Vital Signs, 
Critical Events, ICU Medical Scores and Ensemble Data Mining. This system is 
able to make hourly predictions in terms of organ failure and outcome. High 
values of sensitivity where reached, e.g. 97.95% for the cardiovascular system,   
99.77% for the outcome. In addition, the system is prepared for tracking 
patients’ critical events and for evaluating medical scores automatically and in 
real-time.  

1 Introduction 

Nowadays, it is recognized that the Intensive Care Units (ICU) are filled with many 
technical devices for monitoring their patients. However it is also recognized by ICU 
professionals that normally the data are stored into the patient records and rarely are 
used to support the decision process. After some studies performed in the past it was 
possible to conclude that using these data in a correct way (prepared to well-defined 
goals) it is possible to take some advantages in order to support the Decision Making 
Process (DMP).  As the main goal was to support the decision making process in a 
pervasive way and using intelligent systems, the first task that had to be carried out 
was change the environment in order to use the medical devices and to collect the 
patient data automatically and in real-time. Then, using the data provided by the 
environment combined with automatic tasks of data transforming it was necessary 
prepare the data according to some variables used by the system in order to pursuit 
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new knowledge. This process became a reality with the adoption of INTCare system 
in the ICU of Centro Hospitalar do Porto (CHP), Porto, Portugal. INTCare is a 
pervasive intelligent decision support system composed by a set of integrated modules 
which performs all the tasks of Knowledge Discovery in Database process 
automatically and in real-time. INTCare can present anywhere and anytime 
information / Knowledge essential for DMP. INTCare can provide: 

a) Patient Clinical data (Vital Signs, Fluid Balance, Patient Scales Laboratory 
Results); 

b) Critical Events tracking (SPo2, Heart Rate, Blood Pressure, Urine Output and 
Temperature); 

c) ICU Medical Scores (SAPS II, SAPS III, Glasgow SOFA, MEWS and TISS); 
d) Probability related to Organ Failure (Cardiovascular, Coagulation, Respiratory, 

Hepatic and Renal) and to patient discharge condition (live or death). 

The main goal of the project is integrating a set of data sources of data sources 
and taking advantages of the interoperability and the use of Data Mining in order to 
develop a set of pre-defined functions to produce new knowledge important to the 
DMP. As solution it was deployed a pervasive intelligent framework that operates in 
real-time, anywhere and anytime. This paper presents the ICU information system 
architecture developed, the integrated platform to support DMP and the main 
knowledge attained. This paper is divided into six sections. The first section 
introduces the paper and INTCare system as well the knowledge obtained. The second 
section presents the project background and introduces a set of concepts associated to 
the work. The third section makes an overview on the information system architecture 
and the Intelligent Decision Support System. The section four presents the 
modifications introduced into the ICU and to DMP for pervasive decision supporting. 
Finally, section five presents the results achieved related to the creation of knowledge 
and, in the sixth section, some conclusion remarks close the paper. 

2 Background 

2.1 Intensive Care Units 

The Intensive Care Units (ICU) is a particular unit where a special area of medicine is 
applied: Intensive Medicine (IM). The goal of IM is recover the patient in a serious 
health condition to a previous state, i.e., the condition verified before the ICU 
admission [1]. ICU is characterized to be a critical environment where the patient is 
normally in coma and he is constantly monitored. At same time he is always the first 
concern. In these cases when something happen in the ICU with the patient, the 
decision need to be quickly performed. Daily, ICU professionals are dealing with 
human lives and a good decision is fundamental to save their lives. In this point the 
possibility of having some extra knowledge to support the decision process in real-
time it is very important. Normally in the ICUs the patient documentation is done 
manually, offline and the data is stored in a paper format [2]. 

INTCare changed this paradigm and improved the method how the data was 
collected from manual actions made by ICU professionals to a totally automatic and 
real-time process that avoids the paper records. 
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2.2 INTCare 

This work is framed in the INTCare research project to intensive medicine. The first 
goal of INTCare was to develop an intelligent system to predict the organ failure and 
patient outcome [3]. In 2009 it was notorious the high numbers of data in the paper 
format or manually stored in database and a set of barriers which implied the non-
execution of the project. After make a set of studies was possible define which were 
the ICU information system gaps [4, 5] and to present a new solution to the service. 
The solution adopted was based in intelligent agents [6]. These agents performs some 
tasks automatically as is, data acquisition and data processing, at same time the agents 
are responsible to prepared the system to be deployed in pervasive environments [7].  
As result, INTCare is now a Pervasive Intelligent Decision Support System (PIDSS) 
that acts automatically and in real-time in order to give new information (knowledge) 
to the ICU decision makers (physicians and nurses). 

2.3 Pervasive Decision Making Process 

The Decision Making Process (DMP) of ICU is a key for saving lives. To the 
physicians it is very important having the patient information in the right time. 
According to some studies, the medical error is the eighth leading cause of death in 
industrialized countries [8]. The DMP can evolve to a different way of taking 
decisions. Taking into account the pervasive health care: “conceptual system of 
providing healthcare to anyone, at any time, and anywhere by removing restraints of 
time and location while increasing both the coverage and the quality of healthcare” 
[9], it is possible explore some contexts in order to develop pervasive systems.   

The development of a PIDSS that helps the decision process giving the right 
information in the right moment can improve the DMP. A PIDSS can fill most of the 
gaps and help the coordination of several activities that can be as important to the 
survival of the patient as determine the correct diagnosis and execute the appropriate 
procedures [10]. 

2.4 Critical Events 

Studies done in the past reported that the most common critical errors were due to 
wrong mechanical or human performance [11]. Before the project start the clinical 
critical events weren’t considered in this unit. The critical events are now in use and 
are assigned in an electronic application at a continuous acquisition basis. To 
understand if an event it is critical, two main criteria were used [1]: 

• Occurrence and duration should be registered by physiological changes;   
• Related physiological variables should be routinely registered at regular intervals. 

An event is considered critical, when a longer event occurs or a more extreme 
physiologic measurement is found [1]. 
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2.5 ICU Medical Scores 

Medical Scores are integrated in the diagnosis-related groups [12] and can be used, 
for example, to predict the outcome [13]. In the ICU of CHP, the most common 
scores are: SOFA, SAPS II and Glasgow. To help the DMP two more clinical scores 
were added: TISS 28 and MEWS. Sepsis-related Organ Failure Assessment (SOFA) 
is used to daily score, as objectively as possible, the degree of organ 
dysfunction/failure of a patient [14]. Simplified Acute Physiology Score II (SAPS II) 
is an evolution of SAPS and provides an estimation of the risk of death without 
having to specify a primary diagnosis. Glasgow Coma Score (GCS) [15] describes the 
patient's level of consciousness. Therapeutic Intervention Scoring System (TISS-28), 
quantifies type and number of intensive care treatments [16]. Modified Early Warning 
Score (MEWS) [17] is a track and trigger scoring system that is used to monitor 
changes in a patient's physiology. 

2.6 Ensemble Data Mining 

In this project and in order to induce Ensemble Data Mining models it is used  
the data streaming. According to Gaber [18], the Data Stream Mining (DSM) is 
concerned with extracting knowledge structures represented in models and patterns 
and in non-stopping streams of information.  The ensemble-learning methodology 
consists in two sequential phases: training and testing phase [19]. In the training 
phase, several different predictive models are generated from the training set. In the 
test phase, the ensemble is executed and aggregates the outputs for each predictive 
model [19]. 

2.7 Research Methodologies 

All of this work is a result of a research project. In order to achieve the defined goals, 
a set of research methodologies were used. The main methodology used it was design 
research. Design Research (DR) is the main research of this work, i.e., DR drove the 
entire project, because it is fundamental in the developing of effective solutions.  

Design research is fundamental to creating products, services, and systems that 
respond to human needs [20]. According Lee, P [20], DR has as primary goal 
generate value for the end user and as result develop a sound solution that meets 
identified needs. According Lunenfeld [21] research for design is the hardest to 
characterize, as its purpose is to create objects and systems that display the results of 
the research and prove its worth. One of the main goals of DR is to understand and 
improve the design processes and practices quite sketchily. This represents more than 
developing a specific knowledge domain in a professional field because encloses the 
environment and their stakeholders. INTCare followed the DR methodology, because 
the solution developed meets the ICU professional’s needs and the generated 
knowledge is fundamental to support the DMP. 
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3 Information System 

3.1 Data Acquisition 

a) Architecture 

The data used by the system was obtained using two ways of acquisition: manually 
and automatically. Initially many of the data were acquired manually and recorded in 
the paper nursing records. Nowadays the scenario is different, the data is 
automatically collected and stored in the database recurring to the use of intelligent 
agents and automatic procedures. As Figure 1 shows the data is acquired in real-time 
and in an electronic format using automatic or manual procedures. Finally the data 
acquired is stored in the database and available online through the Electronic Nursing 
Record (ENR). For example the Lab Results are acquired automatically, being the 
results available online and in real-time through the ENR platform. 

  
Fig. 1. Data Acquisition Arquitecture 

b) Data Overview 

This data is provided from several data sources:  

• Bedside Monitors (BM); 
• Electronic Nursing Record (ENR); 
• Electronic Health Record (EHR);  
• Laboratory (LAB); 
• Drugs System. (DS). 

Table 1 present the data collected and which data is used by the attributes of each one 
of the decision sub-systems:  

• Critical Events (CE);  
• Vital Signs (VS); 
• Scoring System (SS); 
• Ensemble Data Mining (EDM).  
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All the data is stored in real-time, i.e., in the moment of the value is collected. 

Table 1. Data Sources 

Variables Data Source CE VS SS EDM 
Blood Pressure and Heart Rate BM / ENR X X X X 

Respiratory Rate BM / ENR  X X  
Saturation of Oxygen (SpO2) BM / ENR X X X X 

Temperature BM / ENR X X X X 
Vasopressors DS   X X 

Age, Admission and Discharge data EHR   X X 
Chronic diseases EHR   X  

Clinical Events and Procedures EHR   X  
AVPU ENR   X  

Glasgow ENR   X X 
Urine Output / Diuresis ENR X  X X 

Albumin and BUN LAB   X  
Bilirubin / Creatinine LAB   X X 

FiO2 and PaO2 / WBC LAB   X X 
Glucose / HCO3/ Leucocytes / PH LAB   X  

Platelets / Potassium / Sodium/ Urea LAB   X  

3.2 Intelligent Decision Support System 

The Intelligent Decision Support System (IDSS) architecture involves a set of systems 
and changes in the ICU environments. This IDSS it is characterized by attending 
some requirements [7, 22]: Online-Learning, Real-Time, Adaptability, Data mining 
models, Optimization, Intelligent agents, Accuracy Safety, Pervasive / Ubiquitous, 
Privacy, Secure Access from Exterior, User Policy, integration and interoperability. 

Figure 2 presents one of the main contribution of this paper, the IDSS architecture 
and demonstrates an overview of the IDSS process as a whole. This architecture was 
designed in order to produce new knowledge. This process / architecture is different 
than the mainly used in hospitals and represents a new way of interoperate systems, 
combining data acquisition and data analytics components in real-time. First, the data 
is acquired from five data sources (Bedside Monitors, Laboratory, Drugs System, 
Electronic Nursing Record and Electronic Health Record), Then the data are validate 
and pre-processed according to have a correct patient identification and the values are 
real, i.e., the data are between the possible range defined by ICU [7]. After the data to 
be stored in database they are transformed according the IDSS target. Each variable is 
prepared to be an input attribute of the inference engine. Finally the result is produced 
in the inference engine, through the use of ensembles data mining and automatic data 
processing.  

The results are presented by INTCare and ENR platform. In the other side of the 
process, they are the ICU professionals that can consult all the knowledge produced  
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by the inference system anywhere and anytime using for the effect a mobile device 
with internet access. By using remote access, ICU professionals can consult the 
values of the vital signs system, scoring system and critical events system and the 
prevision of patient condition for several variables. The system is recognized by 
having some particular characteristics of pervasive computing [23]: scalability, 
heterogeneity, integration, invisibility and Context awareness. 

 

Fig. 2. PIDSS Architecture  

4 Pervasive Decision Support 

In order to improve the Decision Making Process (DMP) a set of new knowledge was 
obtained using the changes deployed in the Information System in order to make the 
DMP a pervasive process. In this context the way of how the patient clinical data are 
acquired was modified, and four intelligent systems were deployed. 

4.1 Patient Clinical Data 

With the introduction of the changes in the Information System a set of patient 
clinical data became available in INTCare platforms to be consulted and to help the 
decision making process. Table 2 presents which data is available electronically, 
online and in real-time (ORT) and if the user can consult, edit or validate the values. 
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Table 2. Information available in ICU 

Information Type ORT Consult Edit Validate 
Admission and Dischage data √ √  

Clinical Interventions √ √ - - 
Clinical Procedures √ √ - - 

Diagnostics tests √ √ - - 
Eletronic Health Record √ √ √ √ 

Fluid Balance √ √ √ √ 
Lab Results √ √ - - 

Medical Requests √ √ - - 
Medical Scores √ √ √ √ 
Nursing Notes √ √ √ √ 
Other Records √ √ √ √ 

Pain Scales √ √ √ √ 
Patient Information √ √ √ √ 
Patient Procedures √ √ √ √ 

Prescription Plan √ √ - √ 
Therapeutic Attitudes √ √ √ √ 

Therapeutic Plan √ √ √ √ 
Ventilation √ √ √ √ 
Vital Signs √ √ √ √ 

Knowledge 
Chart  –  MEWS √ √  
Chart  –  Scores √ √  

Chart  –  TISS 28 √ √  
Chart – Critical Event √ √  

Chart – Vital Signs √ √  
Critical Events √ √  
Medical Scores √ √  

Probability of Organ Failure √ √  
Probability of Patient Die √ √  

4.2 Critical Events 

In this project two different definitions are used: critical values and critical events. 
Critical values are values that are out of a normal range during an undefined time. 
Critical event is defined as a label to identify that a variable had critical values for 
more than the admissible time span (type a), as defined in Table 3. An event also can 
be considered critical when the value was too much out of the normal range 
(considered serious) regardless of the duration of that observation (type b). For 
example, a critical event happens whenever the patient’s blood pressure stays above 
180 mmHg or below 90 mmHg for more than 1 hour. Also, a critical event happens 
every time the blood pressure drops below 60 mmHg. 
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Table 3. The protocol for the out of range measurements (adapted from [1]) 

 BP 
(mmHg) 

SpO2 
(%) 

HR 
(bpm) 

UR 
(ml/h) 

Temp. 
(ºC) 

 Normal range 90 to180 >= 90 60 to120 >= 30 35 to 37 
Critical event a >= 1h >= 1h >= 1h >= 2h >=1h 
Critical event b < 60 <80 <30  >180 <= 10 <34  >41 

a Defined when continuously out of range. 
b Defined anytime. 

The tracking system is executed in real-time using the automatic data acquisition 
and data processing tasks. 

4.3 ICU Medical Scores 

The scoring system (SS) was developed in order to introduce a new concept of 
calculating scores. Instead of the scores being calculated at the end of the day, the 
system can calculate in real-time some ICU scores.  

SS uses the processing and transformation rules defined for each score, to 
automatically and in real-time acquire and processing the data in order to obtain: 
SAPS II, SAPS III, GLASGOW, SOFA, TISS 28 and MEWS. Despite of many of the 
data are collected automatically some of them require human observation and 
consequence manual store (eg. Glasgow, Urine Output).  

The SS is integrated in the Electronic Nursing Record (ENR). The ICU staff can 
consult the results through this application. This application is also used for 
registering some values that require a human observation like Glasgow and some 
SAPS parameters.  The scores are calculated automatically and in real-time whenever 
a new value arrives. The SS has always in consideration the worst value collected. 

4.4 Prediction Models 

The prediction models were constructed using the characteristics of ensemble data 
mining. The ensemble is organized in terms of six independent components. Each one 
of these components is dedicated to a different target (Renal, Respiratory, Hepatic, 
Coagulation, Cardiovascular or Outcome), considers seven different scenarios (S1 to 
S7) and applies three distinct DM techniques: Decision Trees (DT), Support Vector 
Machine (SVM) and Naïve Bayes (NB).  

The ensemble can be defined as a three-dimensional matrix M composed by s=7 
scenarios (s1 to s7) x t=6 targets (t1 to t7) x z=3 techniques (z1 to z3). Each element 
of M corresponds to a particular model and can be defined as: 

Ms,t,z =
=== 1 … 71 … 61 … 3  

 

 



96 F. Portela et al. 

 

Where, 
s: 
1 = {CASE MIX}  
2 = {CASE MIX, ACE, R}  
3 = {CASE MIX, ACE, R1} 
4 = {CASE MIX, ACE, SOFA}  
5 = {CASE MIX, ACE, SOFA, R}  
6 = {CASE MIX, ACE, SOFA, R2} 
7 = {CASE MIX, ACE, SOFA, R1} 
 

t: 
1 = Respiratory 
2 = Cardiovascular 
3 = Coagulation 
4 = Renal 
5 = Hepatic 
6 = Outcome 
 

z: 
1 = Support Vector 

Machine 
2 = Decision Trees 
3 = Naïve Bayes 
 

Each model was induced automatically and in real-time using streamed data. The data 
mining engine uses the data present in input table of the patient admitted in ICU. 
Then the models are induced using online-learning by the DM agent. This agent runs 
whenever a request is sent or when the performance of the models decreases. The 
ensemble process is composed by: 

• Predictive Models – 126 models are induced combining seven scenarios (S1 
to S7), six targets and three different techniques (SVM, DT and NB);  

• Ensemble – the models are assessed in terms of the sensitivity, accuracy, 
total error and specificity. The best model for each target (t) is then selected. 

In order to choose the best predictive model for each target a set of tasks are 
performed automatically and in real-time:  

1. Create the confusion matrix for each scenario; 
2. Obtain the assessment measures; 
3. Apply the quality measure; 
4. Determine the confidence rate for each prediction. 

5 Results 

At level of results it was possible dematerialize the ICU processes, making the patient 
clinical data that earlier were manually collected and stored in the paper, available 
electronically. As figure 2 showed the pervasive IDSS is composed by four modules:  

• Vital signs;  
• Medical Scores; 
• Critical events; 
• Ensemble data mining. 

5.1 Vital Signs 

For the vital signs it is possible consult all the data collected by the system and 
observe the evolution of vital signs values from a patient. The results are present in 
two forms: a grid and a chart. The grid has 24 columns, one for each hour and 11 
lines, one for each vital sign type (Blood Pressure (BP) – Diastolic and Systolic, 
Mean Blood Pressure (MBP), Intracranial pressure (ICP), Central Venous Pressure 
(CVP), Respiratory Rate (RR), Heart Rate (HR), Non-Invasive Blood Pressure 



 Pervasive and Intelligent Decision Support in Intensive Medicine 97 

 

(NIBP) – Diastolic and Systolic, Saturation of Oxygen (SpO2) and Temperature. The 
grid is filled automatically during the day with the first value collected for each hour / 
vital sign. The chart presents a graphic analysis of the Vital Signs Evolution for BP, 
HR, RR, CVP, SpO2 and Temperature. This chart has three types of visualization 
(Minute, Hour and Day). The first chart presents the values collected by minute, the 
hour chart (figure 3) presents an average of all values collected by hour and the day 
chart presents the average of all values collected by day. 

 

Fig. 3. Vital Signs Chart (Hour) 

5.2 Medical Scores 

This feature calculates automatically and in real time the most used medical scores in 
Intensive Medicine. This system allows obtaining the results of SAPS II, SAPS III, 
SOFA, GLASGOW, TISS28 and MEWS. This component is divided in three parts 
and it is an integrant part of ENR. The first component is used to validate the values 
automatically collected or to insert the values in fault - the interface is touch-screen 
and intuitive to use. The second part present a table with the results obtained since 
patient admission. The third part presents all the values in a new and interesting way. 
From some scores: SAPS, SOFA, GLASGOW and MEWS it is possible analyze the 
evolution of a patient in a way similar to the vital signs.  

The system computes the scores whenever some new value arrives and presents the 
final score result in the chart, showing the evolution between the new result and the 
previous one. Figure 4 present an example of chart by minutes. In this case it is 
presenting the MEWS patient values. 

 

Fig. 4. MEWS Chart (Minutes) 
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5.3 Critical Events 

The introduction of critical events in ICU represents a novelty to this unit. Before this, 
nobody tracked the patient critical events, due the difficulty of monitoring the patient 
in a continuous way. With the introduction of data streaming it was possible to track 
the patient critical events concerning five variables: Blood Pressure, Heart Rate, 
Spo2, Urine Output and Temperature. The tracking system is executed in real-time 
using automatic data acquisition and data processing tasks. The results obtained by 
the tracking system are presented inside of Electronic Nursing Record application. 
The results are presented in two different ways: a grid (table) and a chart. The table 
header is composed by 13 columns containing the number, the duration of each CE 
and the total of events. The table also has 24 lines, one for each hour of the day. The 
system fills the grid according to the patient values, i.e., if an event is critic or not and 
their duration. This way of visualizing events also has a warning system to alert if 
current values are out of range, i.e., if they are critical values.  

These results are represented by a color system to alert to the patient condition. 
The charts present a new way of tracking the Critical Events. The user (doctor / nurse) 
can anywhere and anytime consult the evolution of a patient in regard to Critical 
Events. This type of consulting is available by minute, hour and day. Figure 5 makes 
an overview of chart for the minutes. In this figure is possible observe that the patient 
has a SpO2 critical event during the last 46 minutes. All the graphs are grouped by 
category (BP, SpO2, Temperature, Urine Output, and HR) and event type (1 or 2). 

 

Fig. 5. Critical Events Chart by minute 

5.4 Ensemble Data Mining 

Using Data Mining it was possible induce an ensemble automatically and in real-time. 
This ensemble compares all the results obtained by each one of the models and 
chooses the best, i.e., select the model which meets the quality measure and present 
the best values. A set of experiments have been carried out in order to test the 
ensemble performance. The ensemble considered a set of Online and real-time data 
collected from the ICU. The data used to generate the DM models were gathered in 
the ICU of CHP - HSA during the period between February and June of 2012 and it is 
related to the first five days of stay of 129 patients. To evaluate the ensemble three 
measures were considered: Sensitivity, Accuracy, and Total Error (Terror). For each 
measure the average and the standard deviation of 10 runs was taken.  

The selected models are used by the pervasive system only if they satisfy the 
following conditions: Total Error <= 40%, Sensitivity >= 85% and Accuracy >= 60% 
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These thresholds were defined in order to assure a minimum level of quality in 
models. The measure was defined in accordance with ICU doctors. The values can be 
adjustable anytime and are commonly accepted in the medical community.   

Table 4 presents the performance achieved by the ensemble for each target. Being 
used an ensemble, it is difficult to identify the best model, because the model choice it 
is dependent the moment when the DM engine is executed. The values correspond to 
the average of the measures obtained during ten runs of the ensemble. For each value 
it is associated the standard deviation. The respiratory, hepatic and renal systems do 
not meet the measures established and are not yet considered by the pervasive system. 

Table 4. Ensemble Data mining primary Results 

Target Accepted by 
quality measures Sensitivity Accuracy Specificity Terror 

Cardiovascular YES 97,95 ± 0,31 76,81 ± 2,35 41,81 ± 5,75 23,19 ± 2,35 
Coagulation YES 91,20 ± 3,57 65,69 ± 3,83 49,61 ± 6,15 34,31 ± 3,84 
Hepatic NO 69,24 ± 9,41 82,89 ± 2,57 87,34 ± 3,22 17,10 ± 2,57 
Outcome YES 99,77 ± 0,33 63,58 ± 3,11 49,58 ± 4,90 36,42 ± 3,11 
Renal NO 77,17 ± 12,41 43,08 ± 4,66 43,08 ± 4,66 49,09 ± 5,39 
Respiratory NO 67,11 ± 5,67 63,86 ± 4,27 60,39 ± 6,75 36,14 ± 4,27 

Figure 6 makes an overview of the prevision system. These figures show which is 
the probability of organ failure or patient death. For each type of target some different 
colors are used. In the case of organ failure the range is: 0% to 5% - green 6% to 49% 
- yellow; 50% to 69% - orange; 70% to 100% - red. At level of outcome the range is 
0% to 5% - green; 5% to 49% - yellow; 50%to 85% orange; 86% to 100% - red. For 
example the probability of this patient die in the next hour is 78 %. 

 

Organ 

Cardio 
Coagulation 
Respiratory 
Neurologic 
Hepatic 
Renal 

 

Fig. 6. INTCare prediction system 

In order to assess the technology acceptance by the ICU professionals a set of 
questionnaires using Technology Acceptance Method (TAM) [24] were performed. This 
process had as main objective understand the system importance / quality and the user 
acceptance. A questionnaire was used to elaborate some queries about the decision 
process and the achievement of new knowledge. The questionnaire was answered by 1/3 
of ICU nurses and in a 5 points scale (1- worst; 5 – excellent) had an average upper than 
3 points. The results of a questionnaire survey [25] showed that the information 
generated (knowledge) and the system deployed are very important to the ICU 
professionals, being them suitable and framed in the decision making process. 
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6 Conclusions 

This paper presents evidences that it is possible to deploy a pervasive intelligent 
decision support system to support the decision making process in intensive medicine, 
a novelty in this area. The work carried out reaches an important milestone: to 
computerize all the data acquisition and data transforming processes in critical areas 
in order to discover new knowledge and adapt in real-time. The architecture 
presented, the ensemble DM models and the results of each architecture component 
are the main contribution of this paper. 

First of all it has been showed the importance of the preparation of the environment 
in order to support pervasive features. Then, a set of changes should be introduced in 
the information system and in the way of how the environment collects, processes and 
transforms the data. Finally, there are large benefits in using inference systems to 
automatically and in real-time receive the data, process them according to the targets 
and execute the tasks associated to the development of new knowledge. 

One important feature for the ICU professionals (users) it is how the new 
knowledge is presented. Two platforms have been developed. One called Electronic 
Nursing Record (ENR) for monitoring the patient data (insert, edit and validate the 
values) and to present the results associated to the patient as is vital signs, critical 
events and medical scores. ENR presents a new way of evaluating the patient 
condition comparing the current results with those obtained previously. The second 
platform is focused in the presentation of the results provided by the Data Mining 
engine, i.e., the ensemble results and the probability of occurring an organ failure and 
outcome. Both systems are integrated in the ICU information system and can be 
viewed as a single system. These systems can be accessed by anyone who has  
the proper privileges. Automatic induction of Data Mining models can be considered 
the main contribution of this system allowing for predicting clinical events in real-
time for the next hour. These models adapt and optimize over the time ensuring that 
the best predictions are presented whenever requested.  

The system has been assessed using the TAM method. The results corroborated the 
importance of the system for the ICU professionals and motivate futures 
developments. In the future will be researched some new models that can help the 
decision making and improve the patient condition. 
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Abstract. The collection of methods known as ‘data mining’ offers methodo-
logical and technical solutions to deal with the analysis of medical data and the 
construction of models. Medical data have a special status based upon their ap-
plicability to all people; their urgency (including life-or death); and a moral ob-
ligation to be used for beneficial purposes. Due to this reality, this article  
addresses the special features of data mining with medical data. Specifically, we 
will apply a recent data mining algorithm called FuzzyPred. It performs an un-
supervised learning process to obtain a set of fuzzy predicates in a normal form, 
specifically conjunctive (CNF) and disjunctive normal form (DNF). Experimen-
tal studies in known medical datasets shows some examples of knowledge that 
can be obtained by using this method. Several kind of knowledge that was ob-
tained by FuzzyPred in these databases cannot be obtained by other popular  
data mining techniques. 

Keywords: Knowledge Discovery, Fuzzy Predicates, Medical Data. 

1 Introduction 

Human medical data are at once the most rewarding and difficult of all biological data 
to mine and analyze [1]. Most of the people have some of their medical information 
collected in electronic form or at least in hard copy. This data may be collected from 
interviews with the patient, laboratory data, and the physician’s observations and 
interpretations. These subjects generate vast volumes of data that can help to do a 
diagnosis, prognosis, and treatment of the patient and for that reason cannot be ig-
nored.  Thus, there is a need to develop methods for efficient mining in databases. 

Data mining can be seen as a process that uses (novel) methods and tools to ana-
lyze large amounts of data. It has been applied with success to different fields of hu-
man endeavor, including marketing, banking, customer relationship management, 
engineering and various areas of science [2]. However, its application to the analysis 
of medical data has gained growing interest. This is particularly true in practical  



104 T. Ceruto et al. 

 

applications in clinical medicine which may benefit from specific data mining ap-
proaches that are able to perform predictive modeling, to exploit the knowledge avail-
able in the clinical domain and to explain proposed decisions once the models are 
used to support clinical decisions [3]. 

In [4, 5] was proposed a singular way of extracting interesting knowledge from da-
tabases, called FuzzyPred. This approach restricts the representation of knowledge to 
a predicate in normal form. We believe that this kind of knowledge representation 
may be considered as a generalization, e.g. a conditional rule AB is equivalent to 
the predicate ¬A ∨ B. Moreover FuzzyPred can generate some interesting patterns 
that are impossible to be obtained by using other methods, e.g. (B) or (not B and C) or 
(D).  

FuzzyPred integrates fuzzy set concepts and metaheuristic algorithms to search for 
logic predicates in a given data set [4]. The learning process is not supervised. We 
aim at evaluating how this technique can be applied on medical data and how they 
differ in terms of capabilities of discovering another kind of knowledge. As a result, 
this paper focuses on demonstrating its applicability in some medical datasets. 

The paper presents a data mining study of medical data and it is organized as fol-
lows. Section 2 is an overview of knowledge discovery process and the related  
approaches with FuzzyPred. Section 3 is dedicated to explain FuzzyPred. Section 4 
gives a brief overview of the implementation of FuzzyPred.  A detailed description of 
the medical data we have used, the setup of all experiments and the results can be 
found in Section 5. Conclusions and proposal of future work are given in Section 6. 

2 Preliminaries 

Knowledge discovery in databases (KDD) is a non-trivial process of identifying valid, 
novel, potentially useful and ultimately understandable patterns from large collections 
of data [2]. This process consists of several distinct steps and Data mining (DM) is the 
core step, which results in the discovery of hidden but useful knowledge from mas-
sive databases. DM tasks can be classified to tasks of description and prediction. The 
aim of description tasks is to find human-interpretable patterns and associations. On 
the other hand, the prediction task involves finding possible future values and/or dis-
tributions of attributes. Although the goals of them may overlap, the main distinction 
is that prediction requires the data to include a classification variable [6]. 

Over the last few years, the term data mining has been increasingly used in the 
medical literature [1, 3]. It is important in medical data mining, as well as in other 
kinds of data mining, to follow an established procedure of knowledge discovery, 
from problem specification to application of the results. The important issues are the 
iterative and interactive aspects of the process.  

We list here some of the most commonly used data mining methods [6, 7]:  

• Decision tree is a knowledge representation structure consisting of nodes and 
branches organized in the form of a tree such that, every internal non-leaf node is 
labeled with values of the attributes. It can be used to classify an unknown class 
data instance. Most current data mining suites include variants of C4.5 and CART 
decision tree induction algorithms; for instance Weka, Orange, KNIME. 
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• Rule induction is the process of extracting useful ‘if -then’ rules from data based 
on statistical significance. The antecedent (IF) contains one or more conditions 
about value of predictor attributes whereas the consequent (THEN) contains a pre-
diction about the value of a goal attribute. It may be constructed from induced de-
cision trees (as in the C4.5) or can be derived directly (Apriori algorithms).  

• Clustering attempts to look for groups (clusters) of data items that have a strong 
similarity to other objects in the same group, but are the most dissimilar to objects 
in other groups. Popular clustering techniques include k-means clustering and  
expectation maximization (EM) clustering. 

As shown below, the most conventional data mining algorithms identify the rela-
tionships among transactions using specific knowledge representation model (rules, 
trees, clusters). For that reason, the choice of the knowledge extraction method influ-
ences considerably the possible ways of knowledge representation. A final user is 
concerned with understanding and comprehending the extracted knowledge and that 
is where the form of knowledge representation plays an important role (depending on 
their potentialities and limitations).  

Specifically, in order to obtain predicates (statement that may be true or false de-
pending on the values of its variables), two main approaches are relevant from the 
literature: 

• Inductive Logic Programming (ILP) [8]: ILP induces hypotheses from observa-
tions (examples) and synthesize new knowledge from experience. It needs a set 
of observations (positive and negative examples), background knowledge and 
hypothesis language. 

• Genetic Programming (GP) [9]: GP is a branch of genetic algorithms. It is an 
automated method for creating a working computer program from a high-level 
problem statement of a problem. The learning is supervised. It exclusively uses 
genetic algorithms. 

 
Recently, the fuzzy set theory [10] has been used more and more frequently in  

intelligent systems because of its simplicity and similarity to human reasoning. Spe-
cifically fuzzy mining methods for extracting implicit generalized knowledge from 
transactions stored are evolving into an important research area. It integrates fuzzy-set 
concepts and generalized data mining technologies to achieve this purpose. The 
mined patterns are expressed in linguistic terms, which are more natural and unders-
tandable for human beings. Several fuzzy learning algorithms (AprioriTid, Fuzzy ID3, 
Fuzzy C-Mean) for inducing patterns from given sets of data have been designed and 
used to good effect with specific domains [11, 12, 13, 14].  

In general, several models of knowledge are impossible to be obtained by the pre-
vious methods. For instance, in a fuzzy database with variables A, B, C, and D, the 
following knowledge models may not be obtained: 

• (A and B) or (not B and C) 
• (A and B and not D) 
• (B) or (not B and C) or (D) 
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The reason behind this is that the models of knowledge representation in the previous 
methods are limited. Some of these predicates may be part of the antecedent of a rule. 
However, they alone are not obtained as knowledge, and its quality is never  
calculated. It is significant to note that predicates can represent useful and valuable 
knowledge that describe the data from experts in various problem domains [15, 16, 
17, 18, 19].  

In a Boolean algebra every function can be represented by its Conjunctive Normal 
Form (CNF) and Disjunctive Normal Form (DNF) described by the binary linguistic 
values of true (1) and false (0). CNF is a normalization of a logical formula which is a 
conjunction of disjunctive clauses and DNF is a normalization of a logical formula 
which is a disjunction of conjunctive clauses [20]. It can be defined by the three pri-
mary operators of AND, OR, and NOT without losing any information from the pre-
cise combined concept. This implies that the normal forms in classic logic can be seen 
as general models to represent logic predicates.  

Since there is no syntactical difference between formulas in fuzzy logic and formu-
las in two-valued logic, we can easily see that formulas in fuzzy logic can also be 
expressed in conjunctive and disjunctive normal form. In this case, they are valid 
expressions that hold as a matter of degree in the interval of [0, 1] which are bound by 
fuzzy normal forms known as fuzzy disjunctive and conjunctive normal forms [21]. 
Hence, the aim of our proposal is to obtain fuzzy predicates in normal form with high 
truth values, in medical databases.  

3 FuzzyPred 

Typically, a data mining algorithm constitutes some combination of the following 
three components: model, evaluation criteria and search algorithm [12]. The next 
sections describe FuzzyPred following these three components.  

3.1 Model Representation 

Data in relational databases are stored in tables, where each row is the description of 
an object and each column is one characteristic/attribute of the object. In this case, a 
fuzzy transaction can contain more than one item corresponding to different labels of 
the same attribute, because it is possible for a single value in the table to match more 
than one label to a certain degree [22]. 

The process of converting an input value to a fuzzy value is called "fuzzification" 
and it may be done by using many of the available membership functions. Triangles, 
trapezoidal or left and right shoulder are commonly used because they give good re-
sults and their computation is simple [23]. Fig. 1 shows three examples of a member-
ship functions for the concepts young, mature and old in the interval 0 to 70 years. 

The three functions in Fig. 1 define the degree of membership of any given age in 
the sets of young, adult, and old ages. If a man is 20 years old, for example, his degree 
of membership in the set of young persons is 1.0, in the set of adults is 0.35, and in 
the set of old persons is 0.0. If another man is 50 years old, the degrees of member-
ship are 0.0, 1.0, and 0.3 in the respective sets. 
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In FuzzyPred each predicate is represented as a vector (SC, QC, NF) where the SC 
is a succession of clauses, the QC is the quantity of clauses and NF is the normal 
form. Each clause inside SC represents the attributes (fuzzy variable) and its values. 
We have used a positional encoding where the ‘i’ attribute is encoded in the ‘i’ gene 
used. When the integer value is ‘0’, this attribute is not involved in the predicate, and 
when this part is different to ‘0’ this attribute is part of the clause in the predicate. “1” 
indicates that the variable appear normal (x), “2” means that appears affected by the 
negation (1-x), and “3” indicates that the variable is associated to hedge “very”, that 
implies that you need to square the value (x2) when you will compute the fitness val-
ue.  Figure 3 shows the scheme of a predicate for one example. 

Finally, a predicate is coded in the following way: 
Predicate = (SC, QC, NF)  
SC= C1, Ci,.. Cz     where   z = QC = quantity of clauses 

C = Var1, Var,.. Vary    where y is the number of attributes in the dataset 
QC= i    where  i>0 
NF = {0 if CNF, 1 if DNF} 

 

Fig. 3. Encoding of a predicate 

3.2 Evaluation Criteria 

All techniques require a suitable measure to capture the correct model. In FuzzyPred 
there is only one measure to evaluate the quality of the fuzzy predicates: Fuzzy Predi-
cate Truth Value (FPTV) (see Equation 2-7 and Table 1) [15, 18, 27]. It depends on 
the number of clauses (z), variables (y) and records (x) of the data set. Table 1 gives a 
list of symbols used in this paper to define the formula. 

Table 1. Symbols considered for the formula 

Symbol Definition 
TV (var) Truth Value of the variable 
TV (  clause) Truth Value of the Clause in Conjunction  
TV (  clause) Truth Value of the Clause in Disjunction 
TVC Truth Value of the predicate in CNF for a single tuple 
TVD Truth Value of the predicate in DNF for a single tuple 
FPTV Fuzzy Predicate Truth Value in all database 
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 = = 11 = 2= 3 (2) 
 

   = , . . ,  (3) 
   = , . . , (4) 

  =  , . . , (5) 
  =  , . . , (6) 

  =    (7) 
 

 

An example of how the predicate (Fig 3) can be evaluated in a small fuzzy database 
can be observed in Table 2. The FPTV is computed by using fuzzy logic operators.  It 
is noteworthy that fuzzy logic does not give a unique definition of the classic opera-
tions as union or intersection. Different operators can be used (e.g. Min-Max [10], 
Compensatory [27-28]). In this case we use a compensatory fuzzy operator [27]: 
geometric mean to do a conjunction: (x1 * x2 * ... * x

n) 1/n and its dual to do a disjunc-
tion: 1- ((1- x1) (1- x2)… (1-xn))

1/n. In these operators, the associativity is excluded 
because it is incompatible with other desirable properties (idempotent, sensibility). 

Table 2. Evaluation of the predicate step by step 

Fuzzy dataset TVvar 
(Equation 2) 

TV clause    
(Equation 3) 

TVC 
(Eq 5) 

FPTV 
 

A B C D C ¬D A B2 C∨ ¬D A∨B2 
(C∨ ¬D) 
^(A ∨ B2) 

 

0 0.4 0 0.2 0 0.8  0 0.64 0.55 0.4 0.47  
0.9 0.6 0 0.8 0 0.2 0.9 0.36 0.10 0.74 0.28  
0.8 0.4 0 0.6 0 0.4 0.8 0.64 0.22 0.73 0.4 0.5 
0.5 1 1 0 1 1 0.5 1 1 1 1  
0.4 0.2 0.6 1 0.6 0 0.4 0.04 0.36 0.24 0.29  
1 0.6 0.2 0 0.2 1 1 0.36 1 1 1  

In Table 2, the first column is the original fuzzy data set. The second one 
represents the TV of all attributes involved in the predicate according to the operator 
or hedge applied (equation 2). For example in the case of ¬D the value is 1-D. Then it 
is necessary to compute the truth value of each clause in disjunction (equation 3). 
After, we calculate the TVC of complete predicate in each record (equation5). The 
last step consists of applying the universal quantifier in all records (conjunction of the 
values obtained in the previous column).  

The value of FPTV is expressed by a real number in the interval [0, 1]. For that 
reason it may be interpreted like a fuzzy value, where ‘1’means that the statement is  
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completely true, and ‘0’ means that the statement is completely false, while values 
less than ‘1’ but greater than ‘0 ‘represent that the statements are "partly true", to a 
given, quantifiable extent. 

3.3 Search Algorithm 

In many cases the DM problem has been reduced to purely an optimization task: find 
the patterns that optimize the evaluation criteria. Metaheuristics represent a class of 
techniques to solve, approximately, hard combinatorial optimization problems. Some 
examples of metaheuristics are Hill Climbing (HC) and Genetic Algorithm (GA) [29-
30]. Many successful applications have been reported for all of them. According to 
the “No Free Lunch” [31] it is impossible to say which is the best metaheuristic. It 
depends on the encoding, the objective function as well as the operators.  

The global process in FuzzyPred tries to get predicates with high FPTV. The algo-
rithm tries to maximize it as it is shown next: 

BEGIN 
   Predicate Set = Ø 
   Initialize parameters 
   IS = Generate random initial solutions  
   Predicate Set = Predicate Set + IS    
   REPEAT  
   Pc = Generate new solution according to the metaheu- 
   ristic selected 
     If Pc is accepted 
        IS = Pc 
        Predicate Set=Predicate Set + Pc  
   While stop condition is not verified 
   Return Predicate Set   
 END  

The final result of the process is the concatenation of the predicates obtained by 
running the algorithm several times. Besides, FuzzyPred has included a phase of post-
processing in order to improve the readability of the results.  

Post-processing makes also possible to visualize and to store the extracted patterns.  
A standard data mining language or other standardization efforts will facilitate the 

systematic development of datamining solutions, to improve interoperability among 
multiple data mining systems and functions, and to use of data mining systems in 
industry and society [7]. 

Recent efforts in this direction include Predictive Model Markup Language 
(PMML) created by Data Mining Group [31]. PMML is an XML-based language that 
enables the definition and sharing of predictive models between applications. It is the 
de facto standard to represent predictive models. FuzzyPred exports the set of ob-
tained predicates by using PMML. 

FuzzyPred is a new way of obtaining knowledge that uses a different model and there-
fore it was necessary to adapt the original RuleSetModel (the nearest model) defined in 
PMML in order to create a new model called FuzzyPredicateModel. The labels "Header"  
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and "DataDictionary" are maintained. In addition, FuzzyPredicateModel includes two 
fundamental labels: "MiningSchema" and "PredicateSet". 

The original contributions of FuzzyPred are: 

• The learning process is not supervised.  
• The structure of the knowledge is not totally restricted, but it focuses only on 

fuzzy predicates.  
• It represents a more flexible structure to allow each variable to take more than 

one value, and to facilitate the extraction of more general knowledge.  
• Fuzzy logic contributes to the interpretability of the extracted predicates due to 

the use of a knowledge representation nearest to the expert.  
• It is possible to use different fuzzy operators to calculate the truth value of the 

predicate (although compensatory is privileged because it has demonstrated to be 
highly efficient in the context of decision making).  

• There is more than one search method (metaheuristics) available. 

4 Implementation of FuzzyPred 

Commercial data mining software is sometimes prohibitively expensive and the alter-
nate open source data mining softwares are gaining popularity in both academia and 
in industrial applications. The Konstanz Information Miner (KNIME) [33] is a mod-
ular environment which enables easy visual assembly and interactive execution of a 
data pipeline. It is designed as a teaching, research and collaboration platform, which 
enables easy integration of new algorithms, data manipulation or visualization me-
thods as new modules or nodes. 

For that reason FuzzyPred was implemented in Java as a plugging in KNIME. Its 
user-friendly graphical workbench allows assembly of nodes for the entire analysis 
process. A flow usually starts with a node that reads in data from some data source. 
Imported data is stored in an internal table-based format consisting of columns with a 
certain (extendable) data type (integer, string, etc.) and an arbitrary number of rows 
conforming to the column specifications. These data tables are sent along the connec-
tions to other nodes that modify, transform, model, or visualize the data.  

Modifications can include handling of missing values, filtering of column or rows, 
oversampling, partitioning of the table into training and test data and many other op-
erators. The node for transforming data (including the definition of membership func-
tions) used Xfuzzy 3.0 [34]. Xfuzzy has been entirely programmed in Java and it is 
composed of several tools that cover the different stages of the fuzzy design.  Specifi-
cally, we used Xfedit because the graphic interface of this tool allows the user to 
create and to publish the membership functions for each attribute using linguistic 
hedges as well as new fuzzy operators defined freely by the user.  

The node for running the metaheuristics algorithms use an open source library 
called BICIAM [35]. It is a software tool for the resolution of combinatorial optimiza-
tion problems by using generic algorithmic skeletons implemented in Java. It employs 
a unified model of metaheuristics algorithms, which allow us to define the problem 
only one time and execute the available algorithms many times. The node for visua-
lizing the predicates obtained is supported in the tool SpaceTree [36]. 
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The advantages are that each node stores its results permanently and thus workflow 
execution can easily be stopped at any node and resumed later on. Intermediate results 
can be inspected at any time and new nodes can be inserted and may use already 
created data without preceding nodes having to be re-executed. The data tables are 
stored together with the workflow structure and the nodes' settings. 

5 Experiments 

In this section we show the application of FuzzyPred to the analysis of public medical 
data, which comes from UC Irvine Machine Learning Repository 
(http://archive.ics.uci.edu/ml/). In particular we applied FuzzyPred to mine the datasets 
described in Table 3. These databases were selected taking into account their diversity, in 
terms of: pathology, number of attributes, types of attributes, total of tuples. In the third 
column of the table, (R / I / N) means (Real / Integer / Nominal).  

Table 3. Datasets considered for the experimental study 

Databases Description Attributes 
(R / I / N) 

Records 

BreastCancer 
Wisconsin 

(BC) 

It contains cases from a study that was 
conducted at the University of Wisconsin 
Hospitals, Madison, about patients who 
had undergone surgery for breast cancer. 
The task is to determine if the detected 
tumor is benign or malignant. 

(0 / 9 / 0) 699 

Dermatology 
(D) 

The differential diagnosis of erythemato-
squamous diseases is a real problem in 
dermatology. Patients were evaluated 
clinically and histopathologically with 34 
features. 

 
(0 / 33 / 0) 

 
366 

Postoperative 
(P) 

The goal of this database is to determine 
which patients in a postoperative recov-
ery area should be sent to another area: I
 - Intensive Care Unit, S - go home and 
A- general hospital floor. Because hypo-
thermia is a significant concern after 
surgery, the attributes correspond roughly 
to body temperature measurements. 

(0 / 0 / 8) 90 

Heart (HT) 
This dataset is a heart disease database. 
The task is to detect the absence or pres-
ence of heart disease. 

(1 / 12 / 0) 270 

Mammographic 
(M) 

The data was collected at the Institute of 
Radiology of the University Erlangen-
Nuremberg between 2003 and 2006. This 
data set can be used to predict the severi-
ty (benign or malignant) of a mammo-
graphic mass lesion. 

(0 / 5 / 0) 961 
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In this study we aim at showing how the method could be suitably used to extract 
meaningful patterns that characterize the databases, highlighting interesting frequent 
associations. Membership functions for fuzzy sets can be defined in any number of ways 
[22]. The shape of the membership function used defines the fuzzy set and so the deci-
sion on which type to use is dependent on the purpose. Its choice is the subjective aspect 
of fuzzy logic, it allows the desired values to be interpreted appropriately [23]. 

To develop demonstrative experiments, we extracted randomly three attributes 
from each database (in order to facilitate the interpretation), but you can also use more 
without limitation. The corresponding fuzzy sets related to the linguistic labels for 
each variable are specified through the corresponding membership functions. They 
were defined using mainly a partition with trapezoidal membership functions defined 
by a lower limit a, an upper limit d, a lower support limit b, and an upper support 
limit c, where a < b < c < d.  The linguistic label used for each attribute to create the 
mining view was also taken by random choice (using the negation operator and 
hedges we can obtain the others in some way). In Table 4 the columns represent: D- 
database, LL- linguistic labels used, and a-d parameters for fuzzification.  

Table 4. Definition of linguistic labels 

D LL a b c d 
BreastCancer 

Wisconsin 
(BC) 

Clump.Little 1.0 1.0 4.6 6.4 
CellShape.High 4.6 6.4 10.0 10.0 
Mitoses.Little 1.0 1.0 4.6 6.4 

Dermatology 
 (D) 

             Erythema.Little 0.0 0.0 1.2 1.8 
Eosinophils.High 1.2 1.79 3.0 3.0 

Scaling.High 1.2 1.79 3.0 3.0 
Postoperative 

(P) 
IntTemp.High  1 if x=high   0 if x=low or mid 
SurfTemp.Mid  1 if x=mid    0 if x=low or high   

OxySat.Excellent 1 if x=excellent    0  if x=good 
Heart (HT) Age.Young 29 29 38 45 

ExerciseInduced.Few 0.0 0.0 0.2 0.4 
MaxHeartRate.High 71 150 202 202 

Mammographic 
(M) 

Age.Young 18 18 35 50 
Density.High 2.2  2.8 4.0 4.0 

Severity.Benign  1 if x=0    0  if x=1 (malignant) 
 
The following values have been considered in each experiment: 

• Metaheuristics used for mining fuzzy predicates: HC, GA 
• Genetic parameters: 20 individuals, 0.9 as crossover probability, 0.5 as mutation 

probability, single point crossover, uniform mutation.  
• 30 repetitions were executed, each one with a maximum number of 500 iterations. 
• Geometric Mean and its dual [26] were used to evaluate the predicates. 

The algorithm returns several solutions in each run. Therefore, we show in Table 5 
some representative solutions for each problem. The first column in Table 5 (Fuzzy 
Predicated Identifier, FPId) corresponds to an identifier associated with a predicate. 
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The first part of the FPId identifies the corresponding database, e.g. D2 is a predicate 
obtained from the database Dermatology (D). The second column is the predicate 
using the linguistic labels defined previously in Table 4. Finally, it appears the com-
putation of FPTV.  

Table 5. Examples of interesting fuzzy predicates 

FPId Predicate FPTV 

BC1 CellShape.High  or  not Mitoses.Little 0,99 
BC2 Clump.Little  or  Mitoses.Little 0,95 
BC3 Clump.Little  or  CellShape.High or  (not Mitoses.Little) 0,93 
D1 Erythema.Little  or  not Eosinophils.High  or  Scaling.High 1 
D2 Erythema.Little or  (not Eosinophils.High) or   

(not Scaling.High) 
1 

D3 not Erythema.Little  or  (not Eosinophils.High ) or  (not Scal-
ing.High) 

1 

P1 (not IntTemp.High)  or  (not SurfTemp.Mid)  or   
(OxySat.Excellent) 

1 

P2 (very IntTemp.High) or (SurfTemp.Mid) or (OxySat.Excellent) 1 
P3 (not IntTemp.High)  or  (SurfTemp.Mid)  or   

(not OxySat.Excellent) 
0,87 

HT1 (not ExerciseInduced.Few)  or  (MaxHeartRate.High) 1 
HT 2 (Age.Young) or  (not MaxHeartRate.High) 0,98 
HT 3 (Age.Young) or  (not ExerciseInduced.Few)  or   

not MaxHeartRate.High 
0,97 

M1 (Severity.Mild)  and  (Density.High)  and   
(not Density.High  or  not Severity.Mild) 

1 

M 2 (Density.High  or  not Severity.Mild) 1 
M 3 (not Age.Young  or  not Density.High  or Severity.Mild) 0,87 

 
According to the results shown in Table 5 we can state the following conclusions 

about each database taking two predicates as examples: 

• In the database Breast Cancer Wisconsin the Clump is Little or Mitoses is 
Little (BC1). On the other hand the Mitoses is not Little or CellShape is High 
(BC2).  

• In the database Dermatology we can affirm with 100% of security that the 
Erythema is Little or Eosinophils is not High  or  Scaling is High (D1).  

• In the database Postoperative the Oxygen Saturation of patients is not Excel-
lent or surface temperature in C is Mid (>= 36.5 and <= 35) or internal tem-
perature in C is not High (< 37). 

• In the database Heart the people are young or the maximum heart rate 
achieved is not High (HT2) 

• In the database Mammographic the Density is High or Severity is Malignant 
(M2).  
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The objective of this experiment was to show the type of knowledge that can be 
obtained. From the obtained results we can observe that FuzzyPred generates fuzzy 
models with a good quality measure (maximum FPTV in some cases). All this fuzzy 
predicates lets us represent knowledge about patterns of interest in an explanatory and 
understandable form which can be used by the experts in each domain.   

6 Conclusion 

Fuzzy Mining is a useful technique to find patterns in data in the presence of impreci-
sion, either because data are fuzzy in nature or because we must improve their seman-
tics. It can be applied to create knowledge in rich medical environment. In this paper, 
we obtain good patterns through fuzzy predicates which represent dependence be-
tween items in the databases. The experimental results over five datasets highlighted 
the main potentials of the FuzzyPred, such as the opportunity to detect interesting 
relationships that could be implicitly hidden in the data.  

Although the method worked well in these experiments, it is just a beginning. 
There is still much work to be done in this field. We will extend our experiments to 
other test data (more attributes and records) to extend the claims made in this paper. 
Besides, we are going to consider the possibility to automate the transformation of the 
fuzzy predicates in normal form to the way that the user desires (rules, groups) for 
better interpretation. It allows us to do some comparison with competing methods. 
Additionally other measures will be considered to evaluate the quality of results. 

Acknowledgment. The authors would like to thank four anonymous reviewers for the 
helpful comments and suggestions. 
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Abstract. The work presented in this paper demonstrates how different data 
mining approaches can be applied to extend conventional combinations of 
variables determining the Metabolic Syndrome with new influential variables, 
which are easily available in the everyday physician`s practice. The results have 
important consequences: patients with the Metabolic Syndrome can be 
recognized by using only some, one, or none of the conventional variables, 
when replaced with some other surrogate variables, available in patient health 
records, making diagnosis feasible in different work environments and at 
different time points of patient care. In addition, the results showed that there is 
a large diversity of patient groups, much larger than it was supposed earlier on 
when their identification was based on the conventional variables approach, 
indicating the underlying complexity of this syndrome. Finally, the discovered 
novel variables, indicating yet unknown pathogenetic pathways can be used to 
inspire future research. 

Keywords: biomedical data mining, metabolic syndrome, machine learning. 

1 Introduction 

Metabolic Syndrome (MetSy) is a well-known cluster of cardiovascular risk factors, 
components of which include central obesity (abdominal fat accumulation), impaired 
glucose tolerance, hypertension and atherogenic dyslipidemia, defined as increased 
serum triglycerides (TG) and decreased HDL-cholesterol (HDL) [1]. It is based on 
continuous rather than dichotomous variables and diagnostic criteria or cut-off values 
vary between studies and recommendations. This combined disorder is common in 
modern society, encompassing almost a quarter of the world`s adult population.  

Insulin resistance, a blockade of insulin action in peripheral tissues, and abdominal 
obesity, are considered as the key mechanisms. However, novel findings also indicate 
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the role of microcirculation and endothelial cells dysfunction and of increased 
oxidative stress and inflammation, as well [2, 3]. Hyperhomocysteinemia, a marker of 
impaired remethylation reaction, and the neuroendocrine stress axis, have also been 
implicated in the pathogenesis of this syndrome [4, 5]. The fact that this syndrome 
can also appear in frail elderly persons, not only in obese ones, and that its 
manifestations can differ between men and women, indicate that there could be a 
variety of patient groups and heterogeneity of underlying mechanisms [6].  

By applying different data mining approaches on the large dataset prepared in 
a way that collected parameters from many aspects describe the health status of 
patients, we wanted to find out whether there are some important extensions to the 
classical definition of the Metabolic Syndrome, to add value to clinical reasoning, or 
to map novel variables and pathways that can be used to direct future research. 
Experiments were performed by using R software with the installed package 
“OptimalCutpoints” [7] and data mining workbench SPSS Clementine 10.1. 

2 Related Work 

Information on cardio-vascular (CV) risk factors and their clustering is available 
mainly from large prospective population studies which are known to provide the 
highest level of evidence [8]. Therefore, these factors have rarely been an object for 
predictive modelling, based on machine learning methods, as these methods are used 
for solving medical uncertainties. However, evidence is growing on the existence of 
novel CV risk factors, not yet proved as biomarkers [9]. In addition, the awareness is 
increasing, that these factors may vary in the composition and intensity, depending on 
the population they were drawn from, or socio-demographic characteristics of the 
examined population group [10]. For all these reasons, the existing CV risk 
assessment scores and prediction support systems become increasingly insufficient to 
meet the needs for prediction in different real-world situations [11]. This requirement 
is a challenge for the application of machine intelligence [12]. In a recently published 
work, authors used Bayesian networks for predicting the Metabolic Syndrome from a 
dataset composed of a total of 18 attributes and 1193 subject records, collected in the 
Yonchon County, Korea [13].  

A further related work was also done in the Far East: A group in Thailand [14] 
explored the relationship between hematological parameters and glycemic status in 
the establishment of a quantitative population-health relationship model for the 
identification of individuals with or without diabetes mellitus. For this purpose they 
ran a cross-sectional study of 190 participants which they classified into three groups 
based on their blood glucose levels. Hematological (white blood cell (WBC), red 
blood cell (RBC), hemoglobin (Hb) and hematocrite (Hct)) and glucose parameters 
were used as input variables while the glycemic status was used as output variable. 
They applied support vector machine (SVM) and artificial neural network (ANN) as 
machine learning approaches for identifying the glycemic status and applied 
association analysis (AA) for the knowledge discovery process of health parameters 
that frequently occur together. A major barrier for the realization of personalized 
medicine is in the identification of biomarkers [15], [16]. 
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A further interesting recent work was done by the University Hospital Zurich [17]. 
The authors described a two-stage strategy for the discovery of serum biomarker 
signatures corresponding to specific cancer-causing mutations and its application to 
prostate cancer in the context of the commonly occurring phosphatase and tensin 
homolog (PTEN) tumor-suppressor gene inactivation. The authors identified 775 N-
linked glycoproteins from sera and prostate tissue of wild-type and Pten-null micea 
and the resulting proteomic profiles were analyzed by machine learning methods, i.e. 
random forests, to build predictive regression models for tissue PTEN status and 
diagnosis and grading of a prostate carcinoma (PCa).  

3 Data Understanding 

Data were collected in a family practice located in an urban area of the town of 
Osijek, the north-eastern part of Croatia, the region known by high prevalence of CV 
and other chronic diseases, higher than average for Croatia. A total number of 93 
subjects, 35 male and 58 female, 50-89 years old (median 69), gave their consent and 
were included in the study. Data, only low-cost, easily available parameters were 
collected systematically, that means in a way to determine the health status of 
examined patients by many aspects. A large proportion of these collected parameters 
are routinely collected data from patients’ health records. Nominal parameters 
indicate age and sex, diagnoses of the main groups of chronic diseases, information 
on drugs use and anthropometric measures. A number of laboratory tests were also 
performed, indicating the main age-related pathophysiologic changes, including 
information on: inflammation, the nutritional status, the metabolic status, chronic 
renal impairment, latent infections, humoral (antibody-mediated) immunity and the 
neuroendocrine status (Table 1). As performed on the small sample, this presented 
method is not likely to allow for definite answers, but may be used as the first step 
approach for solving some medical uncertainties. In this sense, this method is likely to 
allow new variables and hidden relationships, not easily detectable in clinical studies, 
to be mapped in otherwise unknown input space. Results got by this method are to be 
further tested.  

MetSy database contains 93 patients’ records including 61 medical variables and 
one variable describing target diagnosis called Metabolic Syndrome. 60 patients in the 
analyzed dataset have diagnosed syndrome and 33 do not. One of the traditional ways 
to determine this diagnosis is to use the IDF (International Diabetes Federation) 
definition including following expert rules using combination of major input variables 
and their values [18]. Meaning of particular variables can be found in Table 1 below.  

Criteria for female: (w/h > 0.85 OR BMI > 30) AND at least 2 out of the 4 
following conditions must be fulfilled Hypertension (yes) OR TG > 1.7 OR HDL < 
1.3 OR fasting glucose ≥ 5.6 OR Diabetes mellitus (yes). 

Criteria for male: (w/h > 0.9 OR BM I> 30) AND at least 2 out of the 4 following 
conditions must be fulfilled:  Hypertension (yes) OR TG > 1.7 OR HDL < 1.0 OR 
fasting glucose ≥ 5.6 OR Diabetes mellitus (yes) 
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Table 1. Description of all variables included in experiments 

Variable code Variable description 

age Age (years) 
sex M=Male, F=Female 

Hyper Hypertension (yes, no) 
DM Diabetes mellitus (yes, IGT=Impaired glucose tolerance, No) 

F Glu Fasting blood glucose (mmol/L) 

HbA1c 
Glycosilated Haemoglobin (%) - showing average blood glucose 
during last three months 

Chol Total Cholesterol (mmol/L) 
TG Triglycerides (mmol/L) 

HDL HDL-cholesterol (mmol/L) 
Statins Therapy with statins (yes,no) 

Anticoag Therapy with anticoagulant/antiaggregant drugs (yes,no) 

CVD 
Cardiovascular diseases as  myocardial infarction, angina, history 
of revascularisation, stroke, transient ischaemic cerebral event, 
peripheral vascular disease  (yes, no) 

BMI Body Mass Index (kg/m2) 
w/h Waist/hip ratio  

Arm cir Mid arm circumference (mm) 
skinf Triceps skinfold thickness (mm) 
gastro Gastroduodenal disorders as  gastritis, ulcer (yes,no) 

uro 
Chronic urinary tract disorders (yes,no) - recurrent cystitis in 
women, symptoms of prostatism in men 

COPB Chronic obstructive pulmonary disease (yes,no) 
Aller d Allergy (Rhinitis and/or Asthma) (yes,no) 
dr aller Drugs allergy (yes, no) 
analg Therapy with analgetics/NSAR (yes,no) 

derm 
Chronic skin disorders as  chronic dermatitis, dermatomycosis 
(yes,no) 

neo Malignancy (yes,no) 
OSP Osteoporosis (yes, no) 

Psy 
Neuropsychiatric  disorders as  anxiety/depression, Parkinson`s 
disease, cognitive impairments (yes,no) 

MMS 
Mini Mental Score – test for screening on cognitive dysfunction, 
Max Score =30, Score <24 indicates cognitive impairment 

CMV Cytomegalovirus specific IgG antibodies (IU/ml) 
EBV Epstein-Barr virus specific IgG (IU/ml) 
HBG Helicobacter pylori specific IgG (IU/ml) 
HPA Helicobacter pylori specific IgA (IU/ml) 
LE Leukocytes Number x109/L 
NEU Neutrophils % in White Blood Cell differential 
EO Eosinophils % in White Blood Cell differential 
MO Monocytes % in White Blood Cell differential 
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Table 1. (continued) 

LY Lymphocytes % in White Blood Cell differential 

CRP C-reactive protein (mg/L) 
E Erythrocytes number x1012/L 

HB Haemoglobin (g/L) 
HTC Haematocrite (erythrocyte volume blood fraction) 
MCV Mean cell Volume (fL) 

FE Iron (g/L) 
PROT Total serum proteins (g/L) 
ALB Serum albumin (g/L) 
clear Creatinine clearance (ml/s/1.73m2) 

HOMCIS Homocistein (μmol/L) 
ALFA1 Serum protein electrophoresis (g/L) 
ALFA2 Serum protein electrophoresis (g/L) 
BETA Serum protein electrophoresis (g/L) 
GAMA Serum protein electrophoresis (g/L) 

RF Rheumatoid Factor level (IU/ml) 
VITB12 Vitamin B12 (pmol/L) 
FOLNA Folic acid (mM/L) 

INS Insulin (μIU/L) 
CORTIS Cortisol in the morning (nmol/L) 

PRL Prolactin in the morning (mIU/L) 
TSH Thyroid-stimulating hormone (IU/ml) 
FT3 Free triiodothyronine (pmol/L) 
FT4 Free thyroxine (pmol/L) 

ANA Antinuclear antibodies (autoantibodies) (μIU/ml) 
IGE IgE (kIU/L) 

MetSy 0 – without diagnosed Met Sy, 1 – diagnosed MetSy 

4 Experiments 

In our experiments, we focused on the possibility to use selected methods from 
machine learning theory to provide the answers on specified medical questions. In 
cases where not only classification or prediction accuracy is important, both patterns 
need also to be understood by human experts, methods extracting patterns in form of 
decision trees have proved to be very successful and effective. Decision trees provide 
a classification structure and can be easily transformed also into form of decision 
rules. This is in contrast to classifiers like neural network models, which may provide 
nice classification results, but as a kind of black box. Decision tree models can be 
extracted by different algorithms, such as e.g. CART, or C4.5 [19]. We used decision 
trees for different purposes, e.g. also for selecting of most important classification 
attributes from predefined groups of attributes. In our experiment we used two 
alternative instances of algorithm C4.5: J48 implemented in Weka data mining tool 
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and C5.0 provided by SPSS data mining software. In both cases we have tested 
different parameters and their values to find the combination with good precision and 
optimal decision ability. Because of the small number of input records we have 
instead of the traditional division into training and test sample used 10-fold cross 
validation. 

Afterwards we searched for their optimal cut-off values as follows. For finding the 
optimal cut-off points c, which best distinguish diseased and healthy patients, we used 
the measure called Youden index (J) [20], defined as  

 
                      J = maxc{Sensitivity(c) + Specificity(c) − 1)}                (1) 

 
Its advantage is in offering the best result with respect to the maximum overall 

correct classification by maximizing the sum of sensitivity and specificity. The 
parameter c is understood as the optimal cut point [21]. The range of J is <0,1>, 
where the value 1 stands that all diseased and healthy patients are correctly classified 
and the value 0, on the contrary, means that the selected cut off point is completely 
ineffective [22]. The confidence level was set to 0.95. We considered the cut off 
values only in the case, when importance of particular variable was statistically 
significant (i.e. p<0.05). We used student’s unpaired t-test to for this purpose.   

4.1 Decision Trees for MetSy Determination 

We performed different experiments, starting with the whole database of patients, 
than with the data sample including only female patients and on the other hand over 
the sample including only men. This division provided opportunity to identify 
characteristics relevant for female and male patients, respectively. 

First decision tree was generated through all the records in the dataset (93 records) 
and it largely confirmed the original rules specified by IDF, e.g.: 

IF Fglu (Fasting blood glucose > 5.4 AND HDL (HDL-cholesterol) <= 1.72 THEN 
MetSy = 1 (100% strength of this rule covering 44/60 records) 

Strength of all decision rules is affected by sample size from which these rules 
were extracted. In experiments where male records were used, they included 23 
patients with MetSy (out of 35 male patient records in our database) and on the other 
side female records included 37 patients with MetSy (out of 58 female patient records 
in our database). 

Decision Rules for Female Patients 
Next experiments were performed on divided dataset; we created two samples, one 

for male (35 patients) and the second for female (58 patients). We have applied the 
same algorithms C5.0 as in the first case, but we obtained different rules for target 
variable MetSy. Decision tree for female contained three variables and can be 
transformed in the following rules: 

IF HbA1C (average level of blood glucose over the previous 3 months) > 4.41 THEN 
MetSy = 1 (100% force of rule within this sample 21/21) 
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IF HbA1C (average level of blood glucose over the previous 3 months) =< 4.41 AND 
TG (triglycerides) > 1.7 THEN MetSy = 1 (92.3%, 12/13) 

IF HbA1C (average level of blood glucose over the previous 3 months) =< 4.41 AND 
TG (triglycerides) =< 1.7 and EBV (Epstein-Barr virus specific IgG) =< 20.8 then 
MetSy = 1 (100%, 2/2) 

IF HbA1C (average level of blood glucose over the previous 3 months) =< 4.41 AND 
TG (triglycerides) =< 1.7 and EBV EBV (Epstein-Barr virus specific IgG) > 20.8 
then MetSy = 0 (90.9%, 20/22) 

Decision Rules for Male Patients 
Application of C5.0 algorithm on male patients' records brought interesting 

finding, because generated decision tree contained only one variable for classification 
– FOLNA (level of Folic acid), see Fig. 1. 

 

Fig. 1. Simple decision tree for men records 

This simple decision rule has motivated us to try some other algorithms for 
generation of decision tree models. Algorithms CHAID (Chi-squared Automatic 
Interaction Detection) and Quest (Quick, Unbiased, Efficient Statistical Tree) brought 
following rules: 

IF Fasting blood glucose =< 4.9 THEN MetSy = 0 (100%, 2/2) 

IF Fasting blood glucose > 4.9 AND age < 70 AND age > 73 THEN Met Sy = 1 
(100%, 21/21); 2 patients from age interval (70,73) hadn’t diagnosed Metabolic 
Syndrome. 

IF Fasting blood glucose > 5.9 THEN MetSy = 1 (92.3%, 12/13) 

IF Fasting blood glucose =< 5.9 AND Serum protein electrophoresis ALPHA2 > 6.1 
THEN MetSy = 0 (81.8%, 9/11) 

IF Fasting blood glucose =< 5.9 AND Serum protein electrophoresis ALPHA2 =< 
6.1 AND Mean cell Volume > 85.759 THEN MetSy = 1 (90%, 9/10) 
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Decision Rules without IDF Factors (Female Patients) 
The second group of experiments was realized within reduced data sample, in 

which we have eliminated variables specified by IDF as factors causing the MetSy, 
e.g. TG, HDL, Fasting glucose, etc. New dataset included patient records described 
by 55 variables. The aim of this operation was to identify some other important 
variables that have strong impact on MetSy diagnosis. In the case of female, we 
identified following rules as interesting: 

IF HbA1C (average level of blood glucose over the previous 3 months) > 4.41 THEN 
MetSy = 1 (the same rule as in previous experiment with all 62 variables)  

IF HbA1C (average level of blood glucose over the previous 3 months) =< 4.41 AND 
Insulin > 27.1 THEN MetSy = 1 (100%, 6/6) 

IF HbA1C (average level of blood glucose over the previous 3 months) =< 4.41 AND 
Insulin =< 27.1 AND Cardiovascular diseases = yes AND Cortisol in the morning > 
457.6 THEN MetSy = 0 (100%, 2/2) 

IF HbA1C (average level of blood glucose over the previous 3 months) =< 4.41 AND 
Insulin =< 27.1 AND Cardiovascular diseases = yes AND Cortisol in the morning 
=< 457.6 THEN MetSy = 1 (100%, 4/4) 

IF HbA1C (average level of blood glucose over the previous 3 months) =< 4.41 AND 
Insulin =< 27.1 AND Cardiovascular diseases = no AND Drug allergy = yes THEN 
MetSy = 1 (75%, 3/4) 

IF HbA1C (average level of blood glucose over the previous 3 months) =< 4.41 AND 
Insulin =< 27.1 AND Cardiovascular diseases = no AND Drug allergy = no AND 
Serum protein electrophoresis GAMA > 11.8 THEN MetSy = 0 (100%, 15/15) 

Decision Rules without IDF Factors (Male Patients) 
Reduction to the 55 variables did not produce any significant changes in the rules 

extractions from the records of male patients. Based on this fact, we decided to 
eliminate variable FOLNA from decision tree inputs in order to identify other 
possible important variables for MetSy determination. The resulting rules were: 

IF Rheumatoid Factor level > 9.0 THEN MetSy = 0 (100%, 3/3) 

IF Rheumatoid Factor level =< 9.0 AND Diabetes mellitus = IGT/yes THEN MetSy = 
1 (100%, 9/9) 

IF Rheumatoid Factor level =< 9.0 AND Diabetes mellitus = no AND w_h > 1.0 
THEN MetSy = 0 (85.7%, 6/7) 

IF Rheumatoid Factor level =< 9.0 AND Diabetes mellitus = no AND w_h =< 1.0 
AND Insulin > 13.4 THEN MetSy = 1 (100%, 10/10) 

4.2 Cut-Off Values for Better Characterization of Patients with MetSy 

The second direction of our experiments was devoted to identification of new cut-off 
values for selected variables in order to evaluate their influence on MetSy 
determination. We focused especially on the following risk factors based on medical 
expert recommendations:  
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• Inflammation - variables: CRP, Le, Mo/Neu 
• Age - years 
• Renal dysfunction - variables: clear, HOMCIS 
• Malnutrition - variables: alb, vitB12, folna 
• The thyroid gland malfunction – variables: TSH, FT3, FT4 
• hormones: PRL, CORTIS  
• anemia/blood viscosity: E, HB, HTC 
• anthropometric measures – malnutrition: skinf, Arm cir 
• average 3-month glucose level : HbA1c 

Based on the fact that MetSy has different characteristics for male and female, we 
performed this type of experiments over the two data samples (35M/58F) as in 
previous case.   

The results of student’s unpaired t-test indicated only variables FOLNA and 
HbA1c for men and MO and TSH for women as statistically significant. Optimal cut 
off points for these variables are presented in Table 2. 

Table 2. Optimal cut-off values for identified variables (PPV - positive predicted value, NPV - 
negative predicted value) 

 

Cut-off 
value 

Sensitivity 
(%) 

Specificity 
(%) 

PPV 
(%) 

NPV 
(%) 

FOLNA (M) 15.6 95.65 83.33 91.67 90.91 
HbA1c (M) 4.5 39.13 100 100 46.15 

MO (F) 5.5 86.5 14.3 64 37.5 
TSH (F) 2.69 22.22 100 100 41.67 

Next, we compared calculated cut-off values with those that were used for partition 
in decision trees models, but only for two attributes that appeared also in generated 
decision tree models; see Table 3. 

Table 3. Comparison of identified cut-off values for two variables 

Variable 
Cut-off value in decision 

tree model 
Cut-off value by 

statistical analysis 
FOLNA 14.7 15.6 
HbA1C 4.41 4.5 

As can be seen from presented comparison, generated decision models for MetSy 
determination have used very similar cut-off values. On the other hand, performed 
statistical analysis resulted in some potentially interesting findings for medical expert 
to improve daily diagnostics in physician`s practice. 
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5 Discussion 

In the first set of experiments, the target variable, i.e. patients with MetSy, diagnosed 
by using conventional variables, were contrasted with those ones not diagnosed with 
MetSy. Some interesting rules for determination of MetSy, based on using Decision 
trees method, were established. Results were obtained for the whole group of patients 
(93) and by using the whole dataset (61 variables), and separately for women (58) and 
men (35).  

In general, the experiment performed on the whole dataset confirmed the original 
rules specified by IDF definition. However, when rules obtained for females were 
contrasted with those obtained for males, some important differences could be 
observed. This is likely to be in line to the existing knowledge indicating different 
metabolic pathways by which men vs. women attain CV diseases [2, 6]. In 
comparison to men, women seem to be more prone to Diabetes and use metabolic 
variables associated with diabetes (in our experiments indicated with the variable 
triglycerides), while men are prone to abdominal obesity and run CV risks through 
MetSy, rather than through Diabetes [2]. Our results are also in line to the experiences 
showing that men more frequently present with impaired fasting glucose (see 
experiments for men), whereas impaired glucose tolerance (indicated with nonfasting 
glucose levels) more frequently occurs in women [23]. The latter statement is likely to 
be confirmed with our experiments for women, where the variable HbA1c is known to 
cope with glucose variability, in a great part dependent on variation in nonfasting 
glucose levels [24]. Another variable which makes distinction between men and 
women is the variable EBV, selected in experiments for women. According to the 
current knowledge, this variable (indicating re-activation of the latent infection with 
Epstein-Barr virus), may be a marker of increased inflammation and inflammation-
mediated aging of the immune system [25]. In this respect, inflammation has been 
recognized as a part of the MetSy [2]. It is not, however, quite clear from our 
experiments, whether increased or decreased specific anti-EBV IgG antibody levels 
represent the conditional criteria for MetSy determination in women, so further 
research is needed in this direction. Another disctinction between men and women 
was in respect to the variable FOLNA. Namely, rules obtained for males emphasized 
the role of Folic acid serum concentrations for classification of patients as to have 
MetSy or not (Fig. 1). In this regard, results of the recent research indicate the 
relevance of folate deficiency conditions for triggering oxidative-stress and apoptotic 
cell death, which may have implications for the development of both, impairment of 
insulin biosynthesis in pancreatic islet β-cells, as well as peripheral vasculopathy and 
insulin resistance [26, 27]. We may only speculate on the reasons why this variable is 
selected in men but not in women. One reason might be due to the fact that 
gastroduodenal disorders are more frequent in males, than in females, leading to 
malabsorption and folate deficiency. The second possible link between male gender, 
folate deficiency and MetSy, as according to the current knowledge, might be, on the 
contrary, due to the fact that men are much more dependent on genetics, than women, 
and less on environmental factors, in achieving aging and age-related diseases [28].  
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In this regard, it is known that folic acid is necessary, together with cobalamin 
(vitamin B12) and pyridoxine (vitamin B6), for maintaining some vital biological 
processes such as DNA methylation and that the activity of the enzymes included in 
these reactions are genetically controlled [26]. (The statement Mean cell 
Volume>85.759, indicating megaloblastic anemia, is complementary to folate 
deficiency, the main cause of this type of anemia).   

When conventional variables were excluded from the dataset, some interesting 
rules, otherwise hidden, were obtained. In the female subject group, the variable 
HbA1c, routinely used measure of long term blood glucose control (other than 
measure fasting blood glucose, excluded from the experiment), was emphasized as the 
component of the MetSy. Significance of this variable as a measure of impaired 
glucose metabolism, suitable for a large scale studies, has recently been confirmed, in 
the study indicating this measure as a robust biomarker of mortality in diabetic 
patients [29]. In our experiments obtained rules confirmed the known fact on the 
associations between impaired glucose metabolism (indicating with HbA1c), 
hyperinsulinemia (a measure of insulin resistance) and CV diseases [30]. Moreover, 
our experiments provided these associations with new information. This information, 
for example, includes the rule stating that, in patients with CV diseases but normal 
blood glucose control, disturbed diurnal rhythm of the hypothalamus-pituitary-adrenal 
stress axis (indicated by decreased cortisol blood concentrations in the morning) can 
be used to select patients with MetSy. On the contrary, the preserved neuro-endocrine 
stress response may indicate persons who have not got MetSy. Another obtained 
interesting rule deals with information that the presence of Drug Allergy, in absence 
of other typical markers of MetSy, may be used to recognize, with high level 
probability, female patients with MetSy. This result suggests that there might be an 
association between genetic variations of drug-metabolizing enzymes and disturbed 
glucose metabolism, as it has already been established for the association between 
genetic variations of these enzymes and the individual`s susceptibility to cancer [31]. 
Our results further indicate that in female subjects not having Drug allergy and free 
from other typical markers of MetSy, normal (not decreased) serum gamma-globulins 
levels, indicating preserved immune system functions, may be used as a protective 
mechanism against MetSy development.  

When conventional variables, together with the variable FOLNA, identified as an 
important one in our experiments, were excluded from the dataset, the decision rules 
performed in the male patient group, revealed the importance of the rheumatoid factor 
(variable RF) for determinantion of MetSy. Although RF positivity was found in a 
small number of patients in the sample, this found association confirms already 
known close relationships between rheumatoid arthritis and atherosclerotic CV 
diseases [32]. Moreover, increased CV risk, as according to the knowledge, occurs 
early during the course of rheumatoid arthritis (when only RF serum concentrations 
are increased, without visible clinical symptoms and signs of disease) and may be 
considered as a possible preclinical manifestation of this disease. From our results, 
however, it is not quite clear whether increased RF serum concentrations in men mean 
protection from, or predisposition for MetSy, and the nature of this found relationship 
requires further clarification. Other rules obtained for males further suggest that in the 
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absence of RF and conventional MetSy variables, indications for MetSy, specifically 
in males, may be attained through the presence of Diabetes mellitus and high insulin 
levels (hyperinsulinemia), the latter disorder present in the absence of abdominal 
adiposity (indicated with w/h =<1.0). These rules confirm, once again, that Diabetes 
mellitus may have only minor role in the pathogenesis of MetSy in men and that 
hyperinsulinemia, the hallmark of MetSy, may exist independently of abdominal 
adiposity, which all together indicates that there might be different mechanisms 
underlying MetSy in men, in comparison to women. 

In the second group of experiments, the aim was to evaluate the influence of 
selected variables, recommended by the medical expert, on conventionally defined 
MetSy and to determine their appropriate cut-off values. From relatively large set of 
variables, indicating important age-related pathogenetic disorders, only four of them 
reached statistically significant level (Table 2). They included variables FOLNA and 
HbA1c for men and MO and TSH for women. Only two of these four significant 
variables, FOLNA and HbA1c, appeared also in previously generated Decision tree 
models. When considered their statistical properties, only variable FOLNA showed 
excellent results of all statistical measures, including sensitivity, specificity, PPV 
(positive predicted value) and NPV (negative predicted value) (Table 2). Because of 
these properties, the variable FOLNA can be considered as a new biomarker of 
MetSy, particularly suitable for screening in general male population.  

Other identified significant variables may also be used in decision-making. The 
variable HbA1c better performed for females in Decision tree models, while 
according to the statistics, it is better to use for males. For these contradictory results, 
its usability in relation to gender requires further confirmation. In general, if HbA1c is 
measured, then values above the identified cut-off value (Table 2) confirm the 
diagnosis of MetSy, but in this way only less than a half of affected persons can be 
identified (Table 3).  

Variables selected as significant for female population, MO and TSH, might also be 
useful for practical purposes, although relations of their PPV and NPV measures are 
not satisfactory enough (Table 2). Since variable MO shows better results of 
sensitivity measure and variable TSH of specificity measure, their combination into 
the model would be of greater predictive utility. The question is only whether this 
combination is feasible, when compared with the classical scoring method, based on 
using conventional definition of MetSy. In any way, if a woman has TSH parameter 
measured its value below the identified cut-off value (2.69 mU/L) means that this 
woman is burdened with MetSy. Latent hypothyroidism, a frequent disorder in older 
population, characterized with isolated TSH elevation, even yet within the reference 
range, has just recently been recognized as the risk factor for the MetSy development 
[33]. Interestingly, the cut-off value for TSH, of 2.5 mU/L and below, found in the 
epidemiologic studies as significant for MetSy expression, is very similar to what we 
got in our results [34]. This example thus contributes in favor of our approach for 
testing ideas. Monocytes % (indicated by the variable MO), a part of the White Blood 
Cells Differential, is easy to perform in everyday medical practice and is frequently 
ordered for many purposes. According to our results, when we find a woman with 
Mo% of 5.5 and over, that means that she is susceptible to MetSy, but the diagnosis to 
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be confirmed, this would require further testing, because of low specificity measure of 
the variable MO. Another purpose of this variable might be its use in the first step 
population screening, because of its good sensitivity measure and low cost 
performance.  

6 Conclusion 

We presented here an approach for testing ideas and hypotheses in the clinical 
domain. For this purpose, on an initial data set, consisting of systematically collected 
health data which describe the health status of a group of older patients from many 
aspects, we applied different data mining approaches, in order to test hypotheses 
given by the medical expert. The leading idea in this work was extraction of possible 
interesting rules for determination of MetSy from collected data and identification of 
suitable cut-off values for selected variables, in order to provide better inputs for 
proper diagnosis. Finally, we joined the best results from both methodological 
approaches to provide effective supporting mechanism for the diagnosis decision 
process. We obtained many interesting rules which can be used to test their practical 
usefulness on real-life data, or as an introduction for planning population-based 
research. In the case of latter, already tested hypotheses would provide guidelines for 
conducting research, allowing shortcuts and more efficient research designs. All 
obtained experiences and knowledge create a good starting point for experiments with 
larger data samples of a similar nature. But, this approach requires cooperation with a 
larger number of physicians or with the whole healthcare network and from 
technological point of view discussions about suitable methods for storing, 
preprocessing and further analyzing of these data sets. Our paper represents the first 
step for establishing such kind of collaboration between data mining research groups 
and application domain expert. 
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Abstract. A method for exceptional association rule set mining from
incomplete database is proposed to discover interesting combination of
items in incomplete database. The rule set is defined as each itemset X,
Y has weak or no statistical relation to class C, respectively, however, the
join of X and Y has strong relation to C. The method extracts the rule set
directly as the combination of three rules even though the database has
missing values. The method has been developed using a basic structure of
an evolutionary graph-based optimization technique and adopting a new
evolutionary strategy to accumulate rule sets through its evolutionary
process. The method can realize the association analysis between two
classes of the incomplete database using chi-square values. We evaluated
the performance of the proposed method for exceptional association rule
set mining from the incomplete database. The results showed that the
method has a potential to realize association analysis in medical field
based on the rule set discovery. In addition, the evaluation of the mischief
for the rule measurements by missing values is demonstrated.

Keywords: association rule, missing value, evolutionary computation,
association analysis.

1 Introduction

Association rule mining is the discovery of association relationships or correla-
tions among a set of attributes (items) in a database [1, 2]. Class association
rule in the form of ‘If X then Class label (X → Class label)’ is interpreted as ‘in-
stances having the set of attributes X are likely to be classified to the Class label.
Class association rule mining and its application techniques have been proposed
which have achieved quite effective performance [3–6]. However, previous ap-
proaches cannot handle incomplete database. An incomplete database includes
missing values in some instances. In the medical or biological field, dataset prob-
ably include many missing values caused by the lack of personal information
or the failure of experiments. In the case plural data bases are joined, missing
data would also appear because attributes in each database are not the same.
Conventional association rule mining methods regard the database as complete,
or disregard instances including missing values. Instances including missing data
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are deleted for rule mining or filled in with the mean values or frequent category
[7, 8]. When the data sets have a huge number of instances, it is easy to take
these policies. However, the rule discovery for dense database like medical or
biological data is different from the situation.

We have already proposed association rule mining methods for incomplete
database using an evolutionary computation technique [9–11]. The methods ex-
tract rules directly without constructing the frequent itemsets used in the previ-
ous approaches. Available attribute values in instances including missing values
are used for the calculation of rule measurements. The methods have been de-
veloped using a basic structure of Genetic Network Programming (GNP) and
adopting a new evolutionary strategy to accumulate rules through its evolution-
ary process. GNP is one of the evolutionary optimization techniques, which uses
the directed graph structures as genes [12, 13]. Conventional Genetic Algorithm
(GA) based association rule mining methods extract a small number of rules
optimizing a given fitness function [14, 15]. On the other hand, in the GNP
based methods, rules satisfying given conditions are accumulated in a rule pool
through GNP generations and extracted rules are reflected in genetic operators
as acquired information. GNP individuals evolve in order to store new interest-
ing rule sets into the pool as many as possible, not to obtain the individual with
highest fitness.

In this paper, we consider interesting combination of association rules named
exceptional association rule set and propose a method extracting such rule set
directly from incomplete database. The method mines the rule set, for example,
each itemset X , Y has weak or no statistical relation to class C, respectively,
however, the join of X and Y has strong relation to C [12]. When we use the
conventional a priori-like methods, it is not easy to extract exceptional associa-
tion rule sets, because we have to check the combinations of extracted rules one
by one. In [12], the exceptional association rule set mining method for complete
dataset was proposed. In this paper, we extend the method to handle the missing
values in the database. The method can realize the association analysis between
two classes of the incomplete database using χ2 test.

This paper is organized as follows: in the next section, some related concepts
on exceptional association rule sets in the incomplete database are presented.
In Section 3, an algorithm capable of finding the rule set from the incomplete
database is described. Experimental results are presented in Section 4, and con-
clusions are given in Section 5.

2 Exceptional Association Rule Set

Let Ai be an attribute (item) in the database. In order to describe the algorithm
clear, we indicate the attribute values of the instances by 1 or 0 as shown in
Table 1 (a) [9]. In addition, missing values are indicated as ‘m’. This means
that the absence of item Ai is described as Ai = 0 and lack of information of
Ai is indicated as ‘Ai = m’. For example, ID = 3 in Table 1 (a) misses the
value of attribute A4. Let C be the class label and the database has no missing
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Table 1. An example of incomplete database

(a) (b) (c)
ID A1 A2 A3 A4 C (A1=1)∧ (A2=1)∧ (A3=1) (A3=1)∧(A4=1)
1 1 1 0 0 1 not satisfied not satisfied
2 1 1 1 1 1 satisfied satisfied
3 1 1 1 m 1 satisfied cannot judge
4 m m 1 0 1 cannot judge not satisfied
5 0 0 1 0 0 not satisfied not satisfied
6 m 0 1 1 0 not satisfied satisfied
7 0 m m 1 0 not satisfied cannot judge
8 1 m m 0 0 cannot judge not satisfied

Table 2. The contingency of X and C

(a) For complete database. (b) For incomplete database.
C = 1 C = 0

∑
row C = 1 C = 0

∑
row

X y1 y0 y X Y (1) Y (0) Y (1) + Y (0)
¬X ¬X∑

col n1 n0 N
∑

col N(1) N(0) N(1) +N(0)

class labels. When the data has 2 classes, the class labels are denoted as C=k
(k = 0, 1). In this paper, missing rate is defined as the ratio of the number
of missing values and the total number of attribute values. In Table 1 (a), for
example, 8 missing values are found within 32 values of A1, A2, A3 and A4, then,
missing rate is 8/32=0.25 (25%). In addition, X and Y denotes the combination
of attributes like X = (Aj = 1) ∧ · · · ∧ (Ak = 1). X is represented briefly as
Aj ∧ · · · ∧Ak.

In this paper, we use the contingency table shown in Table 2, and this table
is related to X → (C = 1). Table 2 (a) is used for the case of complete database.
In Table 2 (a), n1, n0, y1 and y0 are the number of instances satisfying C = 1,
C = 0, X ∧ (C = 1) and X ∧ (C = 0), respectively. The χ2 value for the table is
given as

χ2(X → (C = 1)) =
N · (y1

N − y
N · n1

N )2

y
N · n1

N (1− y
N )(1− n1

N )
(1)

where,N = n1+n0 and y = y1+y0. In addition, measurements for the association
rule are defined by the following:

support(X → (C = 1)) =
y1
N

,

confidence(X → (C = 1)) =
y1
y
,

support(C = 1) =
n1

N
.
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In the case of association rule mining from incomplete database, the number
of instances for the calculation of measurement is different rule by rule [9]. We
demonstrate the feature of the available instances using Table 1 (a) and (b). Let
X=(A1=1)∧ (A2=1)∧ (A3=1) be an example. The instance ID=3 satisfiesX
even though value for A4 is missed. When at least one of the attribute values of
A1,A2 orA3 equal 0, the instance does not satisfyX . ID=6 and 7 are available to
judge for X even though they have missing values. These instances are available
for the calculation of rule measurements. ID = 4 and 8 are unavailable, because
we cannot judge whether the instances satisfyX or not by missing values. On the
other hand, in the case of X = (A3 =1) ∧ (A4 =1), the combination of available
instances is different from the above as shown in Table 1 (c).

We should exclude instances whose attribute values for a candidate rule equal
1 or m except the case all the attribute values equal 1 [9]. M value and Y value
introduced in [9] are used for the measurements calculation of rules as follows.M
value represents the number of instances whose attribute values for the rule are
equal 1 or m, and Y value represents the number of instances whose attribute
values for the rule are all equal to 1. N value which is the number of available
instances is also defined for the rule measurement calculation. In this paper,
M(k), Y (k) and N(k) are used as M value, Y value and N value for k = 1, 0,
respectively. In the case of database has missing values, we need to use above
values and contingency table shown in Table 2 (b). For example, in the case
of X =A1 ∧ A2 ∧ A3 in Table 1 (a), M(1) = 3 (ID = 2, 3 and 4), M(0) = 1
(ID = 8), Y (1) = 2 (ID = 2 and 3), Y (0) = 0, N(1) = 3 and N(0) = 3. These
values satisfy the following formula:

N(k) = NT (k)− (M(k)− Y (k))

where, NT (k) is the total number of instances for C = k in the database
(NT (1) = 4, NT (0) = 4).

In this paper, exceptional rule set is defined as the combination of three as-
sociation rules as follows:

[Exceptional Association Rule Set]⎧⎪⎨
⎪⎩
X → (C = 1)

Y → (C = 1)

X ∧ Y → (C = 1)

(2)

χ2(X → (C = 1)) ≤ χ2
max (3)

χ2(Y → (C = 1)) ≤ χ2
max (4)

χ2(X ∧ Y → (C = 1)) ≥ χ2
min (5)

confidence(X ∧ Y → (C = 1)) ≥ support(C = 1) (6)

support(X ∧ Y → (C = 1)) ≥ suppmin (7)
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(a) GNP-based method. (b) Ring structure method.

Fig. 1. Basic structure of individual in the evolutionary rule mining method

χ2
max, χ

2
min (χ2

max < χ2
min) and suppmin are the threshold value given by users

in advance. It is not easy for the conventional frequent itemset based methods
to extract the above rule sets, because we have to check the combinations of rule
measurements one by one.

3 Evolutionary Method for Rule Set Mining

In this section, a method for exceptional association rule set mining from in-
complete database is proposed based on an evolutionary computation. The form
of rules and conditions of threshold values for interestingness are given by users
in advance. Rule representations and fitness function are designed based on the
user’s objects. The task for rule extraction is done accumulatively through evo-
lutionary process, not to obtain the elite individual at the final generation.

3.1 Structure of Individuals

The proposed method is an extension of GNP (Genetic Network Programming)
based association rule mining methods [10, 12, 13]. The method uses the struc-
ture of GNP individual and adopting a new evolutionary strategy to accumulate
rules through its evolutionary process. Therefore, the method is quite different
algorithm from conventional GNP based optimization technique [16].

The basic structure of the GNP individual is shown in Fig. 1 (a). The indi-
vidual is composed of two kinds of nodes: Judgment node and Pointing node.
(Processing nodes in [12] are renamed as Pointing nodes). P1 is a Pointing node
and is a starting point of rules. Each Pointing node has an inherent numeric
order (P1, P2, . . . , Ps) and is connected to a Judgment node. Each Judgment
node has two connections: Continue-side and Skip-side. The Continue-side of
the node is connected to another Judgment node. The Skip-side of the node
is connected to the next numbered Pointing node. The Skip-side of Judgment
nodes are abbreviated in Fig. 1 (a). The gene structure of the GNP individual
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is shown in Fig. 1 (a). NTi describes the node type and IDi is an identification
number of functions. Ci denotes the node ID which is connected from node i as
Continue-side. All individuals in a population have the same number of nodes.

In this paper, Ring structure method is considered for the purpose of the
comparison [11]. Ring structure utilizes an individual using the same settings as
GNP except the Judgment node connection is restricted to make a ring structure.
As shown in Fig. 1 (b), one ring form is composed using all the Judgment nodes.

3.2 Basic Idea of Rule Representation

Rules are represented as the connections of nodes in an individual [10]. Attributes
and their values correspond to the functions of Judgment nodes. Fig. 2 (a) shows
an example of the node connection in the individual. ‘A1=1’, ‘A2=1’, ‘A3=1’,
‘A4 = 1’ and ‘A5 = 1’ in Fig. 2 (a) denote the functions of Judgment nodes.
The connections of these nodes represent rules like (A1 = 1) → (C = 1) and
(A1=1) ∧ (A2=1) → (C=1).

Judgment nodes can be reused and shared with some other rule representa-
tions because of the GNP’s feature. GNP individual generates many rule candi-
dates using its graph structure. The kinds of the Judgment node functions equal
the number of attributes in the database.

If a rule symbolized by node connections is interesting, then the rules symbol-
ized by after changing the connections or functions of nodes could be candidates
of interesting ones. We can obtain these rule candidates effectively by genetic
operations for individuals, because mutation or crossover operation change the
connections or contents of the nodes.

3.3 Node Transition in the Individual

Individuals examine the attribute values of each instance using Judgment nodes.
The Judgment node determines the next node by a judgment result. When
the attribute value equals 1, then we move to the Continue-side. In the case
that the attribute value equals 0, the Skip-side is used for the transition. For
example, in Table 1 (a), the instance 1 ∈ ID satisfies A1 = 1, A2 = 1 and
A3=0, therefore, the node transition from P1 to P2 occurs in Fig. 2 (a). When
an attribute value is missing, then, move to the Continue-side. If the transition
to Continue-side connection continues and the number of the Judgment nodes
from the Pointing node becomes a given cutoff value (MaxLength), then, the
connection is transferred to the next numbered Pointing node using the Skip-side
obligatorily.

Skip-side of the Judgment node is connected to the next numbered Pointing
node. Then, another examination of attribute values starts at next Pointing node.
If the examination of attribute values from the starting point Ps ends, then GNP
examines the instance 2 ∈ ID from P1 likewise. Thus, all the instances in the
database are examined.
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(a) An example of node connection.

(b) Change of Pointing node connection.

Fig. 2. An example of node connection for rule mining

3.4 Calculation of Rule Measurements

Y value and M value are obtained as the numbers of instances moved to the
Continue-side at each Judgment node. These values are counted up and stored in
memories. In addition, each Judgment node examines the case of C=k(k = 0, 1)
at the same time. In Fig. 2 (a), Ya(k), Yb(k), Yc(k), Yd(k) and Ye(k) are the
numbers of instances which belong to class C=k and move to the Continue-side
at each Judgment node satisfying that all the attribute values are equal to 1
from the pointing node (Y value). On the other hand, Ma(k), Mb(k), Mc(k),
Md(k) and Me(k) are the number of instances at each Judgment node satisfying
that the attribute values are equal to 1 or missing values (M value). Using
these values, N values, that is, the number of available instances for the rule
measurements calculation are obtained as follows:

Nx(k) = NT (k)− (Mx(k)− Yx(k)) (8)

where, x is a position of the Judgment node and NT (k) is the total number
of instances for C = k in the database. For example, Nd(k) is obtained as
Nd(k) = NT (k)− (Md(k)− Yd(k)).

In this stage, measurements of rule sets are partly calculated as follows using
the above numbers. Let X = A1 ∧ A2 ∧ A3 ∧ A4 be an example. In Fig. 2 (a),
Yd(k) indicates the number of instances satisfying A1 ∧ A2 ∧ A3 ∧A4 ∧ (C=k).
Nd(k) = NT (k) − (Md(k) − Yd(k)) is the number of available instances for the
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Table 3. Measurements of exceptional rule sets

exceptional association rule set support confidence

A1 ∧ A2 → (C = 1) Yb(1)
Nb(1)+Nb(0)

Yb(1)
Yb(1)+Yb(0)

A1 ∧ A2 ∧A3 → (C = 1) Yc(1)
Nc(1)+Nc(0)

Yc(1)
Yc(1)+Yc(0)

A3 → (C = 1) Yx(1)
Nx(1)+Nx(0)

Yx(1)
Yx(1)+Yx(0)

A1 ∧ A2 → (C = 1) Yb(1)
Nb(1)+Nb(0)

Yb(1)
Yb(1)+Yb(0)

A1 ∧ A2 ∧A3 ∧ A4 → (C = 1) Yd(1)
Nd(1)+Nd(0)

Yd(1)
Yd(1)+Yd(0)

A3 ∧ A4 → (C = 1)
Yy(1)

Ny(1)+Ny(0)
Yy(1)

Yy(1)+Yy(0)

A1 ∧ A2 → (C = 1) Yb(1)
Nb(1)+Nb(0)

Yb(1)
Yb(1)+Yb(0)

A1 ∧ A2 ∧A3 ∧ A4 ∧ A5 → (C = 1) Ye(1)
Ne(1)+Ne(0)

Ye(1)
Ye(1)+Ye(0)

A3 ∧ A4 ∧A5 → (C = 1) Yz(1)
Nz(1)+Nz(0)

Yz(1)
Yz(1)+Yz(0)

calculation of the measurement. support and confidence of the ruleX → (C=1)
become

support(X → (C=1)) =
Yd(1)

Nd(0) +Nd(1)
,

confidence(X → (C=1)) =
Yd(1)

Yd(0) + Yd(1)
.

3.5 Change of Connections of Pointing Nodes

In order to extract the exceptional association rule set, we execute a change of
the connection of Pointing nodes in each GNP generation. For example, if we
change the connection of P1 from ’A1 = 1’ node to ’A3 = 1’ node as shown
in Fig. 2 (b), we are able to count up the number of instances of (A3 = 1),
(A3 = 1) ∧ (A4 = 1) and so on in the next examination.

In Fig. 3 (b), Yp(k), Yq(k) and Yr(k) are the numbers of instances belonging
to class k and moving to the Continue-side at each Judgment node satisfying
that all the attribute values are equal to 1 from the Pointing node P1. Mp(k),
Mq(k) and Mr(k) are also calculated at the same time. Then, the N values like
Np(k), Nq(k) and Nr(k) are obtained using (8). Table 3 shows an example of
the measurements of the rule sets generated by the node connections in Fig. 2.
When we calculate the χ2 value of the three rules X∧ Y →(C=1), X→(C=1)
and Y → (C =1) in the incomplete database, we can use the contingency table
shown in Table 2 (b). χ2 values for the rules are also obtained as Table 3.

The operation changing the connections of the Pointing node can be repeated
like a chain operation in each generation. The skip size for this operation is
determined randomly.
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Fig. 3. Flow of the exceptional association rule set mining

3.6 Extraction of Exceptional Rule Sets

In every generation, the examinations are done from 1 ∈ ID and P1 node. Ex-
aminations of attribute values start from each Pointing node as described above.
After all the instances in the database are examined, measurements of candidate
rules of every Pointing node are calculated and the interestingness of the rules
are judged by given conditions. When an important rule set is extracted, the
overlap of the attributes is checked and it is also checked whether the important
rule set is new or not, i.e., whether it is in the pool or not. The extracted im-
portant rule sets are stored in a rule pool all together through the evolutionary
process. Fig. 3 shows the flow of the exceptional association rule set mining.

3.7 Genetic Operations

Individuals are replaced with new ones by a selection rule in each generation
[10]. The individuals are ranked by their fitnesses and upper 1/3 individuals
are selected. The number 1/3 is determined experimentally, which is not so sen-
sitive to the results. After that, they are reproduced three times for the next
generation, then the following three kinds of genetic operators are executed
to them; mutation-1 with the probability of Pm1 (changes the connection of
nodes) and mutation-2 with the probability of Pm2 (changes the function of
Judgment nodes) and crossover with the probability of Pc. The operators are
executed for the gene of Judgment nodes. All the connections of the Pointing
nodes are changed randomly in order to extract new rules efficiently. Combi-
nation of Pm1 = 1/3, Pm2 = 1/5 and Pc = 1/5 is used as an effectual setting
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[10, 12]. In the experiments in Section 4, we used following three combinations
of them. (Pm1, Pm2, Pc) = (1/3, 1/5, 1/5), (1/5, 1/5, 1/5) and (1/5, 1/10, 1/5).
Information of the extracted rules like frequency of the appearances of attributes
in the rules can be used for genetic operations. The more concrete explanation
of the operations are described in [12].

3.8 Fitness of the Individual

Fitness of the individual can be defined depending on the problems. The capacity
for extraction of new rules should be considered. Following function was used in
Section 4 as the fitness for the exceptional association rule set mining using χ2

value.
F =

∑
i∈I

{χ2
X∧Y (1)(i) + nX(i) + nY (i) + αnew(i)} (9)

where, χ2
X∧Y (1)(i) = χ2(X ∧ Y → (C = 1))(i). The terms in (9) are as follows:

I: set of suffixes of extracted rule set (2) satisfying (3), (4), (5), (6) and (7) in
the individual.
nX(i): the number of attributes in X of rule set i.
nY (i): the number of attributes in Y of rule set i.
αnew(i): additional constant defined by

αnew(i) =

{
αnew (rule set i is new)

0 (rule set i has been already extracted)
(10)

χ2
X∧Y (1)(i), nX(i), nY (i) and αnew(i) are concerned with the importance, com-

plexity and novelty of rule set i, respectively. We consider that the fitness rep-
resents the potential to extract new rules. Constants are set up empirically.

4 Experimental Results

Experiments were executed using artificial incomplete data sets by the following
viewpoints.

– Evaluation of the performance of the exceptional association rule set extrac-
tion from the incomplete database.

– Evaluation of the mischief for the rule measurements by missing values.

We used the same dataset named SNPcom used in [9, 10]. SNPcom has 100
attributes and 270 instances and has no missing data. The original data is The
Mapping 500K HapMap Genotype Data Set (Affimetrix)1. This database con-
tains Single Nucleotide Polymorphism (SNP) information of 270 people. 100
SNPs were picked up at random and constructed the dataset SNPcom. Support
values of 100 SNPs are between 0.1 and 0.6. The original data has 4 class labels:

1 http://www.affymetrix.com/support/technical/sample data/

500k hapmap genotype data.affx

http://www.affymetrix.com/support/technical/sample_data/ 500k_hapmap_genotype_data.affx
http://www.affymetrix.com/support/technical/sample_data/ 500k_hapmap_genotype_data.affx
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(a) GNP-based method. (b) Ring structure method.

Fig. 4. Averaged number of extracted exceptional association rule sets. (p(pm1, pm2)).
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Fig. 5. Averaged number of extracted exceptional association rule sets from 2% missing
data set. (Ring structure).

YRI, JPT, CHB and CEU. Instances were divided into 2 classes as follows; C=1
in the case of YRI or JPT (135 instances), C=0 in the case of CHB or CEU (135
instances). This class division has no scientific meaning, only intention was to
make a dataset for the estimation use. Datasets including artificial missing val-
ues were generated randomly from SNPcom using given missing rates, i.e., 2%,
5% and 10%. For every missing rate, 30 incomplete data sets were generated and
named SNP2(i), SNP5(i), and SNP10(i) (i=1, . . . , 30), respectively.

The population size for GNP or Ring structure is 120. The number of Pointing
nodes and Judgment nodes in each individual are 10 and 100, respectively. The
number of changing the connections of the Pointing nodes at each generation is
5. The condition of termination is 500 generations for evolution. All algorithms
were coded in C. Experiments were done on a 2.79GHz Intel(R) Core i7 CPU
with 4GB RAM.

First of all, the exceptional rule set mining in the SNPcom were evaluated.
The exceptional association rule sets defined by (3), (4), (5), (6) and (7) were
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Fig. 6. Averaged number of extracted exceptional association rule sets per one rule
extraction using GNP-based method. (pc = 1/5).
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(a) pm1 = 1/3, pm2 = 1/5. (b) pm1 = 1/5, pm2 = 1/5. (c) pm1 = 1/5, pm2 = 1/10.

Fig. 7. Averaged number of extracted exceptional association rule sets per one rule
extraction using ring structure method. (pc = 1/5).

extracted. suppmin=0.03, χ2
min=3.84, χ2

max=1.0, 1 ≤ nX(r) ≤ 4, 1 ≤ nY (r) ≤
4 and αnew=150 were used. In order to obtain the whole identified rules in the
SNPcom satisfying the given conditions, 5000 independent rule set extractions
were done and obtained 10478 identified rule sets.

Fig. 4 (a) shows the averaged number of extracted rule sets over 30 data
sets in the rule pool versus number of generations for the evolution. This shows
the performance in the case of using GNP-based method described in Section
3. random shows the results utilizing individuals using the same settings of
GNP except the evolutionary mechanism, that is, the connections and functions
of Judgment nodes are initialized every generation. Fig. 4 (b) shows the same
experiment in the case of using Ring structure. GNP-based tends to converge
in early generations. Different from the former studies [11, 17], Ring structure
showed better performance. This demonstrates that the proposed evolutionary
methods can extract 1/6 to 1/3 of the identified exceptional rule sets within
300 generations in each run. It is found that Ring structure is stable against the
conditions of genetic operations compare to GNP based method.
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(a) 2% missing rate case. (b) 5% missing rate case. (c) 10% missing rate case.

Fig. 8. Scatter diagram of chi-square values for the same rule

Fig. 5 (a) shows the averaged number of extracted rule sets over 30 data sets.
Exceptional rule sets were extracted from SNPcom and SNPm(i) (m = 2, 5, i=
1, . . . , 30) using Ring structure, respectively. 0% denotes using SNPcom. 2% and
5% denote the missing rates. It is found that the method can extract exceptional
association rule sets based on χ2 values from the dense incomplete database. The
number of extracted rule sets tends to decrease by increasing the missing rate,
this can be caused by the decrease of the N (N value) in (1). Fig. 5 (b) shows an
example of run-time in the same experiment as Fig. 5 (a). It shows that the most
of the exceptional rule sets were extracted within 20 seconds and the run-time
is independent of missing rate. In this experiment, 500 generations were set as
the terminal condition, however, users can set the maximum calculation time
instead and quit the rule extraction.

Figures 6 and 7 show the averaged number of total exceptional association
rule sets obtained at the final generation of each run. In this experiment, inter-
esting rule set was defined as the rule set extracted from SNPcom and sat-
isfying additional conditions, that is, χ2(X ∧ Y → (C = 1)) ≥ 6.63 and
support(X ∧ Y → (C = 1)) ≥ 0.035. The number of interesting rule sets in
SNPcom is 933 (8.9%). It is found that 1/6 to 1/2 of the interesting rule sets
are covered in each rule extraction. In addition, unexpected rule set was defined
as the rule set excluded from the rule set extraction of SNPcom. A percentage
of the number of unexpected rule set tends to increase by the missing values.

Table 4 shows the averaged number of attributes form the extracted excep-
tional rule set. Ring structure can extract the long rules using its stable structure
compare to GNP-based method. The averaged number of attributes in each ex-
tracted rule set tends to decrease by increasing the missing rate. This can be
caused by the decrease of the support value in (7). In the case of the high missing
rate, some long rules are not covered by enough number of instances.

In the cases of the rule set extraction from 5% and 10% missing rate, many
unexpected rule sets were obtained. These results suggest that 5% or 10%missing
rate causes the different feature of rule extraction from the original data set in
a detailed analysis. Fig. 8 (a), (b) and (c) show examples of the scatter diagram
of χ2 values for the same rule (χ2(X ∧ Y → (C = 1))) in the original data
case versus in the 2%, 5% and 10% missing rate case, respectively. Plots show
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Table 4. Averaged number of attributes form the extracted exceptional association
rule set

Method Setting Missing Rate
Pm1 Pm2 0% 2% 5% 10%

GNP-based 1/3 1/5 4.62 4.25 3.99 3.60
1/5 1/5 4.30 4.24 3.83 3.63
1/5 1/10 4.00 3.99 3.77 3.58

Ring Structure 1/3 1/5 4.97 4.51 4.16 3.78
1/5 1/5 4.97 4.61 4.23 3.72
1/5 1/10 4.89 4.37 3.83 3.64

Random (GNP-based) — — 3.30 3.31 3.29 3.22
(Ring Structure) — — 3.35 3.36 3.32 3.27

the χ2 values of all the rules obtained in one rule extraction. It shows the weak
correlation of the χ2 values in the 2% case, however, the dispersion of the values
tend to increase by the missing rates.

5 Conclusions

A method for exceptional association rule set mining from incomplete databases
has been proposed using a graph-based evolutionary method. The exceptional
association rule set is defined as each itemset X , Y has weak or no statistical
relation to class C, respectively, however, the join of X and Y has strong rela-
tion to class C. An incomplete database includes missing data in some instances,
however, the method can discover interesting combinations of rules directly. The
performances of the exceptional association rule set extraction have been evalu-
ated using artificial incomplete data sets in the medical field. The results showed
that the method has a potential to realize association analysis based on the rule
set discovery. In addition, the evaluation of the mischief for the rule measure-
ments by missing values is demonstrated. We are studying applications of the
method to information processing in the medical science field.
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Majnarić, Ljiljana 118
Malvasi, Antonio 60
Marr, Carsten 15
Masciari, Elio 30
Mazzeo, Giuseppe Massimiliano 30
Meyer-Baese, Anke 45
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