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Abstract. Dealing with cancer is one of the big challenges of the Ger-
man healthcare system. Originally, efforts regarding the analysis of can-
cer data focused on the detection of spatial clusters of cancer incidences.
Nowadays, the emphasis also incorporates complex health services re-
search and quality assurance. In 2013, a law was enacted in Germany
forcing the spatially all-encompassing expansion of clinical cancer reg-
istries, each of them covering a commuting area of about 1 to 2 million
inhabitants [1]. Guidelines for a unified evaluation of data are currently
in development, and it is very probable that these guidelines will demand
the execution of comparative survival analyses.

In this paper, we present how the CARLOS Epidemiological and Sta-
tistical Data Exploration System (CARESS), a sophisticated data ware-
house system that is used by epidemiological cancer registries (ECRs) in
several German federal states, opens up data analysis for a wider audi-
ence. We show that by applying the principles of integration and abstrac-
tion, CARESS copes with the challenges posed by the diversity of the
cancer registry landscape in Germany. Survival estimates are calculated
by the software package periodR seamlessly integrated in CARESS. We
also discuss several performance optimizations for survival estimation,
and illustrate the feasibility of our approach by an experiment on cancer
survival estimation performance and by an example on the application
of cancer survival analysis with CARESS.

Keywords: Data analytics, cancer survival, CARESS, periodR.

1 Introduction

With an estimated annual number of 470,000 incident cases and nearly 215,000
deaths, dealing with cancer is one of the big challenges of the German health-
care system [2,3]. The analysis of cancer data can provide valuable insights on
oncological care. Typical analyses of interest are, for example: detecting region-
specific changes in the survival of cancer patients which may be attributable
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to improvements in diagnostics, therapeutics and secondary prevention, and de-
tecting regional and international differences in the survival of cancer patients.

Originally, efforts regarding the analysis of cancer data focused on the de-
tection of spatial clusters of cancer incidences, for example, finding bursts of
leukemia in the proximity of nuclear power plants. In 1995, a national law was
enacted directing the establishment of population-based cancer registries in all
German federal states [4]. However, up until now, federal activities are still iso-
lated and the landscape of cancer survival analysis is still diverse. This also
applies to the regional level. For example, certified organ cancer centers,! oncol-
ogy centers and clinics, which treat the majority of cancer patients in Germany,
rely on heavily customized software systems with heterogeneous data storage
systems, making it even harder to obtain comparable data bases for analysis.
Although the Association of Population-based Cancer Registries in Germany
(GEKID) provides a coordinated effort to harmonize cancer incidence data col-
lection since 2006, their recommendations are still to be widely implemented
and data acquisition, reporting activities, as well as the regulatory frameworks
remain inconsistent.

Nowadays, the emphasis also incorporates complex health services research
and quality assurance. Additionally, in 2013 a law was enacted forcing the spa-
tially all-encompassing expansion of clinical cancer registries, each of them cov-
ering a commuting area of about 1 to 2 million inhabitants [1]. Guidelines for a
unified evaluation of data are currently in development, and it is very probable
that these guidelines will demand the execution of comparative survival analyses.

In this context of heterogeneity, cancer registries represent a necessity. As data
warehouse (DWH) systems [5], they physically integrate cancer data of various
formats and stemming from various sources into a single system. They provide
an integrated view on population-based cancer data confined to a specific region
and appropriate tools to enable their analysis.

There are several software tools for cancer survival analysis, for example
SURV3/4 and periodR [6, p. 527ff]. Although proven to be practical regard-
ing applicability [2], most lack in accessibility: The tools are isolated, meaning
that the user must provide a prepared dataset of previously selected cancer data
beforehand — a task that is notoriously time-consuming and error-prone, requires
extensive technical skills, and represents a recurring discontinuity in the digital
workflow. Moreover, none of them is particularly suited to generate and publish
end-user-friendly reports on-the-fly.

In this paper, we show how specific data warehouse systems can open up data
analysis for a wider audience. In an example we show survival analysis on cancer
data with CARESS, an epidemiologic cancer registry (ECR) system that is uti-
lized in several federal states in Germany. First, we introduce several methods
for the computation of cancer survival estimates. Second, we introduce the CA-
RESS system and its conceptual architecture, including the integration of cancer
survival analysis. Next we highlight technical challenges of the implementation
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and how we overcame them, especially regarding performance optimization, and
present an example on the application of cancer survival analysis with CARESS.

2 Methods of Cancer Survival Analysis

Cancer survival analysis employs statistical methods to analyze cancer data by
considering the time period between a defined starting point (e.g., the docu-
mented date of initial diagnosis) and the occurrence of an event of interest (e.g.,
patient death) [7]. Cancer survival estimates can be computed by a variety of
methods, and the computation itself can be executed by a variety of software
tools. This section presents an overview of the different types of cancer survival
analyses and selected tools to perform such analyses.

The first dimension is whether the computation is cohort-based or period-
based. The traditional cohort-based approach includes a group of patients in
the analysis (i.e., the cohort) by considering a defined period of diagnosis (i.e.,
years of diagnosis), with all follow-up diagnoses within a defined timeframe [2,6].
Although this approach is considered limited regarding the reflection of recent
progress made on cancer care, this shortcoming can be mitigated with com-
plete analysis, a variant of the cohort-based analysis that additionally consid-
ers more recently diagnosed patients regardless of the length of follow-up [8].
Period-based analysis, in contrast, is an approach that focuses on information
of recently departed patients by applying a survival function to the observed
survival experience within a defined timeframe (i.e., the period) to estimate the
survival of the patients within this timeframe of follow-up years [2]. In several
experiments using historical data, period-based analysis has proven to be more
accurate than cohort-based analysis in estimating the chance of survival of more
recently diagnosed patients. [2,9,10,11]

The second dimension of cancer survival analysis is whether the computa-
tion is absolute or relative. According to Holleczek et al., absolute computation
calculates survival in terms of proportions of patients still alive after a given
time span after diagnosis, typically reported in 5 or 10-year survival [8]. Relative
computation of cancer survival is instead calculated as the ratio of the observed
survival in a group of patients and the expected survival of a comparable group
considered not to have the cancer of interest in terms of age, sex and calendar
period as obtained from population life tables [8]. Thus, the reported survival is
corrected for other causes of death than the cancer without requiring detailed
information on the exact cause of death.

There exist several methods and tools for estimating survival. Widely accepted
methods are Ederer I, Ederer II, Hakulinen and Kaplan-Meier. Tool support can
be differentiated into openly accessible software such as SURV-4, or periodR,
and proprietary tooling that is directly integrated into ECR specific database
systems. For example, Table 1 presents a categorization of the software tool
periodR according to Holleczek et al., an open source add-on package to the R
programming language and environment for statistical computation. As the table
shows, periodR covers the whole range of cancer survival analyses and employs
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Table 1. Categorization of the software tool periodR. X = supported. (a) = Ederer
11, Hakulinen. (b) = Greenwoods method.

Absolute Relative
Period-based analysis X X (a)
Complete analysis X X
Cohort-based analysis X X
Standard-error detection X (b) X

widely accepted methods to do so. As it provides an Application Programming
Interface (API) naturally, we deem periodR a fit choice to integrate in an ECR
system.

3 The CARESS System

The CARLOS Epidemiological and Statistical Data Exploration System (CA-
RESS) is a sophisticated data warehouse system that is used by the ECRs in
several German federal states. Originally developed in 1993 in the pilot project
Cancer Registry Lower-Saxony (CARLOS) serving as a geographic information
system (GIS) tool for analyzing clusters of cancer incidences [12,13], the CA-
RESS system was subsequently extended into a full-fledged ECR data warehouse
system and adopted by the federal states of Hamburg, Schleswig-Holstein and
North Rhine-Westphalia and the center for cancer registry data (ZFKD) at the
Robert-Koch-Institute, which pools data from all federal states in Germany. The
system supports several stakeholders in medical health services such as doctors
and epidemiologists by providing sophisticated tools for data analysis in a highly
accessible user interface, enabling them to carry out explorative analyses, ad-hoc
queries and reporting activities without extensive technical skills.

CARESS consists of three layers. The data source integration layer provides a
unified physical integration of various heterogeneous data sources. CARESS sup-
ports DWH products from different vendors such as Microsoft Analysis Services,
Pentaho Mondrian and Jedox Palo.

The component integration layer provides a service facade to client appli-
cations in order to invoke the services supported by CARESS, see Figure 1.
Complex statistical queries are executed by outsourcing requests, for example,
to automate the calculation of cancer survival estimates using the R program-
ming language and environment. Requests to the underlying data source inte-
gration layer are encapsulated as services as well. Additionally, the component
integration layer provides access to the system’s metadata repository contain-
ing complex analysis configurations. As the service factory only provide access
to service interfaces instead of concrete services, the respective service imple-
mentations can be exchanged easily. For example, we introduced an optimized
CachedSurvivalAnalysisDataService (see Section 4) that maintains an instance
of the original SurvivalAnalysisDataService to forward any request not previ-
ously cached to this instance.
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Fig. 1. Service classes of the CARESS component integration layer

The client layer provides a convenient graphical user interface (GUI) to access
the service facade of the component integration layer. The GUI is realized using
Microsoft Windows Presentation Foundation (WPF) and the Prism framework
for modular applications. [14] Also, the GUI supports arbitrary inquiries (e.g.,
constructing a pivot table by combining arbitrary summary attributes with arbi-
trary compatible dimensions) as well as topic-oriented analyses with predefined
statistical methods such as cancer survival analysis. This enables epidemiologists
to carry out semi-automated explorative analyses and ad-hoc queries with min-
imal effort. In addition, CARESS offers a rich set of reporting functions for end
users such as doctors and nurses, and supports different export formats such as
XML, CSV, Excel and PNG image files.

In contrast to the use of individual tools for estimating survival analyses,
requiring the user to provide a prepared dataset of previously selected cancer
data beforehand, CARESS provides an experience that enables the user to focus
on the task at hand without distraction. Setting up CARESS is a one-time-
effort of DWH engineers, while operation is guaranteed by DWH and software
engineers, depending on the question which architecture layer has to be adapted
or extended with additional functionality.

4 Optimizing CARESS for Survival Analyses

Survival analyses impose particular challenges regarding data acquisition. First,
data required to run survival analyses should be highly detailed. For example,
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the diagnosis date of cancer cases should be available at least in terms of months
to achieve a high precision of survival estimates.

Second, CARESS uses a single database as its single point of truth that con-
forms to the Online Analytical Processing (OLAP) cube paradigm. While the
OLAP paradigm proves powerful when navigating through multidimensional
data spaces, it is rather limited regarding the acquisition of heterogeneous data
at high levels of detail compared to the conventional relational database model.
For example, a typical 3-year period analysis with 5 years of follow-up diagnoses
results in a 5-dimensional cube, consisting of approximately 1,400,000 cells (100
distinct age categories X (3+5) x 12 diagnosis months x3 x 12 death months x2
gender categories x2 vital status), resulting in comparatively large requests in
contrast to an equivalent relational database request.? As a consequence, OLAP
result sets for highly detailed survival analysis are typically large and require
much time and memory for processing.

To address these challenges we enhanced CARESS’ SurvivalAnalysisDataSer-
vice, the component responsible for retrieving data from the underlying mul-
tidimensional database, and integrated the following adaptations for survival
analyses in contrast to the regular DataService.

First, we optimized the Multidimensional Expressions (MDX) query used to
retrieve data from the OLAP database by applying the NON EMPTY keyword
to each axis. Axes tagged NON EMPTY contain only classification nodes with
actual values with respect to the other axes. For example, if a query result con-
tains no single cancer case for a patient who at the time of diagnosis was 40
years old, the result will not include the 40 years node from the age dimension
at all, although this age was requested in the analysis. Depending on the actual
distribution of cases this measure can significantly decrease the size of the re-
turned result. However, the optimization is likely to go unnoticed for analyses
that are performed on large areas, since most combinations of age, gender, date
of diagnosis, date of death, and vital status include at least one case.

Second, we extended the SurvivalAnalysisDataService with functions to split,
parallelize and merge query requests. The actual implementation operates as fol-
lows: (1) Candidate dimensions are identified for splitting the request into several
smaller requests. In general, all classifying dimensions of an analysis (age, gen-
der, vital status, date of diagnosis, and date of death) are considered as to be
candidates. However, in certain situations some of those dimensions can not be
used for splitting. For example, this is the case when a classifying dimension
was selected as a slicer dimension (e.g., for retrieving age- or gender-specific
survival estimates — in this case we only retrieve the data of the selected slice).
(2) Of the remaining candidates up to two dimensions are selected automatically
as split dimensions. In case of two split dimensions, partial cubes are retrieved
based on the cross product of each classification node of the two dimensions.

2 A relational database request would result in only a few hundred rows, when, for
example, a rare diagnosis or a specific regional area is analyzed.



388 D. Korfkamp et al.

The resulting partial cubes are then being requested in parallel from the un-
derlying multidimensional database in order to reduce the overall request time.
Once all partial cubes are retrieved, they are merged into a single result cube
available for further computations.

Third we introduced a caching algorithm in order to reduce the speed of sub-
sequent survival analysis requests that are based on the same data. For example,
these can occur when the statistical method for survival analyses is changed, the
life table is exchanged, or a previously rendered survival analysis is exported
to Microsoft Excel.?> To do so, we used the Microsoft .Net Framework’s native
MemoryCache class to store results from the SurvivalAnalysisDataService, since
it already provides functionalities for caching — for example, the ability to let
cache values expire after a predefined period. To store and access the cache we
derived a normalized key from the request object used to interact with the Sur-
vivalAnalysisDataService. This key consists of sorted lists of the classifying and
restricting dimensions containing the selected classification nodes (also sorted).
As a result, small changes to queries such as the rearrangement of classification
nodes or slicer axes do not result in new database requests.

In the following, we describe an experiment on the response-time of cancer
survival analysis to illustrate the effectiveness of our optimizations.

4.1 Experimental Setup

The experiment was conducted on a single machine running the complete CA-
RESS stack, including the database server, to minimize external effects. The
machine was equipped with a Dual-Core Opteron 2220 processor clocked at
2,6 GHz and with 8 GB RAM. Microsoft SQL Server 2012 Analysis Services
were used as the database backend. We ran several tests in which always the
same realistic example configuration was computed. After every computation
we restarted CARESS to avoid interfering effects introduced by caching. For
each run we recorded the response-time using CARESS’ builtin logging mecha-
nism. Thereby, the measured response-time represents the effects notable by the
user. It includes the time required to retrieve the data and subsequent activities
such as statistical calculations in the R component and client-side rendering.

We conducted 15 survival analyses for the original and for the optimized sur-
vival analysis each. We used the arithmetic mean and the 95% confidence interval
(CI) for the results of the analyses. The CIs allow us to address two questions: (1)
Do the different implementations show significantly different behavior or not?
(2) How large is the performance variation of the individual measurements for a
single implementation? The Cls are computed using the Students t-distribution,
as the number of measurements is small (n < 30). We refer to the work of
Georges et al. as an excellent reading on the importance of confidence intervals
for statistically rigorous performance evaluation. [15]

3 Exporting a survival analysis to Excel is performed by the Ezcel ExportService, which
uses the CachedSurvivalAnalysisDataService via theResultService.
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4.2 Results

As Figure 2 shows, the mean response-times of both implementations differ and
the 95% confidence intervals (CI) do not overlap, showing that the difference be-
tween the measurements is statistically significant (optimized analysis: CI 95%
max. 10.493, original analysis: CI 95% min. 381.567), indicating that the opti-
mized version is much faster. Furthermore, the CI show that the variance of the
measurements of the original implementations is much greater than the variance
of the optimized version, indicating a more stable behavior.

However, any empirical study like ours is vulnerable to certain threats to
validity. For example, the experiment has only been executed on a single machine
and wider applicability is yet to prove. Also, the optimized survival analysis
is only compared to its functionally equivalent original version. Comparative
analyses to other survival analysis tools are desirable. On the other hand, to the
best of our knowledge, there are currently no other implementations for survival
analysis that comprise both the actual analysis as well as automatized data
preparation and retrieval. We leave these topics amongst others for future work
(i.e., more experiments).

500 |- I
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300 |- N

time [s]
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100 |~ I

0 == T
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Fig. 2. Response-time of the optimized and the original survival analysis implementa-
tion. The optimized implementation required 9.07 seconds in average (CI 95% 1.427),
the original approach required 424.67 seconds in average (CI 95% 43.100).

5 Application of Cancer Survival Analysis with CARESS

In the following, we describe how cancer survival estimates are computed with
CARESS by the example of the ECR in Lower Saxony (Epidemiologisches Kreb-
sregister Niedersachsen (EKN)). The system integrates data from various data
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sources into a data warehouse, including cancer incidence data along with date
of diagnosis, date of death (if applicable), vital status, gender, diagnosis, death
certificate only (DCO) cases etc. gathered regularly at EKN. Typical stakehold-
ers to the system are epidemiologists that prepare mandatory annual reports on
cancer and ad-hoc reports for governmental requests and journalistic inquiries.
Since 2003, EKN has comprehensively covered the state of Lower Saxony in
Germany, inhabited by approximately eight million people. The completeness of
registration was reported to be over 95% in 2010 [16].

The minimum data requirements for survival analysis include sex, month and
year of diagnosis (dm and dy), age at diagnosis, month and year of end of follow-
up (fm and fy) and vital status at the end of follow-up. A detailed specification
of the minimum data requirements and the concrete periodR functions are de-
scribed by Holleczek et al. [§]

CARESS calculates cancer survival estimates by performing a three-stage pro-
cedure. The software component that manages these three stages was extensively
empirically evaluated to guarantee that survival estimates and the correspond-
ing plotted survival curves are correct. Stage one includes querying the required
data from the data warehouse by narrowing the data space according to the user
input. In general, cancer survival estimation requires particular attention to de-
fine the temporal dimensions date of diagnosis (dm and dy) and end of follow-up
(fm and fy). CARESS reduces the effort needed by considering a higher level
of abstraction: the user defines a period (period approach) or a cohort (cohort
approach) of interest, and a number of follow-up years. The parameters dm and
dy are then constrained to a range based on either the cohort or the period,
while fm and fy are calculated by CARESS based on the corresponding date of
death, including all cases that either have no date of death at all (representing
patients that were still alive at the end of follow-up) or died in the course of the
follow-up years.

The second stage performs a transformation of the retrieved data to meet the
aforementioned minimum data requirements for periodR. For example, cases that
are still alive at the end of the follow-up period are assigned the end of follow-
up dates (i.e., fm and fy). The actual transformation is executed by a software
component within CARESS. Inconclusive data is excluded, for example, cases
with unknown month of diagnosis and unknown month of death, or implausible
dates. Excluded datasets are logged in a separate file for later examination.

In the final stage the prepared dataset is handed to the periodR component.
The results returned include a chart showing the absolute and relative survival
rates by follow-up years as well as tables that show the survival estimates along
with 95% confidence intervals and standard errors. Both are visualized directly in
the CARESS client. The chart is illustrated in Figure 3. For convenient reporting,
results can be exported to different formats such as Excel and PNG image files.

As an example, we illustrate cancer survival analysis with CARESS using a
dataset that includes 33,611 records of lung cancer patients aged 15-99 years,
diagnosed in 2003-2010 with passive mortality follow-up until December 2010 and
for the period 2008-2010. The event of interest considered for survival estimates
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Fig. 3. CARESS analysis report on cumulative absolute and relative survival estimates
of breast cancer patients grouped into three age categories for five years of follow-up
for patients diagnosed in 2003-2010, with mortality follow-up until 2010 and for period
2008-2010.

was the death of the patient. Therefore, patients still alive at the end of 2010
were right censored: For these patients, fm and fy were imputed as 12 and 2010,
respectively, automatically by the CARESS system. Addressing further data
quality concerns such as the exclusion of DCO cases can be performed by the
user by simply removing the corresponding data entries from a filter view within
the user interface of CARESS. The user interface also lets the user choose the
actual analysis methods supported by periodR (see Figure 4).

A particular advantage of CARESS for survival analysis is the high degree of
automation. For example, computing survival estimates by prognostic variables
(e.g., sex, age groups, stage of disease at diagnosis, histology, anatomic subsite) is
executed automatically once the user has selected the respective variables in the
user interface. Table 2 illustrates the results for absolute and relative survival
estimates of the cohort of patients diagnosed in 2003-2010 and of the period
2008-2010, as analyzed with CARESS. The estimation is ordered by sex.
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Fig. 4. Graphical user interface for survival computation in CARESS at the ECR of
Lower Saxony, Germany

Table 2. Absolute and relative survival estimates by sex for lung cancer patients
diagnosed in 2003-2010 in EKN, period 2008-2010

Follow-up year Male Female
absolute (SE*) relative (SE*) absolute (SE*) relative (SE*)
1 42.9 (0.5) 44.1 (0.5) 48.4 (0.8) 49.4 (0.8)
2 24.5 (0.5) 25.9 (0.5) 29.5 (0.7) 30.6 (0.7)
3 17.7 (0.4) 19.1 (0.4) 22.0 (0.7) 23.2 (0.7)
4 14.4 (0.4) 16.2 (0.4) 18.4 (0.6) 19.7 (0.7)
5 12.3 (0.3) 14.2 (0.4) 16.5 (0.6) 18.0 (0.7)

6 Conclusions and Outlook

Cancer epidemiology is an explorative art on the one hand and uses complex
statistical methods like survival analyses on the other hand. A sophisticated
multidimensional data model for data warehouse systems in health care must
provide integration of statistical methods and definition of ad-hoc aggregations
at run-time. In contrast to standard OLAP tools and standard statistical tools
the CARESS system provides sophisticated mechanisms to integrate domain-
specific statistical methods into the multidimensional data model and makes
them available for epidemiologists and scientists via a convenient graphical user
interface. Additionally, CARESS is specifically optimized for OLAP-based sur-
vival analysis. This is illustrated by experiments on the response-time of cancer
survival analyses.

Further extension of CARESS comprise the implementation of Cox regres-
sion methods and more experiments. In addition, the EKN reckons with being
assigned the task of analyzing data from all future clinical cancer registries in
Lower Saxony, comprising a population of about 8 million people. An corre-
sponding extension of the CARESS system is subject of our current efforts in
anticipation of this task. With this extension, we deem CARESS an appropriate
candidate as the DWH system of choice for regional clinical cancer registries.
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