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Introduction

While sitting on a train with my friend and colleague Hroar Klempe, we began 
discussing the role of agency and agentic behavior in an individual. Our discussion 
included items such as: what is the nature of the Agency, the neuroscience behind it, 
and how does psychological thought inform and be informed by agentic processes. 
As the train picked up speed along the tracks, we came to the conclusion that true 
agency comes from constraints that are put on agency. In the absence of constraints, 
individuals can become overwhelmed, with truly unlimited options from which 
they can choose. As the train shifted tracks and shunted along the rails, our conver-
sation continued and ranged on to assess why this was so.

This seeming incongruous conclusion led to a discussion of the differing ways in 
which that might be felt or experienced by people. As we continued along the rails, 
we began to explore these situations and circumstances. As an historian of psychol-
ogy, Hroar began asking the questions and exploring through a myriad of thought 
experiments that how agency was and might have been explored and discussed in 
psychology’s evolution. While he and I have some quite definitive thoughts on the 
matter, we believe that Roger Smith has addressed them from a truly unique per-
spective and are quite happy about the ensuing dialogue.

Subsequently, we also discussed the role of neuroscience in agentic behavior. 
Our discussion led further to conversations which I had with Matthew Clark. He 
and I have spent countless hours discussing, arguing, and then agreeing to explore 
further the nature of the neuroscience of agency. In our discussions, Matt took the 
lead in addressing this area of inquiry. While reviewing our discussions (which 
were both passionate and good natured), I came to see that the viewpoints and top-
ics we discussed are quite well presented in the section led by William Klemm. I 
believe that this section allows us to look into the neuroscience of agency in a way 
in which we have not looked, as a discipline, before. It is exciting for me, as a psy-
chologist and one of the editors of the Annals project, to see this discussion taking 
place among academics of varying views.

The editorial help by Lauren Takakjian and Dakota Snyder for all of this volume is acknowledged 
with great gratitude.
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Lastly, as the train continued toward the end of the line, Hroar and I took our 
discussion to the role of agency in the psychology of religious thought. It was a 
fascinating conversation in which we discussed the role of psychology in religion, 
regardless of one’s religiosity. The concept of agency in religion is one which has 
been intriguing me for quite some time. Free will, agency, psychology, are all terms 
which have varying levels of acceptance and applicability to individuals depending 
on their faith background, or a lack of faith background at all. To lead the discus-
sion, Phil Helsel brings an opening point to the discourse which I believe is both 
thought provoking and discerning. The commentaries that follow, I believe, help to 
take the conversation of agency in religion to a place from which further research, 
writing, and discourse may easily flow.

As our train reached its terminus, Hroar and I ended our discussion of the mo-
ment, promising to continue it via dialogue and writing. We enlisted the help of 
Matt Clark and Jaan Valsiner to make it happen, and the four of us present it to you 
here.

I believe it is a testament to surround ourselves by those who will inform our 
conversation, provoke our thoughts, and stretch our cognitive skills that we have 
assembled as the authors and contributors you see in this 12th edition of the Annals 
of Theoretical Psychology. As we wrote in Volume 11, we strongly believe that the 
place for discussion and theory in psychology is here, and the time for these discus-
sions is now, as we strive to build and recognize theoretical psychology as a disci-
pline which does not negate the theories which have brought psychology to where it 
is today, but rather to rely upon the theories and theoreticians who have gone ahead 
of us to develop the next generation of psychologists. This next generation will 
only be able to move forward by standing on the shoulders of the psychologists and 
theoreticians who have come before us to lay the groundwork for new thoughts, as 
they did for the generation of psychologists before them.

Please, join the conversation.

June 2014 Craig Gruber
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Chapter 1
Agency: A Historical Perspective

Roger Smith

© Springer International Publishing Switzerland 2015
C. W. Gruber et al. (eds.), Constraints of Agency, Annals of Theoretical Psychology 12,
DOI 10.1007/978-3-319-10130-9_1

R. Smith ()
Obolenskii per. 2-66, Moscow 119021, Russia
e-mail: rogersmith1945@gmail.com

1.1  Delineating Agency

‘Agency’ is a word with multiple meanings. As it certainly does not ambiguously 
denote a psychological category, I begin with clarifications.

The word ‘agent’ in English has been in use since the seventeenth century to 
identify a factor or power held to cause a change. For ‘agency’, the Oxford diction-
ary cites Darwin, who wrote about the pollination of flowers ‘requiring the agency 
of certain insects to bring pollen from one flower to another’. ‘Agency’ denotes 
capacity and power attributed to matter (as in chemical ‘reagent’), to institutions 
or social organizations with the power to act on behalf of people (like ‘the Cen-
tral Intelligence Agency’), and to people individually (as in ‘the agent of her own 
destruction’). It has also been common to refer to God’s agency or the agency of 
spirits. Historically, the opposite of ‘agent’ was ‘patient’, and this is a reminder of 
the active/passive distinction of the premodern ontology to which the language of 
agency is heir.

The multiplicity of references to agents of different kinds persists in everyday 
speech about causation. The language of agency permits descriptions of naturalis-
tic and non-naturalistic, material and mental, individual and social causes to exist 
alongside and in interaction with each other. In everyday usage, it is possible to 
refer to everything from car brakes to rental company to driver error to intention to 
kill as the principal agent of an accident. However, there has been a historical shift, 
so that there is a modern emphasis on using the word ‘agency’ to denote a moral 
or political, that is to say, distinctively human category. As a result, speakers now 
might reserve the attribution of agency to people or institutions in a car accident 
(to continue with the example) and distinguish other factors as contributing causes. 
This modern usage describes the agents as individual people or groups of people 
who are said to have the power to be the cause of events, and said to have the power 
of self-direction. Agency has become linked to notions of the autonomous self and 
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to the dignity or status accorded to a ‘free agent’. Thus, it is a notion important to 
moral and political issues. Feminists, for example, place great weight on women 
acquiring agency and in critiquing the circumstances in which this is constrained. 
Indeed, much of the experienced meaning of agency derives from its opposition to 
the notion of constraint. Beyond this, the notion of agency also has an influential 
place in humanist and existential philosophy, with expression in psychology, where 
reference to agency denotes something like a reference to freedom as a defining 
condition of being human.

It is important to be aware of the range of linguistic usage. It is possible to refer 
both to material or spiritual things as agents and to people, distinctively, as agents. 
Before the twentieth century, language sometimes described people as agents, but 
in doing so it ordinarily attributed the agency to the will, to the soul, or to reason, 
rather than to a psychological subject or a self. In a parallel way, some recent writ-
ers attribute agency to the body, to the unconscious, or to the brain. All the same, 
contemporary writers commonly attribute agency to people, or to the self (as in the 
statement, ‘I did this’), and they attach a special value to it. These multiple usages 
are rather confusing for analysis, if unexceptional in everyday speech.

In the light of these comments, I stress one point. Reference to agency in twen-
tieth or twenty-first century psychology, as in the human sciences generally, may 
simultaneously invoke what are generally thought of as causal processes and what 
are thought of as free actions. At first glance, as a result, it would seem as if psy-
chologists are deeply equivocal about accepting or denying free will. I suggest that 
actually there is no deep-lying confusion behind this equivocation, if that it be; 
rather, there is something special in the projects of psychology, namely, their ability 
to provide description and analysis appropriate for understanding people, as op-
posed to understanding brains (in terms of deterministic causal processes) on the 
one hand, and juridical, moral, or political subjects (with imputed absolute freedom 
of action) on the other hand.

The modern notion of the individual person as agent first developed in legal, 
political and theological contexts. The history is intimately connected to the de-
veloping notion of a self. Reference to human agency denoted, and still denotes, 
action originated by individual legal, moral, and political subjects, or by institutions 
viewed as analogous to individual subjects, acting without special or noteworthy 
constraint. This has often been called free agency. The Oxford dictionary, in this 
context, cites Coleridge’s political demand that ‘the State shall leave the largest por-
tion of personal free agency to each of its citizens, that is compatible with the free 
agency of all’. It is the normative practices of politics and morality that have made 
it important to distinguish human agents from other agents. Insofar as psychologists 
have been drawn into discussions of human agency, they have taken part in these 
normative practices.

In consequence, it makes no sense to ask for a non-evaluative account of a 
person’s agency. Discussion of agency, in the last analysis, involves questions about 
the relation of human subjects, intentions, and evaluations, and of the language and 
culture which are their expression, to the causal material world that is the subject 
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of the natural sciences. This is why agency is a problematic category for natural 
scientists who think that science excludes evaluative judgments.

When psychologists refer to agency, they use a psychosocial category. Just as 
there is no non-evaluative use of the word ‘agency’, the word has no psychological 
meaning independent of social content. The literature about agency, as a psychoso-
cial category, therefore inevitably takes positions on the long-standing question of 
the relation between psychological and social forms of explanation and the institu-
tionalization of those forms in separate psychological science and social sciences. 
The discipline of social psychology clearly faces these matters most directly (and 
there has even been a psychological social psychology and a sociological social 
psychology; Good 2000).1

While ordinary people, and often enough psychologists too, might now say that 
a person is an agent (and explain the agency, say, by reference to intelligence or 
cognitive capacities), the social scientist understands agency as attributed to a per-
son (or institutions or things). In the language of social science, agency is a status 
not a state (Barnes 2000).2 In a related way, in the language of many analytic phi-
losophers, will, agency, and choice are not powers but human actions under certain 
kinds of descriptions. From the viewpoint of these disciplines, it is a misusage, a 
category mistake, to talk as if agency were a psychological state or psychological 
power. Rather, it is a power of persons (the classic statement is Ryle 1949/1963). 
Applying this lesson in psychology, we can say that when psychologists talk about 
agency, they utilize a category with social content and take part in the process of 
social and political ascription of status to people. But it muddling matter. This is 
because reference to agency as a status ascription (or attribution) persists alongside 
and interacts with the older usage in which reference to an agent denoted a capac-
ity or power (whether material, mental or spiritual). Moreover, there are, of course, 
psychologists with religious beliefs or who uphold a humanist philosophical anthro-
pology, for whom agency is indeed a ‘real’ state, a state valued and thought essential 
to being fully human.

There is nothing contradictory, then, though it may be confusing, to describe the 
body as the agent of a person’s desires, while at the same time describing some-
thing in the body (an illness perhaps) as constraining a person’s agency. By virtue 

1 For an overview of the relations of the varieties of psychology to natural science, Smith, 2013b.
2 Barry Barnes, a social theorist, makes the case for a naturalistic understanding of agency as as-
signed status. He is sceptical of the psychologist’s practice of attributing agency to ‘internal’ men-
tal, or cognitive states on the one hand, and he is critical, on the other hand, of the way the group 
of social scientists known as ethnomethodologists distance theory from material practice and in 
effect implement a dualism separating research on humans from research on nature. Another, quite 
different but influential, approach to understanding the attribution of causes is the actor–network 
theory initiated by Michel Callon and Bruno Latour in the sociology of science. This theory, which 
aims to understand why any particular piece of knowledge acquires authority, treats all relevant 
factors, human and non-human alike, as actors (or, we might say, agents) in the negotiation of 
knowledge claims. For Latour (2005; Law & Hassard, 1999), an ‘actor’ is simply what makes a 
difference. Actor–network language goes against the grain of contemporary usage of the concept 
of agency in normative statements about ‘the human’, but, interestingly, is compatible with early 
modern and still common usage, identifying agency with cause.
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of its flexibility and open-endedness, everyday language about agency has a rich 
instrumentality.3 For example, it makes sense to talk about training or disciplining 
the body in order to build up patterns of behaviour (or habits) understood in causal 
terms, in order to give a person more agency, understood as freedom of action. Con-
temporary advocates of the brain sciences promise that new knowledge (of causal 
processes) will give individuals more agency (freedom of action; Rose 2007, 2013). 
Indeed, this is the common pattern of argument of the psychological and social sci-
ences over the past couple of centuries: Let us understand human nature (causally) 
in order to improve human wellbeing (free agency). All the same, there have been 
and there are religious and humanist critics of this, the enlightenment project, who 
hold, for instance, that the very act of investing in causal explanatory language 
about people derogates from the morality and politics of free human agency.

To the extent that agency, understood as a category that is properly applied to 
persons, is now a flourishing interest for psychologists, this, surely, is yet another 
manifestation of the individualism characteristic of Western modernity. Ways of life 
informed by psychology are bound up with concern for the power and capacity in-
dividuals have and do not have in the social worlds they inhabit. It might be thought 
that as researchers in a field of natural science, psychologists could and should 
substitute the notion of cause for the notion of agency in describing and explaining 
behaviour. As a family of fields of research about people, and even more as a fam-
ily of practices concerned with everyday individual capacity and activity, however, 
psychology has a large place for the category of agency. Even if psychologists have 
at times carried on as if the human subject were not inherently social (as if brains 
existed in vats, for example, not in social people), this is not possible for those who 
adopt the language of agency. It is most obvious, perhaps, in psychotherapy—in all 
its multifarious forms. Therapeutic reference to agency invokes knowledge of the 
‘internal’ powers and constraints of a person, along with the ‘external’ powers and 
constraints of the social world the person inhabits.

Notions of agency and constraint are of manifest significance in everyday psy-
chology, as a conversation taking place between two of the people involved with the 
volume in which this chapter appears illustrates. (Whether my account is accurate 
is not important now, and I have used my imagination.) Their interest was whether 
lack of constraint on individual actions in at least some areas of Western society, 
allowing individuals the freedom ‘to do their own thing’, or, as the advert says, ‘just 
do it’, might not actually be a constraint. Intense individualism is indeed not easy 
for many people. The discussion was not about either autonomous will or neurons 
but enlarged on a psychological, everyday approach to the psychosocial conditions 
of people’s lives. It was talk about people, not wills or brains, as agents. Such talk 
has a history and a social specificity.

The complexity of language about agency is compounded when there is an im-
plied reference (as in the citation from Coleridge) to free action. Indeed, I rather 

3 My argument here is admittedly impressionistic. I find support in both discursive psychology 
and ethnomethodology, research areas that illuminate a seemingly endless flexibility of world 
construction in which assigning causes (and agency) plays a large part.
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think connotations of free action always colour the word ‘agency’. I do not propose 
to tie myself or my readers up in the free will/determinism debate. But, I will note 
how psychological as well as everyday language about agency often combines de-
scription of a person as the site of power bringing about an effect (analogous to 
saying water is the agent of dissolution of a salt) and the description of a person as a 
free agent (for example, a person responsible in law). The language of agency does 
not dictate a position on the free will/determinism question: it holds things open 
and allows further evidence and judgment to refine description and explanation. 
Everyday usage allows for fudge, continuous negotiation, infinite shades, in attrib-
uting agency understood as both cause in the scientific sense and as the kind of free 
power people attribute to people able to carry out legal and moral acts. There are, 
to be sure, radical libertarians who emphasise the extent of agency understood as 
individual free power. And there are severely reductionist scientists, by contrast, for 
whom there can be no such thing as free agency. Many people in Western cultures, I 
presume, take a position somewhere between these extremes, and in doing so, they 
think of human agency as the activity of a person (relatively) without hindrance or 
constraint from other powers, a person who has experience of variable degrees of 
actual agency. In this middle position, it is common for ‘agency’ to mean something 
like ‘the real cause’ or ‘the principal cause’ of something happening, that is, the 
cause which on a particular social occasion is thought to be the key to the actual 
unfolding of events. Thus, someone might refer to the brakes not the driver as the 
agent, the real cause, of an accident, though of course both brakes and driver belong 
in a full list of causes. (The full list, literally speaking, requires the history of the 
world.) Philosophers discuss what I am calling the broad middle position under the 
heading of ‘compatibilism’, the label for the view that it is not inconsistent to accept 
determinist causal explanations in the natural (or social) sciences while upholding 
belief about the free action of people (Kane 2005).

I am suggesting that there are constructive psychological ways of referring to 
the agency of individuals, individuals with the power or capacity thought intrinsic 
to being human in general and to being the persons they are in particular. This psy-
chological usage contrasts with polarized alternatives. These alternatives represent 
the two poles of Cartesian dualism: attributing agency to mechanistic body, and 
hence attributing all change to the physical agency of matter in motion; or attribut-
ing agency to a soul imbued with transcendent powers. Psychological reference 
to agency, at its best, displaces this polarity. Ordinary speech in psychological so-
ciety, and much psychological discourse both lay and professional, refers actions 
to people not to the operation of mechanistic processes or souls. It uses language 
incompatible, for instance, with the belief, upheld in some versions of popular neu-
roscience, that there is no human agency or personal volition because ‘we are our 
brains’. But psychological reference to agency does not presuppose that agency is 
the expression of a specific power of the soul or faculty of mind, like the will, under-
stood as somehow acting independently of physical processes. The psychological 
approach to agency is historically an outgrowth from, and continues to blend with, 
everyday understandings of the powers that people have and the constraints under 
which these powers operate. These understandings have multiple roots in political, 



8 R. Smith

religious, ethical, legal and philosophical culture. Only in recent centuries, perhaps 
we might say in the past two centuries, have these roots nourished a distinctively 
psychological representation of the agency.

Modern studies of agency as an attribution recognize its intrinsically social con-
tent, and, with that, recognize the intimate connection of attribution of agency and 
ascription of responsibility. In many contexts, certainly in judicial settings, to attri-
bute agency is to ascribe responsibility. As the British sociologist Barry Barnes ar-
gues: ‘An understanding of the everyday employment of this concept [of responsi-
bility], with its double significance —psychologically understood it implies internal 
capacities, sociologically understood it implies liability and answerability—is…the 
key to an understanding of the role of ‘choice’, ‘agency’ and related concepts in 
everyday contexts’ (Barnes 2000, p. 1). Consider also the word ‘Victorian’. It is a 
word now coloured by knowledge of ardent nineteenth century convictions about 
moral agency, which was thought to be exercised through individual strength of 
will, strength of character, and by the fact that the presence or absence of will was 
thought to validate judgments about the responsibility of individuals. It is worth 
bearing in mind the insightful, if exaggerated, comment of one late Victorian writer, 
who said that it is only the social question of responsibility and punishment that sus-
tains public interest in the question of free will (Hyslop 1894, pp. 181–182; Smith 
2013a, p. 165). Very often, we will find that when the talk is about agency, the talk 
is at base about responsibility.

1.2  Volition and Psychological Agency

There are many ways of conceptualizing and representing agency. Earlier ages 
treated spiritual powers, the devil, the stars, and the passions as agents. There are, 
of course, modern communities that continue to make such attributions. The history 
of specifically psychological conceptions of agency encompasses the field of voli-
tion, desire and will—the division of conation, alongside cognition and affection, 
in traditional tripartite description of mind. In this section, I contribute a historical 
sketch.

There is a curious interest in this for the modern psychologist because volition 
largely disappeared from view as a topic for professional psychologists during 
much of the twentieth century. Since the 1970s, there has been some revival (as 
called for in Kimble & Perlmuter 1970). Experimental psychologists transferred 
an interest in agency, understood as the motor of behaviour, from mental will to 
drive, personality, cognitive processes, the emotions, the unconscious, or, alterna-
tively, to the body—and in recent decades to the brain. Large areas of psychology 
went ahead without concern for or even with active antagonism to the notion of 
volition.4 Yet at the same time, therapeutic, educational, organizational, and coun-

4 A point made in Daston, 1978, in comments on US experimental psychology, in relation to which 
she framed views of the emergence of psychology in late nineteenth-century Britain. I discuss the 
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selling psychological practices all deployed some notion of psychological agency, 
even of volition, even if implicitly rather than in an openly systematic and theorized 
form. Notions of volitional agency flourished even more in the domain of so-called 
popular psychology, in the world of know yourself and self-help books. In the con-
temporary world, and above all in the world of imputed consumer choice (‘just do 
it’) there is a strong focus on agency, agency which in ordinary speech often enough 
appears as an expression of will. The word ‘agency’ is indeed widely used to denote 
individual power in actual or desired forms of economic exchange and governance. 
Most significantly, in respect of social power, legal systems continue to pose deci-
sions about responsibility in terms which people understand as referring to internal 
mental states of volitional agency. Presumably, the renewed interest among some 
psychologists in volition as a category reflects all this.

The early intellectual history centres on belief in the intrinsically active power 
of the soul to cause actions. Christians in the early church sought knowledge of the 
will in the light of their understanding of the relationship between the will of God 
(with omnipotent agency) and the action of the human soul (owing to sin, with 
restricted agency). The question of freedom of the will, that is, the extent of human 
agency independent of God’s grace, was a source of deep divisions from the time 
of the later Stoics and of Augustine (Frede 2011). It came to a head again during 
the Reformation, and it was the subject of a famous exchange between Erasmus and 
Luther.5 There was a large Renaissance literature on more secular views of volition, 
particularly as applied to the control of the passions. Shakespeare’s plays comment-
ed on the role of fate or fortunà, as opposed to the will, in a person’s life. Belief in 
the power or agency of the individual soul was a source of dignity and, for some, 
the very basis of civilized, as opposed to barbarian, existence. In his discussion of 
the passions, Descartes wrote: ‘I see only one thing in us which could give us good 
reason for esteeming ourselves, namely, the exercise of our free will and the control 
which we have over our volitions. For we can reasonably be praised or blamed only 
for actions that depend on this free will’ (Descartes 1649/1985, p. 384).6 There was 

late nineteenth-century British debate on volition in detail in Smith, 2013a, where I suggest that 
different conceptions of what a science of psychology should be were at stake rather than opposi-
tion between science and unscientific moral conceptions of volition. That volition might feature 
and then disappear from view as an acknowledged psychological category is suggestive for the 
history of psychological categories generally. There is a historiography on whether such categories 
as memory, intelligence and emotion, as well as volition, and even the category psychology itself, 
should be taken to be ‘timeless’, or whether they have a history (as I certainly think). The issues are 
very complex and I must leave them aside now. But see Danziger, 2008; Smith, 2005.
5 The exchanges between Erasmus and Luther are usefully brought together in Erasmus–Luther 
1961/2007. For a broad-ranging discussion (though corrected historically in Frede, 2011), Arendt, 
1978.
6 Heidegger’s (1987/2001, pp. 117–19) account, in seminars with therapists, held that it was Des-
cartes’ idea of the ego which led to the metaphysics of the subject/object distinction and hence to 
the whole modern problem of locating subjectivity in relation to causal events.
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an association between the will, agency, dignity and emerging notions of the iden-
tity and worth of the individual self.7

The actual word ‘agent’ spread with the expansion and increased precision of 
natural philosophy in the seventeenth century. The word denoted powers or ca-
pacities without drawing sharp distinctions between spiritual, mental or material 
agency. Old theological disputes and new science together ensured the continuation 
of debate about the place of freedom and ‘necessity’ in the course of things. The 
word ‘determinism’, applied to nature and to human affairs, came into use only after 
about 1870 (Hacking 1983).

Locke’s prime concern in his Essay Concerning Human Understanding (1690) 
was the sources and certainty of knowledge. His book nevertheless included a very 
influential statement on the origin (or agent) of human action, which he attributed 
to pleasure and pain. Empiricist writers subsequently pictured individual agency 
as the response of a person to the pleasures and pains of experience.8 Whether, 
and in what sense, this implicated necessity was much debated. Some authors, 
like Joseph Priestley in England and C.-A. Helvétius in France, embraced neces-
sity and, indeed, they built their hopes for enhanced individual political and moral 
agency, and thus for enlightened political and social life on this basis. Writing in 
the same spirit, Jeremy Bentham established political utilitarianism, a scheme for 
a legal system which would appropriately distribute pleasure and pain, and hence 
regulate individual agency and thereby ensure a rational ordering of human affairs. 
He expected people to be rational and hence to choose his system: he assumed that 
natural human rationality conferred agency. The many opponents of utilitarianism 
argued, however, that belief in necessity was destructive of morality and incompat-
ible with common-sense awareness of each individual’s power to will actions. They 
also doubted the extent to which rationality in fact conferred moral or political 
agency. The more conservative of these critics turned to the moral will, informed by 
religious faith and enforced by royal and religious power, as the source of agency. 
Indeed, in the eighteenth and nineteenth centuries, there was an evangelically in-
formed turn in Britain and in the USA to the authority of subjective knowledge of 
agency, understood as a mental power, ‘the will’. Most authors in English, at least 
before the second third of the nineteenth century, did not conceive of these discus-
sions as being about psychological agency in any distinguishable sense; rather, their 
subject was human nature in all its social, political, psychological, economic, legal, 
medical, linguistic, and philosophical dimensions. Agency was distributed as a sub-
ject in what was called moral philosophy (and, later, the moral sciences), and there 
was no specific discussion of agency as a category in its own right.

7 An alternative approach to the history of agency might begin with the notion of the self, in order 
to tie the history directly to social, legal, economic and political thought (Seigel, 2005; Taylor, 
1989). It seems to me that attempts to write the history of the self spin off into an uncontainable 
range of topics. The same would be the case were anyone to undertake anything so rash as ‘a his-
tory of agency’.
8 I draw here and in what follows on the broad history in Smith, 1997. The more specifically psy-
chological dimensions of the story are rewritten and updated in Smith, 2013b.
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A profound and, in the long run, influential expression of belief in the intrinsic 
agentive character of the mental world, which later commentators did not hesitate 
to call a contribution to psychology, appeared in the writings of Maine de Biran in 
the first decade of the nineteenth century. Biran judged awareness of effort to be the 
source of the most elementary and irreducible knowledge of mind, and he therefore 
rendered mental agency—‘l’effort voulu’—constitutive of the personal mind or 
self.9 He published piecemeal and he left his essays unfinished; nevertheless, later 
writers understood his work to originate a distinctively French psychological–phil-
osophical view of agency, developed most prominently in Bergson’s and in Sartre’s 
(completely different) accounts of free agency as defining what it was to be human.

The work of Victor Cousin was actually more influential in France in the first 
half of the nineteenth century. It acquired formal standing in the French higher 
education system as a result of Cousin’s position at the head of the institutional 
structure for teaching teachers. Making a broad claim for ‘psychologie’ as the road 
to philosophy, Cousin, like Biran, stressed the irreducible volitional character of the 
self; but whereas Biran used language expressive of an almost phenomenological 
awareness or subjectivity, Cousin used a more recognizably traditional Christian 
language referring to the power of the soul. When Taine and Ribot turned against 
this psychology in the 1870s, promoting what Ribot called ‘the new psychology’ 
(an eclectic mixture of German experimental psychology, physiological psychol-
ogy, clinical evidence, and British associationism), the stage was then set, as else-
where at the time, for debate about the implications of developments in mental 
science for agency and determinism.10

According to a least one historian of philosophy, Kant bequeathed the antimony 
of freedom and necessity as ‘the great problem of modern thought’ (Pinkard 2002, 
p. 43). When he discussed the nature of human beings, Kant separated ‘the human’ 
as an anthropological subject, for which empirical argument was appropriate, and 
discussion of the essentially human as the agent of the moral law, for which he 
turned to transcendental reason. His anthropological writings and lectures (which 
subsumed psychology) discussed human nature and activity in a manner that flowed 
together with everyday talk in the educated circles in which he and his students 
moved. He included discussion of capacity and agency in connection with habit, 
mental disorders, constraint, character, and so forth. His formal moral discourse, 
by contrast, defined the condition of being human in terms of an abstract, abso-
lute imperative, and in this context, freedom denoted the human obligation and 
power to use reason and act according to the moral law. This propounded a moral 
theory of obligation and not a psychological theory of capacity or agency. All the 
same, Kant’s arguments underwrote and legitimated an understanding of agency 
as a capacity of the human spirit, the position that informed German-language 

9 An accessible account is in Biran, 2005. I provide sources for a history of the sense of effort and 
movement in Smith, 2011.
10 In general, Carroy, Ohayon, & Plas, 2006. Goldstein, 1994, related Cousin’s psychology to the 
question of the place of agency in Michel Foucault’s understanding of history—which some ac-
cused of leaving no place for agency.
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philosophical anthropology in the nineteenth century and beyond. The claim that 
agency, embedded in the human spirit and expressed through language and culture, 
was constitutive of being human lasted till, but hardly survived, the horrors of the 
twentieth century. It certainly fostered psychological formulations, as one can see, 
for example, in C. G. Jung’s project in scientific psychology (in which Jung sought 
to juxtapose his own conclusions about the collective unconscious with Kant’s 
thought; Shamdasani 2003).

When John Stuart Mill published A System of Logic, the book that provided the 
philosophical underpinnings for utilitarian social and political thought, he dealt di-
rectly with the issue of necessity. He took the position that was to be the mainstay 
of modern philosophical argument (the position, as noted above, called compati-
bilism). In Mill’s presentation of the case, a person’s actions were said to be free 
when they were the actions of the whole person, unconstrained in any significant 
way. Certainly, Mill held, pain or pleasure was the proximate cause of a movement 
or of behaviour, but this fact was compatible with saying that a person had agency 
(or, as the Victorians would have said, showed character and exercised will) if the 
movement or conduct expressed the purposes and character of the whole person 
(Mill 1843/1900, Book VI, Chap. 2). A person in prison did not have agency in the 
way a person at home did, even if both responded to pleasures and pains. Mill was 
a political libertarian and a moralist committed to creating conditions that would 
enhance personal agency, but he believed in both necessity and personal freedom 
while strongly opposing any notion of the will as some kind of spiritual force.

During Mill’s lifetime, that is, through the middle years of the nineteenth centu-
ry, a large specialist and popular medical and scientific literature spread the convic-
tion that a person’s agency might not be nearly as extensive as those who stressed 
the role of the will, Mill included, tended to assume. There was considerable interest 
in instincts, habits, and automatism, in the hypnotic state and in spiritualism, and 
in disorders implying a loss of control from drunkenness to epilepsy. A physiologi-
cal psychology developed, and its promoters built on the model of reflex action to 
propose new scientific understanding in bodily terms of much that had earlier been 
thought attributable to the activity of mind. In this connection, the London physi-
ologist W. B. Carpenter, in 1853, introduced the idea of what he called ideomotor 
action, to describe the way an idea in the mind, or an obsessive thought, caused 
activity over which a person had no control and of which a person may even have 
been unconscious (Carpenter 1853, p. 672). In effect, Carpenter (and other medical 
writers) redescribed the mental act of anticipation leading to a movement as a physi-
cal (higher brain) reflex. The physiological language merged with a large popular 
literature, replete with vivid case studies, that discussed when and where individual 
agency, understood to depend on will, as an empirical matter of fact did or did not 
exist (Smith 2013a). There was an English language automatism debate, prompted 
by T. H. Huxley’s lecture on the topic in 1874, and this was the intellectual back-
ground of William James’s intense personal and theoretical psychological interest 
in the will (Huxley 1874/1894). James took over Carpenter’s language of ideomotor 
action and argued that action follows directly from the presence of an idea in the 
mind and does not require a separate mental effort or will force (James 1890/1950, 
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vol. 2, pp. 522–528). He set this psychophysiological discussion of will in a larger 
framework of argument, however, and this larger framework advanced into another 
version of compatibilism. While stressing the physical determinants of psychologi-
cal life (as he did in his theory of the emotions as well as of the will), James upheld 
‘the will to believe’ as a moral project, indeed as a project without which he as a 
person could not live well, and this emphatically defended a notion of individual 
agency.

Though it was a cliché of the time to describe the nineteenth century as an age of 
science, belief in free will did not just persist in this age but even gained in strength 
from what was thought to be empirical knowledge. A large part of the popular ap-
peal of phrenology in the 1820s and 1830s, for instance, was that people believed 
knowledge of cerebral capacities as the determinants of character and gave individ-
uals power to strengthen or control mental life for themselves (Wyhe 2004). Though 
accused of materialism and hence immorality, phrenology increased not decreased 
a sense of personal agency for those who thought it true. Analogously, in the course 
of the evolutionary debates, leading advocates of scientific naturalism like Huxley 
and Francis Galton promoted belief in the uniformity of causation in nature and 
human nature as part of a moral crusade to empower individuals and society alike 
on the basis of ‘the facts’. It was the message of Huxley’s much commented on 
lecture, ‘Evolution and Ethics’, which ended by quoting lines from the late English 
national poet, Tennyson: ‘We are grown men, and must play the man “strong in will/
To strive, to seek, to find, and not to yield”’ (Huxley 1893/1989, p. 86). Science 
supported a moral project of enhancing agency. Galton’s studies of the contribu-
tion of heredity to character, which had a determinist form, were matched by a 
political programme, eugenics, to do something about it. Medical demonstrations 
of automatism in illnesses like epilepsy, in hypnotic trance, or in habitual drunken-
ness, fed into Victorian rhetoric about the necessity of will power—the cultivation 
of personal agency.

There were numerous philosophically oriented attempts to overcome what 
seemed to many people to be confusions of thought in this mixture of scientific and 
moral culture. This debate about the nature and possibility of free will in a scientific 
age was important to the way psychology developed as a field in Britain, Europe, 
and the USA . It sustained links between psychology and mental philosophy just 
when some psychologists were looking towards experimentation as the means to 
make psychology a distinct scientific field. An integrated commitment to scientific 
knowledge and willed agency was a striking feature of the late Victorian age.

If we turn to the everyday language of human relations, the language, for exam-
ple, of the nineteenth-century novel, we find a mixture of the attribution to causes 
(habit, social conditions, sex, heredity, and so on) and attribution to individual will 
to be not just ordinary but ubiquitous. From the 1830s or so, English-language 
writers increasingly, but never exclusively, articulated what they had to say about 
such topics under the heading of psychology. Victorian authors continuously mixed 
and negotiated description of mental forces, such as will power, and causal deter-
minants, such as training, age, social circumstance, illness, and custom. Stirring 
the mixture often enough supplied the novelist with a plot. It was a mixture of 
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seemingly infinite variety. While holding that young children were not agents and 
hence not legally responsible, both Catholics and Evangelical Protestants stressed 
the presence of the will in children and held it to be an innate moral or spiritual 
force, a force for both good (as self-help texts presupposed) and bad (as references 
to wilfulness and to upbringing designed to break the child’s will made clear).11 A 
large moralistic literature about individual agency attended to the practical powers 
that individuals might possess, acquire, or lose. Strictly consistent explanation in 
the language of mental forces or in the language of causal bodily processes was not 
a priority. Discussion of agency was marked by flexibility of description and open-
ness to negotiation according to particular circumstances that observers thought 
prevailed. There were, to be sure, times where the flexibility broke down, and I 
discuss in the next section the criminal court where a defence of insanity sometimes 
congealed and polarized opinion.

There was a noteworthy struggle over the representation of agency in Tsarist 
Russia, which influenced the way psychology developed in that country (Sirotkina 
& Smith 2012). The rigidly autocratic political system upheld faith in the soul as 
the bearer of personal agency and ground for attributing individual responsibility. 
Social order in the autocracy appeared to require this faith. During the brief period 
of relative liberalization under Alexander II, in 1863, I. M. Sechenov published the 
first version of his article on ‘The Reflexes of the Brain’ and N. G. Chernyshevsky 
published a notorious novel, What Is To Be Done? Sechenov, a physiologist trained 
in German and Austrian laboratories, turned to the model of reflex action in order 
to imagine a physiological analogue for the mental process of volition. When criti-
cized for removing the grounds for belief in individual responsibility, he denied that 
this was the implication of his argument. For Sechenov, knowledge of the natural 
bodily conditions of life was the basis for the exercise of agency, not faith in the 
soul. He did not use a political language of agency or even a moral language of free 
will; indeed, he was not permitted to do so under conditions of censorship.12 All the 
same, he contributed to a political programme to replace the theocratic agency of 
the one tsar with the enlightened rational agency of many informed subjects. Even 
though his language described nervous and psychological processes, readers under-
stood the message. Chernyshevsky’s novel was more direct and, remarkably, still 
published (Chernyschevsky 1863/1989). His story brought to life a group of young 
people who had adopted a full-fledged rational egoism, the position that for Cher-
nyshevsky expressed reasoned agency. He attributed to reason the agency to act on 
behalf of the natural needs of the person, to unite body and mind, and to escape the 
fetters of irrational passion and ignorant and repressive moral and religious codes. 
Liberated individual actions informed by reason, he maintained, would ensure col-
lective progress.

11 For the spread of popular psychological practices, Thomson, 2006; and on the psychology of 
children, Shuttleworth, 2010.
12 For his own account of this, Sechenov, 1965. A version of ‘Reflexes of the Brain’ first appeared 
in English (Sechenov, 1935/1968) in 1935, and there was a French version in 1884; it was not 
known to non-Russian speakers when first published.
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These writings were part of a public debate, in the course of which they faced 
two of the most widely read and influential ripostes to such notions of agency in the 
nineteenth century. Interestingly, in everyday language now it would be a common-
place to say that these ripostes showed much greater psychological insight, even if 
their authors did not in any way describe themselves as psychologists or contribute 
to academic psychology. Turgenev, in his novel Fathers and Children, the publica-
tion of which preceded Sechenov’s and Chernyshevsky’s contributions, portrayed 
a student of medical physiology, Bazarov, who unsentimentally dismissed the pos-
sibility of any kind of agency that did not have the form of a physical agent (Tur-
genev 1862/1960). His own agency as a proponent of this materialist worldview, 
however, was tragically cut short when he fell in love and when he contracted an 
infection that killed him. His own conception of agency was pathetically inadequate 
for his own life. Independently, Dostoevsky, enraged by Chernyshevsky’s novel, 
in a response poorly understood at the time because it appeared so antihumanist, 
wrote Letters from the Underworld. The Letters purported to be written by a man 
(significantly with no name) who, in opposition to any conceivable constraint, and 
most painfully in opposition to the gift to him of actual, profound love, asserted the 
arbitrariness of his own will (Dostoevsky 1865/1960; Frank 1986, Chap. 21). Dos-
toevsky’s antihero was an agent, come what may. The Letters thus bitterly parodied 
rational egoism—they pictured the will as self-destructive as well as destructive of 
others. Dostoevsky’s view of agency was radically anti-enlightenment and pictured 
agency as a source of tragedy in the human condition.

Within the family of Aleksandr I. Herzen, the Russian political exile, there was 
actually a living and not fictional debate between father and son. The father, who 
belonged to the romantic generation coming to maturity in the 1830s, faced by 
necessitarian physiological argument, turned to human history and social progress 
to legitimate a conception of agency. His son, Alexandre A. Herzen, flushed with 
enthusiasm for the physiological science of the 1850s (and a future professor of 
physiology in Lausanne), upheld determinism (Sirotkina 2002).13 Neither was a 
psychologist in any specialist sense; but such debate about agency over the years 
played a large part in shaping psychology as a public field.

When experimental psychology began to acquire a place in German universities, 
followed by other countries, its academic proponents inherited the antimony of free-
dom and necessity. Wundt, to take a key instance, maintained a separation between 
causal analysis thought appropriate at the level of psychophysiological phenomena, 
and a form of understanding in terms of mental apperceptive and conative activity 
though appropriate at the level of higher mental events (Danziger 2001). He elabo-
rated a psychology with, in effect, a place for active, agentive mind or spirit, and this 
psychology existed alongside the contributions he made to physiological psychol-
ogy. He developed research in the former under the heading of Völkerpsychologie, 

13 Interestingly, the son was in sympathetic communication with the most forthright English ex-
ponent of physiological determinism, the specialist in mental disorders, Henry Maudsley, who 
was also a fierce moralist (further illustrating the everyday mixture of reference to agency and to 
causes in speech).
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a science that turned to language, myth, and cultural life generally as the collec-
tive expression of human agency. In other hands, especially at Würzburg under the 
leadership of Külpe, by contrast, in the years before 1914, there was research to 
make volition a rigorously examined experimental topic, though one could hardly 
describe this as in any direct way about agency. Albert Michotte also studied in de-
tail the immediate antecedents of voluntary choice (studies which preceded his bet-
ter known work on the perception of causation; Michotte & Prüm 1911). With the 
establishment of a psychology discipline in universities and colleges in the USA, 
which involved considerable concern for the scientific standing of the field, voli-
tion gradually became sidelined as a topic. North-American psychologists turned 
to the motivation, intelligence or personality, rather than volitional agency, of their 
subjects, to represent activity in ways judged to be scientific.

For the German idealists, Fichte, Schelling, Hegel, and (for these purposes) 
Schopenhauer, and in the books of many more accessible exponents of idealist 
worldviews, like E. von Hartmann, agency was not a specifically psychological 
topic. Rather, idealists sought to characterize the dynamic form of existence as such 
and only secondarily to explain the agency of a particular person as an individual. 
Idealist thought, however, underwrote belief that there is agency, though this was 
variously understood to have the form of impersonal powers (perhaps unconscious 
forces, perhaps a ‘will to power’), or to have the form of a psychological expression 
of spirit in the individual mind. Awareness of the potential conflict between agency 
understood as reason and agency understood as non-rational force contributed to the 
literature of intellectual crisis, which Nietzsche did so much to deepen, that was so 
prominent around 1900.

Elements of the idealist intellectual tradition persisted and influenced humanistic 
forms of psychology in the post-1945 period. Existentialist thought stressed onto-
logical freedom, the ultimate agentive character of the human condition and this 
was taken up in psychological terms, for example, in the work of Erich Fromm. In-
formed by Christian ethics rather than European philosophy, Rogerian therapy, built 
on the client-centred principle of nondirective regard, was a practical enactment of 
the agentive ontological status attributed to clients.

What was experienced as an intellectual crisis, because the foundations of rea-
son themselves appeared to be questioned, was the context of new thought, in great 
variety, about the unconscious. Freudian psychoanalysis strongly emphasized the 
agency of the unconscious, rather than the agency of rational conscious capaci-
ties, in action and character formation. In contrast to earlier notions of unconscious 
events, which pointed to the role of unconscious anticipation, the new psycholo-
gists of the unconscious pointed to the burden of repressed memory (individual and 
inherited; Hayward 2014). Freud and his followers, indeed, portrayed this as a new 
step in human self-understanding. It is therefore very striking that Freud, who was 
committed to a strong psychological determinism (complementing physiological 
determinism), also remained committed, like a good Kantian philosopher, to the 
power of reason to stand apart from unconscious forces, to comprehend them, and 
thereby to offer at least some hope for human freedom (Tauber 2010, 2013). Freud 
acquired a reputation as the hammer of bourgeois confidence in the power of the 
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will, since people are, he claimed, driven by unconscious forces; yet, at the same 
time, he reasserted a Kantian view of agency as the possession of reason to discern 
the moral law. In this way, I would argue, he exemplified enlightenment thought as 
it developed in the psychological and social sciences. In these sciences, a notion of 
agency persisted, the agency of the reasoning subject given institutional form in the 
world of science, even while the activity of scientific reason was creating knowl-
edge exposing the causal determination underlying what people did. The resulting 
dilemmas have been acknowledged and explored in political thought. For example, 
Sonia Kruks has persuasively discussed Simone de Beauvoir’s work as a long en-
gagement with the political ambiguity of the human subject understood as both 
causally situated and agentive, both conditioned and free (Kruks 2012, Chap. 1). 
De Beauvoir’s art in exploring this as an irreducible ambiguity, finding a literary as 
well as philosophical voice, brought what she had to say close to the practical un-
derstanding of people in everyday relations. This ambiguity persists, I would affirm, 
in the modernist project, which asserts the causal necessity of events alongside the 
demand that individuals live one way rather than another.

The philosophical conundrum here has given rise to a huge literature, much of it 
refining different stances in the position known as compatibilism.14 Ordinary people 
continue by and large to be compatibilists, as Barnes notes: ‘Much of our everyday 
discourse manifests a robust compatibilism, in that it is content to regard actions as 
at once chosen and caused’ (Barnes 2000, p. 4).

Modern psychological discussion of free agency, in line with compatibilist ar-
gument, has taken the form of empirical studies of everyday ways of ordering the 
world in terms of perceived causes. Social psychology research in the second half of 
the twentieth century shifted towards the study of the cognitive and emotional pro-
cesses involved in people’s judgment and understanding of the agentive character 
of what people did. This research therefore did not directly address the question—
which came to appear ontological rather than scientific in nature—as to whether 
people were agents. Debate was not about what agency ‘was’ or to what extent 
people were ‘really’ free agents, but about how people viewed agency in terms of 
personal traits (including their own) varying between individuals and even varying 
within one person in different circumstances and over time. Attribution theorists, 
for example, in the 1970s and 1980s, researched what people perceived and said in 
everyday life in order to understand causal cognition and attendant moral judgment 
(Jaspars, Fincham, and Hewstone 1983; Hewstone 1989).15 It would seem that this 
brought social psychology somewhat closer to a social science approach, in which 
agency was understood as a status attribution. There was, besides, interest in finding 

14 I try here to keep clear of philosophical discussion of the question of free will. It is a labyrinth 
in which analytic philosophers have staked out a multitude of highly refined positions. If agency 
is discussed as assigned status, the philosophical issues are not pressing.
15 The founding of attribution theory as a social psychology was the work of Kelley, 1967, 1971, 
building on Heider, 1944.



18 R. Smith

psychological tools to increase personal agency. Beyond this, there was discussion 
of the personal and social advantages of belief in agency.16

The dismissal by twentieth-century psychologists of volition as a category was part 
of a general suspicion about explaining human capacities by internal mental states or 
processes. Many sociologists, often influenced by Wittgenstein, shared this suspicion 
and understood references to mental states as a certain kind of language game or 
social activity. The sceptical psychologists supposed that human activity was at base 
the activity of physical systems: there was no mental power, certainly no free will.17 
The sceptical sociologists argued that references to mental states were status attribu-
tions, descriptions of social relations in particular ways of life. From the sociological 
point of view, agency was a collective achievement expressed in social order built on 
the regulatory notion of individual responsibility. For large numbers of psychologists, 
agency was a function of physiological capacities. For one large group, the social 
psychologists whom I have just mentioned, research was interested in what people 
believed rather than in agency as a ‘real’ state. Yet, in spite of all this and whatever 
the power of the arguments, everyday psychological discourse, and the discourse of 
a good deal of expert psychology along with it (therapy, guidance, forms of training, 
and such like) continued in fact to refer, routinely, to internal states and, if not so much 
specifically to  will or volition, to desire, intention, motive, purpose, and choice.

Both history and ethnology provide a comparative perspective on when and how 
psychological practices advance or damage agency—and of which kinds of agency 
and for whom.18 The work of the sociologist Nikolas Rose is an influential reference 
point in discussion of liberal democracies (Rose 1985, 1989/1999, 1996/1998). Un-
der the rubric of ‘the history of the present’, Rose described psychological practices 
as distinctively modern forms of governance in societies of a kind in which many 
people, but very far from all, have come to live, that located the power or agency 
maintaining social order within individuals and within occupations (psychotherapy, 
educational guidance, counselling, etc.) that worked to ensure people were respon-
sible individuals. During the course of the twentieth century, the Victorian emphasis 

16 Here, in part, I paraphrase comments made about the paper in an anonymous reader’s report. But 
it is for other people to describe directions in current research.
17 In the last two decades, argument has acquired an empirical dimension based on the experi-
ments of Benjamin Libet, experiments that, on some interpretations, show awareness of free will 
to be ‘an illusion’ (Wegner, 2002; along with critical comment in Pockett, Banks, & Gallagher, 
2006; McClure, 2012; Rodder & Meynen, 2013; Tallis, 2011, pp. 51–59, 247–256). The large 
literature this work has generated has rather disguised, it seems to me, the important point that will 
is something which people in some societies attribute to persons on particular social occasions. 
Such attribution is not a matter for scientific psychology but a matter of the right use of language 
in appropriate social settings (Bennett & Hacker, 2003, pp. 224–231).
18 In much discussion of agency and free agency, there is a painful silence about the wealth of 
evidence that different societies categorize and classify actions (and even the human and animal 
boundary) in markedly different ways. It is simply wrong to imply that ‘all people’ have this or 
that particular view of agency. (E.g. introduction to Baer, Kaufman, & Baumeister, 2008, p. 3: 
‘In general, however, people implicitly assign a sense of agency and of free will, to themselves 
and others.’) For informative exploration of the riches and complexities of taking a comparative 
perspective, Lloyd, 2007, 2009.
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on will and will power was reshaped as advice and training in the techniques of 
self-management. When such psychological practices were at work in governance 
on a broad front, we can identify psychological society, a society in which there is a 
strong tendency to assign agency to individuals understood as psychological beings 
(Smith 2013b, Chap. 4). Rose was substantially concerned with the question where 
agency was ascribed—conscious that this linked the history of psychology to poli-
tics. His arguments, sociological in form, located agency not in individual selves 
or minds but in the practices themselves. ‘To account for the capacity to act one 
needs no theory of the subject prior to and resistant to that which would capture it—
such capacities for action emerge out of the specific regimes and technologies that 
machinate humans in diverse ways’ (Rose 1996/1998, pp. 186–187).19 There have 
been humanist critics who saw such analysis (which was linked both by Rose and 
by his critics with the work of Michel Foucault) as damaging notions of individual 
agency; but Rose argued that agency lay with the enhancement and availability of 
practices not with some imagined ‘internal’ reality (Rose 2007; Derkson 2011).20

The history of psychology is also a source of studies of the agency of individual 
subjects of psychological practices—the patients in Freud’s case studies, for in-
stance, or the participants in psychological experiments, some famous, like ‘Little 
Albert’ (Harris 1979, 2011) or like the students in Milgram’s research on obedi-
ence.21 These studies open up the politically and ethically significant topic of how 
in fact psychologists have themselves ascribed agency to the people with whom 
they interact, with what consequences, and what co-operation or opposition from 
participating subjects (or ‘patients’). This contributes to a critical, politically and 
ethically reflexive, psychology.

1.3  The Insanity Defence: Debate on Agency 
Exemplified?

In this section, I try briefly to provide a more precise historical case study of what 
debate about agency may mean in practice. Exemplary demonstration of a number 
of the points made in this essay is to be found, perhaps, in an area where statements 

19 ‘Machinate’, I think, is jargon for the way the body becomes part of instrumental systems.
20 It was an element of Derksen’s response to Gergen, 2010, to point out the instrumentality of psy-
chological practices (e.g. discipline, meditation, positive thinking) in increasing the range of a per-
son’s choice or agency—agency is, and is well known to be, variable. Foucault discussed power as 
the activity of everyday practices and of ordinary bodies, rather than as a function of the top-down 
organization of society, and it would seem to have been his view that we could identify agency 
in the life of these everyday practices—putting the lie to the view that he allowed no space for it.
21 Historical work on Freud’s case studies has proved to be an extremely critical tool in showing 
the mythology in Freud’s construction of psychoanalysis. See Borch-Jacobsen and Shamdasani, 
2012, Chap. 3. Historical work on ‘Little Albert’ and the obedience experiments has shown the im-
portance of the history of the institutionalization of ethical practices in the psychology profession.



20 R. Smith

with psychological (or psychiatric) content interact with legal decision making. I 
say, ‘perhaps’, because the question of agency in connection with the plea of insan-
ity in criminal cases (the focus of the debate here) has attracted a huge amount of 
comment, and comment has returned again and again to the issues as if the ground 
had not been gone over many times before. Clearly, the issues continued to be trou-
bling.

Western codified and common law criminal legal systems maintain that the es-
tablishment of guilt requires a demonstration both that a certain thing happened 
( actus reus) and that the accused party was an actor in the events with a certain 
capacity of mind ( mens rea).22 In everyday language, we might say that a finding of 
guilt requires a defendant to have been the agent of the relevant event.23 As a result, 
over the centuries, there has been debate about what makes a person a legal agent, 
and statements have centred on mental states and capacities. Legal writers have 
construed these states and capacities variously, sometimes as formal legal catego-
ries with no specific empirical referent, sometimes as empirically verifiable states 
of mind, intentionality, or social attribution. They have understood the discussion to 
be a matter for jurisprudence, not at base, a matter for psychology.

When physiological approaches to mind became common in the nineteenth cen-
tury, creating psychological medicine, proponents sometimes said that science had 
disproved the existence of free will (in individual cases or even in general) and, as a 
result, the administration of justice and punishment had to change. The same argu-
ment is occasionally heard now in the wake of the huge growth of research in the 
neurosciences. The argument was, and is, vitiated by at least two misapprehensions. 
First, statements that causes determine effects are not empirical conclusions of natu-
ral science but logical expressions of the form of knowledge established in natural 
science. All events, scientifically understood, have causes: finding the causes is the 
name of the game. This holds just as much for sociological or psychological as for 
physiological research. Second, it follows, free will is not a meaningful notion in 
natural science discourse (or in social science or psychological discourse under-
stood as a form of natural science) but, rather, belongs in philosophical, theological, 
moral, political, jurisprudential, and everyday psychological discourse (along with 
a good deal of applied psychology discourse as well). In these latter discourses, it 
is persons, not brains, or bodies, or even minds, to whom free agency is ascribed. 
In sum, new knowledge about the brain, however extensive, leaves the question of 
free will or free agency where it was before, since the brain is not the kind of thing 
that can be said to have free agency.

With the legal setting in mind, I think we can conclude that the large issue for 
debate is not free will versus determinism but the relationship between natural sci-
ence knowledge (including psychological knowledge that has the form of natural 

22 The literature is very large. I draw here on an earlier work on the history of the insanity defence: 
Smith, 1981, 1991. I related this to attribution research in Smith, 1985.
23 There are exceptions. For example, areas of consumer protection law impose strict liability on 
producers, which means that a defendant is responsible if a certain thing happens, whatever the 
defendant’s agency.
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science knowledge) and the kind of discourse that politics and jurisprudence—and 
everyday psychology and a lot of professional psychology too—articulate. Whether 
someone has agency in a political or juridical sense is a matter for debate within 
the languages and social practices of politics and jurisprudence. Of course, there 
has been and is a place in this for medicine, for psychology, and for social science. 
The role of these disciplines is to provide clear and accurate descriptions, in terms 
that doctors, psychologists, and social scientists agree (or try to agree) are the best 
within their respective fields, of the capacities and illnesses individual people do or 
do not have. Provided with such descriptions, courts, administrators, and ordinary 
people are then in the best position to judge whether or not a person (or indeed an 
institution) has the status that legal rules and custom identify as agency. The deci-
sion is not a matter of empirical proof, however much the rhetoric of justification 
may use empirical language, but of formal or informal rule following by using em-
pirical evidence. It is not the presence of illness in itself that leads to an acquittal in a 
criminal trial but the convention that a legal system may allow evidence of psychot-
ic illness to signify that a person does not have legal capacity (Morse 2004, 2007).

It is illuminating to draw a parallel with the legal standing of children. The age 
of a child is part of what makes a child the kind of person who can be said to have 
agency of the legally appropriate kind, or not. The law has to draw distinctions 
between ages when a child is and is not responsible in relevant ways. Different 
jurisdictions have different rules, and this is a matter of social morality and custom 
not of natural science knowledge. Everyday responses to what children do, operate 
with highly flexible and negotiable language about the relative agency of children. 
It is not the age of the child that makes the child free or not free but, rather, the social 
process of attributing free agency, a social process that takes the growing child to 
have changing degrees of agency.

A parallel kind of flexibility, allowing for at least some element of negotiation, 
has become characteristic of the legal administration of mental illness in criminal 
courts in the past century and a half or so. There are, for example, procedures for 
pre-trial determination of mental illness and unfitness to plead, there is in England, 
since 1957 (following Scottish example), the much used plea of diminished respon-
sibility, and there are possibilities for transferring defendants after trial between 
prison and hospital. All these add up, in principle, to a flexible social means for 
arbitrating the status of agent and of patient. (How flexible and just it is in practice 
is not now the point of argument.)

Full of enthusiasm for the advance of physiology, some Victorian medical 
witnesses in the courtroom made the naïve point that scientific progress, since it 
had made it possible to describe causal events in the body, enabled experts to say 
whether a defendant was constrained by illness to do what he or she did and hence 
to say whether he or she was responsible. Defence lawyers played a substantial 
part in trying to put such argument before juries (as they have done more recently, 
for example, in connection with compulsive eating disorders; Eigen 1995). Victo-
rian doctors, however, as they gained experience of giving evidence about insanity 
and faced hostility when they claimed that their knowledge proved legal incapac-
ity, came to understand the legal context in which they performed. On the occa-
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sions when Victorian doctors, citing progress in physiology, claimed that the courts 
should take much more notice of or even defer to scientific evidence about insanity, 
judges made two persuasive objections. The first was that if insanity were expli-
cable in causal terms and as a result of this, insane actions were not culpable, all 
human conduct would be similarly explicable and not culpable. The idea that no ac-
tion was culpable was dismissed. Indeed, few people have ever wanted to promote 
it; the Lombrosian school of criminology is a major exception.24 The second point 
was that the issue before the courts was whether the defendant, at the time of the 
crime, possessed a certain state of mind (under the M’Naghten rules that formalized 
the matter in1843, this concerned whether the defendant knew what he or she was 
doing at the time of the crime). While medical evidence about illness did indeed at 
times help the court decide reach a judgment, the establishment of the presence of 
illness, even psychotic illness, did not in itself require a finding of non-culpability. 
As medical witnesses began to understand and accept these points, doctors began 
to specialize in this kind of work and to acquire their own professional expertise. 
This was the beginning of the specialty of forensic psychiatry. A new profession, 
along with new administrative procedures, turned legal decisions about the insanity 
defence into a regular and ordered process.

A range of contingent factors affected the decisions actually taken. Over time, 
medical consensus about the existence of certain forms of psychosis usually led 
courts, where medical opinion agreed in diagnosing psychosis, to transfer the ac-
cused to hospital before the court hearing or to accept the insanity defence (or di-
minished responsibility). Because the courts tried to give understandable evidence 
for decisions, this could look as if they took the illness itself to be the deciding 
factor, though, formally speaking, it was not. Controversy lessened with time, espe-
cially, in Europe, with the ending of capital punishment, and with the introduction 
of the verdict of diminished responsibility, a verdict of guilt but guilt to a degree 
lessened by illness (or, we might say, by constraint). There have been legal parallels 
to this in laws which make allowance for provocation, self-defence, crimes of pas-
sion, or simply actions with unintended consequences (as in manslaughter charges).

Nevertheless, every so often an exceptional case, a case where there is a large 
and emotional public interest, leads to renewed comment about what is being de-
cided. When I first thought about the history of this area, the cases of Peter Sutcliffe 
(the English ‘Yorkshire ripper’ 1981) and of John Hinckley (the US would-be mur-
derer of President Regan, in 1982) did this. The Hinckley case, indeed, led to major 
changes in Federal and State law. More recently, there is the exceptional case of 
Anders Behring Breivik. In the media, and it would appear even in the court itself, 
the decision about reaching a verdict was put as a decision about the finding of 

24 Lombroso and his Italian followers campaigned for—but did not achieve—a root and branch 
replacement of the legal system by a system for the scientific determination of the type to which 
a person belongs, along with legislation to provide appropriate therapy/punishment for each type. 
See Gibson, 2006.
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mental illness.25 The court had the hugely symbolic role, as the institutional agent 
of Norwegian society as a collectivity, of deciding what to do in response to unprec-
edented violence aimed at the very principles of liberal community. The possibility 
of finding insanity had an important part in debate about what verdict would be 
socially and legally acceptable, but the court could not escape its socially assigned 
agency as the decision-making body. The decision was not only an empirical mat-
ter. Perhaps the awkwardness the court exhibited in its role points to why people 
keep commenting on the insanity defence: in the last analysis, there is no ‘right’ 
answer. In decisions that are not routine, there is always an element of ambiguity, 
the ambiguity of a social world in which people are compatibilists, building social 
relations on a language which mixes causes and intentions and in which social rela-
tions always raise the possibility of questions about responsibility. That is social life 
in conditions of liberal individualism.

All this lies in the background of the development of forensic psychology. A 
specialty so labelled developed in the past 50 years or so, though there was, in some 
jurisdictions (especially in the US), substantial interest in giving psychological evi-
dence a place in the courts early in the twentieth century. The sort of evidence that 
psychologists had to offer was often about individual capacities or differences in 
responsiveness to circumstances. For example, psychologists gave evidence about 
the degree to which witnesses might be considered reliable observers, and psy-
chologists presented evidence about whether there were direct causal links between 
watching pornographic violence and behaviour. Argument about such evidence did 
not directly discuss volition and causal determinism but rather sought persuasive, 
empirically grounded statements about the capacity, or psychological agency, of 
individuals. The evidence was specifically psychological and enriched description 
of what a person was thought to be able to do. It gave the courts more to go on in 
reaching decisions and in ensuring the public found decisions plausible. Some peo-
ple have thought that neuropsychology should greatly enhance psychology’s place 
in the assessment of agency. But that aspiration has been overtaken by a social and 
political shift away from concern with assessment of agency (based on knowledge 
about the past), to assessment of risk (based on predictive knowledge). The courts 
are now turning to neuroscience evidence in the hope that it will enhance their ca-
pacity to estimate risk and hence decide what to do with offenders.

Whatever the utilitarian and administrative arguments for a system of governance 
based on predictable outcomes and on calculations of risk, rather than governance 
based on retrospective ascription of agency, contemporary western societies by and 
large maintain psychological accounts of agency as part of a discourse on responsibil-
ity. Jurisprudence has not thrown out the mens rea requirement, and public opinion still 

25 There were two determinations, with different medical experts, of the mental health of the ac-
cused, and they reached opposite conclusions. The court, in its final judgment that the accused 
had been a responsible agent, appeared to rely on the empirical evidence that the accused was not 
mentally ill, or at least not mentally ill in a way and to the degree which exculpates. All the same, 
the court took a legal decision (also, inescapably, a highly political one) and in so doing used the 
medical evidence from the second hearing about the accused’s mental state to bring the decision 
within the scope of conventional procedure.
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wants punishment for offenders. Everyday psychology continues to be much interested 
in the psychological states thought to accompany responsibility, and courts are ex-
pected to, and do, reflect this. How far this discourse will diminish, remains to be seen.

1.4  Conclusion

There is a substantial body of psychological knowledge that has enriched and ren-
dered precise everyday discursive practices that continuously negotiate the attribu-
tion of agency to people. In psychological knowledge with an exclusively behav-
iourist or neuroscientific form, however, many people would judge the category of 
agency, as opposed to the category of cause, out of place. Agency is now commonly 
taken to be a psychosocial category and an attribute of people, or of selves, and, by 
analogy, institutions, and (logically) not something attributable to brains or bodies. 
The study of agency is the study of the way people assign, feel, and act on power 
in all its forms, from desire to governance, or to constraint on power, in their own 
lives and in the lives of others. The study of agency is hence also the study of how 
people attribute freedom, obligation, and responsibility. History clearly has a lot to 
say about this—all the more so as political, legal, and religious thought and practice 
developed the notion of the person as agent, and, analogously, of institutions as 
agencies, over many centuries, long before there was a specifically psychological 
notion of agency.

What I have just stated is muddied, however, by the fact that in earlier centuries 
‘agency’ denoted the powers or capacities of states of existence like souls, gods, and 
material substances. And this usage, in which one might substitute the word ‘cause’ 
(or ‘prime cause’) for ‘agent’, continues. Thus, it is not linguistically incorrect to 
describe neurons, pharmaceuticals, emotions, intelligence, the genes, or whatever as 
agents. Similarly, one might refer to the agency of the will or of positive thought. But 
clearly, something different is meant when we refer to a person’s agency, and there 
is a body of opinion that would like to restrict the notion of agency to people—to 
psychosocial agency. All the same, what I am analytically distinguishing as two 
conceptions of agency often enough are merged in practice. This is yet another of 
many examples of the way psychology, taken in all its variety, has a hand in both 
natural science and in everyday forms of understanding people, and in explanations 
in terms of material causes and in explanations in terms of intentions, language, and 
mental processes.

Psychological discussions of agency are embedded in a web of historically 
formed meanings and power relations. Consider the spiritualist séance. In Victo-
rian and Edwardian times, there was much debate about how to ascribe agency: to 
spirits, to hysterical women, to charlatans, to conjurors, to women seeking empow-
erment in a man’s world, to nervous reflexes or ideomotor action, to unconscious 
forces, to extrasensory perception, and so on.26 It certainly matters to examine what 

26 In general, Oppenheim, 1985; for the agency of women, Owen, 1990; and for the deep questions 
for psychologists who wish to know what was going on, Lamont, 2013.
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went on and what was said about what went on in terms of participants’ and ob-
servers’ understanding of agency. The appropriateness of understanding agency in 
psychological terms at all (for example, attributing it to unconscious forces) was 
itself an issue. The most dismissive male doctors were inclined to attribute causa-
tion to unstable and even degenerate female bodies. The most ardent devotees were 
unshakeable in their belief that agency rested with spirits. Worldly sceptics attrib-
uted agency to the desire of people to make money. When historians write about the 
events, they too exercise agency in choosing which story to tell. For historians of 
psychology, the prime story is the place such phenomena had in the emergence of 
twentieth-century theories of suggestive influence and of the unconscious. A femi-
nist might think differently.

As the history of the spiritualist séance suggests, the history of notions of psy-
chosocial agency is inseparable from the history of notions of the self. I have used 
this essay to focus on the notion of volition, rather than on the self, however, and 
then to use medicolegal discussion to open up a more specific account, relevant to 
agency, of relations between forms of knowledge and social practice. The history 
of agency, understood psychosocially, is a history of claims about what individual 
people could and could not do, and hence of claims about what people could and 
could not be held responsible for. As early forms of character assessment like physi-
ognomy and phrenology suggest, as fascination with hypnotic and séance states 
confirms, and as studies of late nineteenth-century and twentieth-century popular 
psychology bear witness, psychological work was intimately bound up with hopes 
and fears about what people could or could not do and how individual capacities 
could or could not change (Hayward 2014; Rose 1989/1999; Thomson 2006). The 
history of many modern psychological practices, or technologies, is a history of 
the modern culture of agency—in the work of therapy and counselling, and in the 
literature and training practices of self-help, memory improvement, acquisition of 
kills, bolstering of assertiveness, positive thinking, and so on. We may understand 
academic social psychology as having sought to give these practices a basis in sys-
tematic knowledge of interpersonal relations.

Earlier moral philosophers and psychologists, when they assigned agency to 
people, referred to theoretical entities like states of mind, intentions, volition, and 
free will, and more recently traits and personality. In the course of the twentieth 
century, recourse to such entities became a source of division among psycholo-
gists. There have been psychologists who decry such references—most recently 
and emphatically the eliminativist neuropsychologists who held that it was the task 
of science to translate everyday language about mind (disparagingly called ‘folk 
psychology’) into the language of neural events. Needless to say, there were many 
commentators, psychologists among them, who thought this completely wrong.27 
Moreover, many critics thought a non-eliminativist stance underpinned the ethical 
principle of respecting people’s agency.

27 The formal statement of the eliminativist argument was given in Churchland, 1981/1989. For 
reasons why everyday psychology is not to be eliminated, Kusch, 1999, part 3. For a fine statement 
of opposition to neural reductionism, Gergen, 2010.
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All this activity and debate is characteristic of psychological society. As a form 
of social order, such society has many proponents, both lay and professional, and 
many detractors. Evaluation often turns on the question of agency. Awareness that 
agency is a social status, a status ascribed according to rules regulating power, leads 
critics of psychological society to claim that psychological thought individualizes 
notions of power and thereby hides its true nature, which in the political worlds 
we have is a function of socially inequitable structures. By contrast, practicing 
psychologists—and we may include both those who claim knowledge or skill and 
those without formal qualifications who seek knowledge or skill—perform with the 
conviction that individuals can achieve meaningful agency. This exhibits a driving 
assumption of political individualism: meaningful power and meaningful change 
exist at the level of the individual. Nevertheless, there are critical psychologists, 
such as K. J. Gergen, who argue that only due recognition of the social constitution 
of individual agency will free psychological practice to contribute to rather than 
diminish individual human agency.28 Social psychologists, I think, have acknowl-
edged something along these lines, insofar as their research has turned towards the 
ways in which people understand, ascribe, and negotiate the terms of agency in 
social relations.

The discourse of specifically personal agency manifestly has high value in con-
temporary liberal democracies. Linguistic usage going back to earlier centuries, 
however, makes it possible to describe the body, the brain, the unconscious, the 
social environment, economic forces, or indeed spirits, God, and devils as agents. 
Thus, the question, where to assign agency, and to what, places psychology at the 
centre of social and political debate about the power of the individual.
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I would like to tackle the concept of agency in psychology from the particular per-
spective of the seventeenth-to-eighteenth-century scholar Giambattista Vico. Vico 
(1668–1744) was indeed a philosopher, rhetorician, historian, and jurist from the 
Kingdom of Naples, South Italy (Fig. 2.1), whose influence has been fundamental, 
though sometimes neglected, for the development of some ideas that became part 
of the legacy of social and cultural psychology. His opus magnum was The New 
Science (Vico 1948), subtitled in its third and final edition originally published in 
1744: “about the common nature of nations”. This work was the final leg of an 
intellectual journey, during which Vico tried to build an innovative project of “a 
rational civil theology of divine providence” (Vico 1948, p. 4). At that time, it was 
commonly understood that studying nature in order to admire and praise the work 
of God through its creation was a legitimate task of science. This natural theology 
argument enabled the full deployment of natural sciences, but also created a divide 
between studying nature and human beings. Natural laws were indeed subject only 
to the will of God, and these manifestations were readable because they were writ-
ten in the language of mathematics, like Galilei stated (Galilei 1960). But the laws 
governing human actions were a different matter. Between human beings and God, 
there were two relevant open issues: the original sin and the free will.

As Smith (Chap. 1, this volume) argues, accounting for the reasons of human 
behavior was a realm of metaphysics. Human beings are not mechanically obeying 
to the laws of nature, they are rather likely to violate them, for the good or for the 
bad, and the need for accounting for the violation was the reason for the birth of 
psychology, as part of the metaphysics, precisely.

Giambattista Vico aimed at developing an original and all-embracing solution to 
the problem of explaining the relationship between human mind, civilization, and 
divine design. His answer was to develop a whole philosophical system that has 
been one of the grounds for the development of social and cultural psychology, as I 
will argue in the following sections. The reason for Vico’s new way of understand-
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ing the relationship between mind and culture being extremely innovative at that 
time is that he conceptualized the complex process of co-development of mankind 
as historically situated, language based, and activity based. The originality of Vico 
was that of making the products of human activity based on language—such as art, 
law, myths, religion, etc.—an acceptable object of science (Burke 1985). All human 
products of social and practical life in general that could be referred to the domain 
of language were expelled from scientific discourse by Cartesianism (Berlin 1974), 
to the extent that they could not be understood and represented in mathematical 
terms. Cartesianism indeed rejected all the forms of knowledge related to the use of 
language, such as rhetoric, as mere forms of presentation and orientation of beliefs. 
Vico instead “hoped to find almost a compendium of that inductive method which 
he attempted to ‘transfer from natural things to human and civil things’” (de Mas 
and Houck 1971, p. 90). The general principles of his view are

(a) that human nature and society are not fixed or stationary, but rather are in a state of contin-
uous change; (b) that the changes occur in evolutionary cycles influenced by human events; 
(c) that despite epistemological limitations, it is scientifically possible to investigate social 
behavior across eras in order to reveal events that influence the recursive evolution of society, 
as well as the genesis of theories of human behavior and society. (Rosnow 1978, p. 1322)

2.1  The New Science

The intellectual project that Vico pursued all his life was that of accounting for the 
whole history of human development of civilization as well as to the full range 
of human products, arts, law, customs, language, institutions, etc. This scientific 

Fig. 2.1  The statue of Vico 
in the center of Naples
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enterprise was possible because the object of the “new science” is made by the hu-
mans themselves. “Now, as geometry, when it constructs the world of quantity out 
of its elements, or contemplates that world, is creating it for itself, just so does our 
Science, but with a reality greater by just so much as the institutions having to do 
with human affairs are more real than points, lines, surfaces, and figures are” (Vico 
1948, pp. 104–105). From the metaphysical point of view, instead, Vico aimed at 
reconciling the immanent role of divine providence with the historical development 
of civilization and the richness of human psychology. Therefore, he developed an 
anthropological metaphysics, whose units of analysis were the complex products of 
human ingegno rather than the atomistic and self-referential concept of Descartes. 
“Vico’s active epistemology presupposes an internal relationship between creators 
(that is, God and man), creation, and knowledge. He who has created something 
can know what he has created. God created the ‘world of nature’ and therefore He 
alone can truly know this world; man, on the other hand, created and knows the 
two ‘worlds’ of ‘quantity’ and of ‘nations’” (Tristam 1983, p. 148). Thus, a central 
role is played by human agency, whose distinctive characteristics are will and intel-
lect. Will is “the property of human nature which not even God can take from man 
without destroying him” (Vico 1948, p. 109)—that is the foundation for his active 
production of his own world:

This authority is the free use of the will, the intellect on the other hand being a passive 
power subject to truth. For from this first point of all human things, men began to exercise 
the freedom of the human will to hold in check the motions of the body, either to subdue 
them entirely or to give them better direction (this being the impulse proper to free agents, 
as we have said above in the Method). (Vico 1948, p. 109)

Vico introduces a fundamental difference in philosophical anthropology. In fact, 
he conceptualizes the history of civilization as progressive development of the re-
lationship between will and intellect, with the latter taking over the former. Almost 
in a Vygotskian way, Vico argues that the distinctive feature of human nature has 
been the capability of creating products of civilization—namely divinity worship, 
marriage, and burials—as self-regulatory systems that were able to act “on the bes-
tial passions” of primitive men and “transformed them into human passions” (Vico 
1948, p. 90). The study of this historical and psychological collective process forms 
a specific object, for which “this Science must therefore be a rational civil theology 
of divine providence” (Vico 1948, p. 90). The role of divine providence is in fact 
that of guiding, setting the conditions for the survival of the human race. Beyond 
that, civilization follows its own multiple pathways, generating the “world of na-
tions in all the extent of its places, times and varieties” (Vico 1948, p. 92). Through 
this innovative conceptual operation, Vico carved out a specific space for a science 
of human activity that became autonomous with respect to both theology and natu-
ral philosophy:

Our Science is therefore a history of human ideas, on which it seems the metaphysics of 
the human mind must proceed. This queen of the sciences, by the axiom that the sciences 
must begin where their subject matters began took its start when the first men began to 
think humanly, and not when the philosophers began to reflect on human ideas. (Vico 1948, 
p. 92)
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2.2  Homo Faber

The metaphysical view about human agency that Vico outlines constitutes the 
framework for his anthropological and psychological concept of agency. “Vico 
finds the underlying basis of this pattern in a metaphysics of the human mind” 
(Pompa 2002, p. xxvi). The principles of this view of agency are (a) that human 
beings are essentially imaginative and poietic creatures, (b) the interdependence of 
empirical and rational, (c) the historical and collective dimension of human behav-
ior, and (d) the central role of language in creating human reality. I argue that these 
principles will be elaborated by several scholars in the eighteenth century, leading 
to the development of social and cultural psychology.

2.2.1  Imaginative Function

The first point concerns Vico’s theory of human psyche. In fact, he found the dis-
tinctive characteristic of human psyche in its capability of imagination. With a 
hazardous anachronism, I would say that imagination in Vico is what we call to-
day symbolic capability. In his own words, indeed, imagination “is nothing but the 
springing up again of reminiscences, and ingenuity or invention is nothing but the 
working over of what is remembered” (Vico 1948, p. 236). It is a progressive dis-
tancing from the senses through the creation of images that allows the construction 
of abstract concepts. Imaginative capability is based on three fundamental functions 
of the mind: fantasia, the capability to imitate and change; ingegno, the capability 
to create correspondence between things; and memoria, the capability to remember. 
Nevertheless, there is a fundamental anthropological difference between primitive 
men, who own these capabilities as a result of the divine providence farsightedness, 
and contemporary human beings. In fact, in the course of historical civilization, 
humans also develop the function of rational thinking:

Now, since the human mind at the time we are considering had not been refined by any art 
of writing nor spiritualized by any practice of reckoning or reasoning, and had not devel-
oped its powers of abstraction by the many abstract terms in which languages now abound, 
as we said above in the Method, it exercised all its force in these three excellent faculties 
which came to it from the body. All three appertain to the primary operation of the mind 
whose regulating art is topics, just as the regulating art of the second operation of the mind 
is criticism; and as the latter is the art of judging, so the former is the art of inventing, as 
has been said above in the last Corollaries of the Poetic Logic. And since naturally the dis-
covery or invention of things comes before criticism of them, it was fitting that the infancy 
of the world should concern itself with the first operation of the human mind, for the world 
then had need of all inventions for the necessities and utilities of life, all of which had been 
provided before the philosophers appeared (Vico 1948, p. 236).

In this sense, primitive and modern minds are incommensurable, thought the imagi-
native capability has not disappeared but became a legacy of mankind that has been 
educated, but also weakened, by the development of rational thinking in the history 
of civilization. Thus, we cannot have full access to the mind of primitive peoples, 
but indirectly through the study of the products of their mind, mainly language, 
myths, and art.
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2.2.2  Empirical and Rational

Following Francis Bacon, Giambattista Vico always considers the theoretical and 
practical dimensions of knowledge in relationship. Knowledge is made of under-
standing things as they came to be as they are at present. As human cognition is 
limited in his capability to know the real world, only God has the full understand-
ing of phenomena and their causes, as He made them and knows the whole history. 
“But this contrast also implies a parallel. God knows ( cognoscit) because he cre-
ates and disposes; man knows ( novit) because he makes and composes. The active 
component of human knowing is the key to man’s participation in the divine form 
of cognition, intelligere” (Barnouw 1980, p. 616). Since the origins of civilization, 
indeed, knowledge has been related to action, or making, to the extent that the pri-
mary requirement of any form of knowledge was the survival of the individuals and 
their kin in the wild nature. Vico calls this dawning of civilization the poetic age, 
understanding poetic in the twofold sense of its Greek etymology “Poïesis” (An-
cient Greek: ποίησις), deriving from the verb ποιέω, which means “to make,” and 
of the imaginative work of poetry, which was the first form of structured linguistic 
knowledge of ancient civilizations.

Vico’s theory of knowledge was first formulated in his 1710 work The Most 
Ancient Wisdom of the Italians (Vico 1988), and fully developed in The New Sci-
ence. In the former, he stated that, in ancient Latin, the words verum (the true) and 
factum (the created) were interchangeable. The two words had similar meanings 
which Vico understands as “to know” and “to make.” Thus, the knowledge has its 
object in the products of human activity, at least the form of knowledge that can 
be attained by human beings. As “science consists in a knowledge of the genesis 
of things” (Vico 1988, p. 248), the only object whose origins are knowable is the 
product of human activity itself. There are indeed different kinds of truth: (a) the 
“truth” ( verum), which only pertains to God; (b) the “common sense” ( verum cer-
tum) which is the practical knowledge and belief achieved through practices and 
consent; and (c) the “truth through making” ( verum factum), which is the scientific 
knowledge about all the products of human activity.

We are now know all the elements of the complex theory of knowledge elabo-
rated by Vico (Fig. 2.2).

Knowledge originates from the faculty of sense, which at psychological level 
corresponds to the elaboration of perception. This first material, which is elaborated 
at the pragmatic level of language, constitutes the experiential fuel for the mind’s 
faculties of fantasia, ingegno, and memoria:

The human mind is naturally inclined by the senses to see itself externally in the body, and 
only with great difficulty does it come to attend to itself by means of reflection. This axiom 
gives us the universal principle of etymology in all languages: words are carried over from 
bodies and from the properties of bodies to express the things of the mind and spirit. (Vico 
1948, p. 70)

The mental activity of connecting, recollecting, and elaborating experiences is pro-
gressively crystallized in language. Primarily, it takes the form of metaphor, which, 
according to Vico, is an elliptical and condensate mythical image. Metaphor is also 
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the primary form in which knowledge circulates among collectivities. It does not 
require analytical skills, as its linguistic and iconic form allows an immediate and 
total apprehension of its meaning. For instance, when we say “motherland,” there 
is no need for exploding the full sense of the word because the affective, histori-
cal, and experiential meaning of the metaphor is immediately graspable by anyone, 
producing a quite predictable effect in any listener, no matter which nation he/she 
belongs to:

Men at first feel without observing, then they observe with a troubled and agitated spirit, 
finally they reflect with a clear mind. This axiom is the principle of the poetic sentences, 
which are formed with senses of passions and affections, in contrast with philosophic sen-
tences, which are formed by reflection and reasoning. The more the latter rise toward uni-
versals, the closer they approach the truth; the more the former take hold of particulars, the 
more certain they become. (Vico 1948, pp. 67–68)

But this elaboration is made possible by the framing of the culture that provides 
not only a repertoire of metaphoric images but also the guide for the anticipation 
of judgment about new experiences: this is the fundamental idea of common sense:

Human choice, by its nature most uncertain, is made certain and determined by the com-
mon sense of men with respect to human needs or utilities, which are the two origins of the 
natural law of nations. (…). Common sense is judgment without reflection, shared by an 
entire class, an entire people, an entire nation, or the whole human race. (Vico 1948, p. 57)

It is only through this complex process of elaboration and progressive abstraction 
that human beings can attain a level of rational reflection. Nevertheless, Vico is very 
clear in stating that logical reasoning, even though is the highest form of mental 
activity, is firmly grounded on the other faculties:

That is, the human mind does not understand anything of which it has had no previous 
impression (which our modern metaphysicians call ‘occasion’) from the senses. Now the 
mind uses the intellect when, from something it senses, it gathers something which does 
not fall under the senses; and this is the proper meaning of the Latin verb intelligere. (Vico 
1948, p. 98)

Fig. 2.2  Elements in the 
production and assessment of 
knowledge in Vico. (Tristam 
1988, p. 360)
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2.2.3  Historical and Collective Dimensions

The theory of agency elaborated by Vico is based on the idea that primitive human 
nature was moved by a survival instinct for the preservation of the kin. Progres-
sively, during the conglomeration of primitive families, “must have sprung the im-
pulse ( conato) proper to the human will, to hold in check the motions impressed on 
the mind by the body, so as either to quiet them altogether, as becomes the sage, or 
at least to direct them to better use, as becomes the civil man” (Vico 1948, p. 90). 
Thus, Vico identifies a third type of agency beside divine providence and indi-
vidual agency. There is a form of collective agency, whose expression is common 
sense, that is oriented toward the construction of social organizations that crystal-
lize around the three primordial poetic institutions: worship, marriage, and burials. 
These forms of collective organization are directly based on the mind’s psychologi-
cal functions, that is why they are common to all the historical forms of civilization. 
But at the same time, they produced a wide variety of historically and geographi-
cally situated variations, according to the concrete conditions in which they devel-
oped. “Whenever the time and fashion is thus and so, such and not otherwise are the 
things that come into being” (Vico 1948, p. 58).

The impulse ( conato) to form collective organizations is the link between the 
will of individual agents and the formation of collective bodies. According to Vico, 
these organizations followed general laws of historical development and modes of 
thought. The first stage, called the age of gods, was characterized by the poetic 
logic, in which an undifferentiated fear of natural phenomena led to the creation 
of anthropomorphic divinities as explanation. The first universal poetic character 
was Jupiter, as a personification of the thunder. Once this image is created as a 
form of explanation, it becomes a shared category on which primitive collective 
nomad groups self-regulate their mutual behavior. The second stage, the age of 
heroes, is characterized by the stabilization of collective groups in a given territory, 
in which some prominent families take control in the form of oligarchies. They ag-
gregate larger groups of people to whom they offer protection and safety as rulers 
in change of subjection. The cultural forms that characterize this period are those 
of semi-divine heroes that emerge as intermediate figures between the divinity and 
the laymen. At this stage, the typical poetic universal character is that of Hercules. 
Finally, in a third stage, the people that were formerly subjugated take the initiative 
of demanding for the political power and the equal rights over the oligarchy. This is 
the stage in which the poetic forms of culture are overcome by a more prosaic and 
vulgar form of language, which is typical of the democracies. In this process, the 
collective agency is progressively moving from an external and hyperuranic agent 
to collectives of people. At the same time, the role of imaginative and poetic think-
ing is decreasing while the reasoning mode of thought is emerging.

This account of the development of collective agency, directly related to the 
development of different modes of thought and different linguistic forms, will con-
stitute one of the theoretical grounds for the social and cultural psychology that will 
be born a century later.
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2.2.4  Language

Another fundamental topic of Vico’s new science is the relationship between lan-
guage, culture, and mind. Language, thought, and civilization are strictly related. 
Even though Vico does not overlap language with alphabetic languages, he un-
derstands language as a wider symbolic capability that originates from mute and 
bodily communication. Thus, language includes images, hieroglyphics—that is 
iconic writing—and finally, alphabetic writing. Vico states that psychosocial pro-
cesses are crystallized in language, which is the vehicle of cultural continuity. It is 
also the primary object of investigation for an historical and developmental science 
of civilization:

Vulgar traditions must have had public grounds of truth, by virtue of which they came into 
being and were preserved by entire peoples over long periods of time. It will be another 
great labor of this Science to recover these grounds of truth which, in the passage of years 
and the changes in languages and customs, has come down to us enveloped in falsehood. 
(Vico 1948, p. 58)

Thus, language study, or philology, is the only scientific tool we have to investigate 
the mind of ancients. The study of metaphors is, for instance, an example of how 
we can reconstruct the psychological processes that led to the creation of common 
sense concepts (Danesi 1995).

Language has also fundamental cognitive, ethical, and social functions in the de-
velopment of civilizations. As a professor of eloquence at the University of Naples, 
Vico was perfectly aware of the pragmatic and creative role of language. Follow-
ing again Bacon, Vico develops the idea that language is important not only as an 
analytical tool but also as a heuristic tool for “the invention of arguments designed 
to investigate the matter at hand” (Perkinson 1962, p. 35). The cognitive function 
of language is then to operate as a tool of critica—that is, after Descartes, the func-
tion of rigorous analysis of knowledge in order to seek the truth but also as a tool 
for topica—that is the development of arguments that “function to uncover new 
knowledge pertinent to the question in hand” (Perkinson 1962, p. 35). For Vico, 
language has then an inherent abductive power, as in the case of metaphor, which 
is fundamental for the advancement of knowledge. “Today, critica exclusively is 
cultivated: topica, far from being placed first in order, is completely forced out. And 
this is wrong, since, as the invention of arguments precedes by nature the evaluation 
of truth, so topica should precede critica” (Vico 1965, p. 178).

The ethical and social function is related to the agency of the individual operat-
ing in the collectivity. In his work, “De nostri temporibus studiorum ratione” (On 
the methods of study of our times; Vico 1965), originally published in 1708, Vico 
outlines his theory of the specificity of human sciences, polemizing with Cartesian-
ism-based mainstream approach. Vico claims that human thought is based on sever-
al dimensions, not just on logical and rational thought, the critica. This implies that 
an education, which is only aimed at developing this function, will grow students 
that are not able to play an active and constructive role and lead in civil society. 
“Those who have been taught only critica are unable to share with or to teach to the 
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rest of the community whatever new truths they might obtain. This is because those 
who are not exercised in topica ‘never have the experience of immediately seeing 
whatever persuasive is implicit in every cause’” (Perkinson 1962, p. 37).

Vico’s conception of language as a fundamental object of study, to the extent that 
it embodies the system of knowledge, beliefs, ethics, and history of each civiliza-
tion, was a fundamental turn in the history of human sciences. Indeed, it opens the 
possibility of considering the products of art, mythology, and folklore as relevant 
topics for understanding the modes of thought of a specific culture. This had a 
direct influence on the development of folklore studies in Romanticism and later 
on the development of anthropology and folk psychology (Berlin 1976; Danesi 
1995; Leach 1976; Diamond 1977). The principles of Vico’s human science, using 
again with an educated anachronism, can be summarized in the idea that mind and 
civilization are co-constitutive. Human beings are active agents creating their own 
world. The modes of thought are framed within the forms of civilization that they 
have contributed to create through collective action under specific historical condi-
tions. The modes of thought and the forms of civilization are connected by language 
and products of art, who register the development of both. Finally, both modes of 
thought and forms of civilization follow general laws of historical development that 
can be studied with a specific method.

2.3  Cattaneo, Wundt, and the Origins of Social 
Psychology

It is not worth here trying to reconstruct historically and philologically the direct 
influence of Vico’s ideas on psychological sciences. This should be the object of a 
specific work that I eagerly look forward to see. Such influence is often under track 
or even neglected and it deserves an appreciation. I would instead try to discuss 
how the visionary ideas of Vico at that time anticipated the thought of social and 
cultural psychology a century later. In particular, I will focus on two scholars: Carlo 
Cattaneo and Wilhelm Wundt. The former is important for being the one creat-
ing the term “social psychology” as we today understand it (Tateo and Iannaccone 
2011), the latter for being conventionally acknowledged as the founder of scientific 
psychology.

Carlo Cattaneo was a nineteenth-century Italian philosopher and politician who 
explicitly draw inspiration from Vico in discussing the development of culture in 
relation to psychological processes. He focused on the dynamics of continuity and 
change in society, in that he identified in both endogenous social interactions within 
a culture and the exogenous interaction between different cultures that assure the 
creation of new ideas through the contribution of associated minds (Cattaneo 2000). 
Discussing the development of civilization, similar to the one that will be later pre-
sented by Wundt (1952), Cattaneo argued that primitive men could only develop 
individual and limited experience of his world. The spring of civilization and cul-
ture activated a process of social construction of knowledge that led to more articu-
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lated understandings of the reality, even those that were not directly accessible to 
the individual experience. Like Vico, Cattaneo understood the mutual evolution of 
individual mind and culture as a progressive expansion of the sphere of knowledge 
through the artifacts that were collectively constructed, accumulated, and transmit-
ted in everyday human activity. The construction of new knowledge occurs by the 
process of “antithesis” (Cattaneo 2000, p. 77). Collective life is indeed the context 
into which individuals confront their points of view and their opposite ideas. Such 
confrontation generates a positive conflict allowing the improvement of knowledge 
and by the development of the cultural and material tools—language, technology, 
means of transport, weapons, memory supports, etc.—allowing to widen the hori-
zons of experience triggering the development of new modes of thought and new 
activities. Cattaneo claimed that the study of the relationship between mind and cul-
ture should be the object of a specific science, that he first called psicologia sociale 
(social psychology; Cattaneo 1964).

According to Cattaneo, the developmental process of culture can be generated 
by two different mechanisms. The first is the appearance of the “genius,” in Vico’s 
sense: individuals capable to turn the experience of the world into discovery. The 
new ideas are elaborated within the society and become collective. The second 
mechanism is the collective praxis of “the common people, unaware of academic 
debates but confident in their capacities and aspirations for better life prospects (…) 
posing anew, and agitating to resolve, fundamental issues in organized existence” 
(Sabetti 2006, p. 10). Cattaneo defines these everyday actors of the cultural devel-
opment as “obscure Socrates” (1960, p. 281). Cattaneo draws on Vico’s anthro-
pological philosophy of human agency based on the relationship between “being, 
becoming and acting” (Sabetti 2006, p. 15). The relationship between individuals 
and society is again co-constitutive: “society not only sees thing, but also makes 
things” (Cattaneo 2000, p. 84, original bold).

Cattaneo also stresses the relationship between individual and collective mem-
ory, that already Vico discussed as a fundamental tie between individual develop-
ment and history of civilization. The work of associated minds allows the creation 
of trans-generational ties and feelings of common belonging which constitutes the 
cultural unity. “Society is in possession of all the aids of the artificial memory” (Cat-
taneo 2000, p. 111)—texts, monuments, images, national symbols, etc.—enabling 
to overcome the limits of the individual memory and to create a continuity between 
generations and a cumulative knowledge through the “collective memory, which is 
the contribution of all the individual memories” (Cattaneo 2000, p. 113). A similar 
idea is developed by Wundt who considers the collective representations “mental 
products which are created by a community of human life and are, therefore, in-
explicable in terms merely of individual consciousness, since they presuppose the 
reciprocal action of many” (Wundt 1916, p. 3). In the middle of the nineteenth cen-
tury, a new way of understanding the relationship between mind and culture: “Vico 
and later Wundt’s demands to turn to culture (myths, language and traditions) and 
history if fact put modern, nomothetic psychology into a quandary, which Boesch 
(1971) formulated nicely when he said ‘It is the dilemma of psychology that it deals 
with an object that creates history’ (p. 9)” (Eckenseberger 2011, p. 416).
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Wundt’s account of the development of civilization is very close to Vico and Cat-
taneo. The three scholars totally agree on the fundamental role of the symbolic forms 
in the relationship between mind and culture. For Wundt, the products of culture as-
sume above all the form of the alphabetic writing. Starting from the requirements 
of trade and lawmaking, the system of writing was developed with the purpose of 
sharing laws and recording economic exchanges. “In this wise, the material aspects 
of the world culture exerted an influence upon the mental aspects, whose direct 
expressions are speech and writing” (Wundt 1916, p. 486). The dialectic between 
mind and culture is a historical process based on collective activities, related to the 
specific material conditions of a civilization in a particular moment of its develop-
ment. Also, Wundt realized that the study of the relationship between individual and 
collective action and between mind and civilization would require specific theories 
and methods, which he called Völkerpsychologie. It is not the case that Wundt’s plan 
of his ten-volume work contains all the topics that Vico covered in his New Science: 
Language, Art, Myth and Religion, Society, Right, Culture in History.

2.4  Conclusions

In this chapter, I have presented an overview of the original contribution of Giam-
battista Vico to the study of the relationship between mind and culture. His theory 
also includes an innovative concept of the relationship between individual and col-
lective agency. His innovative ideas originated a new way of looking at mind–cul-
ture relationships, at the role of symbolic forms and at the relationship between 
experience and language, that inspired not only social and cultural psychology but 
also pragmatism (Fisch 1969), cognitive sciences (Danesi 1995), and hermeneutics 
(Schaeffer 1987). Vico’s intuition was that human phenomena are specific and his-
torically situated, requiring a new theory and method to be understood. This idea is 
based on his philosophical anthropology and his theory of individual and collective 
agency, which he tried to organize in a specific branch of knowledge that he proudly 
called “New Science.” After a century, Cattaneo’s “social psychology” and Wundt’s 
“Völkerpsychologie” seem to share his idea that human beings are essentially social 
and “symbolic” creatures, inclined to create his own social environment. Vico’s 
intuition was to understand the relationship between mind and culture in terms of 
the interweaving between individual and collective agency. Forerunning the de-
velopment of modern social sciences, Vico looked at the “pervasive pattern which 
characterizes all the activities of any given society: a common style reflected in the 
thought, the arts, the social institutions, the language, the way of life and action, of 
an entire society” (Berlin 1976, p. xvii). Such environment created along the phylo-
genetic development determines in return the features of the individual psychologi-
cal processes. In Cattaneo’s own words: “The most social act of men is thinking” 
(2000, p. 89). Both Cattaneo and Wundt draw on the idea that this historical process 
must be studied with specific approaches that observe the most elaborated products 
of human activities, such as technology, arts, language. Vico introduced the idea that
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this succession is intelligible, and not merely causal, since the relationship of one phase of 
a culture or historical development to another is not that of mechanical cause and effect, 
but, being due to the purposive activity of men, designed to satisfy needs, desires, ambi-
tions (the very realization of which generates new needs, desires, ambitions), is intelligible 
to those who possess a sufficient degree of self-awareness, and occurs in an order which 
is neither fortuitous nor mechanically determined, but flows from elements and forms of 
life, explicable solely in terms of human goal-directed activity (Berlin 1976, pp. xvii-xviii).
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Theoretical psychology needs to take the task of creating new theories seriously, and 
knowing history makes this possible. In the currently prevailing ethos of empiricism, 
history has become treated in psychology as if it is only a depository of lost and no 
longer useful traditions. The prevailing tradition—US undergraduate teaching-ori-
ented habit of organizing history of the discipline into a “history and systems” classi-
fication of various “schools”—has organized our understanding of the history of the 
development of basic ideas in ways that make seeing their dialogical nature difficult 
(Valsiner 2012). The “systems”—labeled by some core notion (e.g. “behaviorism” 
or “cognitivism”)—become employed as signs of mutually opposed “camps” in the 
fights for science. The continuity of theoretical concepts across the “systems” be-
comes secondary to the primary focus on the oppositions between them.

The heritage of Giambattista Vico (Tateo 2015) is a good example of how clas-
sification of key doers of psychology of the past leads the further development of key 
ideas astray. His “new science” can be hailed as the very root of the “sociocultural 
paradigm” in psychology, but knowing that does not allow us to understand the po-
tential of his ideas for building indeed a “new psychology”on the basis of the social 
nature of human beings. Likewise, our understanding of agency in psychology has 
been limited by failing to consider a person as a whole—and opt for dividing the 
psyche into various mental or bodily separate states. Yet—as Smith (2015) emphasiz-
es here—agency is the main characteristic of persons and needs to be studied as such.

3.1  History of Psychology is the Tool for the Future 
of Theory Building

What would be the forward-oriented role of history of psychology as a tool for 
development of the discipline? It is a tool of reflexivity—focused on the past, but 
oriented to the future. A careful analysis of a theme important in the past—yet 
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abandoned by the epistemic markets due to their fluctuations—is to inform the fu-
ture reconstruction of the discipline. For example, at our present time we face the 
need for reconstructing the introspective method as the core of human psychologi-
cal research methodology. It had been eradicated from psychology under the attack 
of ideologies (the “behaviorist avalanche”), limits of the method itself (how to deal 
with the “imageless thought”) and social macroprocesses of both world wars in 
the twentieth century and their corresponding refocusing of the social on socially 
massive phenomena—crowds in revolutions and wars, evaluation of persons within 
“mass ornaments” of armies, job candidates, or employees. Yet, it is needed again, 
over a century later—the focus on agency cannot be built without it. The study of 
agency needs a fresh methodological start.

3.2  Where Agency Begins

In analogy with the biological notion of “stem cells,” we can posit the existence 
of the most basic ideas of the self-reflexivity of human beings: I→AM, I→WILL, 
I→NEED, I→WANT. In terms of their relations, we can set up the basic structure 
of their relationships (Fig. 3.1)

Psychology has historically concentrated on the I→AM part under the disguise 
THEY→ARE. The researcher has been likely to be left out of the study of the 
psyche, in favour of the study of some others (“THEY” = “subjects” or “research 
participants”—Bibace et al. 2009). The agency of the researcher him-/herself is tra-
ditionally downplayed—even if it is actually the central trigger of all data through 
the construction of any method of investigation. The goal of the researcher is to 
make sense of him-/herself (I→AM), yet the evidence through which such under-
standing can be reached is alien to him or her (plural: THEY→ARE is turned into 
generic singular SHE/HE→IS, yet maintaining the distance from I→AM). Agency 
cannot be successfully introduced into scientific psychology unless the sequence 
of helical transition {I→AM → THEY→ARE → I→AM} becomes exemplified. 
The researcher is the creator of knowledge through his or her own existential expe-
riencing, even if the latter is for methodological purposes delegated to some others 
(“research participants”). The primary participant in the research is the researcher 
himself/herself.

Fig. 3.1  Basic ideas for being 
a human being
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3.3  Agency is a Temporally Located Concept

Even if the I→AM connection is specified, the focus on agency is still not complete. 
It takes the analysis of all parts of the structure in Fig. 3.1, with the highest level of 
the hierarchy (I→WILL) being crucial. Agency involves the active move towards 
the unknown future, based on one’s needs and desires. Yet, each and every manifes-
tation of agency is bound to the always unspecified PRESENT in the irreversibility 
of time that flows from PAST to FUTURE. Any moment of I→WILL cuts across 
that imaginary border of the PRESENT—precisely at the location of the connector 
(→):

I [→ the border of PAST and FUTURE which is the PRESENT →] WILL.

Thus, the question of agency acquires its presence in time, and therefore becomes 
the link of human beings with themselves in development. By adopting the theo-
retical centrality of agency, psychological theory construction becomes necessarily 
based on the general notion of inherent intentionality that was suggested by Franz 
Brentano. Yet, Brentano failed to see the severe theoretical constraints that time sets 
upon agency. Psychology, in general, needs to become developmental in its core so 
that it can accept the central role of agency.

3.4  What Renewed Focus on Agency Might Accomplish

A renewed focus on agency can perhaps bring psychology out of its current stale-
mate, well described by Steinar Kvale:

Psychology entered the twentieth century as a promising young science, with new experi-
mental laboratories being established and Freud’s Interpretation of Dreams instigating a 
new psychological culture. At the start of the twenty-first century, however, the science of 
psychology appears in a puzzling state, somehow empty of radically new insights into the 
human situation (Kvale 2003, pp. 597–598).

The focus on agency gives psychology a chance, and theoretical innovation needs to 
precede empirical practices in this major reconstruction effort. History of psychol-
ogy gives us a lead for it.
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Understanding agency begins with the recognition that agency typically consists 
of multiple elements, such as the generation of intent, identification of contex-
tual salience, recall of relevant memories, evaluation of choice options and their 
anticipated consequences, decision making, planning, implementing the action, 
and real-time monitoring and adjustment of the implementation. These elements 
of agency can be understood either from the perspective of neuroscience or phi-
losophy. Traditionally, the most commonly described perspective seems to be that 
of philosophy, and there is abundant scholarly literature in that arena, which is 
reviewed in another chapter in this volume. The need for a more neuroscientific 
perspective seems evident. This chapter is an attempted response to that need.

The neurobiology of agency has typically focused on details of movement control: 
interactions of the basal ganglia, motor cortex, and cerebellum in generating and con-
trolling movements. There is a conspicuous need for continuous updating of our under-
standing of such operations, but space limitations prevent such consideration here. In 
this overview, at the behest of the editor, I choose to explore axioms and propositions 
that might help explain the state of agency and guide future research. That is, I explore 
the state of agency in terms of what it is, how it is initiated, its neural correlates, and 
the differences between unconscious and conscious agency. Finally, I try to identify 
promising areas of research and suggest appropriate strategies and tactics.

4.1  Neural Basis of Agency

The concept of agency is fundamental to the existence of each individual operating 
in an environment that requires the individual to engage. Agency is not limited to 
consciousness or to humans, but occurs even in primitive animal species. It is, by 
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operational definition, applicable to whole-animal nervous systems. A spinal reflex, 
for example, might not be considered an expression of agency because it arises from 
local circuitry and is not necessarily engaged with the whole nervous system.

Colloquially, agency is considered in terms of what we do and fail to do, as 
I have summarized elsewhere (Klemm (2013). Yet, the topic is seldom discussed 
explicitly in scholarly works, and I have yet to find the word “agency” in any index 
of a textbook of neuroscience. Though the implicit meaning of the word is to act in 
the world, the behavioral expression of agency results from mechanisms that enable 
or promote it, as well as those that suppress it. Much of my own research has been 
devoted to brainstem-activating functions that enable agency (Klemm (1990) and 
to behavioral arrest functions that restrict agency (Klemm (2001). Now, I relish the 
opportunity, albeit with trepidation, to reflect on agency itself.

You could define agency as any animal action that arises out of its nervous sys-
tem. It is instructive to consider at least in passing the evolutionary aspects of ner-
vous systems. Consider simple jellyfish. They have no brain, but they do have a net 
of neurons that spontaneously discharge to propel the animal through seawater like 
an umbrella opening and closing. This kind of oscillatory agency occurs without 
stimulus or any self-organizing control other than the refractory period of impulse 
activity that is essentially simultaneous in all the neurons for a given phase of the 
rhythmic beat. Inherent pace-making neuronal discharge drives the species-specific 
rhythms.

Of all that I could say about such nerve nets, I emphasize oscillation here be-
cause it is a fundamental property of the brain, as we shall see later in this chapter. 
Intuitive assumptions about agency are based on cause and effect relationships such 
as “top-down” and “bottom up.” Yet in networks, the nodes that share in reciprocal 
oscillatory drive reveal no clear cause–effect relationship.

The jellyfish nervous system has no capacity for intention or purpose, as we use 
the words. The whole point of this animal’s agency is to move continuously, which 
has the effect of increasing access to algae and other microflora the animal can use 
as food. Such a creature exists to gather energy sources, capture the energy, and re-
produce. Higher animals with true brains can create intentions, purposes, and make 
decisions that fulfill purpose. Human brains have a self-organizing activity that can 
create purpose consciously.

Agency arises from the processing reactions that take place at all levels of the 
nervous system. At each level, there can be substantial information modification. 
The most obvious information carriers are neuronal action potentials and the as-
sociated molecular interactions involved with neurotransmitters. The simplest form 
of agency processing at a circuit level is reflex action, where sensory input more or 
less induces an automated response, often with only a minimal amount of process-
ing. When a reflex circuit is arranged so that the output goes to another reciprocally 
connected circuit, the basis is laid for reciprocal action, wherein the two circuits can 
interact, often in mutually regulating and even oscillatory ways.

All processing modification typically requires the activity of certain strategi-
cally placed neurons that can cause inhibition. Inhibitory mechanisms create the 
opportunity for inhibitory routing or gating. In reciprocally connected circuits that 
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have some inhibitory output, each reciprocal member can cyclically pace the activity 
of the other. Inhibitory routing also helps direct information flow selectively through 
certain circuits and not others, helping to ensure that there is parallel, multilevel 
processing.

When reciprocal action occurs in large ensembles of linked neuronal circuits, 
there is a functional basis for feedback and re-entrant mapping. Feedback occurs 
when part of a neuron’s output is led back into that same neuron. Re-entrant map-
ping is a similar idea at the population level: Some of the output of one population 
of neurons projects through mapped pathways into a second ensemble, which after 
a certain processing delay, sends a re-entrant input into the first ensemble.

Parallel, multiple-level processing is most profound in the cell-dense cerebral 
cortex, where processing often involves segregation of sensory information into 
distinct but contiguous specific circuits called cortical columns. The combination 
of activity patterns in multiple pathways forms the basis for combinatorial pattern 
coding that is probably employed throughout the brain.

Activity in multiple pathways often exhibits rhythmicity and synchronicity be-
cause the widespread circuits have distributed circuits connected so they can influ-
ence each other. All of the foregoing processing phenomena and particularly re-
entrant mapping, parallel distributed processing, and combinatorial pattern coding 
give rise to the many apparently emergent properties of the nervous system. We 
need not dwell on the details of these core operations to realize that collectively they 
provide the basis for agency.

Higher animals engage the environment both consciously and unconsciously. 
Engagement would seem to involve sequential active acts of generating intent of 
some kind, deciding which of the available action options to pursue (which entails 
value assessment and recall of relevant memories), planning how to implement the 
decision, and launching, monitoring, and adjusting implementation. In the case of 
conscious engagement, a person needs to pay attention to the requirements of each 
element. In short:

Intend, remember, value, decide, prepare/plan, and act.

Each of these elements of agency is distinctly different. Yet, most agency-related 
research seems to reflect an investigator’s focus on the observable action, as it if 
were a single point process.

Many decisions result from a preexisting intent to choose among available op-
tions and act accordingly. Other decisions can be triggered as a complex reflex by 
external compulsion without prior intent. The mechanisms of intent and decision 
are likely to be different and both likely differ from planning and execution of acts. 
Even decision making contains within its process the need to evaluate salience, 
expected outcome, reward/punishment value, relevant memories, and working 
memory. Planning and implementation of a decision require a different level of 
neural processing. Also, monitoring and adjustments in implementation are integral 
to willed action. As explored later in a proposition about free will, experimenters 
testing free will commonly ignored these elements of agency.
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4.2  Axioms Versus Propositions

As with any topic being evaluated, it seems useful if not essential to begin with 
identifying what we think we know, what might be correct but as yet unconfirmed, 
and where new information and insights are needed. All three dimensions apply to 
the subject of agency. This analysis presents a series of ten axioms followed by a set 
of ten propositions, followed in turn by suggestions for neurobiological research. 
By definition, an axiom is a premise so evident as to be generally accepted as true 
without controversy. As used here, a proposition, on the other hand, is a declaration 
open to analysis and debate in the hope of eventually developing consensus on a 
derived axiom.

4.3  Agency Axioms

One should present axioms with trepidation. Some axioms stated here may well be 
subject to challenge, given that they had to be constructed without help from else-
where. I do not know of any published listing that could serve as a guide.

Agency is a biological imperative. Some writers have viewed animals as inher-
ently stimulus seeking. Certainly, that is true inasmuch as the biological necessity 
for food and reproduction requires animals to seek out stimuli that signal appropri-
ate sources. Even animals, like ocean coral, thrust tentacles out of their exoskeleton 
in order to trap plankton as it drifts along. Evolutionary pressures typically favor 
species that are active in their world. Nervous systems evolved to expand the ability 
of species to be active agents in their environment.

In humans, these agency imperatives can be extended to include the notion of 
initiative, which seems to be an inherent property of the brain. Initiative is some 
kind of biological drive, existing in a widely varying extent in people, for which we 
know very little about its neurobiological origins. It is clear, however, that initiative 
drives human agency.

The axioms presented here are the author’s opinion of the axioms related to 
animal and human agency, based on his 50 years of research and teaching of 
neuroscience, and his impression of what constitutes a consensus. One problem in 
arriving at such axioms is that the neuroscience literature rarely considers human 
agency as such, but rather the research is usually more focused on brain functions 
in other contexts. For example, movements have historically been classified as 
either voluntary or involuntary, and research has been conducted on the move-
ment control mechanisms in that context rather than in the more general case of 
human agency.
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 A1. Agency Arises When a Nervous System Has a Sense of Self, 
Which May or Not be Conscious. Humans Have a Dual Sense 
of Self, Unconscious and Conscious

The nervous system, even in primitive organisms, has a built-in anatomical map-
ping of where its various body parts are in space and time. They even have sensory 
systems that in the process of detecting biological relevant aspects of the environ-
ment also inform the nervous system of the self and nonself.

In humans, the sense of self (SoS) is like a sixth sense functioning with the same 
neuroscience principles used by the other senses, yet distinct in that it individuates 
our other senses in complex and rich ways (Klemm 2012). SoS is actually created 
by the other senses. All six senses begin early during nonconscious development in 
the womb as a result of embryonic cell division, migration, and differentiation of 
neurons. Sensory and motor topographical maps are formed. The sculpting of early 
circuitry is influenced by self-referential stimuli from the developing fetus and from 
mother-specific signals from the womb that inform those circuits that they have a 
body they can influence. At some point, about 2 years after birth, enough neurons 
appear and circuitry differentiates to enable episodes of conscious awareness of self 
and nonself (Povinelli and Giambrone 2001).

Consciousness occurs in the context of self and nonself-awareness. I think that 
much of this self-consciousness is implicitly learned. Such learning, to be con-
sciously operative, requires a species to have enough neuronal circuitry to create the 
information “carrying capacity” required for conscious representation of ordinary 
stimuli, an SoS, and cognitive interactions with environment. Such a capacity arises 
developmentally.

The neurobiological evidence that each individual sculpts its selfhood and ca-
pacity for agency provides clear support for existential philosophy, which holds 
that existence precedes essence. A human first comes into existence, as a fetus and 
then baby, but then becomes what experience makes the person to be. Agency need 
not be contemporary, but often emerges from memory stores that are recalled by a 
nervous system for current application.

 A2. Agency In Primitive Animals Is Caused By Central Pattern 
Generators, Remnants of Which Remain In Higher Animals

Sometimes, behavior is driven by sparse “command neurons” such as Mauthner 
cells in the fish brainstem that automate tail swishing. Such acts of agency arise 
from how the neural circuit is anatomically constructed. For complex behaviors, cir-
cuit-level decision making must occur but may ultimately be expressed via central 
pattern generators. While little is known about circuit-level functions, elegant stud-
ies with a dissected, but functionally intact nervous system of the medicinal leech 
have disclosed the existence of decision-making circuits (Briggman et al. 2006). 
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In a spinal ganglion of the leech, investigators stimulated the inputs that drove mu-
tually exclusive crawling or swimming behaviors. Monitoring large populations of 
neurons with voltage-sensitive dyes revealed single neurons that discriminated the 
stimulus in advance of a decision to crawl or swim. One neuron was found that 
biased the leech to swim when the cell was hyperpolarized and to crawl or delay 
swimming when it was depolarized. Although this neuron has been called a com-
mand neuron, these studies made it clear that it is part of a decision-making circuit 
that determines which of the two behaviors will occur.

 A3. Agency Emerges From Neural Processing

Processing reactions in higher animals take place at all levels of the nervous system, 
from the coding in sensory receptors, to synaptic reactions and associated patterns 
of impulse generation, to the routing through neuronal networks, to profuse interac-
tions of widespread neuronal subsystems.

Bottom-up drivers of agency involve sensory input that is sufficiently salient 
to require a behavioral response. Top-down agency is typically thought to arise in 
the cerebral cortex, as processing of reinforcement contingencies, memory, action 
planning, and the like coalesce to generate behavior. Much of top-down processing 
has been ascribed to synchronization of activity within multiple cortical areas (Von 
Stein et al. 2000).

Such processing typically involves coordinated activity within specific regions 
of the brain. Numerous examples of how various brain regions participate in initiat-
ing and directing action can be found in any modern neuroscience textbook.

Consciously directed agency, often referred to as executive control, is presumed 
to require participation of restricted domains of cerebral cortex. Obvious examples 
include the well-known cortical “centers,” such as speech centers, face recognition 
areas, and motor-cortex topographical maps.

One recent study of interest has focused on the role of memory, in the con-
text that actions often depend on what one remembers (Paz-Alonso et al. 2013). 
This was a functional magnetic resonance imaging (fMRI) study of 43 children and 
young adults who learned 56 word pairs and were then shown one of the words and 
asked either to recall the associated word or to prevent the associated word from 
coming to mind. Regardless of age, individuals who were best able to suppress 
memory recall exhibited tighter activity in coupling between the hippocampus and 
several cortical areas (dorsolateral prefrontal, cingulate, and parietal). The ability 
to suppress recall seemed to improve with age. It is not clear whether such ability 
progresses automatically with neural development or is learned.
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 A4. The Currency of Information Processing in the Brain is the 
Pattern and Timing of Nerve Impulses (Circuit Impulse Patterns). 
Therefore, the Elements of Agency Must Arise From Biological 
Computations That Change Such Patterns

If thinking is the flow of CIPs (Klemm 2011a, 2011b), how does that enable us to 
make intentions, choices, or decisions? As a representation of the current mental 
state, circuit impulse patterns (CIPs) can be changed by external input or by feed-
back as the CIP codes are routed through various sub-circuits and modified in the 
process. Let us remember what intentions, choices, or decisions really are. They 
too are CIP representation that can be propagated to generate new thought, intent, 
or decision.

The particular spatiotemporal patterns of CIPs are initially generated by stimuli 
(or memory of prior stimuli). Higher animals can modify CIPs in ensembles of 
neurons because of the rich capacities of synaptic physiology involving transmitter 
release and postsynaptic receptor binding. Whether these ensembles act as control 
“centers” or not, they never operate in isolation. Any hierarchical operation is sub-
ject to re-prioritization.

 A5. Agency Arises Out of the Multiple Nonlinear Deterministic 
Processes of the Nervous System

Neuroscientists have established that the nervous system operates via nonlinear de-
terministic processes. “Deterministic” means measurable cause and effect, which 
in theory could be fully described by equation. However, the brain’s nonlinear de-
terminism is so complex that there is little hope of developing equations, attempts 
within chaos theory notwithstanding. This brings us to the heart of agency and rais-
es intriguing questions about “free will” (see Proposition #8).

 A6. Behavior is Not Just the Response to Stimuli. Though 
the Most Obvious Face of Agency, Behavior is the End Product 
of the Antecedent Elements of Agency

Organisms exist through their interactions with the environment, and thus stimu-
lus–response relations alone are regarded as inappropriate units of analysis. Not 
all behavior is directly linked to an immediate stimulus, and even when so linked, 
agency is not a point process but rather smeared out over time to allow processing 
of the necessary elements of agency.

The behavioral response to activation of a given sensory receptive field is vari-
able. That is, the response to stimulation depends on the behavioral context in which 



58 W. R. Klemm

a stimulus occurs. Such variability has been amply demonstrated in many kinds of 
receptive fields. The nervous system can adjust behavior, as in orienting, to maxi-
mize detection of stimulus. The brain has ample ability to adjust both central and 
peripheral neurons to the demands of the behavioral context. Thus, all neural activ-
ity is active—not just reactive.

Reactivity, however, is a fundamental building block of nervous system func-
tion, as has been amply demonstrated in many experiments in which portions of the 
nervous system have been isolated, as in spinal cord transection. Just because stim-
ulus–response paradigms are simple does not mean that they are complete. Animal 
brains have multiple functional systems to process that information as the dynami-
cal mechanism for generating appropriate and successful behavior.

A holistic, systems-level perspective provides just another way to say that the 
whole is greater than the sum of its parts. We should have no problem with believ-
ing this conclusion. Nonetheless, the whole is not independent of its parts, and 
an understanding of its parts may prove to be a prerequisite for understanding the 
whole.

 A7. Neural Correlates of Agency are Necessary But Not Sufficient 
for Explaining the Various Elements of Agency

Some four decades ago, when I entered the scholarly fray over the significance of 
hippocampal theta rhythm, the prevailing dogma was that theta was a specific cor-
relate of voluntary motor activity. Thus, it was perceived as a cardinal index, and 
perhaps cause, of this aspect of agency.

I and others showed that theta sometimes correlated with involuntary motor ac-
tivity, and under animal “hypnosis” conditions, even immobility (Klemm 1976). We 
now know that theta correlates with many neural functions and has a much more 
fundamental and far-reaching significance, some of which is discussed later in this 
chapter.

The obvious point that I made then that applies here is that correlation is not 
causation. The cause of any given element of agency (intent, valence, etc.) has its 
correlates but not all of those correlates will be the cause of the agency element.

 A8. Initiating Agency, Such as Deciding What to Do, Typically 
Requires Assessment of Anticipated Positive And Negative 
Consequences And Their Reward Value

Humans tend to assign value to different options for a given agency possibility. 
While abundant psychological and economic research is relevant, we know little 
about how the uncertainty of reward or risk is represented in the brain and influences 
decision making. Nor do we understand much about how the brain handles the 
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trade-off between the overall magnitude of the reward and how immediately one 
receives the reward.

Nonetheless, rewards are often the major parameter that affects decisions. Re-
ward could be immediate or delayed. Neuroscientists want to understand how neu-
rons represent rewards, and how information on rewards is integrated over time in 
order to reach a decision. One thing seems likely: Multiple areas of the brain par-
ticipate in integrating positive reinforcement expectations in self-initiated behavior. 
This was recently demonstrated in studies involving roulette gambling (Studer et al. 
2012). In that case, fMRI imaging implicated the midbrain, striatum, anterior insula, 
ventromedial prefrontal cortex, and inferior parietal cortex. Though this particular 
study involved conscious decision making, similar distributed processes are likely 
involved in determination of unconscious agency.

Another recent fMRI study evaluated what happens in the brain when music 
gains reward value the first time it is heard (Salimpoor et al. 2013). The best pre-
dictor of the amount of money people will spend for music in an auction paradigm 
was increased activity in the nucleus accumbens, a well-known component of the 
famous medial forebrain bundle “reward center.” When listening under conditions 
involving evaluation, activity also increased in the amygdala, auditory cortices, and 
prefrontal regions, though this activity did not predict reward value. However, such 
a value was predicted by the level of connectivity of these areas with the accumbens 
as reward value increased.

A similar approach could be developed to illustrate how agency can be driven by 
the inherent biological aversion to negatively reinforcing contingencies.

 A9. Consciousness, Especially Human Consciousness, Raises 
the Level of Agency Complexity to a New Level

Now, not only are basic neural circuit functions in play, but issues also arise about 
will, and especially the degree, if any, to which acts of will are freely chosen. Anoth-
er issue is the common assumption that consciousness is more than a mere observer. 
A growing fad in neuroscience is a belief that consciousness cannot do anything. 
Elsewhere, I argue vigorously against such a position (Klemm 2014).

 A10. The Human Brain Contains a Distinct Network that Serves 
as its Executive Agent

This network is primarily based in the dorsolateral prefrontal, parietal, and cingu-
late cortices. It regulates the many “top down” neurobehavioral functions that are so 
characteristic of the human brain (Banich et al. 2009). Deficiencies in the function 
of this network underlie numerous neuropsychiatric conditions (Beck 2008). The 
ability to regulate emotions and direct rational actions is typically associated with 
success in life, and an inability to do so often leads to dire consequences.
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This network can be trained to develop a more robust capacity for executive 
control. This, as we all experience, is what parenting and schooling are about. Such 
training is especially crucial in early childhood as the challenges of school are first 
encountered. Even so, such training takes many years and for most of us may never 
be completed.

The question arises: Can such executive control training be expedited? One pos-
sibility has recently arisen from several studies showing that working memory ca-
pacity can be expanded by a relatively short training time, and in the process general 
intelligence may be improved. Since the same system that determines intelligence 
is also operative in executive control, Schweizer et al. (2013) reasoned that working 
memory training might also enhance executive control. To pursue this possibility in 
a specific context, researchers hypothesized that inappropriate or maladaptive be-
haviors might be reduced by effective working memory training based on emotion-
laden stimuli.

In this study, subjects in their early 20s were assessed for affective control before 
and after 20 training days of 20–30 min sessions. The experimental groups received 
dual n-back training with a simultaneously presented face and a word that was ei-
ther emotionally negative or neutral. After each picture–word pair, subjects were to 
press a button to indicate if either or both members of the pair matched the stimulus 
presented n-positions back. Tests began with n = 1 and increased as subjects gained 
proficiency.

Not surprisingly, errors in both trained and untrained subjects increased at levels 
beyond n = 1, and the error rate was comparable for both groups. Results indicated 
that subjects reported less distress when they consciously willed to suppress it com-
pared with the null state of just attending to negative stimuli. But this distress reduc-
tion occurred only in the emotional working memory training group.

No change in activity levels was indicated in fMRI scans as a result of placebo 
training, but significant increases occurred as a result of emotional working memo-
ry training irrespective of the level of n-back achievement in the executive control 
regions of interest.

The study also compared emotional responsivity before and after training. Sub-
jects were asked to just pay attention or to pay attention and cognitively suppress 
their emotional reaction. Subjects rated their emotions on a numerical scale from 
negative to positive while viewing films that were emotionally neutral (such as 
weather forecasts) or that were emotionally disturbing (such as war scenes, acci-
dents, etc.). Training caused no change in the group that viewed only neutral im-
ages, but in the groups viewing disturbing scenes, training decreased the perceived 
distress in a group told just to attend to the scenes and was even more effective in 
the group told to suppress emotional reaction.

The affective working memory training produced benefits that transferred to the 
emotional response task. Trained subjects not only generated enhanced emotional 
regulation but also developed greater fMRI activity during the emotional task in the 
predicted brain regions of interest, the executive control loci. It seems that working 
memory training can do more than just expand the amount of information that can 
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be held in working memory. Emotional working memory training improves the 
ability to suppress disturbing emotional responses and does so presumably because 
the executive control network is more activated. Thus, such training might also 
enhance many executive control functions, particularly responses to emotionally 
disturbing circumstances.

4.4  Propositions

The following agency propositions come from ideas currently in vogue among neu-
roscientists. All of these have a degree of controversy, and some (#7 and #8) are not 
endorsed by this author.

 P1. The Correlates and Causes of All Elements of Agency 
are Discoverable and Can be Found in CIPs

The inputs received by the brain from sense organs are abstracted and represented 
by patterns of nerve impulses flowing in specific neural circuits. This representation 
can be stored via synaptic changes in neural circuitry for later “online” replay in the 
form of memory recall. All the elements of agency must use this impulse language, 
and each element may be represented by corresponding CIPs.

We know that movement occurs because of the impulse patterns in antecedent 
motor preparation, whether conscious or unconscious. This preparation takes into 
account the existing state of muscle tone, the existing position of limbs and joints, 
and the required (or desired) future position of the limbs and joints. All such infor-
mation is represented in CIPs. The motor component of agency likewise is caused 
by nerve impulses. Motor commands are ultimately expressed through a final com-
mon path that terminates in the neurons that make direct contact with muscle or 
glands.

Willful intent to move is self-evident to humans. And similar intent has been 
clearly demonstrated in a classic experiment in animals as well (Evarts and Tanji 
1976). They trained monkeys to move a lever in a certain direction when they re-
ceived two successive cues. The first cue told the monkey the direction to move the 
lever, and thus served as a signal to the brain to “plan” a future motor act. After a 
certain delay, the second cue told the monkey to produce the movement. Extracel-
lular recordings from neurons in the motor cortex showed that some of those cells 
became active after the first cue, before the second cue was presented. These neu-
rons are thought to be generating the motor-planning program that is triggered into 
action by other neurons (“go” neurons) that respond to the second cue. Similar in-
dexes of motor intent have since been reported in humans from strategically placed 
electroencephalogram (EEG) electrodes or by scans of cerebral blood flow.
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This study, pioneering though it was, could create the misleading impression that 
intent is generated in the motor cortex as an inseparable aspect of agency. This is not 
likely the case (see Proposition #8).

 P2. Decisions to Act Are Not Point Events But a Process 
of Multiple Stages. The Motor Act Itself Is Just the End Product 
of Antecedent Processing Elsewhere

The motor cortex is not, by itself, the seat of motor will but rather an executive 
agent for movement. We do not know how the various motor centers in the brain are 
orchestrated in developing motor will, but several studies in the current year show 
that these matters are amenable to experimental clarification.

Certain neurons in the brainstem can drive lower motor neurons in the spinal 
cord or motor neurons in cranial nerves to cause muscle contractions that subserve 
postural tone and body movements. That is, when higher neural circuits “make a de-
cision” that certain body movements should be made, preprogrammed instructions 
help create a specified pattern of muscle contractions. In short, willed movements 
are created against the backdrop of automated adjustments in postural tone.

It appears that researchers have an increasing interest in exploiting discoveries 
that willed agency involves motor preparation, which includes prior decision mak-
ing and planning that is not processed in the motor cortex. It is increasingly clear 
that important elements of agency precede actual movement and are reflected in 
neural activity signatures in various brain areas.

A recent fMRI study elucidates how humans make decisions regarding future 
implementing movements (Filimon et al. 2013). Eye and hand-movement prepa-
ration was seen to be separately processed in terms of perceptual decisions and 
the actual movement. Sensorimotor cortical areas were not involved in accumulat-
ing sensory evidence used in decision making. Rather, the inferior frontal cortex 
became conspicuously more active in the early decision-making stage. Moreover, 
once planning was under way, the intraparietal sulcus area joined in the motor prep-
aration, but differently in different parts of the sulcus. Thus, it seems likely that dif-
ferent electrical signatures of motor decisions and planning occur in multiple brain 
areas before the primary motor cortex launches the intended action.

Conscious object-directed hand actions require action planning in other brain 
areas to integrate the goal with the required hand action. Such planning-related 
signals have recently been disclosed in human fMRI studies (Gallivan et al. 2013). 
Those experiments distinguished neural activity of multiple cortical sites during 
human hand movement (reaching for an object or actually grabbing it) under condi-
tions of baseline, intention, and movement condition. Eleven regions of interest in 
each hemisphere established that activity during the intention and planning stage 
could predict which hand would be used and whether the action would be reach-
ing or grabbing. Some frontoparietal areas in the planning state predicted which 
limb would be used, while other areas predicted the kind of hand action to be used, 
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but most of the areas coded for both kinds of prediction. Moreover, a substantial 
number of areas coded for ipsilateral movements as well as contralateral ones. 
Ipsilateral coding obviously depended on interhemispheric communication and 
could have represented a copy of the activity from the contralateral hemisphere, 
which in humans controls limb movement. Alternatively, ipsilateral activity might 
reflect parallel contingency planning.

Regardless, the main conclusion is that many cortical areas in both hemispheres 
develop intention—and planning-specific activity prior to specific goal-directed 
movements. The existence of such activity in both hemispheres provides a way for 
the planning to benefit from re-entrant processing.

Predicted outcome is also processed outside the motor cortex. A recent study of 
single-neuron recordings in monkeys distinguished choice coding that was guided 
either by movement outcomes predicted by stimuli and those guided by predictions 
of the animal’s own actions (Luk and Wallis 2013). Monkeys were rewarded with 
tasteful juice either in association with a visual stimulus or with the hand move-
ment of a lever. Neurons in both the orbitofrontal cortex and the anterior cingulate 
gyrus were capable of encoding the chosen action, but the orbitofrontal cortex was 
more likely to code when the choice was driven by stimulus, whereas the anterior 
cingulate was more likely to code when the choice is guided by the monkey’s own 
actions.

 P3. Decisions Are Made by Interacting And Competing Neuronal 
Populations or By Guided Gating Processes

It would seem that executive control over a response operates at two levels, percep-
tion of the stimulus situation and selection of a suitable response. Both processes 
can operate on different sets of information, and whenever the information is con-
flicting, the respective neural networks must resolve the discord in order for appro-
priate action to occur.

Alexander Soutscheck and colleagues (2013) recently explored the implications 
of earlier neuroimaging studies that revealed a correlation of increased neural activ-
ity under information conflict conditions. Those studies had shown that stimulus 
perception was associated with increased activity in the superior/middle frontal and 
parietal cortex (PPC), while response selection was associated with increased activ-
ity in medial and inferior frontal cortex. Thus, stimulus perception and actionable 
decisions are likely to be different processes.

To test whether these observations were merely correlations or causally involved 
in active resolution of the conflict, they applied transcranial magnetic stimulation 
(TMS) over each respective area to see if conflict processing could be disrupted. 
Magnetic stimulation of PPC selectively disrupted processing of stimulus conflict, 
while response selection was disrupted by magnetic stimulation of the pre-supple-
mentary motor cortex (which others had suggested exerts a top-down control over 
motor cortex to resolve response selection conflict).
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The idea of separate and dissociable decision networks does not exclude the 
possibility that certain decisions may be made by competitive, winner-take-all, pro-
cessing in neural networks that commonly overlap. One of the most obvious ways 
that information is modified is by algebraic summation of inputs. If inputs have 
overlapping projections to common targets, then the effect on one input pathway 
can be augmented or suppressed by simultaneous input from another input pathway. 
The advantage of shared circuitry is obvious: Fewer neurons are needed to produce 
a range of behaviors. With a fixed number of neurons, overlapping circuitry allows 
more diverse processing.

One example of overlapping circuitry occurs in the abdominal ganglion of the 
mollusk, Aplysia. More than 90 % of the neurons are active during reflex with-
drawal of the gill. The same neurons are also active during respiratory pumping and 
during small spontaneous gill contractions. Selective behavior can occur because 
the temporal pattern of activity is different for each of the three behaviors. If all 
populations were active at the same time, occlusion would cause a less-than-optimal 
response. In other words, shifting timing relationships of activity in different cir-
cuits determines the specific nature of caused effects (Carr 1993).

Another consequence of overlapping circuitry is that the respective overlapped 
populations of neurons interact with each other. If the impulse activity in each over-
lapped populations represents alternative output probabilities, then the overlapping 
sets up competition among the various populations. As activity in each population 
intensifies, the competition inevitably favors one population (i.e. alternative out-
come) at the expense of others. At some point, a threshold is reached in the favored 
population that constitutes a decision or choice of one among several alternatives.

A common view of how neural circuits make decisions is that different options 
are processed in separate but interconnected circuits and a resulting choice arises 
through competition (Fig. 4.1; reviewed by McMains and Kastner 2011). Most of 
the evidence for such a view comes from studies of visual perception.

Decision making has to begin from some kind of starting point after an inten-
tion to act is made. Based on computational models, it would appear that evidence 
accumulates in decision-making circuitry from the starting point to the ultimate 
decision.

A process that accumulates and averages noisy signals as new evidence is ac-
crued has been invoked as central to decision making in neural populations (Brun-
ton et al. 2013). In both rats and humans, an analytical drift-diffusion model enabled 
a moment-by-moment prediction of the temporal evolution of mental accumulator 
processing of noisy sensory signals. The model analysis suggests that behavioral 
decisions arise from noise reduction in the sensory processing, not in the evidence 
accumulator.

Lange et al. (2013) reasoned that prior expectations of possible outcomes would 
alter the starting point as well as the evidence accumulation process. To test the idea, 
they recorded magnetoencephalograms while inducing changes to the prior expec-
tation. They observed that choice-selective motor cortex activity in the 8–30 Hz 
band was biased by prior expectations, along with biases in perceptual judgment. 
They postulated that expectation can alter the start point of the decision process, 
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change the gain or rate of accumulation toward the expected outcome, or selectively 
lower the amount of evidence required for the expected outcome. Their particular 
study implicated a change in the start point.

A common explanation of the decision-making process is that various options 
are processed in separate local networks that are in communication with each other. 
Sensory stimuli and stored memories modify the activity in each local network, 
increasing or decreasing it. The interacting local networks may mutually regulate, 
so that as activity in one network builds up, it suppresses activity in the others. By 
whatever means, at some point the activity level in one network reaches a threshold 
where its output prevails in a winner-take-all fashion to yield a choice or decision 
(see Fig. 4.1, left).

An alternative to the winner-take-all view of decision making is the “guide-
gating” or “global guidance” mechanism, in which lateral inhibitory gating guides 
the neural processing in the cortex as it progress to a final choice selection. The 
thalamic nucleus reticularis would seem to be central to such guidance (Taylor and 
Alavi 2003). Factors that influence the gating or bias toward a given option would 
certainly include biological relevance, emotional state, memories, and reinforce-
ment contingencies (see Fig. 4.1, right).

One way these option-specific populations could be developing growing domi-
nance among competing populations is an integrate-and-fire attractor network pro-
cess. Computer simulation shows that such a mechanism is feasible (Rolls 2012). 

Ancillary influences such as salience, etc. influence option selections in a major 
way. Salience determination has been attributed to a network involving the dorsal 
anterior cingulate cortex and bilateral insulae. In a study of how the network nodes 

Fig. 4.1  Left: (a) Interacting neuronal populations could compete to reach a decision. Each alter-
native choice is presumed to be processed in its own local circuitry. The overlap with circuits 
processing alternative choices enables sharing of impulse traffic as each population competes for 
dominance. Activity within a population either builds up or diminishes as interaction progresses. 
At some point, a threshold is reached within one of the populations ( Option 3), making its activity 
dominant and representative of the final decision. Right: (b) This is an illustration for an alternate 
guided gating approach to decision making. The stimuli that create the need for a decision drive 
evaluation of alternative options in terms of their salience, emotional context, memory of relevant 
past learning, and the expected reinforcement associated with each outcome. The evaluation steps 
may occur in multiple circuits, but they collectively guide the decision-imperative drive to one of 
the alternative options at the expense of others.
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interact, dynamic causal modeling of human fMRI data indicated a way to disen-
tangle the sequence of events in a network’s components when stimuli co-activate 
the network nodes. One particular study, for example, demonstrated that the right 
anterior insulae has the central role in the network’s response to errors, while the an-
terior cingulate cortex guides implementation and moment-to-moment adjustments 
of cognitive control (Ham et al. 2013).

Also, consider the dopaminergic reward system, for example. Repeated social 
stress can suppress generalized voluntary agency, creating social aversion. The ef-
fect has recently been found in mice that were stressed by aggression (Barik et al. 
2013) or social isolation (Niwa et al. 2013). In both studies, the cause came from 
the release of stress hormones (glucocorticoids) acting on postsynaptic neurons that 
are responsive to the positive reinforcement actions of dopamine.

 P4. Intentions and Decisions Require Some Mechanism 
for Orchestrating the Interaction Among Neuronal Populations, 
and a Likely Mechanism is Synchronized Oscillating Neural 
Activity in the Respective Regions

The extracellular currents associated with CIPs produce volume-conducted field 
potentials (at the scalp, this is called the EEG) and these in turn are large enough in 
many areas of the brain to influence the genesis and propagation of nerve impulses. 
Because of the underlying recurrent property of certain CIPs, oscillation arises from 
circuit self-organization, and such oscillation creates a mechanism for regulating 
neuronal activity. Recent evidence indicates that oscillation is a factor in the genesis 
of both the intent to act and of action selection.

Intent to act arises from needs of the organism and environmental contingency. 
For a brain to decide how to fulfill its intent requires evaluation of the salience and 
relative value of alternative choice options—all in the context of memories of past 
decisions. Because value assessment and memory are represented and processed in 
different brain regions (prefrontal cortex and medial temporal lobe respectively), 
and because both areas generate oscillating neural activity, a neurobiological mech-
anism for inter-area coordination could be achieved through synchronized oscilla-
tions, as manifest in coherent extracellular field potentials (Buzsáki and Draguhun 
2004).

This idea is supported by a recent magnetoencephalographic study in 20 normal 
humans (Guitart-Masip et al. 2013). These researchers used a decision-making task 
devoid of spatial learning (to avoid confounding with spatial functions of the hippo-
campus) that included active-choice trials with different levels of reward and pun-
ishment. Comparison was made with a control task in which a comparable decision 
was forced. They showed that theta rhythm (4–7/s oscillations) in the hippocampus 
and three sites in the prefrontal cortex became synchronized specifically during 
decision making per se, independent of the expected value of any likely reward. 
No such synchrony was evident in the forced-action controls. Thus, at least in these 
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conditions, theta oscillation synchrony correlated specifically with the process of 
decision making. Since theta rhythms are extracellular reflections of underlying 
CIPs, the real process of inter-area coordination may be accomplished by shifting 
the time relationship of impulse activity in the respective areas.

Changes in the kind of action is typically associated with changes in field po-
tential oscillatory magnitude and frequency. This has been known for cortical al-
pha rhythms for many decades. A recent study of human alpha activity revealed 
the staged participation of two executive control networks in the dorsolateral and 
dorsomedial parietofrontal pathways (Verhagen et al. 2013). They monitored EEG 
recordings from scalp regions over the corresponding pathways and interference of 
pathway function by TMS under conditions wherein grasping an object was made 
relatively difficult or easy. Immediately after a signal to initiate grasping, the EEG 
was recorded and a low-intensity single TMS pulse was applied to one or the other 
pathway scalp region (or a control site at the vertex) during two time windows.

Typically, EEG alpha oscillations decrease as processing demands increase. This 
suppression was more pronounced over the medial pathway with the more difficult 
grasping task during the first second after the signal to start movement. The sup-
pression then persisted for the first half of the movement. TMS over either pathway 
disrupted the enhanced EEG activity along the medial pathway: early when the 
lateral path was perturbed and later when the medial path was perturbed. Thus, 
even though both paths participated in processing the movement, the dorsomedial 
pathway seems to depend on the computational operations in the dorsolateral path. 
TMS over the medial path enhanced alpha in the lateral path in the planning stage, 
suggesting that the lateral path can compensate for diminished processing in the 
medial pathway. One interpretation is that the lateral path first constructs the plan 
for grasping and the medial path guides the execution. If the medial path loses func-
tional capacity, as from TMS, the lateral pathway can compensate the movement 
guidance.

The degree and time course of alpha suppression was also changed by TMS of 
focal cortical areas that control goal-directed movements. The TMS manipulations 
were designed to dissect hierarchical relationships among two parietofrontal net-
works that share the control of goal-directed action. Either network can participate 
in the reach and grip components of grasping, but they may operate at different 
hierarchical levels. Single-pulse TMS over either network disrupted the alpha sup-
pression that was triggered by increasing the grasping task difficulty but at different 
times, appearing first within 1 second in the dorsomedial circuit (when movement 
was being planned), then in the dorsolateral circuit (when movement was under 
way).

What drives neural networks into oscillation? We know that networks with ar-
chitecture that can support oscillation can be driven by outside input or can emerge 
from within a self-organized network system. These processes are mediated at the 
neuronal ensemble level, not the level of single neurons.

Unknown ancillary factors can contribute to oscillatory properties in neural 
networks. There is a recent report that injecting dopamine into prefrontal cortex 
of anesthetized rats induces synchronization with an ongoing hippocampal theta 
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rhythm (Benchenane et al. 2010). This has no clear relation to agency, because 
anesthesia precludes agency. However, such a condition reminds us of the utility of 
comparing what we learn about mechanisms of agency with brain functions during 
agency-blocked states like sleep and anesthesia.

 P5. The Unconscious Mind is a Brain Agent

Primitive animals whose nervous system cannot support consciousness nonetheless 
are active agents. I recall recently watching a train of foraging ants, moving in two 
opposite trains along adjacent parallel paths. One train was carrying food to the 
nest, the other was returning from dumping their food load to go get more. Most 
amazing to me was that ants leaving the nest often bumped into inbound traffic and 
paused a fraction of a second to identify and apparently recognize ants bearing food. 
Never did the outward-bound ants try to steal the food, as if they understood they 
still had an unfulfilled task to perform.

Such action exemplifies primitive agency. At the most basic level, reflex action 
is a relatively simple involuntary and stereotyped response to specific stimulation. 
A reflex action results from relatively invariant connectivity between the sensory 
input neurons and the motor output neurons.

Many “higher” nervous system functions are based on the integrated interaction 
of several or more basic reflexes, and they may also be involuntary and stereotyped. 
These compounded reflexes may be summed or even occur as a series of linked 
or chained reflexes, which many people prefer to describe as “reactions” or “re-
sponses.”

Such responses are commonly called fixed-action patterns, which are found in 
the behavioral repertoire of many animal species. These patterns are generated by 
central pattern-generator circuitry in response to rather specific stimuli or environ-
mental contingencies. These also occur in higher animals, particularly affecting 
mating behavior (Rivard and Klemm 1990). Fixed-action patterns may subserve 
more complex (and less reflexive) patterns of motor activity, such as human habits.

 P6. The Conscious Mind is the Brain’s Observer of Some Portion 
of Unconscious Mind Operations

The “observer” nature of consciousness is central to the argument that the role of 
consciousness is to create an awareness of the consequences of unconscious agen-
cy (Gazzaniga 1998). This is reminiscent of the Cartesian Theatre theme where the 
consciousness allows the brain to see some of what is happening on its stage. Con-
temporary scholars commonly modify the original Theatre concept by positing that 
consciousness involves some kind of inner agent which does the viewing. I view 
consciousness as a unique set of CIPs created by the brain as an avatar that can act on 
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behalf of embodied brain (Klemm 2011a, 2011b). However, many scholars argue that 
the conscious mind is only an observer and cannot do anything (see Proposition #7).

One perspective I do not see discussed much in the neuroscience literature is the 
fact that unconscious and conscious minds are dramatically different yet are seam-
lessly entangled. Theorists may have boxed themselves in by the semantics of the 
conscious and unconscious. Maybe there is only one mind, operating in shifting 
state changes to which we have attached labels. It seems that conscious operations 
are explicitly deliberative, analytical, focused on the novel and unlearned, and rela-
tively slow. Unconscious operations seem to operate at high speed on well-learned 
memories.

Then there is the matter of wakefulness, which in humans is typically associated 
with consciousness. Consciousness does not occur in sleep (except in dreaming, 
which is not really sleep, and in fact may occur as the brain’s way to wake itself up 
and “reboot” consciousness—Klemm 2011c). The unconscious mind operates in 
sleep, as verified by the numerous experiments showing that memory consolida-
tion is facilitated during sleep. Wakefulness is a state where both unconscious and 
conscious processes operate at the same time. If the agency of wakefulness is not 
accompanied by conscious thought and directed action, then we humans are either 
zombies or robots. The usual definition of zombies is human existence without con-
sciousness. Since we know, at least for ourselves, that we are sometimes conscious, 
this means we are biological robots, assuming that conscious thinking cannot cause 
anything.

 P7. Conscious Mind Is Not a Source of Agency

This proposition is framed in an apparently untestable way. How does one prove a 
negative, especially this kind of negative? Nonetheless, prominent scientists argue 
that consciousness is worthless and does nothing (see Haggard et al. 2002; Wegner 
2005). Such scientists concede that neural events cause agency and consciousness, 
but consciousness cannot cause neural events or agency (Pockett et al. 2006). But 
what if consciousness, as I suggest, is itself neural events?

Those who believe consciousness cannot cause anything hold that consciousness 
is an epiphenomenon of brain function and as such can only make explicit some 
otherwise unconscious thought. I have found no actual evidence for such a view, 
other than speculative extrapolation from simple reflex-like movements purported 
to disprove the idea of free will (see Proposition #8). But even if one accepts the 
position that free will is illusory, how does that inevitably support the position that 
there be no conscious will at all?

One obvious objection to this proposition is that brain and body properties typi-
cally evolve because they satisfy some natural selection advantage. Is there no ad-
vantage to consciousness? Which is more adaptive: to evolve capacity for false 
belief in our powers of introspection and consciously directed agency or to actually 
have such powers? Would we be just as functional as zombies?
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I also raise this question: Why is there no agency when we are asleep? If the 
conscious mind cannot do anything, why does agency only occur when we are con-
scious? The contrived answer might be that unconscious mind cannot do anything 
because it is asleep. If we could wake up without consciousness, functioning like 
zombies, then it would prove that consciousness is not needed to cause behavior. 
Of course, all awake humans act like zombies on occasion, but for most people that 
state does not dominate wakefulness.

Common experience teaches that agency does not occur in unconscious states 
such as sleep, coma, or anesthesia. If agency only occurs during consciousness, 
how can one assert with any assurance that consciousness is not relevant to agency?

What consciousness does, if anything, has to relate to two key aspects of con-
sciousness: making thought explicit and reducing information density in low-capac-
ity working memory.

Surely, consciousness might through its explicit restructuring of its worldly rep-
resentations provide another way for the unconscious mind to be taught and pro-
grammed. I should think that executive control is facilitated by the explicit aware-
ness, introspection, and analysis afforded by consciousness. Yet this rather obvious 
conclusion has been recently challenged (see overview of special topic papers by 
Di Pisapia, 2013).

The possible agency-related functions of consciousness include: (1) serving as 
a scratch pad for selection of choices and agency, (2) long-range planning, (3) con-
struction and storage of memories, (4) retrieval of stored unconscious memories for 
use and modification, and (5) “troubleshooting” and reflective analysis and decision 
making (Mandler 2003).

Consider the role of consciousness in learning and memory. Common experience 
establishes that focused attention, conscious rehearsal, and use of mnemonic devic-
es promote memory consolidation. True, many memories if sufficiently rehearsed 
in consciousness become stored as unconscious procedural memories, as evident in 
the formation of habits, prejudices, and motor memories like touch typing, riding 
a bicycle, and sports skills. An established axiom from memory research is that 
information needs to be learned in small chunks because working memory capacity 
is limited. Information that is not consciously rehearsed is less likely to be remem-
bered. Eventually, with sufficient conscious rehearsal, the learned skills become 
incorporated into unconscious mind such as habits, prejudices, and motor skills.

This brings up the point of the reflection, information organization, analysis, 
planning, and the like that occur during consciousness. Do these processes not im-
pact what is going on unconsciously? It seems natural to suggest that the main func-
tion of consciousness is to refine, amplify, and perfect unconscious processes. Yet, 
the original premise is crucial. If consciousness is only a display mechanism, then 
of course it could not do any of the things we usually attribute to it.

When we use consciousness’s capacity of introspection and conscious analysis, 
we increase the odds of spotting flawed logic and increase the options for better 
alternatives. Unfortunately, the unconscious mind’s natural tendency is to believe 
its initial conclusions and not to second-guess them. In short, a main value of con-
sciousness is that it enhances the quality of feedback for unconscious processes.
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One can also make a neurophysiological claim for consciously directed agency. 
Gray (2004, pp. 114–117) summarizes three experiments that support the notion of 
causal consciousness. Yet he admits that these studies are not conclusive.

Freeman (2000) contends that consciousness “must play a role in intentional 
behavior,” because consciousness is a neural process that embeds patterns of im-
pulse and field potential representations of past and present events and states. In his 
perspective of chaos theory, Freeman argues that intention and its consequences are 
segments of a trajectory located in state space as it moves toward a future state. In 
terms of causality, he contends that intention arises necessarily influenced by past 
experience but is not “entirely constrained by genetic and environmental determin-
ism.” This brings us to a consideration of free will.

 P8. Free Will Is an Illusion

Agency is implemented as an act of will. A current hot topic among scholars is the 
matter of how freely humans generate the elements of agency. The prevailing view 
seems to be that we delude ourselves into thinking that we make decisions freely 
and that all acts of agency are generated by the unconscious mind. As stated in the 
preceding proposition, conscious mind cannot create will or action, but only be 
aware of it after being generated by the unconscious mind.

A complete defense of the robot school of thought is beyond the scope of this 
chapter, but a comprehensive review is found in the book by Daniel Wegner (2002). 
Leading thinkers, such as the philosopher Patricia Churchland (2002) and the neu-
roscientist Michael Gazzaniga (1998) recognize the nihilistic nature of the robot 
conclusion but are resigned to a position of “it must be so.” A recent book on this 
matter perpetuates the robot argument at least for many short-term intentions and 
asserts that the question remains open for all other intentions (Pockett et al. 2009).

The claim of illusory free will runs counter to our intuition about everyday ex-
perience. It is an extraordinary claim. In the words of Carl Sagan, “extraordinary 
claims require extraordinary evidence.” The agency experiments conducted thus far 
do not provide extraordinary evidence. Moreover, a commonly used quip applies 
here to the criticism that the existence of free will has not been experimentally veri-
fied: “Absence of evidence is not evidence of absence.” To date, definitive experi-
ments have not been conducted. They may, in fact, be impossible to design.

A major hurdle in all discussions of “free will” is the meaning of the word “free.” 
If one takes the stance that there is no such thing as an uncaused cause, then there 
can be no true freedom. However, free will is possible in the sense that one can 
choose among multiple options and even choose against options that provide the 
most positive reinforcement at the time.

Arguments over free will are commonly dominated by physical scientists. In 
the world view of Newtonian physics, events are governed by deterministic laws 
of nature, whereas the quantum mechanics world view holds that events are proba-
bilistic. Applying such ideas to human agency seems problematic, because human 
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choices are made under varying states of contingency. For example, if in choosing 
among three viable options, each option has a certain probability of selection, the 
one picked is at any one instant not likely to be random, but rather its selection is 
determined by the existing contingencies, nor is the choice inevitably bound by a 
presumed probability density function. The contingencies available at some other 
instant are likely to be different because the context and contingencies are differ-
ent, and a choice then is still not random. In short, the mind can tip the probabilities 
based on the context and situation at the time of choosing.

Benjamin Libet did not originate the idea that free will is illusory, but his experi-
ments are central to modern arguments. In Libet’s experiments (Libet 1985, 2006), 
he recorded the EEG over the motor cortex while subjects spontaneously willed to 
press a button. At the same time, subjects watched a clock and verbally reported 
the time at which they willed to press a signal button. The startling finding was that 
a major change in the EEG signal from motor cortex, a “readiness potential,” was 
observed about 350 msecs before the subjects claimed that subjects said they willed 
the command to move. This EEG signal, discovered many years earlier by others 
and dubbed “readiness potential,” was chosen by Libet as the index of the instant 
of decision. The typical interpretation of such a result is that the decision was made 
unconsciously and consciousness is not part of the cause. Accepting that premise, 
one is forced to conclude that one does not “will” such movement, but merely retro-
spectively confirms that there was a willed action which must have been developed 
subconsciously. The brain subconsciously decides to move and lets the conscious 
mind know what it has decided. The disturbing corollary is that one does not freely 
“choose” to do anything. The brain is just driven by external and internal forces to 
direct behavior, and one’s consciousness is only around to know about it.

Belief in illusory free will drives its proponents to design experiments to dis-
prove free will and generate specious interpretations of their data to justify the doc-
trine. The typical finding is that brain activity linked to a decision can be observed 
in one or more brain areas prior to the time the subject subjectively reports making 
a decision, usually to press a signal button. I have summarized the experimental de-
sign flaws and limitations elsewhere and will not repeat them here (Klemm 2010), 
other than to summarize the main themes:

• No one knows which neural correlates of conscious thinking are linked to deci-
sion making.

• Timing of when a free-will event occurred requires introspection, and other re-
search shows that introspective estimates of event timing are not accurate.

• Simple finger movements may be performed without much conscious thought 
and certainly not representative of the conscious decisions and choices required 
in high-speed conversation or situations where the subconscious mind cannot 
know ahead of time what to do.

• Decision making is surely not a point process but rather spread out over rela-
tively long periods as neural circuitry processes the various elements (see legend 
of Fig. 4.2)
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• The antecedent brain activity (P2) can represent multiple processes that are not 
uniquely unconscious.

• Motor cortex is merely the final output path, not the origin, of the multiple ele-
ments of agency, which are processed elsewhere. As mentioned for P4, goal-di-
rected movements are chosen, planned, and executed by networks with multiple 
nodes of neural processing.

At the outset of analyzing this proposition, it is crucial to identify the processes 
that must be occurring any time a willed action occurs, whether it is free or not; as 
shown in Fig. 4.2.

Willed action requires some input to the brain circuits that generate willed action. 
Such input may come from an external contingency or may be generate internally 
from some emotional drive or motivation. Next, the process involves preparation 
for making a decision on what to do and how to do it. This requires mental identi-
fication of the alternatives. The neural populations that represent each alternative 
must be triggered into competitive interaction, if the earlier winner-take-all process 
underlies the decision making. If movement is going to be required to implement 

Fig. 4.2  Willed action, whether freely made or otherwise, is not a point process but rather involves 
serial and parallel processes. Circuits that process an intent to act must first identify a situational 
context, prepare relevant target populations, and launch corresponding unconscious and conscious 
processes involving salience and value of alternatives, recall of relevant past experience, and 
then selection of one of perhaps several options. The chosen action becomes an act of will which 
launches the appropriate output action, which often requires sustained willed engagement. The 
conscious mind generates choices much slower than the unconscious mind and is informed of the 
willed choice after some significant delay. Consequences of the willed output are fed back to the 
unconscious mind, and some of that feedback is available for conscious realization
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the willed action, appropriate pools of motor neurons must be engaged for readi-
ness. All these processes will have electrical correlates long before any decision is 
made, and thus findings like those of Soon et al. (2008) of activated cortical areas 
prior to a decision should not be interpreted to indicate that a decision is made 
subconsciously. Some of the necessary processes in complex decision making are 
shown in Fig. 4.3.

How these various processes operate when a person makes a choice or decision 
is surely affected by the programming from past experiences. Thus, one could argue 
there is no free will because the agency had been programmed. Learning experi-
ences and conscious evaluation of events program the brain for future actions by 
adjusting the weighting or strength of relevant synaptic connections. Such program-
ming has the effect of setting the criteria for choices and decisions in the future. The 
criteria setting for future agency was accomplished in large part through conscious 
reflection on the processes (Fig. 4.3), which presumably provides the opportunity 
for a degree of freedom in imaging alternatives and evaluating their pros and cons.

Fig. 4.3  Conscious decision-making processes. Stimuli activate drives, perceptions, and recall 
of memories (diagram shows some of the components of each). These processes predict whether 
the expected usefulness of action warrants creation of an intent to act. If intent is pursued, the 
decision-making process weighs the options in the context of drives, perceptions, and memories. 
Planning follows the decision or choice of action, which in turn generates action. Feedback moni-
toring during the course of action provides adjustments in the overall process
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This point also reinforces the evaluation of Propositions 6 and 7, which is that 
consciousness really does produce consequences and modulates agency.

Decisions can be made unconsciously or consciously. In the former case, those 
willed actions that are simple and habitual need no conscious support. This happens 
to be the case in most published reports that have been interpreted as proving free 
will to be illusory. In these studies, the willed action was typically a button press, 
which is not much more than a simple reflex. Certainly, pressing a button is well 
learned and habitual.

Among others, Rolls (2012) supports this distinction between simple and com-
plex decisions with the conclusion about “planning ahead with multiple steps held 
in working memory requiring correction by higher order thoughts that may involve 
explicit, conscious processing.” Such a view supports the idea that consciousness 
can produce decisions, but says little about whether or not such decisions are made 
freely. For that, we need some way to test the question unequivocally. Unfortu-
nately, no one has yet devised such a test.

If we are free at all, we are free to say yes, that is to choose, or say no. Libet 
conceded that even his experiments supported the view that we are free to say no.

Common arguments for illusory free will derive from quantum mechanics. The 
problem is that there is absolutely no evidence that ordinary mental life operates on 
the principles of quantum mechanics. Claims to the contrary are pure speculative 
extrapolation of data from one domain of natural phenomena to another domain. 
This is a classic example of the logical fallacy known as category error.

A line of thinking that creates a bias for illusory free will is the notion that the 
brain operates on principles of linear causality. But almost everything the brain does 
is nonlinear. Freeman (2000) points out that the brain is an open system, employ-
ing self-organizing chaotic dynamics that lead to nonlinear and unpredictable be-
haviors. Intentionality can arise within the brain without present input because the 
self-organizing positive and negative re-entrant dynamics of neuronal populations 
enable spontaneous state transitions.

Behavior-based support for free will can be found in Murphy and Brown’s 
(2007) book. It seems more useful to examine these issues in the practical terms 
of everyday living. Stimulus–response determinism does not completely describe 
human agency, or even agency in many higher animal species. Your dog avoids 
wetting the carpet because it has learned that to be unacceptable. It thus voluntarily 
wills to urinate elsewhere. Such observations can be taken as evidence of determin-
ism, modified only through learning. Yet the dog can, and sometimes does, urinate 
in the wrong place.

Humans raise the bar of proof of determinism to a much higher level, because 
they can cognitively adjust focus to select stimuli to which they choose to respond. 
Humans have emotions that modify the qualia of experience (other higher animals 
do too). Humans create insight and original intentions in the absence of a stimulus.

This brings us back to earlier comments about “voluntary” movement. Behavior-
ists used the word to describe behaviors that appear to be more than a chain of re-
flexes. Willed behavior, particularly that with any degree of freedom, can certainly 
be more than a chain of predetermined reflexes or fixed-action patterns.
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A true lack of free will would exist if a person’s decisions were forced and im-
mutable. But we all frequently make choices that we are not forced to make. True, 
we frequently make choices because our past experience convinces us it is wise to 
do so. Choices often result from conscious cost/benefit analysis. As philosopher 
William Barrett put it, “It is not his reason that makes man man, but rather reason 
is a consequence of that which really makes him man. For it is man’s existence as a 
self-transcending self that forged and formed reason, as one of its projects” (Barrett 
2000). I would add that the neurobiology of consciousness is the agency that creates 
self-transcendence. Are we slaves of reason because we make wise choices? If that 
should be true, I freely choose not to be so free.

Brains evolved to serve their own best interests. Does that inevitably strip them 
of the freedom of choice? No. We have all witnessed bad choices of others and 
perhaps ourselves when other options were equally available. If we make a choice 
that we know is bad for us in the long run, how does that prove we were predestined 
to make such a choice? We could have just perceived the odds of immediate grati-
fication were better than the odds of negative consequences in some distant future.

Murphy and Brown put it this way in the concluding page of their book: “Neu-
rons do not do things. You do.” I agree at least with the last sentence, but not the 
first. You are the agent who does things, but who and what are you? Your uncon-
scious mind and its conscious mind partner are the sum of your constructed and 
remembered unique set of CIPs. These come, of course, from neurons that are obvi-
ously making things happen.

Regardless of how much freedom is involved, one thing is clear: Higher-order 
decisions are quite complicated, involving the integration of multiple functions in 
multiple brain areas.

 P9. Humans Create Their Own Brain Programming

Human thought and behavior are certainly programmed by genetics and epigenetic 
influences such as learning. But humans have the capacity to choose their environ-
ment and their learning situations. Are we to assume that such choices are always 
subconscious?

Whether robots or not, humans are active agents in creating their own personali-
ties and intellectual abilities. The whole body of neuroplasticity literature testifies 
to the ability of experience and learning to change microanatomy and biochemistry 
of the brain. In that sense, humans create their own programming.

A well-established principle of neuronal development is that unused connec-
tions become lost while others become strengthened (see, for example, Changeux 
and Danchin 1976; Edelman 1987). Classic denervation studies by Merzenich et al. 
(1983a, 1983b) showed that neurons in the sensory cortex become recruited into cir-
cuits monitoring input from other nerves when their natural input nerve is removed.

These matters are reminiscent of the ongoing debate about “grandmother cells” 
(see Boden 2006, pp. 1205–1210). This is the idea that there are neurons dedicated 
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to recognition of specific objects, such as a grandmother, a specific brand of car, etc. 
While it is well established that there are neurons with specific dedicated functions, 
that does not preclude their involvement in other functions. Calculations suggest 
that the brain just does not have enough neurons to commit each one to a sole func-
tion. Rather, the more prevailing view is that each neuron can contribute to several 
or many representations and their processing.

The matter is quite different for actual movement that implements agency. While 
the genesis of movement from basal ganglia functions is quite obscure, there is no 
doubt that the final common pathway at the spinal cord level is quite specific. A 
given spinal motor neuron has an invariant output to specific muscles.

Humans, and to a lesser extent other mammals, are creative. A given individual 
creates perspectives, ideas, intentions, decisions, and actions that are new to that in-
dividual, never before witnessed or experienced. It is an open question how much of 
this creativity is driven subconsciously without free will. Anecdotally, many people 
report creative thought emerging as if out of nowhere. The recognition of such cre-
ative thought is, of course, conscious.

Few studies have examined the neurobiology of creativity. Certainly one factor 
must be that various neural circuits are interconnected and thus share the process-
ing occurring within each. If these populations interact competitively, then some 
functions may predominate. An important recent finding is that TMS of the left, but 
not the right, prefrontal cortex of humans reversibly enhances creativity (Chrysikou 
et al. 2013). The explanation is that the prefrontal cortex is a source of executive 
function, which when disabled, releases creative capacity which arises from popula-
tions that were not impaired.

 P10. Consciousness Is a Nerve-Impulse-Based Brain State 
Existing as a Being That Acts In the World

One of the original views of consciousness was an idea called the Cartesian Theatre. 
It is named after Rene Descartes (1596–1650), a French philosopher, who argued 
that there is a real distinction between physical brain and nonphysical mind. He 
considered that brain activity is presented as episodes on the stage of a “Cartesian 
Theatre” for viewing by a virtual little man. Though this idea is ridiculed by most 
scholars, it resurfaces in the writings of prominent neuroscientists who hold that 
consciousness is an “observer,” not a maker of events (see Gazziniga 1998).

Daniel Dennett has taken a lead in demolishing the Cartesian Theatre metaphor 
by suggesting a “multiple drafts” metaphor for consciousness (Dennett 1991). 
This view regards consciousness as a succession of multiple streams of conscious 
(drafts), which in essence are snapshots of different portions of the stream of con-
sciousness. However, this view does not explain what creates those states are or 
what causes them.

All modern theories assume the requirement for a lot of new cortical circuit-
ry to support the added dimension of consciousness to the SoS. One basic idea, 
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sometimes referred to as “Global Neuronal Workspace,” holds that many of cortical 
neurons across all parts of the cortex are widely interconnected and collectively 
constituted a global workspace (reviewed by Gray 2004). Gray, however, points 
out that just labeling consciousness this way does not make the “hard problem” of 
explaining consciousness go away.

There is certainly plenty of anatomical evidence that our cortexes are built in 
ways that could readily create a global workspace (see Douglas and Martin 2004). 
The workspace idea holds that localized networks of neuronal processes, as might 
be going on in the emotional part of a human brain, or in the auditory part, visual 
part, etc. compete for attention. That is, these multiple parallel operations compete 
for access to the workspace.

This is a “bottom up” idea, where consciousness (at the top) is a recipient of 
input that has gained a competitive advantage for conscious “viewing.” But why 
could conscious SoS not be a “top down” process, where the conscious mind “looks 
in” on local processes and selects which ones it was to pay attention to and modify?

What seems missing in the global workspace view is that it does not seem per-
sonalized. Everybody’s global workspace is unique. Each has been sculpted by 
unique genetics and personal experience.

We know that consciousness comes from and resides in the brain. It is either a 
state of function or a “being” with functions of self-awareness, awareness of non-
self, and perhaps the ability to generate intentions, choices, and actions. If it is a 
“being,” consciousness may likely be constituted from a unique global set of nerve 
impulse patterns flowing in an extensive neural network. When consciousness tem-
porarily ceases, as in sleep, those patterns must be stored in the respective synapses 
that can generate the same patterns upon reawakening. As such, we could think of 
consciousness as an avatar, generated by the brain as a set of CIPs to act on behalf 
of the best interests of the brain and body (Klemm 2011a, 2011b).

Irrespective of which way is up or down, consider the possibility that the con-
scious self is represented by CIPs, as is the mode in which brains represent every-
thing else. Now consider the possibility that the CIP representation of the conscious 
self is the equivalent of an avatar that acts in the world on behalf of the brain and 
body. This consciousness CIP incorporates a portion of the global workspace of the 
whole brain and is therefore integrated with what goes on in unconscious process-
ing. The SoS CIPs thus constitute a being.

People who play computer games may know about avatars. These are computer-
generated proxies for the gamer. The avatar does things in the game in response to 
commands from the player. A good example is the increasingly popular Web envi-
ronment known as Second Life, in which players create their own avatars and live 
vicariously through the avatar in the virtual world.

Unlike computer avatars, however, the brain’s avatar might do things on its own 
initiative to serve the brain and body’s best interests. Perhaps, the avatar has an 
interest of its own, a mind of its own so to speak. Moreover, the biological avatar 
gets to decide what it is that is in the best interest and supervise the actions to 
accomplish it.
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This avatar notion is reminiscent of the old third-century idea, typically deemed 
foolish, that the brain has a little person inside that is a scale model of the body. 
In modern terms, however, this homunculus, as it came to be called, is used as a 
way to think about how the body is mapped in sensory and motor cortex. But the 
homunculus is more than that. It is a CIP representation of the body and what goes 
on inside and outside of the body, all referenced to the SoS, which itself is a CIP 
representation of the “little person.” The brain could create a conscious homunculus 
in the form of an avatar that it deploys to act on behalf of the embodied brain in 
ways not otherwise possible.

I recently found a related perspective in the literature on phantom limbs (Melzack 
1989). Melzack posited a body-self “neuromatrix,” which he defines as a spatially 
distributed network of neurons that acts a whole to generate a nerve-impulse-based 
neural signature pattern of the self. The avatar idea extends neuromatrix beyond its 
emphasis on knowledge about the body to regard the conscious SoS as a being with 
agency.

Avatars sense, evaluate, decide, and initiate and direct action. What is sensed 
by the avatar? First and foremost, it senses its own identity and constructs it as a 
being in the form of CIPs. It is the sense of “I.” The CIP representations of stimuli 
are registered and integrated into the CIP representations of the conscious avatar. 
The avatar also senses much of what the brain is thinking, such as beliefs, wishes, 
decisions, plans, and the like. Moreover, the events in consciousness can teach the 
unconscious brain, whether it is in terms of specific sensations, cognitive capabili-
ties, motor skills, ideas, attitudes, or emotions.

“I Avatar” thinks of itself in some of the biological ways that subconscious and 
non-conscious minds think of themselves as existing as part of the embodied brain. 
But the avatar thinks consciously of itself, though not independently from uncon-
scious minds. If conscious being is constituted as a self-aware avatar, then of course 
it thinks of itself consciously. The point is that thinking of oneself as an avatar 
and being an avatar are equivalent. Recall the famous saying of philosopher Rene 
Descartes,

I think, therefore I am.

Any time we are awake, the avatar being is active—deployed online so to speak. 
Think of this as a computer analogy: When operating in RAM, the avatar is online 
and available to exert its functions. When the avatar is shut down, as in going to 
sleep for example, the avatar goes off-line and saves its CIP files on hard disk. In 
biological systems, the hard disk is stored in the neuron terminals and synapses 
of the circuits that hold the memory of the self and the capacity for rebooting the 
self. The self may have undergone some subtle changes with the day’s experi-
ences, and updating the modified self in long-term memory is one of the functions 
of sleep.

The avatar exists “online” as a unique, individual-specific, set of global CIPs that 
constitute a “being.” When “off-line,” the avatar exists in a corresponding memory 
of self, stored in the synapses of the circuits that generate the avatar when online.
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4.5  Needs for Future Research

Most neurobiological research has not been conducted in the context of understand-
ing agency as such. The needed future research in this area should aim first at iden-
tifying neural correlates of the various elements of agency (recall Fig. 4.3), and 
where possible aim at distinguishing unconscious and conscious agency. What little 
past research exists has often been based on the simplistic assumptions that do not 
adequately account for the various elements of agency and their seamless integra-
tion with each other. In terms of the neurobiological approaches that might identify 
specific correlates of these agency elements include the following.

4.6  Top-Down/Bottom-Up Issues

The intuitive explanation for agency would seem to invoke top-down, executive 
control. Stimulus-driven responses reflect bottom-up neural processes, whereas a 
person’s choices may reflect top-down processes. Unfortunately, distinguishing the 
two is notoriously difficult (Folk et al. 1992; Ogawa and Komatsu 2006). A likely 
reason is that self-organizing systems, as mentation certainly can be, need not rely 
on hierarchical functions.

Top-down control obviously accounts for agency in invertebrates with com-
mand-neuron systems. But in higher animals, particularly humans, there is no “top” 
in the sense that brain circuitry is highly interconnected and activity at any level 
can be communicated in direction, whether it be up or down or lateral. Moreover, 
such interacting networks readily oscillate, and their interactions may self-organize. 
The areas of the brain most conspicuously prone to oscillation are the visual cortex 
(alpha rhythm), thalamus cortex (spindles), the hippocampus (theta activity), and 
the neocortex in general (gamma waves). These brain areas are richly intercon-
nected and their differing oscillatory frequencies must exhibit shifting degrees of 
synchrony or phase locking. Such a mechanism of cooperative processing calls into 
question any notions of top-down or bottom-up processing.

All cortical circuits can generate oscillating self-organized activity, no doubt as a 
result of the intrinsic circuit design of cortical columns. Thus, agency need not arise 
from external output, but can emerge from the ongoing emergence of memory rep-
resentations in linked circuitry. The degree of coherent coupling among oscillatory 
activity provides a way for self-organized intents and decisions to emerge.

That being the case, it is important to reexamine our biases about executive 
control. For example, we generally think of the motor cortex as “ordering” action 
of specific muscles. This underlies some of the flaws in interpreting free-will ex-
periments based on the experimental designs of Libet and his followers, as dis-
cussed earlier. The reality is that the motor cortex does not operate in isolation. It is 
coupled with many oscillating systems, both cortical and subcortical. Whether and 
when motor cortex cells discharge “commands” depends on prior happenings in the 
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multiple circuits with which it is coupled. Intentions and decisions that occur before 
the motor cortex delivers an output are being processed elsewhere, long before ac-
tion is commanded.

4.7  New Strategies

1. Focus on causal neural correlates of the elements of agency. I suggest that a 
starting point for new research is the need to identify more completely the neural 
correlates of agency, distinguishing the correlate differences between conscious 
and unconscious states. Moreover, little research has aimed at identifying neural 
correlates with specific elements of agency. But such research is likely to prove 
fruitful in light of the few studies that have been thus far reported.

2. Use strategies that reduce confounding variables. I have mentioned some of 
the confounding variables and sources of error in the traditional experiments 
on free will. One example of the kinds of experimental design needed in future 
research is to use stimuli that are constant, independently of any cognitive 
function. My laboratory’s study of ambiguous figures had the advantage that 
the stimulus for a given bi-stable image was constant—the only thing that 
could change was the conscious percept. We found marked coherence shifts in 
all human EEG frequency bands during the second when subjects reported an 
“aha” moment when they perceived the alternate image (Klemm et al. 2000). 
For any of the ten ambiguous figures used, a subject had a default percept, but 
through attending to certain features of the image and force of will (focused 
attention on specific portions of the image) they would perceive the alternate 
image (as, for example, first seeing a vase and then realizing that it could also 
represent two faces in profile). The coherence shift occurred with all of the 
images, so the coherence represented the process of willed percept and deci-
sion, not the specific image.

Import aspects of ambiguous figures that we never got to examine could have great 
bearing on the process of intention and decision making. First, there is need to 
compare the neural correlates for each percept as well as those during the switching 
process. You could also compare correlates of agency, such as when a subject will-
fully resists switching percepts versus states where the subject willfully switches 
intentionally back and forth between percepts. All such states are clearly representa-
tive of consciousness; they cannot occur during unconsciousness.

4.8  Tactics

1. Observe fMRI correlates with different elements of agency. They should differ.
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fMRI is a powerful and increasingly used tool in neuroscience research. While little 
of this approach has been used in the context of studying agency, this chapter has 
cited some relevant recent fMRI studies. More are likely to be forthcoming.

Brain scans can identify regional differences in brain activity during different 
kinds of cognitive processes. This has already served the purpose of showing that 
some elements of agency occur in distinctively different brain areas. Scans can also 
help identify the sequencing of different elements of agency.

On the other hand, fMRI does have serious limitations. It measures metabolism, 
not the brain’s information carriers (CIPs or field potentials). It is not always clear 
what an increase in metabolism means in terms of information processing. More-
over, regional decreases in fMRI are seldom studied, yet they certainly reflect some 
kind of significant change in neural processing.

2. Observe how elements of agency are affected by reversible blockage of specific 
cortical sites with TMS.

The beauty of TMS is that it can reversibly shut down activity in underlying cortical 
areas. Such blockade of defined cortical areas might elucidate their role in specific 
elements of agency. Some promising research of this kind was cited herein and 
more can be expected.

This technology also facilitates the exploitation of the strategy of evaluating 
staged recovery processes after key brain areas have been inactivated. This strategy 
was used to good effect in the research of Teitelbaum, who in his time had only the 
technical ability to create permanent lesions (Marshall and Teitelbaum 1977).

3. Evaluate oscillatory field potential coherence changes associated with different 
elements of agency.

Gamma field potential oscillations are highly involved in active thinking, as has 
been demonstrated in numerous species and laboratories. It is likely that gamma 
oscillations, especially their coherence between and among brain areas, participate 
in intention genesis and decision making.

Coupling of networks oscillating at different frequencies can also be achieved. 
Information contained within one oscillating network could be communicated to an-
other oscillating network if the target network has a faster oscillation phase locked 
to the input and the summed activity of the two oscillators sufficiently depolarizes 
the neurons (Buzsáki 2006). Unfortunately, very few researchers test for coherence 
of different networks, but rather limit their investigations to coherence of a single 
frequency band in multiple brain regions. I know of no studies that have examined 
phase coupling of different frequencies, either within or between brain areas, under 
conditions of agency.

Both the hippocampus and entorhinal cortex display theta oscillations when the 
brain is activated and likely to be engaged with and exploring the environment. In 
both brain areas, the voltage power of gamma activity increases in the presence 
of theta oscillations and varies dynamically with the relative phase relationships 
(Fig. 4.4; reviewed by Buzsáki 2006).
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Such frequency modulation alters the throughput of nerve impulses during the 
theta troughs and may package impulse “messages” in ways that preserve the mes-
sage as well as make it more “readable” by targets.

Similar modulation of neocortical alpha waves occurs in the human gamma 
power (Freeman et al. 2003). We can assume that the nerve impulses represent co-
operativity in the circuits in which they propagate, packaged in clusters of a fraction 
of a second and dissolving in the down cycle to make way for the next cluster. Such 
a process would likely support agency, as it progresses sequentially from intention 
genesis, to decision, to planning, and to execution.

The same mechanisms could operate with regard to incorporating memory of 
prior learning into real-time agency. Memory, along with salience and reward va-
lence, is central to agency. The stored synaptic strengths of networks storing the 
memory, once activated by recall, can provide a similar degree of stochastic reso-
nance as occurs with novel contingencies.

Phase locking of multiple neural oscillators is typically interpreted in the con-
text of perception and in particular the “binding problem” (reviewed by Metzinger 
1995). Since most elements of agency also engage diverse distributed populations, 
should not the idea of binding apply also to the genesis of agency? This remains an 
undeveloped area of research.

4. Evaluate state-space field potential correlations with the elements of agency.

In nonlinear complex dynamic systems such as the brain, discriminating causation 
from correlation is particularly difficult. Scientists know that correlation is neither 
necessary nor sufficient to establish causation, yet they frequently violate this basic 

Fig. 4.4  Phase coupling between entorhinal theta field potentials and higher frequency of simulta-
neously occurring gamma waves in the rat. Note that gamma amplitude increases in the downward 
theta phase. Frequencies were separated by electronic filtering. (Reprinted with permission from 
Buzsáki 2006)
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tenet of logic. Also, they may conclude that lack of causation is not established by 
lack of correlation.

Computational modeling of causation is not usually done in the context of human 
agency, but perhaps it should be. Relevant computational techniques are emerging. 
For example, Sugihara et al. (2012) report an approach based on nonlinear state-
space reconstruction that can detect when correlation is a cause—basically, a pro-
cess that identifies whether two variables share a common dynamical system. Their 
basic calculations measure the extent to which the historical record of Y time series 
values can reliably estimate states of X. This happens only if X causes Y. Cross-
mapping computations check for a reliable relationship between the sets of data 
points in the attractor state-space surfaces of X and Y variables. If such relationships 
exist, Y can estimate X and vice versa. This method was applied to ecological data, 
but in principle the approach could apply to dynamic changes in electrographic 
signatures of human agency.

5. Record impulse activity and perform combinatorial analysis of the temporal pat-
terns in defined circuitry such as cortical columns

The SoS and its agency is represented in the brain by patterns of nerve impulses 
propagating in circuitry (CIPs) that could contain a combinatorial code of impulse 
activity, a possibility that is ripe for investigation. The concept is that circuits of 
interacting neurons can have specific properties of their own that are not evident in 
any one-member neuron. Moreover, the phase and frequency relationships of the 
CIPs are likely representations of sensation of both ordinary senses and the capacity 
for self-initiated agency. These representations no doubt change dramatically as the 
capacity for consciousness develops. The circuit elements of cortical columns are 
known, and new microelectrode technology and combinatorial mathematics make 
this area of research an area whose time has come.

4.9  Why Agency Research Matters

At least some of the axioms and propositions should spark interest and controversy 
in the research community. Indeed, this is already true in several cases, such as in 
research on whether consciousness has causal effects, whether free will exists, how 
decisions are made, whether agency is top-down or bottom-up, or whether these are 
even useful conceptual frameworks.

These issues of axioms and propositions will perhaps be seen by many as aca-
demic and arcane, but agency is a very practical matter in the real world of human 
behavior. Neurobiological research has not yet provided satisfying answers to a 
range of questions about why people act the way they do:

• Why are some people more assertive than others?…some more active, others 
more passive?

• Why are there individual differences in initiative, and in some people, extending 
to impulsivity?
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• Why are some people more courageous than others?
• Why are some people risk takers and others risk averse?
• Why are aggressive predilections expressed passively in some people but ac-

tively in others?
• Are there genetic or neural correlate markers for the range of active to passive 

personalities?
• What environmental factors influence the ontogenetic development along the 

agency continuum?
• Can a given agency personality type be modified by education, training, or be-

havioral therapy?
• What is the relationship of mental health to agency?
• Does aging affect agency, and, if so, why and how?

Perhaps research addressing these axioms and propositions will lead to new propo-
sitions, but more importantly lead us to find better ways for people to control their 
own behavior in more appropriate and effective ways.

4.10  Conclusions

Animals at all levels of complexity must act appropriately in order to survive. At the 
simplest level, such actions are intrinsic, automated, and unconscious. At slightly 
higher levels, such actions are responses to stimuli. At still higher levels, actions 
arise from such agency elements as inherent drives, perception, memory recall, ex-
pected utility, intent to act, decision, plans, and finally action. These action elements 
may be unconscious, conscious, or some mixture of both.

The neural basis for agency exists in the circuitry connections of neurons which 
are most fundamentally hardwired in simple brains with relatively few neurons. 
But in higher animals, the superabundance of networks within networks allows for 
dynamic adjustment of circuitry to enable adaptive adjustment of the elements of 
agency. In all circuits, the information carrier is the spatiotemporal patterns of nerve 
impulses.

Therefore, if we know the circuitry and their impulse patterns, we may know 
the cause of any element of agency. We also need to know how the CIPs of higher 
animals seamlessly mediate the sequence of elements of agency to produce a final 
action.

Two strategies are proposed: (1) focus on causal neural correlates of specific 
elements of agency and (2) employ experimental designs that reduce confounding 
variables. Among the specific tactics suggested are: (1) observe how fMRI cor-
relates with different elements of agency, (2) observe how elements of agency are 
affected by reversible blockage and recovery of specific cortical sites with TMS, 
(3) evaluate oscillatory field potential coherence changes associated with different 
elements of agency, (4) evaluate state-space field potential correlations with the ele-
ments of agency, and (5) record impulse activity and perform combinatorial analy-
sis of the temporal patterns in defined circuitry such as cortical columns.
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In “Neurobiological Perspectives of Agency” (Chap. 4 this volume), neuroscien-
tist W. R. Klemm provides a comprehensive survey of the neural basis of agency, 
summarized in ten axioms and ten propositions. According to Klemm, the former, 
by and large, are consensuses in current neuroscience, whereas the latter are still 
controversial and open to debate. Understanding agency matters, for “agency is a 
very practical matter in the real world of human behavior” (Chap. 4, p.?). Thus, it 
is not surprising that agency has also been a subject of study in many other disci-
plines aside from neuroscience, including philosophy, psychology, sociology, and 
computer science (artificial intelligence and robotics).

Neuroscience is dedicated to exploring the neural correlates of elements of 
agency. A prior issue that needs to be addressed is how the concept of agency is to 
be understood properly, which in turn shapes how the elements of agency can be 
specified, and where and how to look for their neural correlates. On the other hand, 
data and findings from neuroscience may well inform our general understanding of 
agency.

In this chapter, I shall focus on the concept of agency, especially the structures of 
agency. Drawing on some insights offered in Klemm’s chapter, I attempt a broader 
conception of agency than which is usually conceived, putting agency in a crea-
ture’s ecological niche and whole life realm, to highlight the significance of con-
sciousness in human agency.

5.1  Structures of Agency

As Klemm remarks (Chap. 4, p.?):
Understanding agency begins with the recognition that agency typically consists of mul-
tiple elements, such as the generation of intent, identification of contextual salience, recall 
of relevant memories, evaluation of choice options and their anticipated consequences, 
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decision making, planning, implementing the action, and real-time monitoring and adjust-
ment of the implementation.

Agency arises from the interactive processes between a creature and its environ-
ment. The simplest form of agency may be embodied in reflex action, “where sen-
sory input more or less induces an automated response, often with only a minimal 
amount of processing” (Chap. 4, p.?). Higher animals with true brains can create 
purposes and make decisions that fulfill purpose. Human brains can create con-
scious intentions and plans, and have them carried out.

Klemm suggests that human agency consists of the following elements:
intend, remember, value, decide, prepare/plan, and act.

Each of these elements of agency is distinctly different. The task of neuroscience 
is to identify the neural correlates of the elements of agency. I think this strategy 
is correct and promising. However, what I want to emphasize here is that not only 
do we need to specify the elements of agency but also we need to understand the 
structures of agency, namely, how the elements of agency are related to each other 
and organized. For example, what are the relations between deciding, intending, 
and planning? How do distal or future-directed intentions interplay with proximal 
or present-directed intentions? How do values affect an agent’s decision making 
and intentions? How do decisions, intentions, and plans work to initiate, guide, and 
control actions? These issues are important in that they are essential to our under-
standing of the work of agency.

The philosopher Michael Bratman (1987, 1999, 2007) developed an account of 
human agency centered on the notion of planning. According to Bratman’s planning 
theory of agency, intentions are characteristically elements of larger, partial plans 
of action, and these plans play basic coordinating, organizing roles at a time and 
over time. Associated with these roles are distinctive rational pressures on inten-
tions for consistency and coherence at a time, and stability over time. Intentions 
typically involve a sort of psychological or practical commitment: An agent who 
holds an intention is settled upon or committed to engaging in the course of the 
intended action, either in the future or at present, although the commitment is not 
irrevocable. Intentions tend to resist reconsideration and revision. Once an intention 
is formed, sometimes as a result of deliberative decision making, slight changes of 
circumstance will generally not lead the agent to reconsider the intention or reopen 
the deliberative process. Intention thus “has a characteristic stability or inertia” in 
human practical reasoning and action (Bratman 1987, p. 6). These two distinctive 
features of intention, namely, the settledness and inertia of intention, help to explain 
how intentions play their characteristic roles in shaping people’s practical reasoning 
and in supporting interpersonal and intrapersonal coordination. The expectation of 
the behavior of other agents based on their intentions is central to social coordina-
tion. When we are rationally planning for our future actions, we need to take our 
prior intentions seriously.

For example, last week I saw a notice calling for participants by a psychology 
research laboratory. When I decided to participate in an experiment in cognitive 
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neuroscience and made a phone call for an appointment, I formed an intention to 
take part in the experiment as a subject, at an agreed time this week. I formed the 
intention because this is consistent with the values I hold, say, I value their research 
effort and hope to make my contribution, however slight. And I also wanted to 
know, out of my curiosity, how an experiment in cognitive neuroscience is typically 
carried out. This intention is a part of my plan for this week. It is consistent with, or 
at least, not in conflict with my other prior intentions or parts of my plan. If it turns 
out that, for some reasons, I cannot fulfill the appointment, I may call to change for 
another time or even to cancel it. But if no such thing happens, I shall stick to the 
appointment accordingly. Thus, this intention, externalized through a phone call 
appointment, serves as a commitment between me and the laboratory people, which 
coordinates our plans and actions thereafter. It also works as a constraint on my 
schedule: I shall not form any (further) plans or intentions in conflict with it.

From this example, we can see that planning is indeed a crucial part of human 
agency. We have various plans. Some are for the far future, such as those about 
career, marriage, and lifestyle, whereas some are for the near future, such as those 
about important things to be done tomorrow or next week. Some may be quite 
specific in content, while some are vague. Whereas some are complete, most plans 
are partial, with many details to be figured out in due course. Planning plays a key 
role in organizing values, decisions, intentions, and actions, and designates, in Brat-
man’s words, the temporal extension of human agency.

In comparison with the elements of agency that Klemm has identified, structures 
of agency may seem more elusive, especially in looking for their neural correlates in 
experimental settings. But they shall not be neglected. Interpretations of experiment 
data and laboratory findings need be cautious to project to real-life cases, where the 
elements of agency make sense more likely in light of structures of agency.

5.2  Consciousness and Agency

This morning after waking up in bed, I recalled that I have an appointment this 
afternoon with the psychology laboratory to participate in a cognitive neuroscience 
experiment. This appointment was made last week. As there was nothing more ur-
gent forcing me to break the commitment, I decided to go to the laboratory. After 
giving me the instructions on how to perform in the experiment and ensuring my 
understanding of said instructions, the experimenter put an electroencephalogram 
(EEG) equipment on my head to record electrical activities along the scalp, and 
an electromyography (EMG) detector on my right wrist to record its movement. I 
was instructed to perform quick flexion of my right wrist on my own initiative, at 
any time I felt the “urge” or desire to do so. For each trial, I was required to watch 
the “clock position” of a spot of light revolving in a circle on the face of a screen, 
which run much faster than a normal clock, then, after moving my wrist, recall the 
clock time of the first awareness of the urge to move. About several 100 trials had 
been made in the experiment, before I was paid a small amount of money and left 
the laboratory.
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The above scenario is a somewhat simplified description of the well-known Li-
bet experiment (Libet et al. 1983). In Libet’s experiment, it was found that the av-
erage time for the subject’s awareness of the urge to move was 200 ms before the 
activation of the muscle. But a slow, negative potential shift recorded by the EEG 
on the scalp, called Bereitschaftspotential or readiness potential (RP), was found 
to have an onset for its main negative rise at about 550 ms before the actual motor 
movement began. Thus, a subject was typically aware of the urge or intent to act 
350 ms later than the RP had already emerged in performing a self-initiated flexion.

An orthodox interpretation of Libet’s experiment is that our unconscious brain 
processes and brings about voluntary actions. Our voluntary acts are “initiated by 
unconscious cerebral processes before conscious intention appears” (Libet 1985, 
p. 529). Onsets of RPs, which are unaware to humans, regularly begin at least 
several 100 ms before conscious intention appears. Hence, spontaneous voluntary 
movements are actually initiated unconsciously by cerebral processes, instead of 
conscious intentions or volitions as conventionally conceived. “The brain ‘decides’ 
to initiate or, at least, to prepare to initiate the act before there is any reportable 
subjective awareness that such a decision has taken place,” which entails that “some 
neuronal activity associated with the eventual performance of the act has started 
well before any (recallable) conscious initiation or intervention is possible” (Libet 
1985, p. 536).

Along with Klemm, I go against the standard interpretation of Libet’s experi-
ment (see Zhu 2003 for an earlier attempt for an alternative). Here are some obser-
vations that should be noted, but have been widely neglected in discussions of the 
Libet-style experiments:

First, when I entered the psychology laboratory, I was awake and conscious, 
fully aware of what I was doing. I formed an intention to participate in the experi-
ment last week, which had been a part of my overall plan for this week. This inten-
tion had played a role in coordinating, guiding, and controlling my activities over 
time since its formation, till the time of its execution, unless I had changed my mind 
due to other causes or had totally forgotten it. Had I not had this intention, or had I 
not been awake and conscious, and had not wanted to execute this intention or plan, 
I would not have walked myself into the laboratory. I found myself standing in the 
laboratory with no surprise. If all my seemingly voluntary behaviors are initiated 
by my unconscious cerebral processes, whose precedent intentions or urges I am 
aware of only after these behaviors have already been in preparation or execution 
processing, it would be a real miracle that these behaviors are deployed largely in 
accordance with my intention formed one week ago.

Second, when I decided to participate in the experiment last week, I was settled 
upon cooperating with the experimenters to try to complete the task. This com-
mitment became entrenched as I entered the laboratory: Had I not wanted to be 
cooperative, I would most likely have not presented myself to the laboratory and 
would better have had something else to do. Therefore, I listened carefully to the 
instructions, and did all my best to understand and follow them. In this specific 
task, I was instructed to perform quick flexion of my right wrist on my own initia-
tive, at any time I felt the “urge” or desire to do so, in the meanwhile to watch the 



935 Agency in Life

“clock position,” and to try to remember the clock time of the first awareness of 
the urge to move. This was a quite demanding task; however, I managed to do so 
after some practices. The content of the instructions must have been internalized as 
mental representation stored in my mind and brain (called “task set” or “mental set” 
in the literature). If I had not memorized these instructions, and purposefully and 
consciously made efforts to follow them, it would have been apparently bizarre for 
me to have my right wrist flexed several 100 times during that period.

Third, when I was performing the required acts in accordance with the instruc-
tions, I was fully awake and conscious, well aware of what I was doing. I was not 
in sleep, coma, anesthesia, or under hypnosis. I knew exactly what to do, and en-
deavored to make things happen as intended. Of course, I was not aware of all the 
brain activities and mental processes; nobody can be. But it would be preposterous  
to infer that the unconscious cerebral activities preceding my self-initiated bodily 
movements, such as the RPs recorded in Libet’s experiment, were irrelevant to my 
consciousness and agency. If I were in sleep, coma, anesthesia, or under hypnosis, 
it would be likely that they would not have occurred. If I were not instructed to 
perform such acts, or just had failed to follow the instructions, it would be likely 
that they would have not been recorded with the patterns that Libet has found in his 
experiment (Keller and Heckhausen 1990). Therefore, it seems absurd to infer that 
my consciousness, agency, and intention to perform such acts as instructed play no 
role in bringing about the unconscious brain activities associated with the seem-
ingly self-initiated bodily movements in the experiment.

The above observations naturally exclude the interpretation that some specific 
brain activities leading to my self-initiated bodily movements, such as the RPs, 
occurred unconsciously, because (1) I was awake and conscious all the way; (2) I 
was consciously executing my intention or plan to participate in the experiment; (3) 
the instructions represented and stored in my mind and brain played a crucial role 
in completing what I was required to do in the experiment; and (4) I made effort 
to follow the instructions to bring about the intended actions. Moreover, given the 
content of the instructions and the nature of the experimental design, I was required 
to perform quick flexion of my right wrist on my own initiative, at any time I felt 
the “urge” or desire to do so. These acts were brought about by me consciously and 
purposefully, rather than being fully spontaneous according to the standard inter-
pretation. I simply would not have my right wrist flexed several 100 times in half an 
hour, had I not made efforts to follow the experiment instructions. In other words, 
to follow the instructions, I tried to make many times of the requested bodily move-
ments happen during the period of experiment. So, the RPs were also made happen 
by me, who was consciously and intentionally making the related acts happen, even 
if the exact time of the RPs’ onsets was unconscious to me. I knew that I needed 
to make the specific bodily movements happen many times during a short period, 
spontaneously as far as I could, without any preplan or at any regular rhythm. This 
experimentally structured behavior is not similar to my typical voluntary and spon-
taneous behavior in real life.

Klemm rightly points out that consciousness, especially human consciousness, 
raises the complexity of agency to a new level (A9 in his axioms list), and opposes 
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to the proposition that conscious mind is not a source of agency (P7 in his proposi-
tions list). It remains a long way to figure out the role of consciousness in the work 
of agency, and vice versa. A common pitfall to watch out for is the fallacy that may 
be called “consciousness localization.” All mental states and processes are divided 
into two categories: conscious and unconscious. Consciousness is then attributed to 
some mental states and processes that the agent can be aware of. Thus, conscious-
ness is a feature of an individual state or process that one can be conscious of. The 
nature of the fallacy is the neglect that consciousness is in the first place, a feature 
of the whole agent. It is not uncommon to find statements in the literature like this: 
Behavior x is caused by unconscious state or process y, or, behavior x is caused by 
conscious state or process y. What has been widely neglected in the above reasoning 
is the fact that most data obtained from experiments to support the statements are 
obtained while the subjects are awake and conscious, not in sleep, coma, anesthesia, 
or under hypnosis. The agent’s being conscious may likely play an essential role in 
bringing about the behaviors that are recorded and measured. Unless the agent’s 
whole consciousness has been fully eliminated, it is unwarranted to infer that an 
agent’s behavior is solely caused by an individual mental or brain state or process, 
unconscious or not.

Understanding agency matters. Neuroscience is becoming more and more im-
portant in exploring the cognitive and neurobiological underpinnings of the work of 
agency. Klemm’s comprehensive review has provided a state-of-the-art survey from 
the perspectives of neuroscience. This chapter attempts to supply a complementary, 
and more philosophical perspective, and to join the ongoing interdisciplinary effort 
to understand the nature of agency.

Acknowledgments This work was supported by grants from the Ministry of Education of China 
(13JDZ004) and from the Social Sciences Foundation of China (11&ZD187).

References

Bratman, M. E. (1987). Intention, plans and practical reason. Cambridge: Harvard University 
Press.

Bratman, M. E. (1999). Faces of intention: selected essays on intention and agency. Cambridge: 
Cambridge University Press.

Bratman, M. E. (2007). Structures of agency: essays. Oxford: Oxford University Press.
Keller, I., & Heckhausen, H. (1990). Readiness potentials preceding spontaneous motor acts: Vol-

untary vs. involuntary control. Electroencephalography and Clinical Neurophysiology, 76, 
351–361.

Klemm, W. R. (2015). Neurobiological perspectives on agency: Ten axioms and ten propositions. 
In C. Gruber, M. Clark, H. Klempe & J. Valsiner (Eds.), Annals of theoretical psychology: 
Vol. 12. Constraints on agency: Explorations of theory in everyday life. New York: Springer.

Libet, B. (1985). Unconscious cerebral initiative and the role of conscious will in voluntary action. 
Behavioral and Brain Science, 8, 529–566.

Libet, B., Gleason, C. A., Wright, E. W., & Pearl, D. K. (1983). Time of conscious intention to act 
in relation to onset of cerebral activity (readiness-potential): The unconscious initiation of a 
freely voluntary act. Brain: A Journal of Neurology, 106(3), 623–642.

Zhu, J. (2003). Reclaiming volition: An alternative interpretation of Libet’s experiment. Journal of 
Consciousness Studies, 10(11), 61–77.



95

Chapter 6
A Grand Synthesis: Aided by Considering 
Systems 1 and 2 and Incentive Motivation

Frederick Toates

© Springer International Publishing Switzerland 2015
C. W. Gruber et al. (eds.), Constraints of Agency, Annals of Theoretical Psychology 12, 
DOI 10.1007/978-3-319-10130-9_6

F. Toates ()
Open University, Buckinghamshire, UK
e-mail: frederick.toates@open.ac.uk

Klemm (Chap. 4, this volume) regrets that the concept of agency features rather 
little in neuroscience. However, expressed in somewhat different terms, it forms 
the topic of a number of studies, particularly in the context of conscious and un-
conscious determinants of behaviour (Pockett et al. 2006). If Klemm is claiming 
that the notion deserves to be at centre stage in behavioural science, I agree. Surely, 
goal-directed behaviour and the associated agency constitute one of the defining 
features of what it is to be a living system, at least, I would say, in the case of birds 
and mammals. Hence, I welcome warmly this contribution to the discussion.

I see two fundamental but all too often neglected principles underlying behav-
ioural control: (1) its goal-directed nature and (2) its susceptibility to reinforce-
ment. One might expect that these would have a pride of place in psychology and 
neuroscience, much as the genetic transmission of information and evolution by 
natural selection do in biology. However, this is not the case. Although the notion of 
goal direction is evident in theoretical psychology (Carver and Scheier 1990; Miller 
et al. 1960; Toates 2006), it hardly takes the place of a foundational principle.

Of course, Skinner put reinforcement on the map but unfortunately alienated 
many by his somewhat dogmatic and exclusive approach. However, the cognitive 
revolution tended to cast Skinner to one side rather than rising to the challenge of 
assimilating his ideas into a bigger and integrative psychology. (Toates 2009)

Any discussion of agency needs to consider also the weakness and lack of agen-
cy, exemplified by helplessness and depression.

6.1  What Is Agency?

Despite my enthusiasm for the target article, it seems that Klemm employs ‘agency’ 
somewhat inconsistently. At one point, he uses it to refer to ‘any animal action that 
arises out of its nervous system’. I would prefer to see it defined more narrowly than 
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this, though I would hate to be dogmatic. To me, ‘agency’ implies a goal and the 
organism’s attempts to match an actual state of the world to this goal. In such terms, 
the rat has a goal representation and exploits flexible means to get to the goal, so is 
showing agency.

Humans, of course, unambiguously exhibit agency. However, in addition, they 
might be said to possess a ‘sense of agency’ when they can articulate their ca-
pacity to perform goal-directed behaviour and their willingness to take such ac-
tion as to bring reality into alignment with their stated goals. The human showing 
learned helplessness and debilitating depression might be said to have largely lost 
both agency and this sense of agency. A possible rat model of agency would, as 
described by Klemm, involve suppression of ‘generalized voluntary agency’. This 
would be mediated at least in part by reduced dopaminergic activity, which will be 
described later.

In my terms, there can be ‘bottom-up drivers of agency’, to use Klemm’s ex-
pression, possibly provided that the incoming sensory signal does not trigger an 
automatic response that bypasses the intentional processes.

In such terms, in spite of their effective and adaptive behaviour, one would not 
see the jellyfish or ant to be displaying agency. Klemm writes ‘A spinal reflex, for 
example, might not be considered an expression of agency because it arises from lo-
cal circuitry and is not necessarily engaged with the whole nervous system’. I agree 
with this, yet elsewhere he states that a reflex is ‘the simplest form of agency’. As an 
issue of personal taste, I would not include ‘acts of agency’ arising from invertebrate 
command neurons. If one can include jellyfish under the term ‘agency’, why not 
single-celled species lacking any nervous system, such as the paramecium? They 
show adaptive behaviour by altering their behaviour in accordance with changes in 
the environment. Why not trees and flowers? They exhibit changing reactions in 
response to, or even in anticipation of, such things as changes in season and light 
levels. Defined too broadly, it seems that agency means little more than the exis-
tence of a viable and adaptive organism. A species lacking a capacity for agency 
might seem to be almost synonymous with an extinct species.

Klemm’s Axiom 8 states that ‘Initiating agency, such as deciding what to do, 
typically requires assessment of anticipated positive and negative consequences and 
their reward value’. This apparently narrower definition would seem to me to be the 
essence of what is meant by agency. There is a cost–benefit assessment done. For 
example, rats appear to weigh up the relative cost–benefit of one choice as opposed 
to another, and disrupting dopamine neurotransmission alters the weighting of the 
options. (Salamone et al. 2007)

6.2  Other Bodies of Theory with Which to Integrate

I would suggest that the development of Klemm’s account of agency might be en-
riched by a consideration of some theories that have traditionally stood somewhat 
distinct but are coming increasingly into convergence (Toates 2006, 2014). They are 
described in this section.
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6.3  The Division into System 1 and System 2

A broad theoretical development has taken root in psychology and to this Klemm 
makes implicit reference: recognition of the coexistence of two fundamentally dif-
ferent systems of control (Carver et al. 2009; Epstein 1994; Evans 2008; Perner 
2003; Toates 1998, 2006, 2014). It might be very helpful when pondering the nature 
of agency to look carefully at this distinction.

System 1 is fast, reactive to events in the world, seen widely across species, old 
in terms of evolution and early to appear in the development. The processing by 
System 1 is not available to conscious introspection, though the outputs are. By 
contrast, System 2 is slow, reflective, evolutionarily new and appears late in devel-
opment. It facilitates the use of representations of events in the control of behav-
iour. Although System 2 is not a uniquely human possession, it is seen at its most 
elaborate in humans. In humans, processing within System 2 is open to conscious 
introspection. I would associate this system with goal-directed behaviour involving 
a consciously accessible representation of future states and moves towards them.

The weight of responsibility for the control of behaviour varies between System 
1 and System 2 corresponding to a number of factors (see Toates 1998, 2006, 2014):

Experience With extensive experience of performing a task, control tends to shift 
from System 2 to System 1. Behaviour becomes more automatic and habitual.

Development System 1 matures faster than System 2. Hence, young animals place 
a greater responsibility for control on System 1, relative to System 2 (Steinberg 
2008).

Chemicals A range of evidence suggests that low serotonergic activity gives a bias 
in favour of System 1 (Carver et al. 2009 ). For another example, alcohol creates 
‘alcohol myopia’ (Steel and Josephs 1990), whereby weight is placed upon the 
immediate present situation and away from future.

Brain Damage For example, damage to the prefrontal cortex can compromise Sys-
tem 2 control, while leaving System 1 relatively intact. There can be an increased 
tendency to mimic the actions of others, the so-called utilization behaviour (Hurley 
2006).

Species Compared to other species, humans appear to have placed the greatest 
weight upon System 2 controls, relative to System 1.

Although these are two distinct systems showing very different properties, they 
are dynamically interactive, such that many, if not all, instances of behaviour are 
controlled by both systems (Kiefer 2012; McBride et al. 2012). Anatomically, there 
are some shared brain processes. Outcomes produced by System 1 can trigger the 
engagement of System 2, particularly if they violate a goal set by System 2. This 
fits the notion discussed by Klemm that a (not the) function of consciousness is to 
monitor the ‘consequences of unconscious agency’. System 2 can alter the sensitiv-
ity of System 1 in its reaction to stimuli such that reactions to stimuli accord with 
high-level goals (McBride et al. 2012; Toates 1998).
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Sometimes the systems act in concert, whereas at other times it appears that they 
pull in opposite directions. Such conflict can take various forms (Perner 2003). 
Turning left for home automatically by habit in the face of a high-level goal of turn-
ing right for the supermarket is one such example. For another example of conflict, 
resisting temptation might be characterized as System 1 urging engagement in the 
tempting activity, whereas System 2 is exerting restraint based upon long-term con-
siderations (Toates 2014). The opposite type of conflict would be exemplified by 
ingesting a foul-tasting medicine. System 1 might be triggering disgust and with-
drawal, whereas System 2 would be urging engagement in the long-term interests 
of recovery of health.

System 1 would seem to have some of the characteristics of the kind of stimulus–
response (S–R) processes much loved by the early generation of (non-Skinnerian) 
behaviourists. It is triggered into action by physical stimuli; in other words, the 
‘affordance’ that they offer (McBride et al. 2012). However, it does not prescribe a 
fixed movement in response to a given stimulus. Rather, it specifies an action with 
some local negative feedback and thereby exhibits a degree of flexibility.

System 2, based upon internal representations of the world, either actually pres-
ent or expected and desired, seems to fit high-level goal-directed cognitive prin-
ciples. Hence, rather than two rival schools of psychology, we can see two different 
processes that co-exist within the same brain.

I wonder whether Klemm would attribute agency equally to Systems 1 and 2. 
I am tempted to associate it with System 2 but not with System 1. However, I am 
ambivalent.

6.4  The Principle of Incentive Motivation

Researchers in motivation are increasingly rejecting the earlier drive model, and in-
stead finding an incentive motivation model better fits the evidence (Berridge 2001, 
2004; Bindra 1978; Toates 1986). The fundamental assumption is that motivational 
states, such as hunger, thirst, sexual desire and drug seeking, are aroused by incen-
tives, such as food, water, a partner and drugs. Incentives create the motivation to 
engage with them. The power of objects in the world to trigger engagement is also 
exemplified in certain brain-damaged people by utilization behaviour, where the 
person might suddenly and inappropriately grab someone else’s apple and start to 
eat it. (McBride et al. 2012)

In the absence of the incentive, the appropriate motivational state and goal-
directed activity can be aroused by cognitive representations of incentive objects 
(Kavanagh et al. 2005). Functional neuroimaging points to some of the same brain 
regions being activated by triggering memories of incentive objects as compared to 
that triggered by the actual object. An implicit assumption within motivation theory 
is that the strength of motivation increases as the distance between the animal and 
the object decreases.
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6.5  The Role of Dopamine and Serotonin

Dopamine appears to act at different levels (Berridge 2001), which might map onto 
Systems 1 and 2, just described, as well as being central to incentive motivation. 
Acting at a sub-cortical level in the pathway from the ventral tegmental area to 
the nucleus accumbens, dopamine has an energizing effect upon behaviour (Alcaro 
et al. 2007). As a result of dopaminergic activation, incentives in the world acquire 
a kind of magnetic pull, showing some properties of System 1 control. Acting at a 
cortical level, dopamine appears to facilitate truly goal-directed behaviour, i.e. a 
System 2 control, in humans characterized by conscious intentions.

Boosting dopamine levels has the effect of giving incentive salience to objects in 
the world and increasing engagement with them, surely a cardinal feature of agency. 
This is observed in the case of encephalitis lethargica (sleeping sickness; Sacks 
1976) and in the manic phase of bipolar disorder (Cousins et al. 2009). Giving pre-
cursors of dopamine as a treatment for Parkinson’s disease is sometimes followed 
by addiction. (reviewed by Toates 2014)

Active but restrained (‘controlled’) engagement in the world is associated with 
System 2 activity, mediated via high levels of dopaminergic and serotonergic activ-
ity (Carver et al. 2009). It appears that impulsiveness, mediated via System 1, is 
based upon relatively high dopamine levels, accompanied by relatively low sero-
tonin levels. Conversely, depression and helplessness, also mediated, it is argued, 
by System 1, appear to be associated with relatively low levels of both serotonergic 
and dopaminergic activity.

6.6  Conscious and Unconscious Processes

 Basics

I agree entirely with Klemm when he states that ‘conscious operations are explicitly 
deliberative, analytical, focused on the novel and unlearned, and relatively slow. 
Unconscious operations seem to operate at high-speed on well-learned memories’. 
This appears to map very well onto System 2 and System 1, respectively. So much 
so that one might wonder why use the terminology of ‘Systems’, when ‘uncon-
scious’ and ‘conscious’ would seem to do just as well and have greater intuitive ap-
peal. Use of the term ‘System’ facilitates cross-species comparison between humans 
and non-human species, where for the latter we cannot really use the conscious–un-
conscious dichotomy.

6.7  Does Consciousness Have Behavioural Efficacy?

Klemm discusses the thorny issue of whether consciousness has any causal efficacy, 
noting in Axiom 9 that ‘A growing fad in neuroscience is a belief that conscious-
ness cannot do anything’. The argument for and against seems to me to often miss 
a central point, as follows.
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A key issue here concerns the relationship between brain events and conscious 
mental events. Klemm seems implicitly to favour a version of identity theory. So, 
suppose that every conscious state (e.g. C1) is observed to be invariably accompa-
nied by a unique pattern of neural activity (N1), whereas a different conscious state 
(C2) is invariably accompanied by a different pattern of neural activity (N2). We 
know that altering the activity of the brain, by, for example, electrical stimulation 
alters conscious experience, so the temptation is to say that the brain state causes 
the conscious state. However, a strict identity theory would see the brain state, not 
as causing the conscious state, but as being its correlate.

For an analogy, does the flow of sodium and potassium ions cause the action 
potential?1 According to identity theory, presumably it does not, for there is not a 
time sequence of, first, influx of sodium and then the action potential. Rather the 
action potential is the flow of ions, expressed in other words and both are caused by, 
for example, the occupation of receptors by neurotransmitter.

Those brain processes that are associated with conscious awareness are clearly 
of causal efficacy. For example, surely it would be foolish to deny that the combina-
tion of the pattern of neural activity (N1) triggered in the brain by, say, a thorn stuck 
in the back and the aversive conscious correlate (C1) are involved in the agency of 
asking someone for help. No automatic defensive reflex could produce such behav-
iour. It appears that the issue really amounts to the following: Could one remove 
C1, leaving N1 intact and still be expected to make the same request for help? This 
might prove to be rather like asking whether one could remove the ionic flows, 
while still leaving the action potential.

It could simply be inevitable that conscious states appear when a certain level 
of brain complexity emerges in evolution. That is to say, the brain with the combi-
nation (C1N1, C2N2, C3N3, etc.) has proven advantageous as compared to a less 
complicated system without such a correlated consciousness (N7, N8, N9, etc.).

Based upon the philosophical principle of identity theory, my hunch is that it 
will forever be impossible both empirically and conceptually to decide whether 
conscious states are of causal efficacy, i.e. whether N7, N8, N9, etc. can do the job 
as well as C1N1, C2N2, C3N3, etc.

Viewed in such terms, some of the discussions around causal efficacy need care-
ful qualification. For example, in ‘New Age’ literature, the existence of the placebo 
effect is sometimes used to argue for the efficacy of consciousness. It is said that a 
mere expectation can have effects upon the body. However, such a ‘mere expecta-
tion’ is itself embodied in neural activity, the result of information that enters the 
brain through neural activity arising in the ears and eyes. Any psychosomatic effect 
can be framed in exactly the same language.

We know that the world of fantasy, operating independently of current sensory 
information, is associated with the activation of some of the same brain regions as 
underlie actual action (Tian and Poeppel 2012) and can be of causal efficacy. For 
example, while a changing level of illumination is the normal trigger to changes in 
pupil size, simply imagining different levels of illumination also changes pupil size 

1 I am indebted to Steven Rose for this analogy.
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in a similar direction to changes in the light stimulation (Laeng and Sulutvedt 2014). 
Some women can trigger orgasm by thought alone (Whipple et al. 1992)! Practising 
skills in the imagination improves actual performance at the skill (Baumeister et al. 
2011). Yet, the implicit assumption of identity theory is that, for each such event in 
the conscious theatre of fantasy, there is a corresponding pattern of neural activity.

Klemm writes: ‘It seems natural to suggest that main function of consciousness 
is to refine, amplify, and perfect unconscious processes’. Yes, but I would express 
this as the main function being that of setting intentions at the top of a hierarchy 
within System 2 and coordinating conscious and unconscious processes to meet this 
conscious goal.

6.8  Willed Actions and Free Will

Klemm notes that ‘…free will is possible in the sense that one can choose among 
multiple options and even choose against options that provide the most positive 
reinforcement at the time’

Indeed and we tend to attribute virtue in proportion to the extent to which a per-
son follows the call of long-term and altruistic goals as opposed to short-term he-
donic rewards. Of course, Eve was condemned for getting this calculation wrong in 
the Garden of Eden (Toates 2009, 2014). However, this capacity is only a necessary 
condition for the existence of free will but not a sufficient one, since the long-term 
altruistic goals could just as easily be determined as the short-term hedonistic ones.

In fact, I really do not know what the term ‘free will’ means though I think that 
I know what it is not. If one could predict behaviour with absolute certainty based 
upon genes, the initial internal environment of the zygote and all that happens from 
that point on, one might see this as undermining the existence of free will. This is, 
of course, quite impossible to do in practice.

Possibly in order to act freely, the conscious mind would need to have access to 
a random number generator that threw up representations of a range of possible ac-
tions and expected outcomes of them. These would need to be free from past influ-
ences. However, it is hard to see how the process of selection from amongst these 
options could be free from determinism by the past.

6.9  Relevance of System 1 and System 2

Klemm writes: ‘Decisions can be made unconsciously or consciously. In the former 
case, those willed actions that are simple and habitual need no conscious support’. 
Here, we need to qualify what is meant by ‘willed actions’. If behaviour is captured 
by a powerful incentive stimulus acting through System 1, possibly against the in-
dividual’s conscious intentions, can it really be described as ‘willed’?

Klemm writes: ‘This is a “bottom up” idea, where consciousness (at the top) is 
a recipient of input that has gained a competitive advantage for conscious “view-
ing”. But why couldn’t conscious sense of self be a “top down” process, where the 
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conscious mind “looks in” on local processes and selects which ones it was to pay at-
tention to and modify?’ This is exactly as I see conscious agency acting as System 2.

I agree with Klemm’s list of reasons why Libet’s experiment does not really 
undermine either (1) conscious agency or (2) the notion of free will (whatever the 
latter might mean!). Indeed, I presented a similar argument some years ago (Toates 
2006). Slow and reflective conscious control can delegate responsibility for simple 
actions, such as a button press, to a lower hierarchical level. One assumes that Li-
bet’s participants made a conscious choice in the first place (had a ‘pre-existing 
intent’ in Klemm’s terms) on whether to participate or not and subsequently when in 
the laboratory to give ‘permission’ to lower controls to act. Slow and reflective con-
scious controls could act at the level of sensitizing local neural circuits. As Klemm 
notes, in monkeys, priming cues sensitize subsequent responses.

Klemm writes: ‘Common experience teaches that agency does not occur in un-
conscious states such as sleep, coma, or anaesthesia’. To split hairs, some agency 
might occur in some such states. Sufferers from night terrors take limited evasive 
action such to move away from the threat ‘in the bed’ and scream (Cartwright 2004). 
Does this constitute agency?

This is discussed further in the next section.

6.10  States of Brain Damage

Klemm writes ‘Then there is the matter of wakefulness, which in humans is typi-
cally associated with consciousness’. Consider the following:

Our intuitive sense of awareness in another individual is based upon their reac-
tion to prompts, such as ‘If you can hear me, please raise one finger’. However, 
with the help of modern medicine, an increasingly large percentage of people with 
serious brain damage are being kept alive. Although they show clear signs of wake-
fulness and sleep–wake cycles, they show only reflex responses and no purposive 
overt behaviour. They might not respond overtly to prompts, but does this mean that 
they are lacking awareness and all forms of agency?

Could it be that people in so-called vegetative states have at least a residual level 
of conscious awareness and agency in some sense but are simply unable to perform 
the necessary motor acts of responding? This question was addressed by Adrian 
Owen and colleagues in pioneering research employing functional neuroimaging 
(Owen 2013).

There are two basic foundations of the approach of these researchers:
Functional magnetic resonance imaging (fMRI) can be used to detect neural cor-

relates of conscious awareness while the observed patient appears to be making 
voluntary choices.

To imagine doing a task is associated with activation of some of the same brain 
regions as are involved in actually performing the task. For example, to imagine a 
motor task, such as squeezing the hand, involves activation in the motor and pre-
motor cortex. By contrast, to imagine navigating a house involves activation of the 
parahippocampal cortex.
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In control participants, such patterns of brain activation are indicative of under-
standing the question and voluntarily choosing to act upon it. Hence, Owen and col-
leagues argue that such brain responses can serve as proxies for the corresponding 
motor actions. Could brain-damaged patients show similar patterns of activation 
that serve as proxies for the motor actions that they are unable to perform? If so, 
this might indicate retention of at least some degree of conscious awareness and 
capacity for voluntary choice. The results showed that a considerable proportion of 
brain-damaged patients in so-called vegetative states did exhibit patterns of brain 
activity that could be used as proxies for the overt motor responses.

Sceptics might argue that priming with a keyword like ‘squeeze’ triggers activ-
ity in motor areas of the brain, corresponding to unconscious (i.e. System 1) pro-
cessing. Owen (2013) counters this by noting that appropriate activation of motor 
regions was observed for the full 30-s period following each scenario prompt. Such 
extensive activation is not seen in response to single words. Where any single-word 
triggered activation is observed, it is of very short duration compared to the 30 s 
seen here in response to questions. It would seem then that the patients showed 
goal-directed activity that was sustained in the absence of any further cuing over a 
30-s period. The question took ‘possession of the mind’, to use a popular expression 
(Dehaene and Changeux 2011).

When the same questions are set to people under anaesthesia, there is not such a 
discrimination of brain activity patterns. Owen (2013, p. 122) writes:

…healthy volunteers who are measurably nonaware (i.e. unconscious) are not able to gen-
erate the characteristic pattern of brain activity that is associated with imagining playing 
tennis, suggesting that awareness is likely to be necessary for this response to occur in 
patients.

In response to biographical questions, the researchers were able to get correct ‘yes’ 
or ‘no’ responses from a ‘vegetative’ patient by asking him to imagine a motor 
task if the answer is yes or a navigation task if the answer is no. This performance 
involves a number of processes that are normally associated with conscious aware-
ness (Owen 2013):

• Long-term memory, in order to assess the meaning of the words of instruction 
and associate them with the corresponding action

• Working memory, in order to hold the target online during the period until the 
following question

• Attentional switching from one situation to another
• Response selection

6.11  A Ghost in the Machine?

Let me now throw a spanner in the works, though it is one that might at least cast 
light on the conceptual impasse posed by identity theory and the question of the 
agency of conscious states. Klemm writes: ‘We know that consciousness comes 
from and resides in the brain’. For most of my colleagues, I have little doubt that 
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this would be a viable candidate to become number 11 in Klemm’s list of axioms. I 
might agree with them on every second day of the week. Otherwise, I would see it 
as no more than a proposition. How do we know with such confidence where con-
sciousness resides? Forgive me for playing devil’s advocate but at times we need to 
question even our most basic assumptions.

Without doubt, the state of the conscious mind, as reported by introspection, is 
closely associated with the activity of the physical brain. So much can be demon-
strated experimentally. But is the conscious mind something that literally resides 
in the brain? Does it exist in space at all? Of course, we all employ expressions 
like ‘the article I have just written is in my computer’, which usefully and uncon-
troversially distinguishes its hardware base. So, I hope that my point is more than 
irritating hair splitting.

Presumably, the assertion that consciousness is in the brain is a short hand for say-
ing that information can only get into the brain by means of transduction into electri-
cal signals in neurons. It can only get out by transduction from efferent neural signals.

I am very cautiously looking over my shoulder as I write these words. Only at 
an advanced stage in my career would I feel able to do so and thereby risk the ac-
cusation that I have gone soft in the head. However, I have read sufficient heretical 
works on such phenomena as near death experiences (van Lommel 2010) and re-
mote viewing (Targ 2012) by serious scientists and clinicians, as well as the general 
critique of the notion of consciousness residing in the brain (Sheldrake 2012) to feel 
that we should at least seriously question the safety of this entrenched assumption.

After all, some of the pioneers of psychology (e.g. William James, Pierre Janet) 
and neuroscience (e.g. Hans Berger, John Eccles, Wilder Penfield, Charles Sher-
rington) held ‘paranormal views’ that would be rejected without question as fool-
ish heresy by modern neuroscience. Donald Hebb took telepathy seriously (Hebb 
1951). Yet I am hard put to discover the evidence which has arisen since the time of 
these greats, so as to implicitly or explicitly dismiss their arguments and assert with 
such confidence that consciousness resides in the brain.

6.12  Violence, Responsibility and Free Will

Klemm writes ‘But agency is a very practical matter in the real world of human 
behaviour’. Indeed it is and the related issues of determinism and free will, includ-
ing the aspects described earlier here, perhaps come into their sharpest focus and 
with the most controversy and profound social implications in the context of violent 
crime.

For example in the case of killers, the conclusion to such reflection can be quite 
literally a matter of life or death: the gas chamber or a hospital for the criminally 
insane. The legal profession watches developments in neuroscience with keen inter-
est (Kaplan 2006) and their relevance will most likely increase in the coming years. 
Defence attorneys doubtless scrutinize any new developments that might provide 
evidence of brain abnormalities in their clients. I would suggest that the notion of 
agency and the distinction between System 1 and 2 could yield some useful insights.
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6.13  Where Innocence Is Assumed

Consider a scenario enacted in 1987 (Denno 2003; Levy and Bayne 2004). A 
23-year-old Canadian, Kenneth Parks, drove 14 miles across town, where he pro-
ceeded to kill his mother-in-law and almost to kill his father-in-law. Parks admitted 
to these actions but was acquitted of all charges, in that they were described as 
‘involuntary’. The defence case was that Parks, a sufferer from sleepwalking (som-
nambulism), was not conscious at the time of the killing. Shortly after the assault, 
Parks turned himself in at the local police station. He had no history of violence and 
was said to have got on well with his parents-in-law.

So, was Parks exhibiting agency? At some level in the brain, he must surely have 
been exhibiting goal-directed behaviour in the sense of the hierarchical organiza-
tion of motor output, since the killing was a novel action. To produce novel actions 
is sometimes seen as one of the essential defining roles of conscious processing. It 
has been noted that, in other instances of sleepwalking, an attempt to interrupt the 
behaviour can be met with aggression (Cartwright 2004), suggestive of the thwart-
ing of a goal-directed action.

What made Park’s case different then from murder? Presumably, the assump-
tion might be somewhat along the following lines. The assault on the parents-in-
law was brought about by the sensitization of hierarchical structures by a series of 
linked goals (e.g. get to the house, gain entry, find victims, etc.). However, no such 
goal involved the top-down representation of the parents-in-laws’ death with as-
sociated positive effect on both anticipating and subsequently achieving this goal. 
That is to say, there was no ‘prior intent’ (Pressman 2007); Parks would not have 
made a prior conscious cost–benefit analysis of the strategy of going and killing 
them. To adapt a criterion used to describe local automatisms, such as the alien 
hand syndrome, Park’s behaviour formed ‘part of no larger plan of action’ (Levy 
and Bayne 2004, p. 211).

Sleepwalking appears to be associated with a reduction in the activity of frontal 
regions of the brain (Pressman 2007). As Pressman notes, damage to the frontal 
lobes is associated with heightened tendencies to aggression. He suggests that, in 
sleepwalking, limbic structures underlying aggression could be disinhibited with, 
in a very small minority of sleepwalkers, the acts of violence. Furthermore, where 
violence is involved, this is commonly preceded by an extensive period of stress, 
which could further act to shift the balance towards limbic structures (from System 
2 to System 1).

Next, consider someone to be in a state of ‘high emotional charge’ as a result of, 
for example, suddenly finding themselves abandoned by a spouse. Totally out of 
character, the individual impulsively stabs the spouse and then claims no memory of 
having done so (McSherry 1998). Dissociation is frequently used in their defence, 
a state sometimes made more likely by excessive alcohol intake and stress. The 
behaviour is said to be an ‘automatism’. In the terms of the present argument, this 
would amount to a dissociation between System 1 and 2, with System 1 usurping 
control from System 2.
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6.14  Where Guilt Is Attributed

Consider next two tragic cases from England where one might argue that System 1 
dominated but no such mitigating circumstances were permitted, in contrast to the 
cases just described.

The first concerns one of the country’s most notorious cases: that of Ian Hunt-
ley, who was found guilty of the murder of two schoolgirls in 2002 (Yates 2005). 
It appears that Huntley lured them into his home in Soham on the pretext that his 
girlfriend, a teaching assistant at their school, was at home and she would be very 
pleased to meet them. Once inside, the most likely scenario is that Huntley made 
sexual advances towards them, which were rejected. At this point, it appears that 
he flew into a rage and strangled them. One can speculate that they might have said 
something along the lines of ‘We will tell our parents about you’. An attempt to 
avoid this outcome could have played a role, in which case there would have been 
some intentional component to the action. Whatever the actual events, it seems most 
likely that the violent action was triggered impulsively with little or nothing in the 
way of prior planning.

Another case concerns the murder of a 25-year-old woman in her Bristol apart-
ment in 2010 by her neighbour, Vincent Tabak.2 It seems very doubtful that this was 
planned. Tabak, who held a doctorate in human systems behaviour, would surely 
have known that in such cases suspicion falls first upon relatives and neighbours. 
He admitted to the killing but claimed that it was accidental, caused by putting 
his hands over the victim’s mouth to stop her screaming. The jury did not believe 
this story and he was found guilty of murder. Police investigations revealed that 
Tabak had an extensive prior history of viewing violent pornography, involving 
strangulation. One might reasonably speculate that such viewing and extensive use 
of corresponding fantasy had sensitized his motivational processes of sex-linked 
aggression. I would suggest that, in a highly aroused state and in the presence of a 
suitable target, his System 1 controls suddenly dominated, forcing out any potential 
restraining factors.

So, what is it about the last two cases that make them different from that of, say, 
killing a spouse who has just announced his exit from a marriage or killing during 
sleep? Why is the law likely to look very differently upon such cases? Presumably, 
it is the context. The last two had no justified reason to be in the situation in which 
the killing took place. Their long-term histories were ones of behaviour judged 
by society as unacceptable and potentially leading to disaster, as was their goal-
directed actions immediately prior to the killing.

A legal implication of similar considerations was raised at the trial of the Chi-
cago serial killer, John Wayne Gacy. A psychiatrist observed that the killer would 
excavate graves for future victims, adding that (Sullivan and Maiken 1983, p. 346):

2 There appears to be no book describing this case. However, at the time of writing there are a num-
ber of serious websites active, which describe the details: http://www.theguardian.com/uk/2011/
oct/28/vincent-tabak-porn-searches-jury

http://en.wikipedia.org/wiki/Murder_of_Joanna_Yeates.

http://www.theguardian.com/uk/2011/oct/28/vincent-tabak-porn-searches-jury
http://www.theguardian.com/uk/2011/oct/28/vincent-tabak-porn-searches-jury
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I don’t think that a person who plans to have an irresistible impulse in the future could be 
considered having irresistible impulses.

Gacy could hardly have pleaded surprise on finding himself in each situation of 
killing, since there were 33 of them and they were carefully planned. However, one 
might argue that Gacy had irresistible impulses when in the presence of his victims 
but not at the planning stage.

Gacy exemplifies what is perhaps both the most feared and the most extensively 
documented of such crimes: that of the serial killer who murders for sexual gratifi-
cation (Toates 2014). It would seem that most such killers came from a childhood 
background of extreme rejection, violence and bullying (Miller 2014), a common 
feature being the feeling of a very powerful grudge against society. The early emer-
gence of sexual desire appeared on the scene at a time of the experience of such 
intense negative emotion and it would seem that, by means of a process of sensory 
preconditioning, there was a sex–violence fusion (MacCulloch et al. 2000). Neu-
rons that fire together wire together.

While of course not condoning the crime, where such an aversive background 
can be identified, liberal opinion tends to see it as something of a mitigating factor 
that might mean an escape from the gas chamber. Are some people, because of their 
development, less free than others? I really do not know. It could be argued that as 
a result of their early experiences and developmental trajectory, they (1) have high 
levels of anger and (2) are lacking a process of empathy (Miller 2014), and are 
given an irresistible bias towards such behaviour.

Although it would seem that most such people had profound injustice done to 
them, in other cases, biographers are hard put to find anything that seems at all 
commensurate with the brutality of the crime (Miller 2014). Examples include some 
of the most notorious, such as Jeffrey Dahmer (USA), who suffered mainly from 
isolation and neglect (Nichols 2006), and Ian Brady (England), who was angered 
by being born working class and illegitimate (Lee 2012). Maybe in such cases, the 
process of mental rumination on a perceived injustice got into a self-reinforcing 
positive feedback loop such as to create a deviation from healthy development com-
parable to that of those having experienced extreme abuse.

The crimes of serial killers appear to be unambiguously under the control of 
System 2. Indeed, they would need to be in order to evade capture for so long. These 
individuals are described as experts in meticulous goal-directed planning (Miller 
2014). Opportunities are weighed up and cost–benefit analyses of prospective ac-
tions performed. This would meet the criterion of guilt set by the American legal 
system that the individual ‘had the mental capacity to have committed the act con-
sciously, knowingly, and purposively’ (Miller 2014, p. 20). Ted Bundy (USA) is a 
textbook example of meeting such criteria, where considerable foresight and plan-
ning were evident, including crossing state borders to evade detection and use of a 
plaster cast to simulate a fractured arm and thereby solicit help from the intended 
victims. (Rule 2006)
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6.15  Conclusion and Discussion

I would suggest that further progress on understanding agency requires a tighter 
and clearer definition of exactly what is meant by the term. On balance, I think that 
I would not include jellyfish and ants in an account of agency since this might de-
tract from the particular processes that are evident in mammals. However, it could 
prove valuable to compare and contrast across species concerning how behaviour 
is instigated, rather as how vertebrates and invertebrates have found very different 
solutions to the same problem of transducing light into a signal.

A closer integration with the bodies of theory and data associated with the no-
tions of Systems 1 and 2, as well as incentive motivation and the role of neurotrans-
mitters, could also prove useful. I have no doubt that dopamine plays an important 
role in the phenomenon of ‘initiative’ and individual differences in this, as described 
by Klemm (see Previc 2011). Also, dopamine is implicated in the trade-off between 
immediate and long-term reward, discussed by Klemm.

Notions of human agency are of central relevance to some conditions that are lit-
erally matters of life and death, such as the responsibility of killers for their actions 
and decisions on whether to terminate the lives of people in so-called vegetative 
states (Fernández-Espejo and Owen 2013). The ethical implications of showing the 
kind of intentionality implied by a ‘yes’ or ‘no’ to the question ‘Shall we switch off 
your life support?’ are profound indeed.

The law already appears to make an implicit assumption that accords with think-
ing in terms of System 1 and 2 and the developmental shift of weight towards System 
2. Thus, children are not subject to the same punishment as adults (e.g. in the USA 
not sentenced to death) on the grounds that their immaturity precludes them being 
able to form the necessary ethical distinction between right and wrong. I would 
suggest that in some cases they might be able to reason right and wrong as well as 
an adult but under are unable to exert a comparable degree of agency based upon it.

What is it about agency that means that Kenneth Parks walked away a free man, 
whereas Ian Huntley and Vincent Tabak languish in jail? It might not hinge on the 
operation of System 1, which seems not to distinguish these cases. Rather, I would 
expect legal arguments to centre around a consideration of whether System 1 was 
sensitized top-down by System 2 at the time of the crime or whether the crime was 
done in spite of a restraining influence of System 2. In Klemm’s terms, it might be 
argued that in no case was there a murderous ‘prior intent’ and they fit Klemm’s 
statement that ‘Other decisions can be triggered as a complex reflex by external 
compulsion without prior intent’.

Rather the implicit logic that distinguishes sleepwalking from the other two 
seems to be based on the context in which System 1 functioned. Insofar as Tabak 
was free to do anything, his freedom was expressed over the long term in the choice 
of watching violent pornography and exercising his associated fantasy. To use Kl-
emm’s argument, agency was ‘smeared out over time’. However, even here, he 
might have been subject to influences quite outside his conscious experience. Thus, 
aggression can be primed by role models and imitation in the face of a denial by the 
individual that they are having any effect (Hurley 2006).
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Before I turn to my comments on Klemm’s (Chap. 4, in this volume) target chapter, 
let me provide some notes about my background. I am a philosopher, and my main 
area of research is the philosophy of action. I started to read empirical research on 
human agency about four years ago in connection with taking up a research fel-
lowship in a project on the philosophical implications of empirical studies of moral 
agency.1 I was looking, first and foremost, for psychological and neuroscientific 
research on the various notions that lie at the core of philosophical theorizing about 
agency and free will—in particular, I was looking for research on intentional action, 
acting for reasons, decision making, long-term planning, free choice, and free ac-
tion. I was struck by a number of things. First of all, although it is often remarked 
that neuroscience, and in particular cognitive neuroscience, is still in its infancy, I 
found an enormous amount of neuroscientific research on human behavior. Very 
little of it, however, was directly about the mentioned notions that are at the heart 
of philosophical accounts. One reason for this, no doubt, is that much of this re-
search concerns the mechanisms and the details of movement control. Another rea-
son, it seems, is that scientists tend to work with different concepts and conceptual 
frameworks. For instance, much of the literature that is relevant here can be found 
in the large body of research on executive control. The notion of executive con-
trol, however, is almost completely absent from the philosophical debate and from 
philosophical theorizing about agency. Further, it was surprisingly difficult to find 
overarching theories, overviews, and reviews that aim to integrate and unify the 
findings from different strands of research and different experimental paradigms. It 
was difficult, in other words, to see the big picture. Given this, I can only agree with 
Klemm, when he says that more neuroscience is needed (p. 1 in MS), and I would 

1 This project was entitled “Morality Beyond Illusions: Reassessing the Philosophical Implica-
tions of Empirical Studies of Moral Agency.” It was funded by the Netherlands Organization for 
Scientific Research (NWO), led by Pauline Kleingeld, and hosted by the University of Leiden.

M. E. Schlosser ()
University College Dublin, Dublin, Ireland
e-mail: markus.schlosser@ucd.ie
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add that overarching and integrative theories are needed in particular. In the more 
recent literature, one can find more attempts to integrate the findings from differ-
ent strands of research, and Klemm’s chapter is a welcome addition to this trend. 
In addition to the research mentioned by Klemm, one can find interesting theories 
and helpful overviews in Haggard (2008), Desmurget and Sirigu (2009), Cisek and 
Kalaska (2010), Gallivan et al. (2011), Momennejad and Haynes (2012), Desmurget 
(2013), and Brass et al. (2013).

Klemm provides his overview to the neuroscience of agency by way of ten axi-
oms and ten propositions (at the request of the editor, as I understand). I found this 
to be an interesting and fruitful approach. I learned a great deal and I found myself 
in agreement with most of Klemm’s claims.

There are, nevertheless, many issues in this rich chapter that deserve discussion. 
I decided to restrict my commentary to four main topics (in the following four sec-
tions). Most of my comments concern the particular claims and suggestions one can 
find in Klemm’s contribution. But I will also use the opportunity to offer some more 
general reflections on the conceptual and methodological issues that arise for the 
scientific study of agency and free will. I will argue, in particular, that most neuro-
scientific studies of free will (and voluntary action) are based on an operational defi-
nition that is deeply flawed. With this, I hope to show that the philosophical concern 
with conceptual analysis and plausibility is not mere idle reflection if it concerns 
operational definitions that underlie experimental paradigms. Let me stress, though, 
that this criticism should also be understood as a plea for more interdisciplinary 
interaction. Neuroscience has delivered fascinating findings about agency, which 
should be of interest to philosophers. Experimental findings, however, are only as 
good as the experimental designs that deliver them, and experimental designs are 
only as good as the operational definitions and conceptual frameworks that underlie 
them. Given this, neuroscientists may well have something to gain by considering 
philosophical accounts of agency and free will, which are, after all, based on centu-
ries of philosophical reflection and debate on the concepts in question.

7.1  Defining Agency

In his chapter, Klemm offers various reflections on the concept of agency and 
several characterizations of the nature of agency. The chapter does not provide a 
definite definition of agency, and it is not clear whether Klemm takes any one of 
the given characterizations as central. This is not a problem, I think, as one can 
distinguish plausibly between different kinds of agency, and as one need not give 
conditions that unify all kinds of agency in order to say interesting things about 
certain kinds of agency. In this section, I will first offer some comments on Kl-
emm’s characterizations of agency. Then I will outline how action and agency are 
usually conceptualized within philosophy. This will provide the background for 
a comment on Klemm’s account of the process and sequence of intentional and 
conscious agency.
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In the first section of Klemm’s chapter, one can find the following suggestions 
on how to think about agency: agency as acting in the world, agency as animal 
action that arises out of its nervous system, and agency as something that is ap-
plicable to the whole animal nervous system (pp. 1–2 in MS). All three sugges-
tions sound plausible, but there are also a number of issues. First, any definition 
or characterization of agency in terms of action is unsatisfactory as long as we are 
not given a further definition or characterization of the nature of action. Klemm, it 
seems, takes it for granted that we know what action is—that we know what dis-
tinguishes action from mere movement or unintentional behavior (we will return to 
this below). Given this, the first characterization is uninformative, if not circular. 
The second characterization also presupposes the notion of action, but it provides 
the additional constraint that agency is action that arises out of the animal’s nervous 
system. This seems plausible, but it is not sufficient and perhaps not necessary for 
agency. Many things arise out of an animal’s nervous system: sweating, hiccups, 
seizures, reflex movements, and so on. Of course, none of these things are proper 
actions. But this takes us right back to my first point: What is action? On the other 
hand, the condition (action that arises out of the animal’s nervous system) does not 
seem necessary for mental agency and shared agency. Mental agency comprises 
things such as making a decision or trying to remember something. It does not seem 
correct to say that mental acts arise out of the nervous system—at least not in the 
sense in which movements arise out of the nervous system. Shared agency arises 
when agents act together as a group. This kind of agency does not arise out of any 
one nervous system. Similar worries apply to the third characterization. The whole 
animal system may undergo various changes that are not agency (sweating, hiccups, 
and so on). Further, mental agency does not seem to involve the whole animal sys-
tem, and shared agency does not arise from one particular animal system.

This just shows, I take it, how difficult it is to come up with one definition or 
characterization of agency that fits all cases. Given this, it is only plausible to dis-
tinguish between kinds of agency. This is also what Klemm does when he distin-
guishes the agency of “higher animals” from simpler forms of agency (pp. 2–3 in 
MS). The distinguishing feature, according to Klemm, is that only higher animals 
act in accord with intentions. This is in line with the philosophical conception of 
action, to which I turn now.

As mentioned, it is plausible to hold that there are different kinds of agency. One 
definition of a kind of agency can be derived from the account of action that is wide-
ly shared and taken for granted within philosophy. On this standard view, all actions 
are intentional under some description (Anscombe 1957; Davidson 1963). The easi-
est way to explain this, without going into the technical details, is by way of an ex-
ample. As I type these words on my computer, I am wearing down the keys of my 
keyboard. Typing these words is an intentional action of mine. Wearing down the 
keys is also something that I do, but it is not an intentional action. What makes this 
(wearing down the keys) an action, according to the standard view, is the fact that 
it is intentional under another description (namely, that of typing these words). So, 
on this view, intentionality distinguishes actions from other movements, behaviors, 
or events (such as slipping, falling, sweating, coughing, and so on). Further, most 
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versions of the standard view explain intentionality in terms of the agent’s mental 
states and events and in terms of their causal roles. Very roughly, some movement 
(or event) is intentional, on this view, if it is caused and guided by an intention, and 
if this intention is based on the agent’s reasons in the minimal or subjective sense 
that having the intention is caused and rationalized by the agent’s desires and beliefs 
(for more on this, see, for instance, Enç 2003; Mele 2003).2

This philosophical account of action yields a straightforward definition of a high-
er kind of agency: intentional agency. On this approach, the exercise of this higher 
kind of agency consists simply in the performance of intentional actions (as defined 
above). This raises the question of what simpler forms of agency consist in, which I 
shall not discuss here. Let me suggest only that the notion of goal-directedness pro-
vides perhaps the best starting point here: It seems that an animal’s movements can 
be goal directed even if they are not in any clear sense based on intentions, desires, 
and beliefs (for more on this, see Barandiaran et al. 2009, for instance).

With this as a background, let me now turn to Klemm’s characterization of the 
process of intentional and conscious agency. On a number of occasions, Klemm 
points out that intentional and conscious agency is a temporally extended process, 
and he suggests that this process begins with an intention and ends with the execu-
tion of the action. Roughly, he suggests the following sequence (see p. 3 and 29 in 
MS):

Intention, evaluation, decision, planning, execution.

Let me first point out here that this is out of line with the philosophical concep-
tion of intentional agency. On this conception, intentions are based on the agent’s 
reasons, which are usually construed as the agent’s desires and beliefs (or as the 
things that are represented by the agent’s desires and beliefs). This would seem 
to correspond to the element of evaluation in Klemm’s account. And this would 
mean that the two views disagree on the order of the elements in the sequence. 
Further, Klemm pulls apart intention and decision, whereas most philosophers hold 
that making a decision just is forming an intention. On their view, deciding to go the 
cinema tonight is nothing over and above forming the intention to go to the cinema 
tonight, for instance. Of course, once you have decided to go to the cinema, you 
have to make further decisions on what to see, how to get to the cinema, and so on. 
You have to make, what we may call, sub-decisions, which consist in the formation 
of sub-intentions (on how to the implement the goal). These sub-intentions fill out 
the further details concerning the means or the manner of attaining the goal. Given 
that such sub-intentions are usually also based on reasons, we can reconstruct the 
philosophical conception of the process as follows:

Reasons (desires, beliefs, evaluation), decision (formation of an intention), sub-decisions 
concerning the means (formation of sub-intentions based on further reasons), execution.

2 Note that this view applies also to mental and shared actions, provided that we can form some 
mental states intentionally and provided that the members of a group can be said to have shared 
intentions, goals, and beliefs (all of which might be based on agreement or some kind of voting 
system).
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It seems that the difference between the two views is, in essence, the following. 
On Klemm’s view, decision making concerns the question of how to implement an 
intention that stands at the beginning of the processes. According to the philosophi-
cal conception, reasons are at the beginning of the process.

I would like to make two points here. First, it is worth noting that most scientists 
who work on neuroscientific models of economic decision making use a conceptual 
framework that is closer to the proposed philosophical account of the sequence than 
to Klemm’s. In particular, most models in neuroeconomics take also reasons (values 
or preferences) as the starting point of the sequence (for overviews and reviews, 
see Glimcher et al. 2009). Second, even though Klemm is very critical of the well-
known (and notorious) neuroscientific experiments on free will (Libet 1985; Soon 
et al. 2008), his own reconstruction of the process of agency seems to exhibit one 
of their shortcomings, because these experiments also overlook or neglect the point 
that intentions and intentional actions are usually based on reasons. (I will say more 
about this in the following section.)

7.2  The Neuroscientific Study of Free Will

Most psychologists and neuroscientists seem to think that the belief in conscious 
agency and free will is illusory. Klemm is highly critical of their claims (see propo-
sitions 7 and 8, pp. 16–23 in MS), and I agree with most of what he has to say about 
this (for more on my take on these issues, see Schlosser 2012a, b, 2013, 2014). But, 
I also think that Klemm does not go quite far enough in his critique, and I would like 
to raise some more general conceptual and methodological issues here.

I agree with Klemm (p. 19 in MS) that the choices that are studied in the Libet 
experiment (1985) and in the follow-up experiment by Soon et al. (2008) are not 
representative of the choices that we make in our everyday lives—they are, at 
least, not representative of the more significant choices for which we hold each 
other responsible. However, when Klemm goes on to offer some further com-
ments on this, he assumes a model of decision making in which the expected 
utilities of competing courses of action are evaluated before the final decision 
is made (see, in particular, the caption to Fig. 4.3, p. 21 in MS). It seems to me, 
however, that one problem with the mentioned experiments is that such a model 
of decision making does not apply at all, because participants are not presented 
with any real alternatives that can be evaluated or ranked. In the Libet experi-
ment, participants are asked to perform a predefined movement when they feel 
like doing so. In the Soon et al. experiment, they are asked to press a button with 
either their left or right index finger when they feel like doing so. In both cases, 
participants have absolutely no reason to move now (rather than at some other 
time) and no reason to use one index finger (rather than the other one). Of course, 
in a sense they do have alternatives. But they do not have real alternatives in the 
sense that the options are indistinguishable in terms of their value and in terms of 
their consequences. There is simply nothing that can be compared and evaluated, 
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and so participants cannot even begin to engage in a process of proper decision 
making. So, not only are those choices not representative. They are not based on 
processes of proper decision making at all.

This assessment is fully in line with the model and the experiment provided 
by Schurger et al. (2012). According to their model, the decision in the Libet 
experiment is not based on any evidence (value or reason) at all. It is, rather, de-
termined by random fluctuations in neuronal activity. They tested this model by 
means of a simulation of the Libet experiment and they conducted an experiment 
which confirmed the model. As they point out, their model is also consistent with 
the existence of the kind of pre-decision biases that were found in the Soon et al. 
experiment, which may “reflect stochastic fluctuations rather than an intentional 
(pre-conscious) decision-process” (Schurger et al. 2012, p. 6). Moreover, there is 
simply no reason to think that this stochastic model of decision making applies 
to other tasks and ordinary decisions, because in other tasks and in ordinary situ-
ations there is usually some evidence (value or reason) that the agent takes into 
account.

This brings me to a second point about the neuroscientific experiments on free 
will (and voluntary action). There is a very widespread trend or tradition in neu-
roscience to define free will (and voluntary action) by contrasting it with actions 
that are triggered or driven by external causes. I do not know whether Libet was 
the first who operationalized free will in this way. But this dichotomy between free 
(and voluntary) versus externally triggered (or driven) action plays a central role 
in Libet’s argument against free will, and it provides the operational definition that 
underlies the design of the Libet experiment and of numerous other experiments 
on voluntary action thereafter (see Libet 1985; Jahanshahi and Frith 1998; Dreiber 
et al. 1999; Jenkins et al. 2000; Haggard 2008; Passingham et al. 2010; Hughes 
et al. 2011, for instance). An explicit commitment to this approach can be found 
in the review article by Patrick Haggard, who writes that a “scientifically […] sat-
isfactory approach defines voluntary action by contrasting it with stimulus-driven 
actions” (2008, p. 934).

Elsewhere, I have argued at length that this conceptualization of free will is 
deeply flawed (Schlosser 2014). I will not try to summarize the full argument 
here, as my main point can be made effectively by means of an example. Sup-
pose that you are sitting at your desk, working on something. At some point, 
the phone rings. Depending on the particular circumstances, and depending on 
your habits, you might respond in different ways. You might, for instance, im-
mediately pick up the phone, perhaps because you have the habit of doing so. 
This does not mean that you would always respond in this way. For instance, if 
you have an urgent deadline to meet, you might either ignore the phone or you 
might pause for a moment and briefly consider whether or not you have the time 
to talk to someone right now. Comparisons between such possibilities support 
some important observations. First, in some cases, you may respond habitually 
or automatically, whereas in others, you may respond after a brief moment of 
deliberation. But, in each case in which you pick up the phone, you respond to 
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an external factor (cause, cue, or trigger). This highlights a first shortcoming of 
the mentioned dichotomy between free (or voluntary) versus externally triggered 
(or driven) actions. There are significant differences between different ways of 
responding to external factors: They are all responses to something, but they are 
not all triggered in an automatic fashion. Moreover, even if a response is trig-
gered, it is simply not obvious that it is therefore involuntary or unfree. Suppose, 
for instance, that you are expecting an important phone call. Because of this, you 
might immediately pick up the phone as soon as it rings, and you might have 
the intention to pick up the phone as soon as it rings. In a sense, at least, your 
response would be triggered by an external cue. Does this mean that picking up 
the phone would therefore be involuntary or unfree? I do not think so. It is, at 
least, far from obvious that this response would be involuntary or unfree, espe-
cially if we take into account the fact that it might be based on a prior intention 
to respond quickly.

Given this, any approach that defines free will (or voluntary action) by contrast-
ing it with actions that are performed in response to external factors would appear 
to be flawed. To take another example, suppose you take an umbrella in the morning 
in response to seeing dark clouds over the sky. This appears to be a free and volun-
tary action, and it may well be a free and voluntary action even if you did not con-
sciously deliberate about whether or not to take an umbrella. It is, I contend, simply 
a mistake to assume that free choices (and voluntary actions) must not have external 
causes. In fact, some reflection on everyday decisions suggests that our choices and 
actions should usually have external causes, because they should be responsive or 
sensitive to external factors (such as dark clouds over the sky). Choices and actions 
that are altogether insensitive to environmental circumstances do even seem dys-
functional and random. Given this, it is rather unfortunate that the existing neurosci-
ence of free will (and voluntary action) is largely about such choices—choices that 
are not based on any reasons and that are not made on the basis of anything that has 
significance or value.

It should be clear that this is not merely a conceptual or semantic issue. Far from 
it, the operational definition of free will and the design of the neuroscientific experi-
ments are based on this problematic conception of free will. To his credit, Klemm 
does not reproduce this mistake. He says, for instance, that

[…] willed action requires some input to the brain circuits that generate willed action. Such 
input may come from an external contingency or may be generated internally from some 
emotional drive or motivation. (p. 20 in MS)

This suggests that, on Klemm’s view, free and voluntary actions may well have ex-
ternal causes, and so it seems that Klemm departs from the common neuroscientific 
practice of defining free and voluntary actions by contrasting them with externally 
caused actions. This point deserves emphasis, because Klemm himself does not 
make this explicit, and because this point really does, in my opinion, uncover a very 
serious conceptual and methodological shortcoming of the neuroscientific experi-
ments on free will and voluntary action.
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7.3  Metaphysical Presuppositions: Dualism 
and Incompatibilism

In the two sections on the scientific challenges to conscious will and free will 
(pp. 16–23 in MS), Klemm addresses some issues that are connected to the mind–
body problem and to the question of whether free will is compatible with determin-
ism, which are traditional philosophical issues. I largely agree with the points he 
makes here, but I would nevertheless like to add a few remarks and observations.

When psychologists and neuroscientists draw their radical conclusions about 
the illusion of conscious will and free will, they sometimes presuppose dualism 
about the mind–body problem (Libet 2001; Haggard & Libet 2001; Wegner 2002) 
and they often presuppose incompatibilism about free will and determinism (Libet 
2001; Haggard & Libet 2001; Haynes 2011). Again, Klemm does not seem to share 
these presuppositions, and again he deserves credit for this.

What if, Klemm asks (Chap. 4, in this volume, p. 16 in MS), consciousness is 
constituted by neural events? If consciousness is constituted by neural events, then 
it does not have to intervene, somehow, in neural processes. In my opinion, that 
is exactly the right starting point for thinking about the role of consciousness in 
the initiation and guidance of action; if consciousness is to play a role, we better 
construe it as something that is constituted or realized by neural events (states or 
processes).

Further, Klemm makes some remarks, which suggest that he is sympathetic 
to compatibilism about free will and determinism. It is not clear to me whether 
he meant to suggest this, and I do not know whether or not he is a compatibilist. 
But when he asks, rhetorically, whether we are slaves of reason when we make 
wise choices (p. 23), he certainly sounds like a compatibilist to me. Compatibil-
ists are always keen to point out that not all kinds of causal determination rule 
out free will. They argue, in particular, that our choices may well be free if they 
are determined by our reasons, because determination by reasons is persuasion, 
not coercion. Klemm further notes that we would lack free will if our choices 
were immutable (p. 22). Again, this is something that compatibilists like to stress, 
because an agent (organism or system) that is causally determined need not be 
immutable at all. Determinism is perfectly compatible with development, learn-
ing, and frequent change.

No matter whether or not Klemm is a compatibilist, it is worth noting that 
some of his arguments and remarks are fully in line with compatibilism. More 
importantly, it is worth stressing that other neuroscientists should consider com-
patibilism more carefully as well. They should, at least, be aware of the fact that 
their conclusions about free will are often based on an unquestioned and unjusti-
fied assumption of incompatibilism just as much as they are based on empirical 
evidence.
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7.4  The Nature and Role of Consciousness

As mentioned, Klemm suggests that consciousness is constituted by neural events. 
He holds, in particular, that it is constituted by certain circuit impulse patterns (CIPs). 
This leaves open the question of how we should think about consciousness to begin 
with. As Klemm notes, there seem to be two basic options (p. 24 in MS): We can 
think of consciousness as a certain type of state, or we can think of it as a certain type 
of being. Klemm does not consider the first option. He advances, instead, a version 
of the second: “consciousness is a nerve-impulse based brain state existing as a be-
ing that acts in the world” (proposition 10, pp. 24–26 in MS). I must say that I found 
it rather difficult to follow Klemm on this—both in the sense that I found it difficult 
to understand the view fully and in the sense that I found myself in disagreement 
with most of the things that I did understand. Before we turn to that, let me offer a 
brief remark on Klemm’s representation of Descartes’ view on consciousness.

According to Klemm, Descartes thought that the contents of consciousness are 
presented “on the stage of a ‘Cartesian Theatre’ for viewing by a virtual little man,” 
and he goes on to say that this idea is nowadays “ridiculed by most scholars” (p. 24 
in MS). Descartes, I should like to note, never held such a view and he never wrote 
anything that implies it. In fact, Klemm himself inadvertently ridicules Descartes’ 
view by misrepresenting it in this way. Descartes never said or implied that con-
sciousness is a “little man” and he never used the metaphor of a stage on which the 
contents of consciousness are presented for viewing. Yes, some philosophers (and 
scientists) talk that way about Descartes’ views in order to ridicule them. But, this 
should not be taken to mean that he actually said such things.

At the core of Klemm’s own view is the notion of an avatar, which is meant to 
replace and, in a sense, rehabilitate the notion of a “virtual little person” (or homun-
culus). An avatar is construed as a “being with agency”: avatars “sense, evaluate, 
decide, and initiate and direct action” (p. 25 in MS). It is suggested that we should 
think about “consciousness as an avatar, generated by the brain as a set of CIPs to 
act on behalf of the best interests of the brain and body” (p. 25 in MS).

Let us first ask how this notion of an avatar can be combined with Klemm’s natu-
ralistic commitments—in particular, the commitment to the view that conscious-
ness is constituted by neural events and processes (CIPs). On this, Klemm says that 
an avatar

[…] is a CIP representation of the body and what goes on inside and outside of the body, 
all referenced to the sense of self, which itself is a CIP representation of the “little person”. 
I contend that the brain creates a conscious homunculus in the form of an avatar that it 
deploys to act on behalf of the embodied brain in ways not otherwise possible. (Klemm 
Chap. 4, in this volume, p. 25 in MS)

I find this rather difficult to understand. In particular, it seems to me that the notion 
of representation creates confusion here. Why is the sense of self a representation of 
a “little person”? If by sense of self we mean bodily awareness, then we can under-
stand the sense of self in terms of perception, proprioception, and body schemata. 
If by sense of self we mean having an individual and narrative identity, then we can 
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understand it in terms of the contents of cognition and metacognition (beliefs about 
who I am, where I come from, and awareness of having those beliefs). If, finally, by 
sense of self we mean a sense of agency, then we can understand it in terms of hav-
ing conscious intentions and in terms of anticipated and perceived feedback from 
the consequences of our movements. At no point, it seems to me, are we aware here 
of a “little person” when we have a sense of self or a sense of agency.

Further, it has not become clear to me what Klemm means by the claim that the 
avatar is acting on behalf of the embodied brain. According to the view, an avatar is 
consciousness construed as a conscious being with agency. But why should I think 
of my consciousness as acting on behalf of my embodied brain? This strikes me 
simply as a very odd thing to say. In my opinion, the problem with this suggestion 
stems, ultimately, from Klemm’s decision to view consciousness as a being (entity 
or agent). If we take this as our starting point, then it is difficult to avoid the implica-
tion that I am actually two things: an embodied brain and a conscious agent. If I am, 
in this sense, two things, then it does make sense to say that one of the two is acting 
on behalf of the other. But for all I know, I am not two things, and my consciousness 
is not acting on behalf of my embodied brain when I am acting.

A much more plausible starting point is the assumption that conscious agency 
consists in the fact that conscious states or processes of mine, such as having or 
forming conscious intentions, play certain causal roles in the initiation and guid-
ance of my actions. On this view, consciousness is not a being (entity or agent), 
but it consists in having conscious mental states that play certain causal roles. It is 
widely agreed that many mental states or processes are unconscious. When con-
sciousness comes into being, it is not the case that a new being or agent comes into 
existence. Rather, when consciousness comes into being, certain mental states or 
processes become conscious. And I engage in conscious agency when such states 
or processes initiate and guide my actions. Of course, this view raises many ques-
tions and problems of its own, which are beyond the scope of this commentary. Let 
me stress, however, that it does avoid at least two of the issues that arise for the 
view proposed by Klemm. First, as the sketched view does not stipulate another 
being (entity or agent) apart from the embodied brain, it avoids the odd suggestion 
that consciousness is acting on behalf of the embodied brain. Second, it construes 
conscious agency in terms of the causal roles of conscious mental states. It offers, 
thereby, an explanation of what conscious agency consists in. In contrast, Klemm’s 
view does not really explain conscious agency, because it refers to an entity, an ava-
tar, which is defined as a conscious being with agency. This view, in other words, 
presupposes the notion it seeks to explain.

7.5  Concluding Remarks

In reply to critics, Benjamin Libet once made the following two points. First, he 
claimed that he had fully considered the implications of his experimental findings 
for the concept of free will (Libet 2002, p. 292). Second, he noted that the negative 



1237 The Neuroscience of Agency and Free Will

criticisms of the findings and their implications have come mostly from “philoso-
phers and others with no significant experience in experimental neuroscience” 
(p. 292). Libet, I think, committed two mistakes there. He did not fully explore the 
implications of the findings, as his conclusions about free will were based on an 
idiosyncratic and rather problematic definition of free will and on an unquestioned 
commitment to dualism and incompatibilism. Further, as I have pointed out, ex-
perimental designs are based, in part, on operational definitions, and operational 
definitions are based on conceptual frameworks. Yes, philosophers have usually no 
experience in experimental neuroscience, but they have experience in assessing the 
coherence and plausibility of conceptual frameworks and definitions. So, contrary 
to what Libet seemed to imply, the comments and criticisms from philosophers can 
be relevant to neuroscience, insofar as they can inform operational definitions. Kl-
emm’s chapter is to be commended for avoiding such mistakes. He does not define 
free will and voluntary action simply by contrasting it with externally driven action, 
and he explores a way of thinking about free will that departs from the unexamined 
commitment of other neuroscientists to incompatibilism.

To conclude, let me point out what I take to be the two most important points for 
future research on human agency and free will (from a philosophical point of view). 
First, I think scientists should reconsider the operational definition of free will (and 
voluntary action) in terms of the dichotomy between free (or voluntary) versus ex-
ternally driven action. Second, before drawing radical conclusions about conscious 
agency and free will, scientists should consider the fact that such conclusions are 
usually based as much on metaphysical presuppositions (such as dualism and in-
compatibilism) as they are based on experimental results. As pointed out, Klemm 
avoids the corresponding mistakes, but he does not, in my opinion, emphasize the 
underlying issues strongly enough.
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I am pleased with the generally supportive response from all three commentators 
(Zhu, Toates, and Schlosser; Chap. 6, this volume). It was particularly gratifying to 
see so few challenges to the list of axioms and propositions. Perhaps these can now 
serve as a starting point for research and scholarly analysis of agency. Each com-
mentator made important comments that clarify and expand on the issues. I respond 
to each as follows:

8.1  Agency in Life (Zhu; Chap. 6, this volume)

For all animals, agency is the key to successful life, and this commentator makes it 
explicit by saying we should put “agency in a creature’s ecological niche and whole 
life realm.” This commentator and another rightfully focused on what I said were 
the elements of human agency:

Intend, remember, value, decide, prepare/plan, and act.

This author said that these elements are correct and promising, and emphasized that 
not only do we need to specify elements of agency but we should also understand 
structures of agency, namely, how elements of agency are related to each other and 
organized. That is exactly why I took pains to identify them. One can quibble about 
serial order, as the next commentator does, but we have to start somewhere, and this 
seems to be the place to start.

This author emphasizes, as I would agree, the reasoned planning component. 
This seems particularly important for conscious human agency, which is particu-
larly adaptive because planning can be evaluated explicitly in consciousness. This 
goes to the heart of the argument of many that consciousness does not do anything. 
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Certainly, one’s brain can plan actions unconsciously, but consciousness provides a 
robustness of logic and analysis, not otherwise achievable.

This author recognizes the flaws in Libet-paradigm experiments on free will. 
Indeed, the other two commentators are not enamored with this research either. One 
of my major contentions is that the brain is doing a whole lot of things besides de-
ciding when to press a button. I have referred to these multiple ancillary thoughts as 
thinking about the “rules of the game,” and this reviewer elaborated the point with 
some salient new examples.

The author’s point about the fallacy called “consciousness localization” is quite 
interesting. All mental states and processes are divided into two categories: con-
scious and unconscious. The nature of the fallacy is the neglect that consciousness 
is in the first place a feature of the whole agent. Thus to say that a given behavior 
results from a conscious or an unconscious state probably is a fallacy. Neither state 
is independent of the other. Both may be involved in varying degrees in every act 
of agency in those species capable of consciousness. See my just-released book, 
Mental Biology: The New Science of How the Brain and Mind Relate.

8.2  Agency and Free Will Commentary (Schlosser; 
Chap. 6, this volume)

Notably, this author self-defines as a philosopher and concludes that from a philo-
sophical perspective that I must be a compatibilist. In terms of free will, I take 
the stance that the neuroscience on this matter is flawed, and perhaps there is no 
satisfactory way to resolve this issue through experimentation. If so, philosophy 
and religion are all that we have left. Philosophy does have much to say about the 
importance of operational definitions, and this author and I both agree that neurosci-
ence has approached free will issues with rather sloppy definitions.

I thought it particularly interesting that the matters of executive control are sel-
dom part of philosophy, whereas in recent years it is becoming prominent in neu-
roscience. Also interesting is this author’s rejection of the elements of agency that 
I identified as intention, remember, evaluation, decision, planning, and execution. 
Perhaps the mind-set of philosophy accounts for this difference. One point I would 
make is that intention and decision are separable, not as this author claims, that de-
cisions are just forming an intention. One can have an intention to eat, for example, 
while still needing to decide what to eat. Of course, once I decide to eat blueberry 
pie, then the intention and decision do become conflated.

As with the “Agency in Life” commentator, this author supports my arguments 
about flaws in free will research and provides even more reasoned argument. I find, 
however, problems with the claim that in Libet-type experiments my model of deci-
sion making is not relevant. It is stated that my model’s sequence (intend, remem-
ber, value, decide, plan, and then monitor what happens) does not apply because the 
subject has no choice. Yes, he does have choices. He has to remember and follow 
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the rules of this experimental game. He has to intend to make a button press and pay 
attention to the clock and to what he thinks is the instant of conscious realization. 
The point this commentator makes is that these are not real alternatives, because 
there is no value element. True, but that is not the whole truth. The subject still 
makes a value judgment: “Is now a good time to press? How long has it been since 
the last press? Am I dragging this thing out too long? Am I rushing? Does it matter 
how long I wait? Will I mess up the experiment if I am sloppy about noting when I 
actually made the decision or where exactly the clock hands were?”

Perhaps both of us need to reevaluate this sequence of agency elements. They 
may not always appear in simple serial order. You may, for example, think about a 
trip to the grocery store (plan), prefer (decide) to buy blueberry pie, and then realize 
(remember) that you can buy another kind of pie for less (value). Perhaps the com-
mentator and I have gotten “into the weeds” as they say. Philosophy can do that.

I am particularly gratified that this commentator agrees that the right starting 
point for the role of consciousness is the fact that consciousness is constituted by 
neural events and does not have to intervene in neural processes because conscious-
ness is a neural process.

This commentator takes issue with my proposition 10, that consciousness is a 
state of being. His problem with my avatar idea seems to be my claim that the avatar 
is a neural representation of a “little person.” That idea of “little person,” in terms 
of physiology is the topographical map, both sensory and motor, of the body. The 
brain knows its body, where everything is, and how to engage its parts in agency. 
To the brain, there is a little person (body) inside. I disagree with the assertion that 
we are not aware of a “little person” when we are self-aware or initiating agency. Of 
course, the brain thinks of itself in terms of its body.

Why should we think of the avatar of acting on behalf of the embodied brain? I 
think that it is this conscious avatar that gives us such adaptive power as a species. 
Conscious mind can enrich and perfect the drives and fuzzy thinking of uncon-
sciousness. This commentator hits on something important when interpreting my 
position as advocating a split brain, of two beings in one brain. I regard unconscious 
mind and conscious mind as an interacting unity, not as the commentator thought 
that I claimed consciousness to be apart from embodied brain. Unconscious and 
conscious processes inform each other, but in different ways. Let me also point out 
that once one accepts that consciousness is a state of being, it is easier to defend 
the position we both have that humans have a degree of free will (executed by the 
conscious state of being).

8.3  System I and II Classification (Toates; Chap. 6, 
this volume)

This commentator, I think, provides a helpful way to think about agency in terms 
of its goal-directed nature and its susceptibility to reinforcement. These features 
of behavior have been studied for a long time, but not so much in the context of 
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agency. All of us seem to agree that agency provides a useful umbrella way to think 
about behavior. Indeed, this book might have been conceived by the editors with 
that in mind.

The author alludes to the historical class of worldviews of operant conditioning 
and cognitive neuroscience. Neither of us apparently wants to waste time rehashing 
those views and agree that these world views need to be integrated into the concept 
of agency.

Defining agency is not resolved. One can argue, as this author does, that com-
mand neurons in invertebrates, for example, should not be considered sources of 
agency. Certainly, human intention, memory, value, etc., are expressions of agency 
at a much higher level. Does agency only occur in the conscious mind? Well, it all 
depends on how you want to define it. I defined agency more inclusively because 
all animals must act in the world to survive. Such action is prerequisite for animal 
survival. Animals are not trees.

This commentator refers to the model of two systems: system I (fast, reactive 
agency, and unconscious) and system II (slower, reflective, and operating in con-
sciousness). Though not explicitly stated, this distinction lies at the heart of objec-
tions to Libet-type free-will experiments, which entailed mostly system I processes, 
and should not therefore be interpreted to explain system II functions. The author 
asks whether I associated agency with systems I and II, rather than just system I. 
Yes, I do.

The commentator makes a useful analogy about neural correlates, wherein it is 
stated: “Does the flow of sodium and potassium ions cause the action potential? Ac-
cording to identity theory, presumably it does not, for there is not a time sequence 
of, first, influx of sodium and then the action potential. Rather the action potential 
is the flow of ions,….” This dovetails exactly with my position about the circuit-
impulse-pattern (CIP) basis of conscious being. A certain set of CIPs are not so 
much causes of consciousness as they are consciousness itself.

The comments about “top-down” and “bottom-up” remind me of why I told the 
editor I did not want to say much in this regard because these terms, though fre-
quently used, are ambiguous and not particularly helpful.

This commentator was brave in talking about “ghost in the machine.” No serious 
scholar denies that conscious mind resides in the brain. Does it reside only in the 
brain? Science cannot test that. Indeed, there is a lot of “spooky physics” (general 
relativity, quantum mechanics, string theory, parallel universes, dark matter, dark 
energy) that raise the possibility that what we traditionally regard as spiritual might 
just be material realities not yet discovered. It may be time for neuroscience to 
consider a paradigm shift, at least to a point of not dismissing noetic science out 
of hand. As a result, I have created a college course at Texas A&M University in 
Neuroscience and Religion. Student interest is very high.
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This section explored and challenged existing conceptions of agency in humans 
and other animals. More directly, we endeavored to initiate direct examination of 
the theoretical relevance of agency specifically with regard to psychobiology and 
philosophy. The objective was to present an accessible, axiomatic, and functional 
conception of the neurobiology of agency in everyday life in humans. From the 
outset of this volume, Roger Smith clearly presented that the operational defini-
tion of agency is central to its evaluation and interpretation in science. He further 
demonstrated that it is a poorly defined and decidedly un-unified concept across 
the scientific community, and particularly across psychology. Therefore, he pro-
posed a conception that defines agency in modern times as “causal processes (even 
causal determination) and free action.” While this definition covers a great deal of 
behavior, his intent appears to have been to start to shape the dialog and define the 
historical context in which agency has existed until now. This is clearly also an issue 
for those studying the neurobiology of agency as it was raised by all contributors to 
this section. As you will see below, these contributors would likely support Smith’s 
definition related to “causal processes of action,” as long as the term “free” was 
removed. This is not necessarily because the commentators do not believe in “free 
will,” they just do not seem to agree that this term is scientifically useful at this time.

Neuroscience has grown immensely in popularity over recent decades and sci-
entists from this subdiscipline have successfully described and ascribed neural ac-
tivity to various constellations of human behavior. We assembled a collection of 
neuroscientists and philosophers in order to create axioms of agency and potentially 
build bridge laws between the eliminativists (and related scientists), “folk” psychol-
ogists, philosophers, and others, and possibly even address both compatibilist and 
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incompatibilist perspectives directly through the prudent application of published 
empirical data and reasoned thought. While this synthesis will not reexamine all of 
the contributors’ perspectives, we will explore some of the more salient points and 
where they interact. This synthesis also introduces a few more thoughts on the neu-
robiology of agency for your consideration. Including the neurobiology of agency 
in this volume was an essential requirement for full consideration of this topic. For-
tunately, the “tent” of psychology is sufficiently large to house all natural sciences 
alongside other sociocultural, philosophical, or political perspectives. Exploring a 
concept such as agency requires broad consideration.

By academic tradition, neuroscience seeks to reduce humans and other animals to 
the biological elements that guide and direct all actions and behaviors. The result is 
that behaviors and the neural correlates are often overly reduced to the point where 
complex coordinated behavior is not evident in the individual action potentials and 
collective patterns that created the action. Yet, neuroscientists still seek relevant neu-
ral correlates or representations of all aspects of the human condition. This is akin to 
studying atmospheric chemistry and physics with the goal of predicting the weather. 
These scientists work to analyze complex phenomena through their constituent parts 
to eventually understand why, how, and when it will rain, snow, or even when there 
might be a tornado or hurricane. This is admittedly oversimplified, but this is exactly 
the same relationship neuroscience has in concept with the broader field of psychol-
ogy. A similar example in psychology is the active search for the elusive “engram,” 
which was started by Richard Semon and Karl Lashley in the 1920s (Josselyn 2010; 
Lashley 1950). In concept, the hope was that they might find an engram in neural 
activity that characterized the neural correlates or representation(s) of memory.

Likewise, neuroscience now seeks an even more elusive “conatogram” within 
the recesses of the brain as the neural correlates or representation(s) of agency. I 
have chosen to call this a conatogram because conatus and conation have had a sto-
ried historical past in scientific and philosophical thought. Thomas Hobbs captured 
the nature of this quest in his desire to simplify and explain cognition and the mind 
through “conative functions” (Bidney 1962). Therefore, we can see that modern 
neuroscience seeks a conatogram or conatograms in essentially the same fashion 
as Lashley, only the focus is on human agency and will. There is a belief among 
neuroscientists that such a conatogram must exist, otherwise, why keep searching? 
Put another way, agency, consciousness, and potentially will all arise out of the 
brain. If this is accepted, then there must be some type of neural representation. 
While equally elusive, the expectation is that such a conatogram will either expose 
or uncover the presence or absence of a “ghost in the machine.”

9.1  Ghosts, Zombies, and Libet’s Experiment: 
The Illusion of Agency

Most often, neuroscience is broadly painted as suggesting that there is simply no 
ghost in the machine, or perhaps that the machine is a zombie (Koch and Crick 
2001). Replicated several times, this conclusion is often attributed to a study by 



1319 Neurobiology of Agency: “Conatograms” and the Ghost in the Machine?

Benjamin Libet and colleagues that concluded voluntary motor behavior can be 
attributed to an unconscious “readiness potential” (Libet et al. 1983). This experi-
ment was not directly investigating agency or free will as is often overstated; it was 
instead measuring voluntary motor behavior and the conscious intent to perform a 
simple movement of the hand. Given that each of the contributors to this section 
of Volume 12 of Annals mentioned this classic study, it is useful to briefly describe 
the experiment.

In Libet’s experiment (Libet et al. 1983), subjects were asked to relax in a lounge 
chair and initiate the study when they were “comfortably ready.” Thereafter, each was 
presented with a tone signaling 1–3 s of preparation time where each fixed his or her 
gaze on a rotating oscilloscopic timer. With their gaze focused on the center of the 
timer, at the end of the preparatory period, the 2.56 s timer started a clockwise rota-
tion. At a time of the participant’s choosing, he or she was to make a quick movement 
of their hand (i.e. flexion of fingers and/or wrist of the right hand). The participants 
were asked to report the time that they felt the spontaneous urge to move while simul-
taneously electroencephalographic (EEG) activity was recorded in the frontal lobe 
(recorded at the vertex) and synchronized to this “type II” (i.e. reasoned to be sponta-
neously generated) behavioral task. At least at the level of the frontal cortex (perhaps 
specifically around the presupplementary motor area), the results showed a “readiness 
potential” that preceded the self-reported urge or intent to move by approximately a 
third of a second and the actual movement occurred another 200 ms later.

As Smith implied earlier in this volume, the standard belief within neuroscience 
is that agency is largely determined and that the sense of agency is illusory. Libet’s 
experiment is some of the main evidence supporting this conclusion because of the 
underlying belief that conscious awareness is a requirement for voluntary behavior, 
a sense of agency, and ultimately free (nor not so free) will. This position is further 
supported by other research showing neural activity preceding conscious awareness 
by up to 10 s prior to the actual motor behavior (cf. Soon et al. 2008), which is an 
exceptionally long period of time relative to brain activity. The natural conclusion 
is that because conscious awareness follows in time, consciousness must not play a 
role—it is only an observer and reporter.

9.2 Agency as Circuit Impulse Patterns

Klemm, our first contributor, seeks to break the concept of agency down into its 
constituent parts by presenting ten axioms and propositions in a way that addresses 
this topic more completely. His approach is extremely useful given the complexity 
of the topic. He specifically defines agency as the ability of an animal “to act in 
the world” noting that “the behavioral expression of agency results from [neural] 
mechanisms that enable or promote it, as well as those that suppress it.” He uses 
comparative biology to address agency in various animals with different levels of 
neural complexity to demonstrate the potential activity and structures involved in 
the following cognitions or behaviors that he believes comprise agency:

 Intention, Remembering, Valuing, Deciding, Prepare/Planning, and Acting
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Inherent in his description of the neural representation of agency, Klemm argues 
that we should start our search for relevant activities by examining neural oscil-
lations, feedback loops, and reentrant mapping. He contends that as higher order 
animals, we have the capacity to create intentions, values, and plans that ultimately 
impact neural organization and physiology in individuals. In particular, he contends 
that agency begins early in our development and that the necessary multilevel cir-
cuitry is heavily influenced by our ability to recognize and respond as a self-refer-
ential system. To this point, Klemm argues that agency exists within circuit impulse 
patterns (or CIPs) and that these CIPs are the conatograms scientists seek relative 
to agency. The problem is that at this point, there is no clear locus that “controls” 
agency. However, he suggests that because we have not found these CIPs does not 
mean that they are not there.

Essentially, the CIPs that create agency are diffuse and cannot necessarily be lo-
calized to any specific neural structure as psychologists have been so often inclined 
to do since the days of phrenology and before. While certain elements of agency 
may be derived from focused neural domains (e.g. executive control is likely in-
volved in consciously directed agency), Klemm suggests that agency is most likely 
derived from diffuse spatiotemporal patters of CIPs involving various brain regions. 
In effect, CIPs are thoughts, but they are thoughts that are modified by feedback 
loops, neural oscillations, and by the structure of the nervous system (presumably 
within the association cortices and related areas of the brain).

This proposal that agency emerges from diffusely arrayed CIPs across species 
may be supported by recent research on the development of functional neural net-
works. Research by Fair et al. (2009) demonstrated that as we develop to adulthood, 
functional brain networks move from a more local to a more distributed and distal 
organization. Likewise, in another study, it was reported that as the brain matures, 
connections between distant centers in the brain become more integrated (Dosen-
bach et al. 2010). Basically, as humans mature, their brains become more decentral-
ized away from primary behavioral processing centers (e.g. primary motor, visual, 
somatosensory, emotional cortices, etc.). We also know that executive function, a 
significant element of agency, continues to develop along a similar time course (Di-
amond 2013). Presumably, the two are related and it can be predicted that the search 
for a conatogram for agency will be challenging due to the diffuse nature of the 
supporting circuitry. Regardless, this evidence supports the perspectives of Klemm 
and Toates in this volume, and the referenced research specifically supports Zhu’s 
suggestion that neuroscientists avoid the fallacy of “consciousness localization.” 
The published data and these thoughts provide viable targets for further exploration 
of CIPs as the conatogram for agency.

Essentially, Klemm uses these circuit patterns to suggest that various determin-
istic processes ultimately provide individuals with agency. It is important to note 
that this is not necessarily saying agency is a deterministic process, but it is saying 
that the neurons and possibly even the circuits in the nervous system that produce 
these patterns are deterministic in their individual behavior. Klemm states that this 
biological machinery completes the computations in multiple nonlinear processes 
or networks that then generate agency, perhaps through population-based processes 
across regions of the brain.
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If a main network of agency exists, however, it will not be found in the activity of 
a simple neural circuit. Instead, the network that accounts for agency is potentially 
a hierarchical neural network that is centered on mechanisms for executive control 
and working memory. This means that the best targets for locating this network 
would be to begin in the dorsolateral prefrontal, parietal, and cingulate cortices. 
This also implies that different behaviors may have somewhat different executive 
agents in the brain. For example, it can be said that the motor cortex is the execu-
tive agent of motor behavior and the amygdala is the executive agent of emotional 
behavior. However, both could be subject to processing in a different stage in mul-
tiple locations in the brain depending on the given behavior. Importantly, Klemm 
suggests that intention, planning, and decision making for different behaviors occur 
in various brain regions for a consciously willed or goal-directed behavior. This is a 
view that should be the main focus of agency as argued by both Toates and Schloss-
er (this volume). Therefore, this means that there could be different systems that 
produce agency depending on the requirements of the behavior and the experiences 
of the animal, which is further supported in the commentary provided by Toates.

9.3 Systems of Systems that Motivate Agency

Toates essentially argues for differences in neural correlates that focus on novelty 
and well-rehearsed behaviors by directing much of his commentary to the impor-
tance of motives and reinforcement in behavior. He specifically challenges and sup-
ports Klemm’s conception by exploring a system-of-systems approach in the search 
for the conatogram. He further suggests that incentive motivation is central to hu-
man agency. His commentary would suggest that a fruitful approach for defining 
and researching agency would be to keep the focus on goal-directed behavior, the 
relative importance of reinforcement on all aspects of animal behavior (including 
neural circuitry), and associated elements of agency like incentive motivation. More 
specifically, he proposes an in-depth consideration of a “System 1 and System 2” 
classification to avoid potential differences in comparing animals and humans.

As explained by Toates, System 1 is a very responsive system that matures faster 
than System 2. Evolutionarily, this suggests System 1 is similar in many animals (at 
least vertebrates) and it largely performs its function in an automatic or unconscious 
way. This also suggests that the related neural circuitry is evolutionarily conserved 
and the networks that comprise the system remain in “higher animals.” These sys-
tems did not change dramatically through evolution because they are central for life. 
Simple examples might include the neural circuitry for basic behaviors like sleep, 
attention, and basic life functions within the hindbrain and midbrain. In humans, 
these behaviors have forebrain involvement as well, but they were conserved as 
we evolved. For example, in recent years, we have learned that some of the neural 
structures of the hindbrain also play a role in basic cognition, memory, and other 
higher order behaviors. An example is the cerebellum, which was long considered 
to have a role mainly for coordinated movement, but more recent evidence suggests 
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that the cerebellum plays a role in cognition, memory, language, and even emotion 
(Baillieux et al. 2010; D’Angelo and Casali 2012; Schmahmann 2010; Thompson 
2005). This all supports the idea that the circuits for agency could be diffusely or-
ganized.

Similarly, considering Toates’ concepts with Klemm’s axioms suggests that Sys-
tem 2 developed evolutionarily on top of and tightly integrated to System 1, but it 
does not supplant that system. System 2 includes the behaviors that are the most 
associated with the complexity typically reserved for the highest animals; princi-
pally in humans, this includes consciousness. System 2 emerges from various struc-
tures of the forebrain with the greatest complexity originating in the cerebral cortex, 
and perhaps maximally from the frontal cortex. Connectivity between the frontal 
cortices, particularly regions within the prefrontal cortex, is very slow to develop. 
(Dosenbach et al. 2010; Fair et al. 2007, 2009). This is the seat of executive func-
tion and likely a major, but not the only area for agency and consciousness. Recall 
that Klemm suggests that agency and consciousness are not necessarily centralized 
to one structure or network. There are likely multiple areas involved in agency and 
consciousness, particularly including the orbitofrontal cortex and amygdala, cen-
ters central for decision making, emotional regulation, motivation, and personality 
(Depue and Collins 1999; Kalivas and Volkow 2005; Sanfey et al. 2003).

Toates’ theoretical construct can be combined with Klemm’s propositions to pro-
vide directions for future exploration into the neural correlates of agency. More spe-
cifically, differential examination of System 1 and 2 behaviors, particularly those 
related to executive functions, provides a possible starting point to continue the 
search for the agency conatogram. Starting in the dorsolateral prefrontal, parietal, 
and cingulate cortices, Klemm’s ideas suggest that CIPs should be the target of 
interest and that the pattern of activity over time, and not the behavioral outcomes 
specifically, should be the focus of the search by neuroscientists. Neural activity 
over time should be the focus because decisions are not point events and we should 
not expect that the neural correlates will be point events either. As highlighted by 
Klemm, decisions are guided by one of two properties of the nervous system: (1) 
winner-take-all circuitry or (2) guide-gating mechanisms. Both of these involve a 
mix of interactions and competitions (e.g. excitation and inhibition) among relevant 
neural populations. Both of these possibilities are mediated by action and inhibi-
tion between forebrain regions (particularly within association cortices) and moder-
ated by the neural activity of networks for memory, motivation, drives, and sensory 
stimulation.

This all suggests that each of the moderating networks can also influence the 
higher level networks that generate agency. Klemm suggests that intentions and de-
cisions require a specific mechanism that can orchestrate the final behavior among 
these disparate neural subnetworks. He proposes that local oscillating activity by 
populations of neurons provides the main mechanism for the agency network. In 
effect, he is stating that there is not just one CIP or conatogram, there may be many, 
and the nature of the final behavioral outcome in these depends on the “neighbor-
hood.” Synchronized oscillations, neighbors working together so to speak, are what 
produce the intent and decision making that comprise agency in humans. If memory 
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networks also oscillate in a supporting fashion, then intent and a final decision to 
act are fully supported. The result and behavioral outcome is ultimately produced. 
This means that the firing of an individual “deterministic” neuron is largely in-
consequential, and that agency and consciousness only occur through the action 
potentials of large populations of neurons working or not working (i.e. through 
collective inhibition) in synchrony. These population networks all get a “vote” to 
varying degrees. What makes a given vote stronger or weaker at producing neural 
oscillations exactly is unclear. However, it is clear that these oscillations can be 
generated either externally or self-initiated by existing self-referential networks. 
This last point presents a target for further exploration for identifying the possible 
networks involved in agency, particularly for consciousness.

9.4 Conscious and Unconscious Elements of Agency

The deterministic nature of neuronal physiology tends to trap neuroscientists and 
other psychologists. Each neuron discharges in an all-or-nothing fashion leading 
some to believe that the deterministic processes of neurons mean that agency is also 
deterministic. As is evidenced in the historical review of agency research, such non-
linear deterministic processes are generally held in contempt potentially because 
they suggest that there is very little ability to modify neural patterns within these 
processes. Clearly, this is a possible point of contention within and across various 
disciplines. Within the philosophical tradition, it is generally believed that “agency” 
cannot be unconscious. In this volume, Schlosser states that agency is not simply 
action or basic motor behavior. He argues that agency does not include “automatic” 
physiological activities of the body. From his perspective, the key aspect of agency 
is intent, which is a conscious process. However, it is not clear from any of the pre-
sented perspectives or recent empirical evidence whether a conscious process can 
be the initiator of the unconscious elements of agency, some of which are determin-
istic. This too provides a viable target for further examination in both philosophy 
and psychology.

While contentious, this pattern of events suggests that agency is still an outcome 
of a deterministic process. Klemm argues that while the final behavioral outcome 
may not be determined, ultimately “agency” is an unconscious process for all ani-
mals. As presented, patterns of neural activity among different networks lead to rel-
atively predictable behaviors, behaviors we generally see as habits or fixed-action 
patterns. For most behavior, this collection of competitive network activity and syn-
chronous oscillation generates the basic behaviors that ultimately produce complex 
behavior—in effect, this may be the ghost in the machine. That is to say that agency 
is largely unconscious and diffusely located across the central nervous system.

Across commentators, however, there is disagreement regarding the “agency” 
of automatic behaviors, behavior produced by System 1, or habits. The point of 
disagreement relates to how the behaviors are produced and whether they can even 
represent agency. Regardless of whether agency includes both conscious and un-
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conscious behaviors, all of the contributors are clear that consciousness is a neces-
sary condition where agency can be observed. This highlights a potential incon-
sistency regarding the definition of agency across science, or it may suggest that 
agency processes change over time. It may be possible that when a new thought or 
behavior occurs the first time, it is processed in System 2, but through continued 
practice it can transition to System 1. Put another way for humans, it is possible that 
new behaviors and thoughts require conscious agency, but eventually the activities 
that once required agency may become unconscious. This accounts for some of the 
differences in the use of the terminology, but it cannot be evaluated sufficiently until 
we identify the CIPs or conatograms that comprise agency in the first place.

Alternatively, Zhu suggests that regardless of the behavior, consciousness is 
involved to some level. He contends that all behaviors must be consciously de-
rived because they require attention and purposeful action. However, Zhu points 
out the inherent confound of all neuroscience and psychology research on the topic 
of agency is that it is always conducted in conscious and awake individuals, and not 
in those in an altered state of consciousness (e.g. sleep, coma, anesthesia, hypno-
sis, etc.). Thus, he suggests that until we conduct agency research in unconscious 
behaving humans, consciousness and agency cannot be separated. Taking these 
points into consideration, psychologists should be careful to delineate when they 
are speaking about unconscious and conscious elements of agency.

According to Klemm, consciousness is the brain’s observer of unconscious ac-
tivity, but it is not a passive observer. This is where his ideas differ greatly with 
the broader field of neuroscience, but they are not entirely foreign as it is broadly 
accepted that changes in thoughts can produce changes in various biological mecha-
nisms. Schlosser notes that this is a compatibilistic approach that may converge 
with philosophical perspectives. This idea is important because Klemm sees con-
sciousness as a discrete set of CIPs—“an avatar to act on its behalf.” Most neuro-
scientists would likely state that if there is an avatar or discrete set of CIPs, they are 
unable to take action, they are unable to be an agent of the body, and that conscious-
ness is only an observer. In other words, the entire system is deterministic in nature 
and humans really have no agency or freedom to act as they wish. However, Klemm 
argues that we have two systems: An efficient system for unconscious activity that 
occurs through deterministic processes and another that is resource intensive, slow, 
and focused on neural processing of conscious, deliberate, analytical, and novel 
experiences that is not deterministic.

While behavior is the result of these processes of agency and consciousness, they 
also provide stimuli that can alter the system that generates agency. An interest-
ing aspect of this proposal is that Klemm suggests that higher animals can modify 
CIPs and also modify ensembles of neurons that generate the CIPs. This idea was 
somewhat foreign a few decades ago, but we know that structural and functional 
elements of even the adult mammalian brain readily change to changes in behavior, 
training, the environment, or experience in a myriad of ways (see Draganski and 
May 2008; Holtmaat and Svoboda 2009; Jenkins et al. 1990; May 2011 for review). 
This evidence serves to support the idea that consciousness is not deterministic and 
potentially that it can modify agency as defined by Klemm.
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This generally supports Toates’ perspectives on “goal-directed behavior” within 
Systems 1 and 2. Within his perspective, conscious agency is defined by goals, in-
tention, and flexibility of behavior in achieving those goals. Toates could be seen as 
hedging this perspective a bit when he focuses on incentives or reinforcers and on 
the neurotransmitters likely involved in modifying agency. For strict behaviorists, 
reinforcers, stimulus–stimulus relationships, and stimulus–response relationships 
all suggest a deterministic process at the simplest levels of behavior.

Likewise, for many neuroscientists, neurotransmitters are deterministic in that 
many open ion channels in individual neurons in a determined manner. However, 
Toates makes an important point that all of these systems can be altered, modified, 
and even hijacked through modification of neurochemicals in the body. Dopamine 
is a popular target as a mediator of consciousness, or at least of the major elements 
of consciousness (Palmiter 2011). Acetylcholine is likewise another target for a cor-
relate of consciousness and agency due to its pervasive presence in the brain (Perry 
et al. 1999; Woolf and Butcher 2011). These are worthy targets for seeking the neural 
correlates of agency because their presence may provide the breadcrumbs for neuro-
scientists to follow within systems. However, it seems more likely that multiple neu-
rotransmitters and neuromodulators will be colocated across numerous circuits and 
systems making them relatively poor targets for the final pathway(s) of agency and 
consciousness. Klemm’s CIPs and interactions among systems of systems within the 
brain are likely better targets for locating the centers of agency in animals.

In the end, Toates considers Klemm’s proposals through identity theory and he 
ultimately appears to emerge on the same side as Klemm in that humans can con-
sciously modify their intent. That is, a conscious intention and goal-directed behavior 
can alter conscious and unconscious processes, including many that are deterministic 
once initiated. Klemm then states that the CIPs involved do not cause consciousness, 
they are consciousness, and therefore are the best target for further research.

In this context, philosophers like Schlosser and Zhu would likely contend that 
only Toates’s System 2 truly can involve agency due to the relative role of conscious-
ness and intent. More specifically, Schlosser and Zhu suggest that neuroscience and 
psychology should focus on “reasons,” the process of reasoning, “intention,” and 
executive functions, which leads to a focus on conscious decision-making behavior. 
It is likely in the neural correlates supporting these behaviors where we will find the 
agency conatogram.

The question of consciousness, therefore, becomes a central focus of agency across 
disciplines. Klemm contends that elements of agency are evident from basic organisms 
at one end of the spectrum to humans at the other. This evolutionary perspective is log-
ical especially considering that the neural structures continue to build from the most 
basic neural network to exceedingly complex networks on top of networks. Klemm 
contends that in these structures of networks there is a point, albeit as yet undefined, 
where self-referential networks produce self-awareness. The commentators seem to 
agree that consciousness only emerges through the complexity of the neural substrates 
that comprise organisms—most of which focus on humans as higher animals.

This brings us to the final topic of free will, a topic that is addressed with some 
reluctance by all commentators. Among the commentators to this volume, and 
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seemingly science more broadly, there is concern about addressing the topic of 
“Free Will.” Where once it seemed that consciousness was untouchable academi-
cally, now it seems that free will has become a bit of a third rail for many academics. 
Concerns over metaphysical, supernatural, and paranormal views were all present-
ed as reasons to tread lightly on this topic. As noted by Schlosser, it would seem that 
a large part of this concern comes directly from developing an operational definition 
of free will. As repeatedly highlighted by nearly all contributors, we cannot seem to 
agree on the operational definition of agency, a much less contentious topic. There-
fore, the starting point for free will is perhaps too uncertain at this time for mean-
ingful scientific discourse. Likewise, perhaps the response to Libet’s research and 
his reaction also reveals why this is such a contentious issue. From this, Schlosser 
makes a suggestion worth consideration that as scientists we should be very clear 
to operationally define and differentiate agency and free will. A clearer conception 
of the two, especially in the context of conscious versus the unconscious, will help 
interested scientists from diverse disciplines evaluate the nature of the research and 
empirical evidence that is produced. While this may seem elementary, it is interest-
ing how many contributors to this volume raised the issue. This alone is evidence 
that the topic requires further collective consideration.

More broadly, setting aside the clear concern over free will as a focused topic, it is 
instructive to consider the implications of these perspectives on other topics included 
by commentators to this section and larger questions of agency beyond the individual. 
As is always the case, individuals do not exist alone within a vacuum and their neu-
robiology will have an impact on the individual, their behavior, their environment, 
and even broader sociocultural issues. Klemm addresses the point that agency is not 
simply a matter for academic consideration; it is instead “a very practical matter in the 
real world of human behavior.” This is where the topic of free will might be academi-
cally addressed, albeit indirectly, in a functional and safe manner mostly around an 
operational definition employing exemplars of “conscious decision making.”

As beings that act in the world, we often look around for explanations and pre-
dictions of how or why humans behave in a particular way. We are quick to state 
that once we understand how behavior works, we will use it to accept, ignore, or 
excuse various behaviors. In other words, the understanding can remove an indi-
vidual’s sense of agency and related responsibility, at least in humans. Toates does 
well to address this topic by addressing the question of violence and responsibility. 
He importantly notes that the legal profession is quick to adopt developments in 
neuroscience and psychology as reasons for humans to act without agency. This 
matter is more fully considered in the latter part of this volume.

9.5  Conclusion

The purpose of this section was to address the neurobiology of key elements of 
agency in a comprehensive and axiomatic way. A search of phrase utilization (called 
“ngrams”) in the Google Ngram Viewer from the roughly 5.2 million books in-
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cluded in the Google Books archive shows that from roughly 1980 to 2000, use and 
growth of the terms “human agency” and “neuroscience” track tightly suggesting 
an association between the two (“Google Ngram Viewer,” n.d.). Accordingly, this 
section of the volume was intended to integrate research on these areas and presents 
their relative value in the context of other topics related to agency, including the 
history and broader philosophical considerations.

The empirical and theoretical considerations addressed suggest that “agency” 
is not a singular concept. The difficulty in describing, defining, and researching 
this topic and its neural correlates clearly suggests that agency must be subdivided 
into at least two areas for further exploration: conscious agency and unconscious 
agency. For those that contend that this is a uniquely human capacity, then we can 
use Toates’ construct to examine agency within Systems 1 and 2, respectively, to 
organize the relative inputs and outputs.

On the whole, the question remains regarding the neurobiology of agency. Is 
there a “conatogram” or “conatograms” that account for agency and conscious-
ness? Alternatively, is there a ghost in the machine? Decidedly, research is required 
to further answer these questions. The ideas presented by the four commentators 
provide a clear point of departure for further consideration and research into the 
neural correlates of agency. At least among this collection of scientists, there is a 
sense that agency and consciousness are very likely centered and diffusely distrib-
uted within and across the central nervous system, mostly in the brain. However, 
the exact location of the CIPs or conatograms that comprise all related elements of 
agency will require novel research approaches to parse out the relevant and specific 
components involved.

In conclusion, at least among psychologists who are interested in neurobiology, 
neurophysiology, and the link to behavior, it is clear that agency provides a very 
useful concept for consideration of behavior produced by animals. This section also 
reveals that at least at this time, the concept of free will is not useful in most aca-
demic pursuits at this time. I would like to echo the thoughts of Klemm from his 
response to the commentators in that hopefully we can use his axioms and proposi-
tions for further critical analysis and research into the topic of human agency.

References

Baillieux, H., De Smet, H. J., Dobbeleir, A., Paquier, P. F., De Deyn, P. P., & Mariën, P. (2010). 
Cognitive and affective disturbances following focal cerebellar damage in adults: A neuropsy-
chological and SPECT study. Cortex: A Journal Devoted to the Study of the Nervous System 
and Behavior, 46(7), 869–879. doi:10.1016/j.cortex.2009.09.002.

Bidney, D. (1962). The psychology and ethics of Spinoza: A study in history and logic of ideas. 
New York: Russell & Russell.

D’Angelo, E., & Casali, S. (2012). Seeking a unified framework for cerebellar function and dys-
function: From circuit operations to cognition. Frontiers in Neural Circuits, 6(January), 116. 
doi:10.3389/fncir.2012.00116.

Depue, R. A., & Collins, P. F. (1999). Neurobiology of the structure of personality: dopamine, fa-
cilitation of incentive motivation, and extraversion. The Behavioral and Brain Sciences, 22(3), 
491–517; discussion 518–569. http://www.ncbi.nlm.nih.gov/pubmed/11301519.



140 M. G. Clark

Diamond, A. (2013). Executive functions. Annual Review of Psychology, 64, 135–168. doi:10.1146/
annurev-psych-113011-143750.

Dosenbach, N. U. F., Nardos, B., Cohen, A. L., Fair, D. A., Power, J. D., Church, J. A., & Schlag-
gar, B. L. (2010). Prediction of individual brain maturity using fMRI. Science, 329(5997), 
1358–1361. doi:10.1126/science.1194144.

Draganski, B., & May, A. (2008). Training-induced structural changes in the adult human brain. 
Behavioural Brain Research, 192(1), 137–142. doi:10.1016/j.bbr.2008.02.015.

Fair, D. A., Dosenbach, N. U. F., Church, J. A., Cohen, A. L., Brahmbhatt, S., Miezin, F. M., & 
Schlaggar, B. L. (2007). Development of distinct control networks through segregation and 
integration. Proceedings of the National Academy of Sciences of the United States of America, 
104(33), 13507–13512. doi:10.1073/pnas.0705843104.

Fair, D. A., Cohen, A. L., Power, J. D., Dosenbach, N. U. F., Church, J. A., Miezin, F. M., & Pe-
tersen, S. E. (2009). Functional brain networks develop from a “local to distributed” organiza-
tion. PLoS Computational Biology, 5(5), e1000381. doi:10.1371/journal.pcbi.1000381.

Google Ngram Viewer. (n.d.). https://books.google.com/ngrams/graph?content=human+agency%
2 C+neuroscience&year_start=1800&year_end=2008&corpus=15&smoothing=3&share=&
direct_url=t1%3B%2Chumanagency%3B%2Cc0%3B.t1%3B%2Cneuroscience%3B%2Cc0. 
Accessed June 30, 2014

Holtmaat, A., & Svoboda, K. (2009). Experience-dependent structural synaptic plasticity in the 
mammalian brain. Nature Reviews Neuroscience, 10(9), 647–658. doi:10.1038/nrn2699.

Jenkins, W. M., Merzenich, M. M., & Recanzone, G. (1990). Neocortical representational dynam-
ics in adult primates: Implications for neuropsychology. Neuropsychologia, 28(6), 573–584. 
doi:10.1016/0028–3932(90)90035-M.

Josselyn, S. A. (2010). Continuing the search for the engram: Examining the mechanism of fear 
memories. Journal of Psychiatry and Neuroscience: JPN, 35(4), 221–228. http://www.pubmed-
central.nih.gov/articlerender.fcgi?artid=2895151&tool=pmcentrez&rendertype=abstract.

Kalivas, P. W., & Volkow, N. D. (2005). The neural basis of addiction: A pathology of motivation 
and choice. American Journal of Psychiatry, 162, 1403–1413.

Koch, C., & Crick, F. (2001). The zombie within. Nature, 411, 893. doi:10.1038/35082161.
Lashley, K. (1950). In search of the engram. In experimental biology symposium No. 4: Physi-

ological mechanisms in animal behaviour (pp. 454–482). Cambridge: Cambridge University 
Press. doi:10.1097/00008877–199204001-00015.

Libet, B., Gleason, C. A., Wright, E. W., & Pearl, D. K. (1983). Time of conscious intention 
to act in relation to onset of cerebral activity (readiness-potential). Brain, 106(3), 623–642. 
doi:10.1093/brain/106.3.623.

May, A. (2011). Experience-dependent structural plasticity in the adult human brain. Trends in 
Cognitive Sciences, 15(10), 475–482. doi:10.1016/j.tics.2011.08.002.

Palmiter, R. D. (2011). Dopamine signaling as a neural correlate of consciousness. Neuroscience, 
198, 213–220. doi:10.1016/j.neuroscience.2011.06.089.

Perry, E., Walker, M., Grace, J., & Perry, R. (1999). Acetylcholine in mind: A neurotransmitter 
correlate of consciousness? Trends in Neurosciences, 22(6), 273–280. http://www.ncbi.nlm.
nih.gov/pubmed/10354606.

Sanfey, A. G., Rilling, J. K., Aronson, J. A., Nystrom, L. E., & Cohen, J. D. (2003). The neural 
basis of economic decision-making in the Ultimatum Game. Science, 300(5626), 1755–1758. 
doi:10.1126/science.1082976.

Schmahmann, J. D. (2010). The role of the cerebellum in cognition and emotion: Personal reflec-
tions since 1982 on the dysmetria of thought hypothesis, and its historical evolution from 
theory to therapy. Neuropsychology Review, 20(3), 236–260. doi:10.1007/s11065–010-9142-x.

Soon, C. S., Brass, M., Heinze, H.-J., & Haynes, J.-D. (2008). Unconscious determinants of free 
decisions in the human brain. Nature Neuroscience, 11(5), 543–545. doi:10.1038/nn.2112.

Thompson, R. F. (2005). In search of memory traces. Annual Review of Psychology, 56, 1–23. 
doi:10.1146/annurev.psych.56.091103.070239.

Woolf, N. J., & Butcher, L. L. (2011). Cholinergic systems mediate action from movement to higher 
consciousness. Behavioural Brain Research, 221(2), 488–498. doi:10.1016/j.bbr.2009.12.046. 

https://books.google.com/ngrams/graph?content=human+agency%2�C+neuroscience&year_start=1800&year_end=2008&corpus=15&smoothing=3&share=&direct_url=t1%3B%2Chumanagency%3B%2Cc0%3B.t1%3B%2Cneuroscience%3B%2Cc0
https://books.google.com/ngrams/graph?content=human+agency%2�C+neuroscience&year_start=1800&year_end=2008&corpus=15&smoothing=3&share=&direct_url=t1%3B%2Chumanagency%3B%2Cc0%3B.t1%3B%2Cneuroscience%3B%2Cc0
https://books.google.com/ngrams/graph?content=human+agency%2�C+neuroscience&year_start=1800&year_end=2008&corpus=15&smoothing=3&share=&direct_url=t1%3B%2Chumanagency%3B%2Cc0%3B.t1%3B%2Cneuroscience%3B%2Cc0
http://www.ncbi.nlm.nih.gov/pubmed/10354606
http://www.ncbi.nlm.nih.gov/pubmed/10354606


Part III
Looking at agency from the top



143

Chapter 10
The Relational Basis of Agency: An Integrated 
Psychological/Theological Approach

Philip Browning Helsel

© Springer International Publishing Switzerland 2015
C. W. Gruber et al. (eds.), Constraints of Agency, Annals of Theoretical Psychology 12, 
DOI 10.1007/978-3-319-10130-9_10

P. B. Helsel ()
Boston College, Chestnut Hill, MA, USA
e-mail: philip.browninghelsel@bc.edu

Agency has become an important theme in recent psychological literature, and de-
bates have sparked over the source of agency and the capacity for agency in the face of 
seemingly deterministic social limits. In this chapter, I examine how agency fostered 
across the life span should be a shared agency by exploring a theology of agency.

Agency—the feeling that one can do something to influence the world1—arises 
from experiences of being seen and of witnessing one’s own actions mirrored in 
another’s response (Ellison 2013). First, God is known most fully in relationships in 
which people exert their agency on behalf of each other’s flourishing: indeed, God 
is the care exhibited in such relationships. Second, consistent empathy, in which 
God is revealed, becomes the ground out of which agency is formed. Using recent 
developments in attachment theory and neurobiology, I will argue that agency is 
indirect since it comes through the experience of consistent mirroring. Agentic rela-
tionships both reflect God’s presence and impact God.

To claim that agency is important is not to claim that it is of central importance. 
Indeed, agency seems important to those who are not able to express agency di-
rectly or who have their agency circumvented. Some of the most significant con-
tributions to the theological discussion of agency come from feminist theologians, 
frequently responding to issues of trauma and violence against women, who are 
attentive to the diminished agency of women in many cultures (Beste 2007; Hoeft 
2009; Suchocki 1994).

The capacity to witness oneself acting with agency is not equally available across 
the life span: Young children and older adults have less agency than middle-aged 
adults in many societies. In this sense, young children and older adults often need 

1 The primary difference between agency and free will is that in the psychological literature agen-
cy is often linked with the capacity to develop and attend to goals, whereas the concept of free will 
is often posited as a philosophical or even ontological issue, having to do with the capacities or the 
traits of the person with a spirit or soul.
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advocates with more agency. Persons with less agency, at any given time, depend 
upon others, leading to the conclusion that agency must be shared with those who 
have the least agency at any given point (see Fig. 10.1).

Fundamentally, agency is not the only “good” and not the sole “virtue” that is 
significant to human life. Other important goods include community and connec-
tion, acting in a trustworthy manner, and the capacity for reasonable self-sacrifice.

Nevertheless, shared agency should be included among the “goods” that are 
available to persons since the capacity to act with agency is, at least for Christians, 
an important part of their capacity to participate in God’s purposes. From a Chris-
tian theological standpoint, shared agency is rooted in the image of God although 
separable from it. Persons participate with God when they use their agency for the 
well-being of others, yet those who are no longer able to participate explicitly in 
God’s purposes are still bearers of the image of God (Swinton 2012). In these cases, 
shared agency must be used by others to help those whose agency is diminished to 
fully participate in lives of service, worship, and vocation.

In psychology, there is a current controversy between what has been termed top-
down and bottom-up agency (Prinz 2012). A top-down notion of agency assumes 
that people are able to develop goals and work towards them; bottom-up agency as-
sumes that people are determined by factors beyond their control, operating within 
systems that constrict agency so severely that it renders agency nearly unintelligible.

In this chapter, I maintain that top-down agency is a possibility for some, but, 
paradoxically, it arises from a complex set of bottom-up interactions and is thereby 
fragile, contested, and malleable. Additionally, I argue that God is intimately con-
nected to the human struggle for agency so that this discussion is not strictly a 
psychological discussion, but also has theological ramifications with God working 
alongside persons for the sake of their agency as they use their agency for the well-
being of communities.

My own approach to agency appears to resemble bottom-up agency but is actu-
ally more complex than this: Persons act with agency based on early and ongoing 
experiences of empathy, but this capacity for agency can also surprise and overturn 
systems where empathy has not been accorded. This capacity for agency—when 
one would have expected none—arises itself from relationships where there have 
been signs of care and mirroring. Understanding the interpersonal formation and 
maintenance of agency through activities of empathy is thus crucial to fostering 
agency.

10.1  Shared Agency in Hebrew Scriptures and Christian 
Theology

Christian theology offers a distinctive vision of the human person known as theo-
logical anthropology. In theological anthropology, agency is frequently described 
with the term freedom or free will and is thereby at the center of a range of com-
plex debates; nevertheless, there is a paradox in this accent on freedom. For many 
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Christian theologians, freedom, or personal agency, is directed in service to others. 
In this succinct chapter, I will explore only Christian theology and leave other reli-
gious perspectives for others’ analysis.

Drawing on the traditions of the Hebrew Scriptures, in which Israel was depicted 
as having agency apart from God, the agency of persons as a capacity has been 
seen to be a key constituent of the human person, but this was not agency for its 
own sake. Rigby (2001) indicates that in the Hebrew Bible text of the Psalms, brief 
poems or hymns sung in worship, “double agency” is at work in which both God 
and persons contribute to their deliverance from trouble. For the ancient Israelites, 
agency was fulfilled in worship to God and service to their neighbors, especially the 
ones who were marginalized.

Christian theologians have followed these Hebrew traditions of seeing human 
agency as most completely fulfilled in the service to God and to others, thereby 
accenting shared rather than personal agency. Catholic theologians, in the virtue 
tradition, have linked the concept of agency to the capacity to live out the virtues of 
faith, hope, and charity (Hollenbach 2002). Pope John Paul II, (1981) in his encycli-
cal on meaningful work, suggested that personal agency was part of God’s image 
in humanity:

as the “image of God” he/she [Man] is a person, that is to say, a subjective being capable 
of acting in a planned and rational way, capable of deciding about him/herself, and with a 
tendency to self-realization. ( Laborem Exercens, 6.2)

In this quote, the image of God in humankind is closely linked with agency. Nev-
ertheless, in a Catholic framework, there quickly needs to be a statement about 
the direction towards which one’s agency is aimed. Indeed, in the Catholic social 
justice teaching of subsidiarity, social relationships exist for the purpose of help-
ing persons “in their free but obligatory” exercise of self-realization (Iber 2010). 
Catholic theology has traditionally claimed that God enables people to participate 
with God through operative grace (Stump 2010). Since grace adds to nature, in the 
thought of the influential Catholic theologian Thomas Aquinas, Catholic theologies 

Fig. 10.1  Sharing of agency between person over life course
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are more likely to emphasize a person’s natural capacity for agency as a reflection 
of God’s goodness, pointing to a God who wants a person to be a steward of God’s 
good creation. From this standpoint, and in consonance with the Catholic social 
teaching, we can see that God wants agency to be used on behalf of those lacking 
it at any given point.

On the other hand, Reformation theologians highlighted the limitations of per-
sonal freedom and emphasized God’s grace at each juncture. In the starkest Ref-
ormation polemics, agency nearly disappears. In this view, agency is preceded by 
God’s initiative. Despite this emphasis, the Reformers were also concerned with the 
individual’s volition. God first gave persons the free gift of faith through grace; and 
actions undertaken with personal agency, what these theologians called “works,” 
are considered an outpouring of the life of service in gratitude for the gift of faith. 
Paradoxically, freedom is achieved as the result of willing service to God. As Re-
former Martin Luther put it, “Insofar as [a person] is free [they] do no works, but 
insofar as [a person] is a servant, [they] do all kinds of works” (Luther 1970). Luther 
described the transformation of will into servitude before God, with the stress 
throughout on the unmerited gift of faith. My view of this leads to a certain paradox: 
Although the agent was free, the person was also deemed incapable of acting with 
freedom, bound as they were by sin.

Continuing the Reformation era emphasis on individual authority in matters of 
conscience, in modern times a distinctly personal framework began to dominate 
theological reflections on freedom. Neoorthodox theologians of the twentieth cen-
tury, such as Emil Brunner, Karl Barth, Paul Tillich, Reinhold Niebuhr, drew from 
existentialist thinkers to describe a situation where personal agency was in the fore-
front. For these theologians, persons confronted a radical choice to make meaning 
of their lives before a God who desired to be in relationship with them (Chopp 
2007). Each person was confronted with a unique choice—a choice that was not 
transferable to any other person or entity—of either using his or her freedom in 
relationship to God or rejecting freedom for the meaninglessness of an existence 
apart from God. Real choice was possible, and this condition could provoke anxiety. 
The emphasis among these thinkers was different, but in the foreground was an in-
dividual “subject” in a personal relationship to God. This distinctive angle left aside 
important social dimensions of agency, leaving the individual largely alone with 
God. This personalist framework still influences theological thinking.

A personalist framework for human freedom would not suffice in situations of 
extreme poverty and marginalization since it seems too individualistic. Liberation 
theologians from Latin America challenged the privatized framework of twentieth-
century existentialist theology since they maintained that true agency proceeded 
from proper positioning in society: Persons become agents when they participate 
with God’s “preferential option for the poor” (Gutiérrez 1973). A person was truly 
free only in shared agency when that person used their freedom in “solidarity” with 
the marginalized in the two-thirds world (Ashley and Metz 2007, p. 212). For too 
long, theology had been done from wealthy Western contexts that maintained social 
power and privilege (Johnson 1992; Ashley and Metz 2007; Gutierrez 1973). In my 
estimation, liberation theology succeeded, through a Marxist critique, in locating the 
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material conditions of the living world as the foreground for God’s action, and this 
constitutes an important revision to a realm of inquiry that has been too otherworldly.

Feminist theologians continued the critique of neoorthodox theology by reclaim-
ing agency within a particular framework: the distinctive and contested experience 
of fostering women’s well-being and justice. In recent decades, feminist theologians 
have challenged the concept of free will as being too individualistic and only refer-
ring to men. Drawing from women’s experience of embodiment, suffering through 
domestic violence or sexual assault, and social marginalization, these authors fore-
grounded the concept of personal agency as a vexed issue in situations of gender 
oppression (Hoeft 2009). Women had been denied agency, and this was an injustice, 
not an abstraction. Here, agency was as important as empowerment. Rather than 
abandoning one’s will in order to regain it in Christ—as Luther put it—feminist 
theologians argued that women first needed an opportunity to have a self (Jones 
2000). A crucial question among feminist theologians was “Whose agency are we 
fostering?” with the implication that we should be fostering the agency of those 
pushed to the margins. Feminist theologians highly prized agency but discovered 
it in a community inspired by feminist concern for the full equality of women, pro-
tection of their bodily integrity, and the wholeness of creation, all of which were 
seen as flowing from the Divine Spirit that inspired creative freedom. In my work 
on gender roles, I have argued that gender roles operate as “injunctive norms” that 
rely on the belief that the biological factors predispose a person to a certain experi-
ence of the world and that persons are sanctioned when they violate these expecta-
tions based on biology (Browning Helsel 2009). Feminist theology thus helpfully 
indicates how women have been denied agency based on arbitrary and socially 
constructed categories, such as gender and sexuality.

One of the most important recent developments in theology has been process 
thought, which, although densely philosophical at times, actually has quite promis-
ing practical contributions to pose to the question of agency. Process theology at-
tempted to address the theological difficulties posed by an image of an all-powerful 
God—often described with monarchical metaphors—and proposed that God is im-
manent to creation and working within it. In the mid-twentieth century, process 
theologians, influenced by the work of mathematician Alfred North Whitehead, 
argued that God should be understood as that force within creation that influences 
all creation towards becoming (Hartshorne 1948). Within a process framework, 
agency is important but from the standpoint of relational experience. Rather than 
individuals acting with personal freedom (yet in a process framework such freedom 
inevitably existed, even in the most extreme situations), there were webs of being 
through which people reached freedom through connected acts of becoming. Since 
God was not seen as omnipotent but described more as operating within creation as 
a force for good, the traditional problem of suffering—How could a good God and 
all-powerful God allow bad things to happen?—receded, and in its place there was 
an emphasis on cooperation with the processes towards goodness that God influ-
enced into being (Hartshorne 1984). Process thought showed how natural ecosys-
tems were linked to human systems and how persons existed in webs of experience 
even before their birth. A person’s agency came through analyzing and changing 
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these webs of relationships. Rejecting traditional metaphysics that posited isolated 
individuals and an all-powerful God, process theology depicted an interconnected 
and interpersonal reality through which God influenced persons.

A process theological framework is among the most promising theological per-
spectives through which to view agency because it shows how God works fruitfully 
alongside creation, assisting a person’s own freedom to lead to well-being. Within 
a process framework, the universe is truly free to respond to God’s initiative. Yet, 
this agency is appropriately complex because it is situated in webs of social and 
natural relationships. A critique of process theology that suggests that it does not 
accord God enough agency has a place. Even if a person lacks relational mirroring 
in life, it is possible that God may act with agency in relationship to that person in 
order to foster their sense of personal agency. Nevertheless, process theology helps 
us understand the theological and social dimensions of the relational development 
of agency.

Several key insights emerge from this exploration of agency in Christian theol-
ogy and in Hebrew Scriptures. First, freedom and agency have consistently been af-
firmed by Hebrew Scriptures and Christian theologians but with a telos—or goal—
in mind. The capacity for agency reflects God’s image, but persons do not always 
have equal agency. If personal agency is diminished in one’s life span—as a result 
of illness, debility, violence, or misfortune—this does not mean that a person is less 
human or less of a person, or reflects less of the image of God, as a result. Rather, 
persons require shared agency with others who will empower their own expressions 
of agency.

In theological terms, it matters a great deal what use agency is put towards. In 
contrast to Enlightenment thinkers who praised autonomy for its own sake, Christian 
theologians have consistently valued freedom in relationship to others, namely, in 
relationship to God and to other human beings. Catholic theologians maintained that 
people were “naturally” able to respond to God when empowered by God’s operative 
grace, and Protestant theologians implied agency as an aspect of the turning of the 
will over to God in service based on God’s initiative of relationship. While neoortho-
dox theologians assumed a sense of agency in relationship to a personal God, libera-
tion, feminist, and process theologians have affirmed the inherently social nature of 
agency. Freedom is meant to link a person to others in relationships of justice, chal-
lenging oppressive systems. In each case, agency has been an important issue. Recent 
developments in theology are especially promising because they suggest that agency 
is not only effective in the interpersonal sphere but also has an impact on God.

10.2  A Constructive Contribution to a Pastoral Theology 
of Agency

God operates to engage with and transform a person’s life by using human agency. 
At the end of a developmental process through which agency is fostered, God can 
be seen as the force that makes agency possible. Given our exploration of agency 
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within the Hebrew Scriptures and Christian theology, agency emerges as a real but 
limited ethical good; it is most salient when it is expressed as shared agency devoted 
to both the good of oneself and the good of the community. It does not define one’s 
worth or dignity: The amount of agency a person has may vary across one’s life 
span (see Fig. 10.1). Nevertheless, agency is an important good since persons are 
meant to participate with God in the establishment of a just and caring society and 
in the stewardship of God’s creation.

Agency is a shared interpersonal good rather than an individual achievement. 
Agency does not imply autonomy but is the effect of a network of relationships. 
A pastoral theological approach to agency addresses some of the conflicts in psy-
chology about whether agency is the personal capacity, almost like a possession, 
of someone able to achieve goals (top-down agency) or is largely subject to deter-
ministic social forces (bottom-up agency). As I suggest, top-down agency emerges 
through a series of interactions with bottom-up forces, confirmed and realized in 
relationships in which agency is affirmed or denied. Shared agency, the responsibil-
ity to use agency for the fostering of those who have been denied agency or who 
lack agency at any given point, is an important social responsibility (see Fig. 10.1).

This chapter also seeks to make theological claims: God wants persons to be 
able to balance agency with a variety of other goods and experience more agency 
at certain times in the life span; nevertheless, the systematic denial of agency for 
some is a denial of the goodness that God wishes for the human community. Us-
ing a process theological approach to agency will help explore how, if people are 
systematically denied agency, this violates God. When a person honors another’s 
agency and fosters a society where agency is shared, this contributes to God’s well-
being. In other words, it is necessary to offer an ethical framework—here rooted in 
feminist process theology—in which the goals of agency are more clearly defined. 
Otherwise, agency risks becoming a somewhat empty conceptual category. This at-
tention to agency should be fostered especially on behalf of those whose agency is 
not likely to be considered. The well-being of the world and God’s well-being are 
intimately connected in a process framework.

10.3  Process Theology and Relational Agency: Why 
a Violation of Another’s Agency Constitutes a 
Violation of God

In this section, I will explore one of the most promising recent arguments for how 
God is connected with human agency. Using this resource will help me explain how 
violations against the agency of persons constitute a violation of God. Given our 
review of Christian theology in the first section, this approach is situated within the 
feminist process theology. Feminist process theologians have challenged classical 
notions of sin, arguing that sin is interpersonal and it is environmental, considerably 
broadening the individualistic focus of theology. In what follows, I offer a detailed 
description of agency in the thought of a recent theologian in order to explain how 
agency impacts God.
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Theologian Marjorie Suchocki (1994), in her book Fall to Violence: Original Sin 
in Process Thought revises the concept of original sin by showing how sin is rooted 
in interpersonal violence. Original sin is the classic notion that, through the Fall of 
Adam and Eve in the Garden of Eden, persons have been in a state of sin, alienated 
from God, and are in need of redemption.

She critiques and builds upon the example of Reinhold Niebuhr, a mid-twenti-
eth-century neoorthodox theologian, who maintained that persons were capable of 
“self-transcendence.” For Niebuhr, persons were both “Nature” and “Spirit,” that 
is, they both belonged to the created order as creatures and were able to reflect 
on their existence, even the totality of their existence. “Spirit” was the capacity 
for reflection, and this ability to review the totality of one’s life led to existential 
anxiety—questions about the meaning of life and fear of death—which led, in turn, 
to a desire to repress that anxiety. Niebuhr maintained that once persons felt the 
existential anxiety of being a limited person, they chose through a variety of means 
to secure themselves against this anxiety, and the chief of these means was pride. In 
Niebuhr’s formulation, pride was “the desire to be like God,” and Niebuhr, follow-
ing an Augustinian line of thought, saw pride as a primary sin from which all other 
sins, such as violence, flowed. Securing oneself against anxiety by pride was the 
basic sin for Niebuhr (2004). As we saw from a feminist perspective, it was neces-
sary to “have” a self before giving that self away; the sin of pride is but one form of 
sinfulness along a continuum of self-forgetfulness and self-sacrifice.

Suchocki objected to Niebuhr’s individualistic rendering of sin as pride since it 
downplays the systemic and structural violence towards which women are routinely 
subjected. Rather than pride, she maintains that violence against the well-being of 
others is the primary sin. She maintains that a kind of interpersonal violence sur-
rounds persons before their birth and thus could be considered a form of “original 
sin,” in that it is a form of violation of others that precedes personal responsibility. 
Fundamentally, the conditions that foster violence against others are well estab-
lished before persons enter into them socially as fully cognizant members of soci-
ety. For example, a person is born into a particular social identity that confers privi-
lege or marginalization—at times based on external appearances—without choice. 
In this context, agency becomes an important act of resistance against the pressure 
for social conformity or identity expectations, an opportunity to use one’s social 
role more flexibly and challenge the conditions that lead to marginalization.

The systemic nature of violence makes it difficult to notice and resist, but it is 
nevertheless real in its effects. As “rebellion against the well-being of the world,” 
stripping away the agency of others, violence renders some incapable of truly thriv-
ing. Suchocki argues that people are formed in relationships that foster interpersonal 
violence and violence against the Earth (Suchocki 1994, p. 60). Just as the notion of 
agency does not develop as the innate property of a particular individual but rather 
within a set of relationships, theological notions of sin and salvation that focus on an 
individual’s relationship to God alone are inadequate because they do not grapple 
with the real harm that persons do to each other and to their environments. Suchocki 
invites us to broaden our notions of agency to include interactions with the natural 
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world, as well as social world, in order to understand how these relationships, and 
the patterns through which they are negotiated, can be severely harmful.

She argues that traditional doctrines of original sin are not relational enough: 
They tend to emphasize an isolated God and isolated individuals. By contrast, God 
exerts agency in relationship with creation, influencing creation towards “interre-
lated communities of well-being” (Suchocki 1994, p. 60). God is not separate from 
creation, influencing it from the outside, but continues to care for creation through 
God’s influence. At the same time, God is dependent on the agency of creation 
to respond to the concerns of a suffering world. Profoundly empathic, God feels 
the experiences of the world along with the world so that agency is more squarely 
set within the framework of creation rather than on God’s side, acting outside or 
beyond creation.2 From this perspective, God is the one who feels, along with cre-
ation, all the suffering that creatures endure.

Original sin is that disruption of God’s communion of care that involves “un-
necessary violence.” It precedes persons so that they are born into communities that 
foster such violence and are educated into it and yet they are also capable of resist-
ing it through cooperation with God towards well-being (Suchocki 1994, p. 57–58). 
Since God is intimately connected to the world’s well-being and the well-being of 
all those in the created order, God’s well-being is tied to human agency. At the same 
time, God influences agency and cooperates with it without taking it over, which 
thereby gives agency to individuals. Given a process theological framework, God 
instantiates new possibilities for action in a person’s life but does not control the 
outcome. “The integrity of the world’s self-creativity in response to the creativity 
of God is the real freedom, to whatever degree, of how it responds to all the forces, 
including God, that impinge upon it” (Suchocki 1994, p. 58).

Suchocki argues that freedom is contested and contextual yet is real. Persons 
have a “response-ability” that “is at the core of every moment of [their] lives” 
(1994, p. 132). By this, Suchocki means that we are meant for relationships with 
God, humanity, and creation; my argument extends her insights further to suggest 
that relationality itself is a gift that comes, paradoxically, from first being in rela-
tionship with others. In process theology, freedom is real and constrained so that the 
exercise of one’s freedom is a central task that has an impact on others and on God.

Nevertheless, this response-ability is not merely given; it is structured in net-
works of power that significantly shape the range and scope of this response. “Free-
dom is indeed conditioned … If [freedom were not limited] relationality would be 

2 Suchocki (1994) does believe that redemption of structural sin happens through Christian faith 
and argues that Christianity provides a specific saving knowledge of God. She maintains that 
persons can know God through Jesus Christ, but this is particular knowledge rather than universal 
knowledge: It is known through a certain kind of “perspective” (p. 53). Since it argues that God 
became a person in a particular time and place, Christianity affirms the creation as the space in 
which God exists. On the other hand, God’s perspective is broader than God’s incarnation in Jesus 
Christ, so that God’s knowledge encompasses all cultures and religions rather than being limited 
to one, allowing the provisional revelation of the Christian faith to be experienced in a variety of 
contexts without eliding the distinctiveness of other forms of knowledge. Suchocki maintains that 
it is through incarnation that God is linked to creation, moving with agency towards the well-being 
of all.
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meaningless. One does not have a set amount of pure freedom … rather, the influx 
of relation that goes into our moment-by-moment creation forces a response that is 
yet paradoxically free” (Suchocki 1994, p. 132). Suchocki shows how freedom is 
real even while it is limited. Freedom is fragile, tenuous, and relational, depending 
on both human action and divine intervention. The agency that a person exerts does 
not occur outside of social constraints or embodiment, but occurs within the web of 
relationships in which a person finds themselves.

In Suchocki’s feminist process approach, God is involved in the ongoing pro-
gression of relationships between human beings, creation, and Godself. Ethically, 
this means that people are meant to foster the development of agency between each 
other and to violate this agency amounts to a violation of God. God’s possibilities 
are tied up in the relational possibilities of creation, even while God continues to 
influence creation towards greater well-being. For good or ill, a person’s actions 
make an impact: “Apart from a response to relation, there is no coordination of rela-
tion, and hence no coming to be of the relational reality” (Suchocki 1994, p. 132). 
Agency is found in and through relationship—it is difficult to separate out the agent 
as a “subject” that acts on “objects” outside the self.

In process theology, God is not over/against creation but rather within/alongside 
creation, so that God is that force that allows creation to reach its full potential. 
Indeed, in process theology, God can be identified with relationality—that energy 
that exists when communities are working together for the well-being of the earth 
and for the flourishing of themselves and other communities. While process theol-
ogy gives you a sense of God’s intimate closeness with human agency, it lacks the 
depiction of God as a separate being towards which one could direct one’s prayers 
(Phillips 1965–2014).

How does this look on a practical level? Putting process theology to work in 
the context of this chapter, I maintain that we should explain God as existing in 
the nexus between creatures rather than outside of them as an overpowering alien 
force. God assists persons to use their agency to cooperate with others for the good 
of creation and indeed, in a process sense, God is this spirit of cooperation existing 
in the connections between persons. In other frameworks, this could be described 
through pneumatology, or the language of the “Holy Spirit,” the third person of the 
Trinity. The consequence of this argument theologically is that when people violate 
each other’s agency, they violate God, who exists at the nexus between creatures, in 
the webs of relationality in which they operate.

How does this change our view of agency? Suchocki argues that transcendence 
needs to be revised in a horizontal direction. If a person’s sense of self, including the 
development of agency, is linked with all other creatures in a process of becoming, 
this relational emphasis seems to be justified. We will explore this point further in 
the next section. She argues that the infinite is not found beyond time, but is experi-
enced in the progression of time and in the context of the natural world. Therefore, 
“If infinity is no stranger to nature, then one can develop a ‘horizontal’ notion of 
self-transcendence, such that it is gained through a certain ‘with-ness in’ the world, 
not an ‘over and above’ the world” (Suchocki 1994, p. 35–36). She describes these 
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capacities for horizontal self-transcendence as pertaining directly to the experience 
of time, being manifested in “memory, empathy, and imagination” (1994, p. 95).

Although she does not make this claim, in my own view as a pastoral theologian, 
I see these three aspects—memory, empathy, and imagination—as logically or-
dered. If the past is dominated by violence, then empathy will become difficult and 
imagination dangerous, if not impossible (Ellison 2013). While empathy provides 
a powerful capacity for connection, people cannot always realize this connection 
because of violent self- or other-experiences that shape them. If transcendence can 
be experienced in the relationality of human persons in these three areas, then it can 
also be lost or violated in each of these areas.

While persons seem capable of self-transcendence through memory, empathy, 
and imagination, they are also born into webs of relationships that allow and con-
done violence against others and against the earth. This has a central impact on 
one’s experience of time of oneself as a person with a past, present, and future. “One 
can roughly correlate a failure of transcendence through memory with the perpetu-
ation of the past as violence; the failure of empathy has a correlation with violation 
mediated through the solidarity of the human race; and the failure of imagination 
relates to violence perpetrated through social structures” (Suchocki 1994, p. 36). 
Not naïve optimism, a process viewpoint shows the enduring and embedded nature 
of structural violence because it highlights how actions undertaken in a web of be-
ing spread out to influence others.

Shifting the focus from the vertical-God relationships to the horizontal-human 
relationships allows agency to emerge as a theological concern in horizontal self-
transcendence. Suchocki argues that the relationality through which response-abili-
ty develops is by no means a given. Through relationships of empathy early in life, 
and through the fostering of such relationships across the life cycle, people can 
experience freedom and imagination; they sense the promise of the future. Each 
relationship contributes to a sense of agency, those with early caregivers, the created 
world, and God. Since God exists in the nexus between all these relationships, each 
person’s sense of agency impacts God.

For Suchocki, agency is a central theological category that not only makes guilt 
and sin possible but also makes freedom and liberation possible; nevertheless, it 
is essential that this capacity or freedom not be understood in autonomous terms, 
but be described as inherently relational, since human persons are necessarily con-
nected in webs of relationship to others, to the natural environment, and to God. 
While each of the modes of self-transcendence through relationship can be violated, 
it is essentially some form of agency that allows a person to challenge this violence 
and redeem the situation. “The ontology of relationships maintains that the very 
possibility of relationships depends upon the ability to respond to relationships, and 
that this ‘response-ability’ is at the core of every moment of our lives” (Suchocki 
1994, p. 132). Freedom is real.

Although she critiques Niebuhr’s notion of “nature” and “spirit,” Suchocki 
allows for the capacity of self-reflection, a “spirit,” though which one, is able to 
evaluate the consequences of one’s actions. She considerably broadens the notion 
of sin beyond Niebuhr’s narrow view of pride and she also envisions persons as 



154 P. B. Helsel

responsible for sin and capable of change, able to exercise memory, empathy, and 
imagination on behalf of others. Response-ability is no mere academic exercise for 
Suchocki; it is vital to the flourishing of oneself, others, and creation.

Since God is not an alien force or distant power, but is seen precisely where 
people use cooperation with each other to foster well-being, the violation of a per-
son’s agency constitutes a violation of God. As we have seen, agency is real in a 
process framework, and this means that God does not control the outcome of hu-
man relationships, but rather influences them and activates their possibilities. From 
whence does the capacity for self-transcendence come? According to Suchocki, it 
comes from one’s experiences within the web of relationality—despite conditions 
of violence, there may be a sign that provides a basis for agentic action on behalf of 
memory, empathy, and imagination.

Next, I will explore the developmental progression that allows for personal agen-
cy and show how God exists in the connections between persons as agentic relation-
ships are formed. This requires bringing to the foreground some of the promising 
research at the intersection between attachment theory and neurology. This research 
confirms and extends Suchocki’s thesis. We must revise personal or self-contained 
notions of individuality and perceive the horizontal dimension of relationships: 
Agency is shaped in relational forms through practices of other witness, and for 
this reason, the development of agency is a theological and interpersonal concern. 
If, as process theology suggests, God exists at the linkage points between individu-
als, the interactions between individuals and their environments take on increased 
significance.

10.4  Agency through Empathy: The Psychological Debate

In this section, I will explore how agency is a relational development and explain 
how God is found in the midst of this development towards agency. The research 
in this section is drawn from attachment theory, attachment theory being a psycho-
logical model, which presupposes that people seek a connected and secure base of 
support from their earliest years from primary caregivers. It was developed from 
psychoanalyst John Bowlby’s (1969/1982, 1973, 1980) work on loss among chil-
dren, this is an important model for explaining the development of agency. Bowlby 
supposed that attachment experiences coalesced into a certain self-states based on 
experiences in early infancy. And attachment theory has recently been researched 
in relationship to neurobiology (Siegel 1999/2012). Bowlby revised psychoanalytic 
drive theory—the metaphor that people were driven through a hydraulic system of 
tension and release—towards a relational model that proposed that persons were 
first of all relationship seeking and that warmth and connection could be even more 
valuable than food or shelter. Care, rather than food or sex, was now seen as the 
fundamental need.

The first through the third years of life is especially important in attachment 
terms. Bowlby theorized that attachment coalesced into certain “self-states” based 
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on experiences during this period. Self-states are different from feelings or emo-
tions because they come to be organizing principles that seem to speak to “reality.” 
He labeled distinct self-states as “secure, avoidant, ambivalent, and disorganized.” 
Persons whose caregivers were withdrawn may have experienced “avoidant” at-
tachments, persons whose caregivers were threatening could experience “ambiva-
lent” attachment, and so on. This was tested by several experiments that measured 
an infant’s emotional reactions to a caregiver’s leave-taking. For strict attachment 
theorists, these models of attachment remained fairly stable across the life span. At-
tachment theory shows the importance of empathy in early life.

A close look at attachment research indicates that one’s sense of agency develops 
early in life through relationships with other persons (Fonagy and Target 1997). 
This is important because understanding the empathic and interpersonal roots of 
agency helps us foster agency in personal relationships and across society. First, I 
claim that the brain’s mirror neuron system—housed in the secondary motor cor-
tex and responsible for reflecting the actions of others within the brain—prepares 
persons to interpret intentions in others and that this plays an important role in the 
development of agency (Klein and Thorne 2006). This research indicates, at the 
level of scientific analysis, what Suchocki suggested was theologically sound—that 
people are profoundly shaped by their relationships. Second, I maintain that agency 
develops indirectly. One sees one’s actions mirrored in another’s behavior and then 
agency is attributed to oneself.

As noted in the introduction, the controversy in psychology about top-down ver-
sus bottom-up agency has proved to be a contentious issue, and my contribution 
shows how the capacity for top-down agency is actually the result of bottom-up 
processes and is thus fragile and malleable. Top-down agency approaches empha-
size how a person is goal directed and able to act in accordance with certain values 
and intentions; bottom-up agency emphasizes how persons respond to stimuli in 
a role-determined fashion and underscores how agency is heavily determined by 
environmental factors (Prinz 2012). The distinctive argument of this section is that 
bottom-up stimuli are very significant, but that these bottom-up stimuli are personal 
rather than impersonal forces.

The stimuli that infants experience in relationships with primary caregivers—
stimuli here being understood as the inherent drive towards relationship that exists 
within persons—provides the basis for later top-down agency. Top-down agency in 
a person is formed by a community or network of persons engaging in top-down 
agency with a person who is not able to engage in top-down agency on their own be-
half (e.g. an infant not yet able to speak), highlighting the shared nature of personal 
agency. Agency is thus, from inception, a shared phenomenon built on relationality. 
Top-down agency has a developmental history in relationships of care.

Developments in neuroscience have further confirmed the interpersonal nature 
of agency, as described by attachment theorists. While attachment describes the 
capacity for agency as a form of “joint attention” that develops from particular re-
lationships, neuroscientific findings describe how this capacity for agency is rooted 
in the brain’s neuronal wiring (Siegel 1999/2012, p. 322). This helps explain the 
very early phenomenon of “mind reading” in which infants and young children 
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seem capable of not only seeing a person’s actions but also intuiting the intentions 
behind a person’s actions. The discovery of the mirror neuron system by a team of 
Italian scientists in the 1990s heralded a sea change in our consideration of what 
was happening in cognitive processing. Recent research in the cognitive sciences 
on empathy has built on these findings (Stueber 2006, p. 132). Specifically, mirror 
neurons contribute strong evidence for how our lives are linked with the lives of 
others through the inherently empathic capacities of our brains.

Mirror neurons are those parts of the brain that are able to witness another’s fa-
cial expression and instinctively respond similarly. Capacities rooted in the mirror 
neuron system seem to take us a long way towards explaining how infants imitate 
facial expressions. An infant seems to mirror another’s face without necessarily 
knowing of their own (Stump 2010).

In other words, the mirror neurons in an infant’s mind fire almost automatically 
as they witness another’s behavior; they do not seem to fire by accessing similar 
memories and attributing intention to another through comparing their inner states 
with the inner states of another. Mirror neuronal capacity seems more basic than 
cognitive processing. Mirror neurons thus appear to be nearly reflexive responses. 
“John grasps Mary’s action because even as it is happening before his eyes, it is also 
happening, in effect, inside his head … mirror neurons permit an observed act to 
be directly observed by experiencing it” (Stump 2010, p. 69). Experience seems to 
happen in a child’s mind before it becomes the object of observation, so that early 
shared experience could be described as preconceptual. Although it is difficult to 
describe how this interpersonal, second-person knowing is created through mirror 
neurons firing, it seems that infants reflect in some significant ways the minds of 
others. Perhaps the best that can be said at this point is that their minds respond to 
the minds of others by using the mirror neurons to create similar states in their own 
minds.

The discovery of mirror neurons has contributed significantly to our understand-
ing of the capacity for social behavior and how this capacity is provided for in 
what seems to be the brain’s structure. Specifically, recent research shows how this 
area of the brain functions in understanding the intentions and emotions of others. 
Research on neurological damage in which mirror neurons have been obliterated 
indicate that a person’s capacity to understand the significance of another’s actions 
is severely compromised (Preston and de Waal 2002). These persons can see others 
acting but cannot make accurate inferences about their intentions from observing 
their actions; a crucial “mind-reading” capacity seems to be missing.

The discovery of mirror neurons seems to indicate that the conceptual capacity 
for interpretation is built upon early aspects of the brain’s functioning as it attributes 
intentions or emotions to others, intuiting the significance of their actions precon-
ceptually. Mirror neurons explain why attachment is a more basic biological process 
than language acquisition and is more central to survival. This also accounts for why 
top-down agency is the result of bottom-up processes of interaction and imitation.

Mirror neuronal capacities challenge older cognitive and conceptual models 
based on meaning making. A meaning-making approach divides the self from the 
other and insists that interpretation is crucial. Mirror neuron research shows that 
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such self/other understandings are based on earlier self–other experience. Before 
meaning making, there is shared experience. When two persons are attending to 
the same thing, they are linked at the neuronal level even though they may not 
be consciously aware of it. This is not adequately explained by either first-person 
pronouns (the language of the “I”) or third-person pronouns (the knowledge “that” 
something is the case). Suchocki’s description of the web of human relationships 
indicates the profoundly connected interpersonal reality that is not completely cap-
tured by typical dualistic language for “subject” and “object,” for self-experience 
and other experience.

This research indicates that “self” experience is based on “other” experience; we 
come at a self indirectly through the repetitive engagement with others who reflect 
ourselves back to us. As we have seen, recent discoveries in brain science suggest 
that persons engage in relationships at a preverbal level and that this capacity to 
match what is happening in another person’s mind is an early precursor to the de-
velopment of the self. Witnessing the actions and responses of others before having 
a knowledge of oneself as a separate entity, the preverbal experience of the mirror 
neuron system within individuals provides the substrate for the later development 
of what might be called a self. This matters for the debates about agency because it 
indicates that later top-down functioning is built on bottom-up phenomena in early 
life: through neuronal registering of the feelings, emotions, and self-states of others, 
one builds self-understanding.

Therefore, a practical and pastoral concern arises from this reflection: It mat-
ters a great deal whether we believe that others have agency, because, in believing 
this, we communicate this reality through our relationship to them. If persons first 
experience the faces of others and interpret their actions almost automatically based 
on the firing of their mirror neurons, they are inextricably bound into networks of 
shared experience. These networks of shared experience first offer certain kinds of 
self-states to a person and then later are used to construct meaning, convey values, 
and express sentiments. Expressions that affirm agency have the capacity to create 
the self-perception of agency within a person.

Recent psychological research links agency, top-down processing, and the de-
velopment of goal-directed action with the experience of mirroring, suggesting 
that, from its inception, agency is inherently social. A joint achievement, agency 
develops through a process of mirroring and thus occurs indirectly rather than be-
ing a property of an individual. This suggests that what might have been previously 
considered as a trait or possession—the capacity to act with agency—is now seen 
as having a developmental basis. Furthermore, this developmental achievement 
is rooted in the brain’s capacity for relational knowing seen in the mirror neuron 
system.

Although the primary developments in this line of thought have occurred in at-
tachment theory, influenced by neurobiology, its results are starting to impact cog-
nitive psychology as well. For example, the cognitive psychologist Wolfgang Prinz 
notes how persons observe each other’s behaviors and notice not only the actions 
but implicitly come to conclusions about the reasons for and intentions behind them 
(Prinz 2012, p. 108).
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Prinz ponders the origin of goals, which he calls “representations” in a person’s 
goal-directed actions (Prinz 2012, p. 207). Asking a series of probing questions, he 
wonders how it is possible to have a goal in a horizon beyond oneself (Prinz 2012, 
p. 126). How do we “form explicit representations of events that are independent 
from the configuration of currently given circumstances?” (Prinz 2012, p. 126) In 
giving answers to these questions, he reserves a strong place for stimulus-based 
responses in shaping the world but does so without being reductionist. Although he 
writes in functionalist metaphors, he gives a surprisingly personal account of the de-
velopment of “representations” from the stimulus of their lives. Bottom-up stimuli 
are the detour through which top-down agency is developed.

Prinz argues that agency begins with “perception” and develops in relationships 
(Prinz 2012, p. 136):

Individuals indeed develop and implement top-down control from outside to inside, going 
from interpretation of … action [outside of themselves] (perception) to selection of their 
own action (production). First, they attribute agency and agentive control to others whom 
they see acting, and then, upon seeing others mirroring their own actions, they appropriate 
agency for themselves, attributing agentive control to their own actions. Eventually, these 
intuitions of agency lay the foundations for mechanisms of agentive (top-down) control of 
their actions, thus turning perception of agency into the production of goal-directed action. 
(p. 136)

Prinz describes a highly subjective process through which a person first experi-
ences “intuitions” of agency by seeing his or her actions mirrored by others, and 
these later develop into the goals that shape goal-directed actions. The capacity for 
action is thus a fragile, contested, and interpersonally complex event. In this sense, 
agency is the result of stimuli, but stimuli that are inherently relational, the same 
that seek connection and warmth in patterns of attachment. In his analysis of the 
development of goal-directed behavior, he highlights how agency develops through 
the perception of others.

The mirror neuron system allows for second-person knowledge. Prinz shows 
how this system of witnessing another person’s experience as if it were one’s own 
is at the root of the development of personality and the capacity for developing 
goals that can lead to goal-directed action. “Individuals become willing agents by 
appropriating for themselves what they have first attributed to others” (Prinz 2012, 
p. 137).

Agency, goal development, and goal-directed action come from witnessing oth-
ers witnessing oneself. Indirectly, the person comes to believe they have the power 
to act as they see their actions affecting the world. If their actions do not affect the 
world, they do not attribute agency to themselves. As neuroscience and attachment 
theory each indicate, the split-second processing of both action and intention is de-
ceptively simple since it arises from a complex process of self-development.

When people are capable of top-down agency, or acting with intention, it reflects 
an interpersonal reality. Mirror neurons fire almost automatically in response to oth-
ers and this sets up the conditions through which persons witness cues of safety and 
reliability in the faces of others from a young age. This perception includes the re-
lational experience of agency: Another person confirms that they see us acting with 
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intention and according to certain values or desires. When this happens, we can be-
gin to experience what Prinz calls “representations,” or goals (Prinz 2012, p. 207).

I claim that the mirror neuron system helps explain how this works at a preverbal 
level: The infant witnesses cues in the faces of persons close to them and interprets 
the clues to develop a sense of safety. These cues include reflecting an infant’s be-
havior, conveying to the infant a sense of self-reality and developing the capacity 
for action that later develops into the perception of agency. This early experience 
is thus a relational experience; people come to self-definition through connections 
with others. Over time, this consistent set of responses develops into a form of pat-
terning that seems to appear fairly stable and allows for a platform from which a 
relational sense of self—a person acting with values and intentions—is first experi-
enced. Agency depends upon those who witness our lives and behaviors and mirror 
back to us that what they see us doing is meaningful (Stern 1985/2012).

In this section, we have explored how relationships are fundamental to what 
could be called the development of “self,” especially as it regards the self-percep-
tion of agency. Indeed, it matters a great deal whether we believe other persons have 
agency because in holding that belief we communicate that to them through the 
shared experience that we have with them.

10.5  Conclusion

Persons are connected in multiple relationships from before birth, and it is primarily 
in these relationships that they develop a sense of agency. In the previous section, 
we have explored how what we consider a “self” is actually born out of relation-
ships of mirroring in which another reflects one’s actions and that the mirror neuron 
system allows this action to be reflexive—to be interpreted by the self. From this 
perspective, agency is seen to be inherently relational. Although this occurs founda-
tionally in infancy, it also occurs across the life span as relationships of attachment 
can change through the course of the life span, with persons coming to have increas-
ing agency. Suchocki highlighted how there are systems of bonding that nourish 
us before and after we are born, long before we can use the name “I” to describe 
ourselves, much less attribute agency to ourselves.

To put a fine point on it, agency is a capacity that develops with the empa-
thy of others through actions of joint attention in which persons share experiences. 
Without these mirrors for experience, people do not perceive themselves as having 
agency as easily. Those who have been systematically denied agency frequently 
still manage to attempt to achieve some sense of agency—reaching “horizontal self-
transcendence,” but even this capacity to search for agency is built upon a network 
of relationships in one’s life that constituted a source of self-imaging.

God is proximate to these networks of relationships, these communities of well-
being, through which persons discover themselves as having agency and thus are 
able to develop meaningful goals and work towards them. The human processes 
of joint attention, empathy, and attachment could be seen as “natural” processes 
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occurring in relationships of care, given my thesis about the linkage points between 
persons being where God is present, these processes are also the distinctive location 
of human agency towards connected communities of well-being.

The consequences of my argument that we are neurologically “wired” for shared 
experience but that that which we see can only shape us (Ellison 2013). There are 
several important consequences that could be drawn from this, and further work 
that needs to be done on the effects of “horizontal self-transcendence” within a 
relational psychological/theological understanding of agency in regard to particular 
social problems.

In this chapter, I have explained how agency has been understood in the Chris-
tian tradition and staked a claim in the feminist process theological understanding 
of agency, namely that people are capable of “horizontal self-transcendence” when 
they use their agency to foster interconnected communities of well-being in the 
world (Suchocki 1994, p. 35). Using attachment theory, I have shown how impor-
tant the second aspect of horizontal self-transcendence, namely empathy, is to the 
development of agency. Implicitly, I have shown how this view of human freedom 
is rooted in a rich theological tradition in which the agency of the self is meant to be 
in service to others and to God. Because people are born into webs of relationships 
that systematically deny the agency of others, this should be understood not only as 
a violation of others but also as a violation of God as God is witnessed in the linkage 
points between persons.

Perhaps the most challenging claim I have made in the chapter is that agency is 
inherently relational. Agency is not a personal possession, an essentialized attribute 
of character that can be deployed at will. Instead, agency is a shared phenomenon 
so that persons are responsible to foster agency not only for themselves but also 
for others who have been systematically denied agency. Using process theology 
as a theological framework, I have argued that, although these relationships are 
important, social and interpersonal relationships also reflect upon God. Instead, I 
maintained that these relationships amount to a violation of God since each act of 
interpersonal violence, and each instance of denial of agency, is felt by God as an 
infringement against the well-being of a person. God is the one who influences 
the world towards justice and well-being for all, using God’s agency to attempt to 
change persons who are capable of responding to God’s influence. Since God is 
seen as that force existing in and through relationships to foster agency and well-be-
ing at the intersections of persons, society, and nature, fostering agency is a shared 
task that is profoundly theological, thus deserving to be at the center of pastoral 
theological reflection in the twenty-first century.
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While certainly no theologian, my commentary on Browning Helsel’s (Chap. 10, 
in this volume) paper on the Relational Basis of Agency will be predicated on the 
overlap between psychology and religion as an alternative viewpoint on the psycho-
logical development and utility of agency. Because Browning Helsel’s perspective 
on agency is based on process theology with its focus on shared agency fostered 
in the network of relationships with others and with God, juxtaposed to a sense of 
agency that he refers to as “top-down” and goal-focused agency, I will attempt to 
offer a third view that I believe addresses some of the psychological functions that 
agency serves. Finally, I hope to draw some parallels between process theology and 
Jungian depth psychology that may offer a new way of holding the tension between 
divergent points of view.

Let me start with one of the central questions in this finely argued and well-de-
veloped paper: What are the roots or source of human agency and ultimately what is 
the function of agency itself? From Dr. Browning Helsel’s perspective, referencing 
Ellison (2013), “Agency—the feeling that one can do something to influence the 
world—arises from experiences of being seen and of witnessing one’s own actions 
mirrored in another’s response” (Chap. 10, in this volume, p. 3). From the process 
theological viewpoint, God is integral to relation so that the exertion of human 
agency impacts God. In other words, there is a consistent empathy (focus on the 
other) in which God is revealed and this becomes the ground out of which agency 
is formed. People participate with God when they use their agency for the well-
being of others. Therefore, agency is created through shared interpersonal experi-
ence rather than an individual achievement. From this perspective, agency does not 
imply autonomy but the effect of a network of relations.

Browning Helsel’s emphasis here is on the interpersonal formation of agency 
and he references attachment theorists, as well as several of the postmodern inter-
subjective psychological theorists, such as Fonagy and Target (1997) and Stern 
(1985), to scaffold his argument that there is an overlap between a relational 
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psychology sense of agency and its evolution into a theological pathway to God. 
He notes the agency that a person exerts does not occur outside of social con-
straints (or embodiment) but occurs within the web of relationships in which he or 
she finds themselves. From a psychological perspective, Browning Helsel is plac-
ing agency within the social constructivist camp of self, agency being developed 
out of interpersonal experience which he extends through his use of the mirror 
neuron system research (Prinz 2012).

There is, of course, a long-running discussion through the history of psychol-
ogy about the development of self and agency. In attempting to move beyond 
Freud’s notion of primary narcissism (the infant focusing his initial emotional in-
terest entirely on himself) and Mahler’s sense of the symbiotic or undifferentiated 
experience of the infant, Stern (1985) rejected these assumptions and suggested 
that they were secondary to and dependent upon an already existing sense of self 
and others. This was extended by Sander (1983) and other infant researchers who 
point out that the traditional view of the infant starting from the simple and build-
ing to the complex has been disproven; we now see the infant as an extremely 
complex living organism already possessing integrating mechanisms. For Stern 
(1985) and others in the Boston Process Change Study Group, the representa-
tion of self is built upon interaction. The self is built upon the memory traces of 
interpersonal events and, in order to be encoded and internalized, each experience 
must have an affective component. Here, the emphasis is on the external cueing 
function of the self and other relation through interaction, which results in mutual 
regulation.

It is understandable how this dovetails nicely with Browning Helsel’s (2015) 
argument, especially in terms of the emphasis on the role of cognition and inter-
personal relationships as well as the mirroring component of shared states in the 
development of self and agency. I would offer that what is missing in this view 
of the interpersonal development of agency and self are the internal cueing states 
of both the infant and the individual adult. For me, this postulate is related to the 
unfolding of what Slavin (1997), Gentile (1998), and Ogden (1994) have called a 
deep structure predisposition (Bollas (1989) referred to the same idea as a personal 
idiom) in a relationship to a specific transformational object. Simply stated, from 
my viewpoint, the self and agency are not just socially constructed.

This a priori or deep structure foundation can be thought to be a genetically 
biased set of dispositions that exist before object relating. Ogden (1994) describes 
this deep structure as “biologically organized templates that serve to organize the 
immense quantity of experiential data with which the infant or child is flooded.” 
While this deep structure is never directly experienced, these biologically encoded, 
psychological predispositions are seen as awaiting creation through interaction. The 
self is not only created intersubjectively but is also created in the unfolding of what 
preexists in “conversation” with the other. So I would be in agreement with Stern 
and ultimately Browning Helsel that the infant is not passive, nor solipsistic. My 
emphasis, however, is that there is a self that is there already but which needs to 
be co-shaped through interaction. I will return to this later as I look at the role that 
archetypes and self-experience play in the development of agency.
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For now, I would like to extend this perspective to explore a different viewpoint 
on the nature of agency. In framing my perspective, I would like to draw on the 
work of Schachtel and Winnicott as well as a larger humanistic understanding of 
agency. I would like to start by saying I have great sympathy for the perspective that 
Browning Helsel offers, as a top-down approach to agency that is goal oriented feels 
egoic and self-focused. At the same time, I am reluctant to focus only on shared 
agency. This will become clear as I attempt to contextualize an alternative perspec-
tive on agency grounded in humanistic theory and Jungian psychology.

In several papers throughout his career, Winnicott (1950, 1964, 1971) describes 
a process that locates agency and aggression as a necessary part of development. 
His central premise is that aggression is prior to the integration of the personality 
and is almost synonymous with activity. Winnicott is proposing here that there is 
a positive and creative value in aggression and destructiveness in a human need to 
develop a process of integration in the service of building a self. Another way of 
saying this is that the roots of agency lie in the ability of the child to say no; to be 
a separate and distinct individual while at the same time being a part of the web of 
connections. A key part of development is the necessity of separating out subjec-
tive experiences so we can then see ourselves. Even if the goal is shared agency 
or a unifying experience with God, separation is a necessary part of development. 
Perhaps this is why Adam and Eve were thrown out of the Garden of Eden after 
eating from the tree of knowledge; perhaps this was their original sin. As Campbell 
(1988) points out, this was an act of disobedience ultimately seen as the beginning 
of human initiative or agency.

Adding in this neglected aspect of the function of aggression can shift the way 
we see Browning Helsel’s use of Suchocki’s (1994) perspective that a kind of inter-
personal violence surrounds persons before their birth, and thus could be considered 
a form of “original sin” in that it is a form of the violations of others that precedes 
personal responsibility. In this context, agency becomes an important act of resis-
tance against the pressure for social conformity or identity expectations (Helsel 
2014, p. 16).

Schachtel (1959) notes that the word “aggression” stems from the Latin aggredi, 
meaning to go towards or approach. We have lost this aspect of the meaning of 
aggression. Aggression, activity, and agency now become grounded in the need to 
shape experience on behalf of one’s own self-interest in addition to its use as hostile 
attack. This is not to deny the reality of oppression or the denial of those who have 
not had the opportunity to have a self; rather it is to show a new way of seeing how 
within this inalienable right of selfhood for all that there is a way to show how the 
individual’s active and creative shaping of experience requires the “destruction” 
and “reconstruction” of certain aspects of life. This process is captured nicely in 
a story told by religious historian Mircea Eliade (1985) who, while observing a 
painter in India, once remarked, “first you have to create the world, then you destroy 
it, then you create it again, then you destroy it again and so on until you end up with 
a painting.”

I also have difficulty with a top-down approach that is focused only on the ca-
pacity of agency in the service of separate and individual goals. I would suggest 
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instead that individual agency is hard won but, in fact, is not the goal. I would also 
suggest that this function may be extended much in the way Epstein (1988) talks 
about the need for a synthetic ego, based on Janet’s focus on the synthetic aspect of 
healthy mental functioning. From Epstein’s point of view, the ego can be seen as a 
matrix of structures, not as a single entity, with both functional and representational 
aspects. Psychotherapists know this experience of representation as the capacity to 
have their attention “evenly hovering” in the service of observing multiple layers 
of experience. The essential element of this middle path between individual agency 
and shared agency is the development of a capacity to see beyond what is literal and 
concrete; to see into what the religious historian Corbin (1971) called the mundus 
imaginalis, the reality of the imagination. Here, we could see Browning Helsel’s ef-
fort to extend agency in the service of connecting to a wider web and ultimately to 
God as parallel to the Jungian effort to place the psyche in the service of connecting 
the individual ego to the larger world. As Jung pointed out, our fantasy is that the 
psyche is in us, but in reality we are in psyche. At the same time, Jung would be the 
first to point out that it is essential that the ego remain anchored in consciousness 
and not be assimilated by the psyche.

Jung’s concept of a transpersonal Self is different from theories of a personal 
egoic self, which is usually seen as derived by a process of internalized accumula-
tion of experience. As Jung himself said in the Red Book (2009): “In as much as the 
I is only the center of my field of consciousness, it is not identical with the totality 
of my psyche, being merely a complex among other complexes. Hence I discrimi-
nate between the I and the Self, since the I is only the subject of my consciousness, 
while the Self is the subject of my totality, hence it also includes the unconscious 
psyche.” This expanded notion of Self attributes an intelligence to the psyche (Self) 
which communicates to the I/ego through the medium of images. For Jung, the Self 
constitutes the most immediate experience of the divine. As the Jungian Corbett 
(1996) notes, “The Self is the slow gradual realization of the divine cosmic center 
in the unconscious psyche of the individual.”

To help create a bigger context for moving beyond the process theological 
framework that agency is based on relational experience, I am brought to a place 
of great resonance with Dr. Browning Helsel’s paper, which is in the overlap 
between process theology and Jungian psychology. The place to start with this is 
the conference held at Claremont College in 1983 (Griffin 1989), which explored 
the relationship between process theology and archetypal psychology. Among the 
parallel themes that emerged from the conference were the emphasis on creative 
activity, rather than passive matter, and an evolutionary becoming rather than a 
changeless enduring perhaps best expressed through the concept of dipolar the-
ism: “the idea that God has both a changing aspect (God’s existence as a living 
god) and an unchanging aspect (God’s eternal essence).” Both archetypal psy-
chology and process theology want to return soul and divinity to the world. Jung’s 
emphasis was on the soul’s knowledge and Whitehead’s emphasis was on the 
world’s self-knowledge.

In his book, Aion Jung (1951) says that “Christ exemplifies the archetype of the 
Self” and is therefore worthy of imitation. This deep parallel with process theology 
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is exemplified with Whitehead’s notion of God as primordial, which is the locus 
of eternal objects. As Tarnas (2006) points out “archetypes can be understood and 
described in Whiteheadian terms as eternal objects and pure potentialities whose 
ingression informs the unfolding process of reality.” In other words, God may be 
thought of as the archetype of archetypes, which makes contact with Whitehead’s 
notion of God as primordial … which is the locus of eternal objects (Slusser 1989). 
Maxwell (2011) suggested that Whitehead’s cosmology can provide philosophical 
grounding and justification for Jung’s psychology of the archetypes.

One final parallel to mention regarding the overlap between process theology and 
Jungian psychology is the idea that matter and energy have both exteriority and in-
teriority and that these two realms are intimately connected (Griffin 1989). Here, the 
panexperientialism of process theology can been seen reflected in Jung and Hillman’s 
(1975) characterization of psyche and the unconscious. Browning Helsel’s words 
echo this idea when he says “… influenced by Alfred North Whitehead: God should 
be understood as that force within creation that influences all creating towards becom-
ing.” The synonymous implications with psyche are obvious.

The shift in perspective I offer is to widen the external relational focus of process 
theology to include or extend the web of relationship to our inner world. This gives 
us an opportunity to move beyond psychoanalytic reductionism; our internal world 
is more than just drives, instincts, and egoic goals. It also allows us to shift the 
notion of shared agency from the exterior to the interior, as one begins to give the 
Self agency in the unfolding of becoming. From a Jungian point of view, this shift 
is captured in a more expansive relationship between the egoic realm and psyche. 
“Sensing the Self as something irrational, as an indefinable existent, to which the 
ego is neither opposed nor subjected but merely attached and about which it re-
volves very much as the earth revolves around the sun, thus we come to the goal of 
individuation. The individuated ego senses itself as the object of the unknown and 
supra-ordinate subject” (Jung 1951). The psyche is now the initiator or agent of the 
individual’s life, much as Browning Helsel is suggesting Christ can bring meaning 
to the individual through shared agency. The psyche can provide the internal cueing 
states that provide a synthetic function of re-establishing a new equilibrium for the 
individual.

Jung long appreciated the irreplaceable role that the urge towards wholeness and 
self-actualization plays in development. Jung himself placed at the center of his 
psychological theory his sense that humans were teleological beings who gained 
access to the religious dimensions of experience through the symbolic, imagistic, 
and mythological expressions of their psyches. Jung came to call this process of the 
linking and influence of the unconscious psyche on individual consciousness “in-
dividuation” and once even said that it “can be seen as the primitive Christian idea 
of the Kingdom of Heaven which is within you” (Jung 1966). To me, this parallels 
Browning Helsel’s framing of shared agency as beyond the individual. As Jung 
(1966) once said, individuation “… brings to birth a consciousness of human com-
munity precisely because it makes us aware of the unconscious, which unites and 
is common to all mankind. Individuation is an at-one-ment with oneself and at the 
same time with humanity, since oneself is a part of humanity.”
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If Christ is seen as an archetype of the Self, a totality of the divine, then as Chap-
man notes, the life of Christ is identical in us, from the psychological point of view, 
with the unconscious tendency towards individuation. Chapman (1997) goes on to 
say that Jung believed this supreme archetype (of Christ) is latent in each human 
being, waiting to be manifested consciously through a lifelong struggle to balance 
the various forces of the psyche. That process cannot merely be taught, but involves 
taking personal responsibility for the life forces within oneself and holding together 
with their opposition. Eventually, “it can happen only when you withdraw your pro-
jections from an outward historical or metaphysical Christ and thus wake up Christ 
within … thereby we become truly human as well as participants in the divine life, 
for responsible living and fulfilling of the divine will in us be our form of worship 
and commerce with God” (Chapman 1997). This reflects the realization that the 
Self lives in you and not in an external figure separated and different from yourself. 
Said another way, God lives in everybody and with an internalized sense of agency 
that comes from this relationship perhaps we have ended up in a place close to 
Browning Helsel but with the added perspective on the internal aspects of agency.

A place of potential divergence between process theology and Jungian thought is 
the question of how one develops a relationship with the living God. To understand 
the nature of Logos in process theology, I think we have to step back and look at 
a few ideas central to Alfred North Whitehead’s process philosophy. Whitehead 
(1929/1978) understood symbolism as an interpretive judgment, which required 
direct experience. He coined the term “prehension” (from the Latin prehensio, to 
seize) by which he meant that the perceiver actually incorporates aspects of the 
perceived thing into himself. His use of the term “symbolic reference” was White-
head’s way of not trusting symbolic interpretation. He suggested that beyond causal 
efficacy (or physical prehension), a second mode existed which he referred to as 
presentational immediacy, which is often thought of as pure sense perception. Pre-
hension is a nonsensory mode of perception which may or may not be conscious. 
From Whitehead’s point of view, people can perceive automatically using “causal 
relations between entities,” without deeper reflection.

For Whitehead, nothing exists without being in relation with everything else, 
including God, which I imagine is why Browning Helsel places his emphasis on the 
web of relationships. However, as Cobb and Griffin (1976, p. 100) note:

Creative transformation is the essence of growth and growth is the essence of life. Growth 
is not achieved by merely adding together elements in the given world in different combina-
tions. It requires the transformation of those elements through the introduction of novelty 
… the source of novelty is the Logos, whose incarnation is Christ. Where Christ is effec-
tively present, there is creative transformation.

Key for process theology is that God is seen as creative love, which is identified 
with the primordial nature or Logos of God. The question becomes, however, how 
to access the primordial nature of God. Here, Jung was clear that the best way to 
access primordial experience is through symbols, images, and mythology. He felt 
“the term religion designates the attitude peculiar to all consciousness which has 
been changed by an experience of the numinosum” (Jung 1938). Jung’s answer 
to Whitehead’s concern for symbolic reference was closer to his understanding of 
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prehension. He would think in terms of the religious nature of the psyche in terms of 
its Latin etymology, religare, to bind. His efforts were to name in images rather than 
concepts, which brought the individual directly in touch with primordial nature. 
Jung’s psychology could best be characterized as the love of images.

As Jung (1963) says in his autobiography, “it is not that ‘God’ is a myth, but that 
myth is the revelation of a divine life in man. It is not we who invent myth, rather it 
speaks to us as a word of God.” For Jung, the archetypal, primordial images of myth 
are the language of the unconscious or psychic processes and thus point us towards 
symbolic knowledge and ultimately our divine nature. “No intellectual expressions 
comes anywhere near the richness and expressiveness of mythological imagery” 
(Jung 1944). So it is through developing a relationship with his psyche that the 
individual can get in touch with creative transformation. This way we can incor-
porate or prehend the creative expression of the psyche into ourselves. The search 
for wholeness and patterns in the Logos, what Whitehead would refer to as the 
“absolute wealth of potentiality,” has resonance with what Jung saw as the power of 
archetypes and symbols (Kling 2011). As Jung (1975) says, we become truly human 
as well as participants in the divine life, for “responsible living and fulfilling of the 
divine will in us will be our form of worship of and commerce with God.” Through 
discovering the expression and agency of our psyches, we can then use our new 
perspectives for the well-being of both ourselves and others.
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Let us begin from the basic axiom—the notion of God (or any version of deities in 
any societies) is not a theoretical concept in scientific psychology. It can be a very 
important semiotic sign complex to organize human lives (and deaths) of millions 
of people worldwide, it may be a commonsense notion for which many people 
want, or agree, to die. Despite all of its social and psychological importance, that 
notion is not a concept with which psychological theories can operate. It is a notion 
that needs to be explained itself—from the perspective of psychological theories.

12.1  Religious Phenomena are Crucial for Scientific 
Psychology

All phenomena of religious kind—and there is a mindboggling multitude of those 
all around the world—are relevant phenomena for psychological theories to ad-
dress. The ease of creating individual deities as helpers in psychotherapy process 
(Valsiner 1999) or Alice Lakwena’s creative adjustment of the Christian imperative 
“you shall not kill!” to the ways of warfare of the Lord’s Resistance Army (Behrend 
1999) are extremes of the examples how the complex semiotic-mediating devices 
we indiscriminately call “religions” matter in the living and dying of real human 
beings. Both destruction and construction are accomplished through the help of 
religious systems ranging from crusades and iconoclasms to personal retribution ef-
forts (Obeyesekere 1975). Children are brought up with a focus on expecting some 
religious figures to perform miracles (Josephs and Valsiner 1999; Watzlawik and 
Valsiner 2012).

When seen from the perspective of cultural psychology, all religious systems 
in the World emphasize one or another kind of transcendentality persuasion upon 
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the upcoming generations. Human beings are persuaded that they themselves need 
to have the will to believe in agency that is located beyond the borders of their im-
mediate accessibility. When a young child is told a “miracle story”—about Jesus 
walking on the water—the immediate contrast with the child’s own inability to do 
so is obvious. Yet, the generalization suggested from that contrast links the unable 
(the child) with the able (Jesus) through the suggestion “if you believe enough you 
could be like Jesus.” The self-motivating intra-psychological goal directedness is 
set up—the child who accepts the semiotic trap may start on the path on believ-
ing more and more—trying to reach the status of “enough” so that she or he could 
replace the mechanical water-skiing by spiritually based walking on the water. The 
latter moment never comes—yet many other psychological changes happen in this 
process of trying to reach the horizon.

What is at stake here is the infinity of the agentive role of human beings—the im-
perative of “you should believe more” and “even more” and “even more”—and so 
to infinity (or a stop in that process—at death or conversion to atheism, yet another 
infinite belief system). Psychology needs to create a theoretical understanding of 
such infinite belief systems that reach a high level of extension in time—as shown 
by history of all religions—and generalizing abstraction. The religious domain is 
the best arena for study of processes of hyper-generalization of signs (Beckstead 
et al. 2009; Valsiner 2014). This process leads to psychological phenomena of com-
plete “takeover” of the human minds (and hearts), and is thus the ultimate empirical 
research object for general psychology.

12.2  Going Beyond William James

It is James’ Varieties of Religious Experience (James 1902) that is usually cited if 
a psychologist wants to present oneself as a sophisticated researcher in the arena 
of complexities of religions. The focus on experience—personal feeling-in into the 
world—was crucial for James. Interestingly, psychology of religion had, from the 
1920s onwards, become a hostage to empirical comparisons of religious groups of 
various kinds, as to their average results on different psychological “measures.” 
What had become lost in the process of turning psychology of religion into a field 
of “empirical research” was precisely the focus on experience—the issue that both 
of the contributors to this section of our book (Browning Helsel; Chap. 10, this 
volume; Childs; Chap. 11, this volume) emphasize. This restoration of the focus 
on experience needs to be situated in the context of the reemergence of psychology 
of religion—now in the wider framework of cultural psychology (Belzen 2010). 
The coverage of religious experiences is crucial for turning psychology into a com-
prehensive science where the war; between the natural sciences and Geisteswis-
senschaften can be broken. Not including religious experiences—together with 
other hyper-generalized values (Branco and Valsiner 2012)—would be an obstacle 
for psychology as science. The latter is still to be reached, since William James’ 
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depiction of the state of the art (science) of psychology given in the year 1892 can 
still be true today:

Psychology … is to-day hardly more than physics was before Galileo, what chemistry was 
before Lavoisier. It is a mass of phenomenal description, gossip, and myth, including, how-
ever, real material enough to justify one in the hope that with judgment and good will on the 
part of those interested, its study may be so organized even now so as to become worthy of 
the name of natural science at no very distant day. (James 1892, p. 146)

Of course, psychology has progressed over the past century—yet in a direction 
that, replacing “a mass of phenomenal description, gossip, and myth” in James’ 
quote by “a mass of p-values, pseudo-empirical theories, and unsupported claims 
of public usefulness” the delayed development of the area into a natural science is 
still obvious. Psychology has largely imitated natural sciences, rather than become 
one itself. In the natural sciences, it is the nature of the object phenomena that is 
honored—even if studied from various angles of approach that diminish the full 
richness of the phenomena. In psychology, phenomena are often “measured out of 
existence” by attributing numbers to them, using large samples rather than in-depth 
study of individuals. The phenomena of religious experiences have been left out 
of consideration for decades. Such experiences are central to human beings—as 
Homo sapiens operates at the highest level of reflexive self-organization far beyond 
the basic brain processes that fascinate our contemporary neuroscientists. Scientific 
study of these higher psychological functions is the task for cultural psychology—
an up-and-coming discipline.
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Nothing is more fascinating than the phenomena that we experience in every wak-
ing moment of our lives—each individual for him- or herself. These phenomena 
sometimes appear to be like windows through which we can peer into the world. 
At the same time, they also appear to constitute a world of their own within us, one 
that is interwoven with the world that we conceive of as being external to us and 
in which we exist as part of its universe. The unique phenomena of the psyche and 
their workings, intangible and ephemeral, have occupied philosophers, scientists 
and many others over the past millennia and even further back in the natural history 
of humankind. Psychical phenomena influenced human developmental pathways 
in unprecedented ways, producing the abilities that first enabled scientific explo-
rations (e.g. Baldwin 1906; Fahrenberg 2008a, 2008b, 2013; Freud 1915; Hegel 
1807; Hirschberger 1980a, b; Kant 1798; Peirce 1931–1935; Schrödinger 1958; 
Tomasello 2014; Walach 2013; Wundt 1863, 1894; Vygotsky 1978).

Explorations of these unique phenomena encounter profound challenges un-
known to other explorations. For how can individuals explore and understand an 
object of investigation from which they themselves are inseparable (Durkheim 
1919)? How can humans explore the human mind when they are equipped with 
nothing but such a mind (Stent 1969; Uher 2015a)? Scientists cannot step outside 
of themselves and of their being as human individuals. But scientists can explicate 
the basic assumptions that they have made about their particular objects of research 
and about the fundamental notions by which knowledge about them can be gained 
(Aristotle 350 BCE; Fahrenberg 2013; Collingwood 1940; Walach 2013). This en-
ables critical reflection—individually and in exchange with other scientists. The 
ways in which individuals develop and exchange ideas, experiences and knowledge 
are explored in this research.
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13.1  The Transdisciplinary Philosophy-of-Science 
Paradigm for Research on Individuals

This research aims to explore the workings of the psyche by applying the Transdis-
ciplinary Philosophy-of-Science Paradigm for Research on Individuals (briefly re-
ferred to as TPS-Paradigm). This novel research paradigm explicitly considers the 
challenges and limitations that are inherent to explorations of individuals and their 
minds and it aims to meet and minimise these challenges and limitations by adopt-
ing transdisciplinary and philosophy-of-science perspectives (Uher 2013, 2015a, b, c). 
Hence, the intention of this research is not to comprehensively review previous lines 
of research but rather to complement the existing knowledge with new insights that 
can be gained from the transdisciplinary and philosophy-of-science perspectives 
that are still not well considered. 

The article first introduces the nature and aim of the TPS-Paradigm and speci-
fies some philosophical presuppositions that the paradigm makes about individuals 
as objects of research. It then elaborates metatheoretical properties that the TPS-
paradigm conceives for the phenomena explored in individuals, putting the main 
focus on the phenomena of the psyche. On the basis of these elaborations, the article 
explores the unique possibilities that psychical1 phenomena open up for individu-
als to become actors in their lives but also the challenges that these phenomena’s 
peculiarities impose on individuals in everyday life, especially for their possibilities 
to exchange with others. The various solutions that many species and, in particular, 
humans have evolved to overcome these challenges are explored along the micro-
genetic, ontogenetic and (possible) phylogenetic pathways in the development of 
individuals and the workings of their minds.

Know Thyself: The Intricate Challenges of Scientists Exploring 
Individuals

The TPS-Paradigm explicitly considers the fact that all science is made by human 
individuals and elaborates the particular implications that this fact entails. Specifi-
cally, all scientific endeavours depend on and reflect the particular perceptual and 
conceptual abilities of the human species—and their particular limitations. These 
human abilities determine the sole access that scientists can gain to the reality of 
the universe in which humans have evolved as a species. Therefore, TPS-Paradigm 
conceives of anything that is perceptible by the human senses (or that can be made 
perceptible, e.g. through technical means) and/or that can be conceived of by the hu-
man mind as a phenomenon. This notion differs from various historical research tra-
ditions in which phenomena are conceived of as mere sensory perceptions that are 
differentiated from non-sensual concepts (sometimes called noumena); for example, 

1 For the term psychical in differentiation to psychological, see part 13.4 below
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in the philosophies of Plato or Kant (Hirschberger 1980a, b). The TPS- Paradigm ex-
plicitly refrains from making such distinctions for reasons explored below.

Human individuals are known to be prone to many kinds of biases, illusions, 
errors and fallacies in perception and reasoning (e.g. Wolpert 1992). Of particular 
importance for scientists of all disciplines are the fallacies that are derived from 
the human tendencies to seek regularities and structures and to oversimplify com-
plexity, which are referred to as the law of least effort (Royce 1891). Of particular 
importance for scientists exploring humans is the fallacy of misplaced concreteness 
(Whitehead 1929) that is derived from the common tendency to uncritically as-
sume that words correspond to concrete entities. But this may be possible only for 
words denoting physical events that can be directly perceived. It is not possible for 
words denoting abstract ideas that can only be conceived by human minds and that 
Bentham (1748–1832) referred to as “fictions” (Ogden 1932). But humans tend to 
assume that linguistic abstractions, “fictitious” words according to Bentham, can 
reflect real concrete entities.

Scientists exploring human individuals encounter further intricacies because they 
themselves are always individuals—and thus not independent from their objects of 
research. The scientists’ own positions in their social world (unintentionally) influ-
ence the ways in which they explore individuals. In addition to the risks for introduc-
ing anthropocentric biases to their research that all scientists face, scientists explor-
ing individuals are prone to introducing all kinds of ethnocentric biases, such as 
biases that are derived from their own language (Deutscher 2010), sociocultural and 
national background (Adam and Hanna 2012; Faucheux 1976; Russell 1927; Teo and 
Febbraro 2003), religion and worldview (Weber 1930, 1946), education and scien-
tific tradition (Geertz 1988; Kuhn 1976), historical time (Fischer 1970; Gergen 1973) 
and age and gender (Pellegrini 2011). Finally, the scientists’ own personal stand-
points as individuals derived from their own personal experiences that they have 
made in their own lives entail additional risks for introducing all kinds of egocentric 
biases to their research (Fahrenberg 2013; Ramón y Cajal 1897/1999; Weber 1949).

Fallacies and biases influence not only the specific theories and models that sci-
entists develop. More profoundly, they influence the very means by which scientists 
generate knowledge (Uher 2015a, b, c).

The Philosophy-of-Science Perspective: Scrutinising the Own 
Basic Assumptions

Knowledge about the making of science is the most general level of scientific 
knowledge and is referred to as philosophy-of-science. In philosophy-of-science, 
scientists  make explicit and critically reflect on the philosophical presuppositions 
that they have made about the properties of the phenomena to be explored and about 
the fundamental notions by which knowledge about them can be gained (Aristotle 
350 BCE; Fahrenberg 2013; Collingwood 1940; Toomela 2012; Walach 2013).

Philosophical presuppositions are basic rational structures that scientists con-
ceive for a given scientific system and that are required for that system to func-



J. Uher180

tion. Importantly, these rational structures can originate only from outside the 
given scientific system that is built on these structures; therefore, they cannot be 
rationally justified or validated within the system for which they are formulated 
(cf. incompleteness theorem; Gödel 1931) and are also called absolute presupposi-
tions (Collingwood 1940). For example, many scientists presuppose that, in na-
ture, there are basic structures that follow rational or logical laws and that can thus 
be described in logically consistent ways and be explored by means of rational or 
logical analyses. This presupposition appears to be self-evident, but actually it is 
not. Rather, scientists can also conceive alternative absolute presuppositions from 
which competing and contradicting scientific systems can be constructed (Fahren-
berg 2013; Kellert 1993; Walach 2013).

On the basis of the particular absolute presuppositions being made, scientists de-
velop metatheoretical and methodological frameworks that are coherent within the 
given scientific system yet not necessarily with the metatheories and methodologies 
used in other scientific systems that build on alterative absolute presuppositions. 
For example, psychologists have developed very different absolute presuppositions 
about human nature (the “images of man”; Fahrenberg 2004; Shotter 1975), such as 
the ideas that humans are driven by subconscious inner urges and conflicts (Freud 
1915), are passively responding to external conditions (Skinner 1971; Watson 1913) 
or actively striving for cognisance (Kelly 1955) and personal growth and fulfilment 
(Maslow 1943; Rogers 1959). These different presuppositions laid the foundations 
for the development of various psychological research paradigms that each com-
prise coherent set of statements, theories and methods but that still tend to be contra-
dictory or even irreconcilable with one another because they are based on different 
absolute presuppositions (Fahrenberg 2013; Walach 2013).

Making explicit the absolute presuppositions on which a given scientific system 
is built, therefore, is an essential prerequisite for analysing from a meta-perspective 
the theories, approaches and methods that are applied within a given system, thus for 
critically reflecting on the metatheories and methodologies that are used in a given 
field. Metatheories refer to the implicit and explicit beliefs, theoretical ideas and basic 
assumptions that scientists make about their objects of research and to the questions 
that they ask about these objects. The scientists’ metatheories determine the ways 
in which they reduce real phenomena to scientific phenomena and thus, what they 
consider to be facts in their field and how the thus-defined facts can be theoretically 
analysed and interpreted (Althusser and Balibar 1970; Køppe 2012; Toomela 2011; 
Wagoner 2009; Weber 1949). Methodologies refer to the ways (i.e. approaches) in 
which scientists tackle the questions that they ask about their objects of research 
and to the techniques and research practices (i.e. methods) that they therefore use. 
Methodologies are closely interrelated and intertwined with the metatheories that 
scientists have derived from the particular philosophical presuppositions on which a 
given scientific system is built (Sprung and Sprung 1984; Uher 2013).

The TPS-Paradigm is called a philosophy-of-science paradigm not because it 
contains a philosophy-of-science; this is true for any scientific system. Instead, its 
name derives from its aim to make explicit as comprehensively as possible the 
absolute presuppositions, metatheories and methodologies on which it rests to en-
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able scientists to critically reflect, discuss and further develop established theories, 
models and research practices and to derive ideas for novel lines of research. This 
is seldom done in the sciences exploring individuals (Fahrenberg 2013; Omi 2012; 
Schwarz 2014; Toomela 2011; Uher 2013, 2015a, b; Walach 2013; Weber 1949; 
Westen 1996).

Transdisciplinarity: Integrating and Applying Knowledge Across 
Disciplines

The TPS-Paradigm is transdisciplinary because, in contrast to other research para-
digms, it explores concepts, approaches and methods that were developed in dif-
ferent established paradigms and different research disciplines studying individu-
als. By systematically elaborating the philosophical presuppositions, metatheories 
and methodologies on which different concepts, approaches and methods are built, 
the TPS-Paradigm identified commonalities and differences between them. This 
allowed for the coherent integration of concepts, approaches and methods from 
different disciplines into interrelated philosophical, metatheoretical and method-
ological frameworks that can be applied across disciplines. These frameworks also 
enabled the further and new development of concepts, approaches and methods 
that meaningfully complement and expand the existing ones. The TPS-Paradigm 
is targeted at supporting scientists to critically reflect, discuss and further develop 
previously established theories, models and research practices and to derive ideas 
for novel lines of research in the future (Uher 2011a, 2013, 2015a).

A comprehensive application of the TPS-Paradigm was demonstrated in “per-
sonality” psychology. By elaborating the particular metatheories and methodolo-
gies that scientists use to establish comprehensive “personality” taxonomies, the 
TPS-Paradigm revealed profound mismatches between the scientists’ implicit and 
explicit metatheories and the methodologies applied. It was shown that comprehen-
sive taxonomic models of individual-specificity in central phenomena explored in 
individuals, such as behaviours and experiencings, have not yet been developed. 
The application of the TPS-Paradigm also enabled the development of novel theo-
retical and methodological approaches that can fill the gaps identified and that can 
meaningfully complement and expand previous lines of research (Uher 2015b, c).

The Transdisciplinary Philosophy-of-Science Perspective Taken on 
Individuals as Living Organisms

Central to the TPS-Paradigm are the absolute presuppositions that are being made 
about individuals as living organisms and the metatheories and methodologies that 
are therefrom derived. In line with its transdisciplinary scope, the TPS-Paradigm 
builds on a broad array of theoretical concepts and methodologies from diverse 
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research disciplines from across the life sciences and beyond. Of particular impor-
tance are theoretical ideas about individuals as living organisms.

Living organisms can be conceived of as systems that are composed of sets of in-
terrelated entities forming a complex whole (von Bertalanffy 1973). Living systems 
are complex at every level of their hierarchical structure. Entities at one level are 
compounded into new entities at the next higher level such that series of systems re-
side within a greater array of even more complex systems (e.g. nuclei, cells, organs, 
individuals, groups, communities, societies, species; Caprara 1996).

Systems at each hierarchical level have two properties. They act as wholes (as though they 
were a homogeneous entity), and their characteristics cannot be deduced (even in theory) 
from the most complete knowledge of the components, taken separately or in other com-
binations. In other words, when such a system is assembled from its components, new 
characteristics of the whole emerge that could not have been predicted from a knowledge 
of the constituents. Such emergence of new properties occurs also throughout the inanimate 
world, but only organisms show such dramatic emergence of new characteristics at every 
hierarchical level of the system (Mayr 1988, p. 15).

The whole is not just more than the sum of its parts; it is essentially different from 
the sum of its parts—it has different properties, structures and functionings; this is 
referred to as the principle of emergence (Koffka 1935; Köhler 1969; cf. also Dur-
kheim 1919; Simmel 1908). Hence, the identification of lower-level constituting 
elements of living organisms in and of itself cannot provide explanations of how 
the identified elements function together as a whole (e.g. Diriwächter and Valsiner 
2008; Hartmann 1964; Pauli 1927; Koffka 1935; Köhler 1969; Toomela 2012; Vy-
gotsky and Luria 1930; Wundt 1863). Moreover, as in living systems, series of sys-
tems are nested within each other, the entities that can be conceived at any one level 
can be conceived of as multi-contextual. Different properties and functionalities can 
emerge from the same set of elements in different contexts (Uher et al. 2013a; Uher 
2015b; Walach 2013). Thus, the principle of emergence also entails that assump-
tions of isomorphisms between elements on different levels (in all directions) can 
be very misleading (Mayr 1988; Wolpert 1992). Isomorphisms are particularly low, 
if not completely absent, if phenomena of different kind—and thus with different 
metatheoretical properties—are concerned (see below).

As living organisms, individuals can be conceived of as self-preserving and 
self-organising from within their boundary (Luisi 2003; Varela et al. 1974; Zeleny 
1977). Living organisms also exchange with their external surrounding and can 
therefore be conceived of as open systems (i.e. dissipative systems; Prigogine 
1996). Dissipative systems develop non-linear system dynamics. In their develop-
mental pathways, bifurcations may occur at which point the directions of the future 
development of a given system become unpredictable. In the development of living 
systems, dialectical processes occur in which interactions between elements can 
result in changes of the elements in and of themselves. These peculiarities of living 
organisms result in processes in their microgenetic, ontogenetic and phylogenetic 
development that are irreversible and historically unique (Baldwin 1896a; Caprara 
1996; Li 2003; Prigogine 1996; Valsiner 2014).
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Three Metatheoretical Properties that Determine the 
Perceptibility of Phenomena by Individuals

Central to the TPS-Paradigm are the absolute presuppositions that it makes about 
the phenomena explored in individuals, in particular about the differentiation of 
different kinds of phenomena from one another and the conception of their particu-
lar properties. The paradigm considers three metatheoretical properties that can be 
conceived for the various phenomena being studied. These metatheoretical prop-
erties are considered because the particular constellation of the forms that can be 
conceived for each given kind of phenomenon with regard to these properties deter-
mines the phenomena’s perceptibility by individuals. Perceptibility by individuals 
has elementary consequences for the ways in which information from a given kind 
of phenomenon can be converted into information encoded in other kinds of phe-
nomena (Uher 2015a, c). The central roles that such conversions play in individuals’ 
everyday lives, such as for transmitting meanings, are explored in this research.

The absolute presuppositions that the TPS-Paradigm makes about the three 
metatheoretical properties and the distinctions between various kinds of phenomena 
need not be consensually shared by all scientists exploring individuals. Other scien-
tist may make other absolute presuppositions and use other rationales to conceive of 
and to differentiate between phenomena and their properties. Those scientists who 
do not agree with the particular presuppositions made in the TPS-Paradigm must 
develop metatheoretical considerations other than the ones that are explored in this 
research, thus precluding direct comparisons. The explorations presented in this 
research are aimed at revealing possible differences in the absolute presuppositions 
that are made in the field and, in particular, to enable comparisons and controversial 
discussions between different research traditions and scientific disciplines that are 
based on the same absolute presuppositions as made in the TPS-Paradigm.

Importantly, the TPS-Paradigm generally considers the dimensions of everyday 
life experiences (i.e. spatial dimensions comparable to the human body, temporal 
dimensions of the international time standard) rather than to the dimensions of at-
oms or the outer space as considered in specific fields of research (e.g. chemistry, 
quantum physics, astronomy). The three metatheoretical properties, however, are 
conceived on levels of abstraction that are commonly not considered in either ev-
eryday life or science.

1. The Phenomena’s Location in Relation to the Individual’s Body
 The TPS-Paradigm considers the phenomena’s spatial location in relation to the 

individual’s body in terms of their externality/internality. Phenomena can be 
located internal or external2 to the individual’s body; some kinds of phenomena 
can also be both (e.g. body heat). The spatial location of phenomena has impor-
tant consequences for individuals as it determines their opportunities to directly 
perceive these phenomena in themselves and in other individuals. 

2 The differentiation is made between internal versus external, rather than between endogenous 
versus exogenous because the latter implies a reference to potential causes and thus to explana-
tions, which are not needed to metatheoretically define the various kinds of phenomena.
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The TPS-Paradigm defines as extroquestion (from the Latin extro mean-
ing beyond, outside and quaestio meaning seeking, investigation, enquiry) the 
exploration of phenomena that individuals can directly perceive as being located 
external to their bodies, which allows multiple individuals to perceive one and 
the same event. Joint perception is important because it facilitates intersubjective 
perception and social exchange as explored below. Importantly, extroquestion is 
defined on the basis of the phenomena under study and of the individuals who 
are perceiving these phenomena and providing information about these phenom-
ena from their pertinent perceptions and conceptions (Uher 2015a). Extroques-
tively accessible are all phenomena that are external to individuals’ bodies, thus 
physical ones (e.g. individuals’ physiognomy, written language, monuments). 
Through the use of invasive methods (e.g. endoscopy, surgery), physical phe-
nomena that are internal to individuals’ bodies (e.g. morphology of inner organs) 
can also become perceptible by multiple individuals. 
 Other internal phenomena, by contrast, cannot be perceived by other indi-
viduals at all; they can be accessed only by the single individual. These are the 
unique properties of the phenomena of the psyche (e.g. experiencing). The TPS-
Paradigm defines as introquestion (from the Latin intro meaning in, within) the 
exploration of phenomena that can be directly perceived only by the individual 
him- or herself and that are, in principle, not directly perceptible by any other 
individual under all possible conditions—thus, psychical phenomena (see below; 
Uher 2015a). 
 Extrospection and introspection, by contrast, are commonly defined and 
differentiated from one another on the basis of the perspective that individuals 
can take on themselves versus on other individuals or on things. However, both 
perspectives are always interwoven as individuals can always extrospect and 
introspect at the same time (cf. Kant 1781; Wundt 1896).

2.  The Phenomena’s Temporal Extension
 The TPS-Paradigm considers the phenomena’s temporal extension because indi-

viduals can directly perceive only those phenomena that are present in a given 
moment. Some phenomena are temporally more extended and persist over some 
period of time (e.g. individuals’ body morphology). This facilitates the phenom-
ena’s direct perception by individuals in their everyday lives. Other phenomena 
are much less temporally extended and change more quickly (e.g. blood sugar, 
hairstyle). Still other phenomena, in turn, are strictly momentary and highly fluc-
tuating (e.g. behaviours, thoughts); their occurrence is strictly bound to the pres-
ent moment in time—the here and now. Momentary phenomena can be directly 
perceived only in the very moments in which they occur (e.g. kicking a ball) or 
when they have caused changes in other phenomena that can still be directly 
perceived (e.g. the ball lying in the goal area).

3. The Phenomena’s Physicality versus “Non-Physicality”
 The TPS-Paradigm considers the phenomena’s physicality because material 

physical phenomena feature spatial units that are rather constant and identically 
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repeatable to a considerable extent (e.g. electrons, atoms, molecules). Such spa-
tial units help in creating an intersubjective consensus between individuals on 
how to categorise and compare the phenomena and events encountered in life. 
Spatial units occur in the material phenomena of individuals’ bodies (e.g. cells, 
organs, body parts) and in the material physical phenomena of their external 
surroundings (e.g. other individuals, plants, animals, printed texts, buildings). 
Material physical phenomena can also be used to determine rather constant and 
repeatable units in immaterial physical phenomena, which feature no spatial 
units in and of themselves, such as behavioural and many physiological phe-
nomena (e.g. body movements, body heat). Importantly, in the TPS-Paradigm, 
the terms physical and physicality refer to the science of physics and not to cor-
porality, which cannot be conceived for immaterial physical phenomena.
The phenomena of the psyche, in and of themselves, feature properties that are 
of an entirely different kind than the properties of physical phenomena and that 
are therefore conceived of as “non-physical” in the TPS-Paradigm. The term is 
put in quotation marks because it does not indicate a simple contrast to physi-
cal. Rather, the term is meant to denote properties that are often associated with 
the terms psychical and mental and also with intangible and immaterial. But 
as behavioural and some physiological phenomena can also be conceived of as 
being immaterial, the paradigm uses the term “non-physical”. The term denotes 
that psychical phenomena, in and of themselves, are immaterial and that spatial 
units that are identically repeatable, at least to some degree, cannot be found. 
But in contrast to immaterial physical phenomena, there are no systematic rela-
tions between psychical phenomena and the (material and immaterial) physical 
phenomena that accompany them (e.g. chemical and electric phenomena in the 
brain; Fahrenberg 1979, 1992, 2008a, b; Kant 1798; Wundt 1894).

The Epistemological Principle of Complementarity and the 
Psyche-Physicality Problem

The differentiation of physical and “non-physical” properties as made in the TPS-
Paradigm refers to one of the most fundamental research problems in philosophy 
and psychology—the so-called body–mind problem or brain–mind problem (e.g. 
Fahrenberg 1979, 1992), which is referred to as the psyche-physicality problem in 
the TPS-Paradigm, in line with its particular terminology. The absolute presupposi-
tions that the TPS-Paradigm makes about this problem are based directly on the 
principle of complementarity introduced by Bohr (1937) in quantum physics as a 
solution for the wave-particle dilemma in research on the nature of light. This epis-
temological principle considers the fact that, in living and non-living nature, pairs 
of properties can often be found that are mutually exclusive and maximally incom-
patible with one another but that are both related to the same object of research and 
both necessary for its sufficient description. Consequently, the different metatheo-
retical properties that can be conceived for the phenomena explored in individuals 
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and the peculiarities that they entail for the phenomena’s direct perceptibility by 
individuals (e.g. researchers) must be adequately considered both in metatheoretical 
explorations (see below) and in the research methodologies used for investigations 
(see Uher 2016; for applications in philosophy and psychology, see e.g. Fahren-
berg 1979, 1992, 2013; Hoche 2008; Kant 1798; Uher 2015c; Walach 2013; Wundt 
1894).

The TPS-Paradigm conceives only of physical and “non-physical” properties as 
being complementary to each other in the Bohrian sense. But the different forms 
that phenomena can take in each of the two other metatheoretical properties (i.e. 
internal/external and momentary/not momentary) are not conceived of as comple-
mentary because each of these two properties can be conceived of as reflecting a 
gradual dimension representing the same kind of property (i.e. location in relation 
to the individual’s body, temporal extension). The three metatheoretical properties 
in and of themselves are not complementary to each other either. By contrast, each 
given kind of phenomenon is always characterised by a particular constellation of 
forms of all three properties, allowing for the metatheoretical differentiation of dif-
ferent kinds of phenomena.

The Various Kinds of Phenomena Differentiated in the 
TPS-Paradigm

On the basis of the three metatheoretical properties and the particular constellation 
of their forms that can be conceived for a given phenomenon, the TPS-Paradigm 
differentiates various kinds of phenomena explored in individuals.

Two major groups are conceived, basic kinds and composite kinds of phenom-
ena. The phenomena of morphology, physiology, behaviour and the psyche are 
conceived of as basic kinds of phenomena because they cannot be removed from 
the body of the individual being considered without destroying its integrity (Uher 
2015a). By contrast, the phenomena of semiotic representations, artificially modi-
fied outer appearance and contexts (“environment”) are conceived of as composite 
kinds of phenomena because they each comprise several different kinds of phenom-
ena, among them at least one basic kind of phenomenon, which is thus inseparable 
(in the sense stated) from the body of the individual considered. Composite kinds 
of phenomena may also comprise external physical phenomena that may be bound 
to or independent from the individual being considered. Hence, composite kinds of 
phenomena comprise phenomena with heterogeneous metatheoretical properties, 
which entail that their structures and interrelations are highly complex. The basic 
kinds of phenomena, by contrast, as they comprise only one kind of phenomenon as 
differentiated in the TPS-Paradigm, have comparably homogeneous metatheoreti-
cal properties, and their structures are therefore less complex (see below).

The following sections explore these various kinds of phenomena, their particu-
lar constellations of metatheoretical properties and the implications that these con-
stellations entail for the phenomena’s perceptibility by individuals in their everyday 
lives. Some phenomena are discussed only briefly (e.g. morphology, physiology). 
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The main focus is on explorations of psychical phenomena and of those kinds of 
phenomena that comprise psychical phenomena or that have important functional 
interrelations with psychical phenomena in individuals’ everyday lives.

13.2  The Individuals’ Body: Morphology and Physiology

Morphology refers to the structures and constituting parts of individuals’ bodies 
in the TPS-Paradigm. Morphological phenomena can be located both internal to 
the individuals considered (e.g. morphological brain structure, skeletal build) and 
external to them (e.g. physiognomy); some phenomena can be both (e.g. hair). Mor-
phological phenomena are temporally extended; they can and do change over time, 
in particular during ontogeny, but they change only slowly and are thus more persis-
tent. Morphological phenomena are material physical; one and the same event can 
therefore be directly perceived by multiple individuals. Many external phenomena 
of individuals’ morphology (e.g. physique) can be directly perceived with the naked 
eye or bare hands by individuals in ordinary everyday life settings. This is not pos-
sible for external micro-level phenomena (e.g. cell surfaces of the outer skin) and all 
internal phenomena of morphology (e.g. intestinal structures, except in accidents). 
But, in present-day humans, they can be made perceptible by using invasive meth-
ods (e.g. surgery) and technical means (e.g. microscopes, endoscopes). In addition, 
morphological phenomena, because they are material physical, feature spatial units 
that are identically repeatable to considerable degree (e.g. molecules, cells, organs, 
body parts). Together with their extroquestive accessibility, this facilitates reach-
ing intersubjective consensus between individuals on how to categorise phenomena 
and events. This also allows for direct comparisons within and between individuals 
and with designated spatial standards of measurement (e.g. metering rule), thus 
enabling scientific quantifications (Uher 2013, 2015a, 2016).

Physiology refers to the functioning of the morphological structures of individu-
als’ bodies in the TPS-Paradigm. Physiological phenomena are primarily located 
internal to the individual (e.g. neurotransmitter systems), but some can also become 
external (e.g. heat). Most physiological phenomena are not bound to the immedi-
ate moment, but their temporal extension varies from phenomena that occur only 
briefly (e.g. motor unit action potentials) to phenomena that are more persistent 
(e.g. blood circulation, body temperature). Some physiological phenomena can 
be conceived of as material (e.g. chemical signals). Others are immaterial though 
bound to the individual’s bodily matter, which facilitates the identification of spatial 
units on which categorisations can be based (e.g. breaths, heartbeats). The physi-
cal properties of physiological phenomena also enable direct comparisons within 
and between individuals and with designated physical standards (e.g. barometer 
to measure blood pressure), thus enabling scientific quantifications (Uher 2013, 
2015a, 2016). Given this constellation of metatheoretical properties, individuals 
can directly perceive in other individuals only a few physiological phenomena in 
everyday live situations (e.g. sweat). For most physiological phenomena, individu-
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als must employ invasive methods (e.g. blood sampling) and use technical means 
(e.g. stethoscope). But within themselves, individuals are able to sense and perceive 
some of their own physiological phenomena as explored below.

13.3  Behaviours: Individuals’ Primary Way to Connect 
with External Phenomena

The TPS-Paradigm metatheoretically defines behaviours as “external changes or 
activities of living organisms that are functionally mediated3 by other external phys-
ical phenomena (Millikan 1993) in the present moment” (Uher 2013, 2015a; Uher 
et al. 2013a, b). External changes and activities can be mere by-products of the 
organisms’ chemistry (e.g. heat) and physics (e.g. breath sounds) or they may fulfil 
functions of the organisms’ physiological regulations (e.g. loss of heat serving ther-
moregulation). Therefore, not any functional externalisation or external change can 
be conceived of as behaviour; they are behaviours only if their functions have refer-
ence to other external physical phenomena or relations to them (Millikan 1993). 
This metatheoretical definition implies that, to identify the function of a particular 
behavioural event, the external contexts in which it occurs must be considered (e.g. 
raising an arm to reach a fruit in the tree or to threaten an opponent; see the behav-
ioural situation, below).

This metatheoretical definition of behaviour differs in important ways from pre-
vious concepts in psychology. Specifically, the TPS-Paradigm conceives neither 
of physiological responses nor of mental activities as behaviours; this differs fun-
damentally from behaviouristic concepts (e.g. Skinner 1957). Instead, it explicitly 
considers that physiological and mental phenomena have different metatheoretical 
properties and it therefore conceives of them as constituting different kinds of phe-
nomena. For the same reason, the TPS-Paradigm refrains from making a priori as-
sumptions about the potential causation of behavioural phenomena in other kinds of 
phenomena as is implied, for example, by the concepts of behavioural “responses” 
or “goal-directed” actions. On the basis of the absolute presuppositions made about 
individuals as living organisms, it explicitly considers that events of a given kind of 
phenomenon can be dynamically interrelated to and co-determined by events of all 
other kinds of phenomena in various (subsidiary) systems both internal and external 
to the particular individual considered. In line with another important absolute pre-
supposition made in the TPS-Paradigm—the Bohrian principle of complementar-
ity—each given kind of phenomenon is first defined in its own right concerning its 
own particular constellation of forms with regard to the three metatheoretical prop-
erties considered. This is an essential prerequisite for the selection and development 
of methodologies that enable appropriate investigations and for the analysis of pos-

3 In the TPS-Paradigm, the term mediation refers to the Latin mediare, to be in the middle, not to 
the meaning of mediation as used in statistics (where it is differentiated from moderation).



13 Agency enabled by the Psyche 189

sible causal interrelations between events of different kinds of phenomena (Uher 
2015a, b, c).

Hence, in the TPS-Paradigm, all behavioural phenomena are conceived of as 
being located external to individuals’ bodies. Moreover, behavioural phenomena 
are bound to the immediate moment; their events are ephemeral and highly fluctu-
ating. Behavioural phenomena are also bound to or emanate from the individuals’ 
bodies; but, in and of themselves, they are immaterial physical phenomena (e.g. 
movements, acoustic waves). Behaviours are continuous and dynamic processes 
in which spatial units suggesting clear demarcations of single events are largely 
absent. But demarcations can be made based on the material physical properties 
of the individual’s body to which they are bound, which also entails the identical 
repeatability of events to some extent (e.g. events of scratching can be demarcated 
through finger flexions).

The external and physical properties of behaviours enable multiple individuals to 
directly perceive one and the same event, which facilitates finding intersubjective 
consensus on how to demarcate and categorise events—but within the constraints 
of the behaviours’ lack of spatial units. For example, what is one event of a scratch 
(n = 1) given that finger flexions can differ in both extension and speed and that in-
dividuals can use one or multiple fingers or even both hands? The constraints of the 
behaviours’ limited temporal extension further complicate individuals’ possibilities 
to jointly perceive one and the same behavioural event because individuals can per-
ceive behavioural events only while they happen (e.g. a hug, a smile) or while they 
are still ongoing (e.g. bouncing, running). The momentariness of behavioural events 
also complicates direct comparisons with designated spatial standards for enabling 
scientific quantifications of events (e.g. the loudness of a sound can be perceived 
only while it occurs). As behavioural phenomena are external and physical, these 
constraints can be reduced to some extent by technically converting information 
from these phenomena into information in other kinds of physical phenomena (e.g. 
audio records; see Uher 2015c)—at least, this is possible for present-day humans. 
The momentariness of behaviours also complicates comparisons of events displayed 
by the same individual (except for concurrent events) and comparisons of events 
displayed by different individuals. Because behaviours are momentary and occur 
seldom spatially and temporally exactly in parallel with one another, individuals 
can compare ongoing behavioural events only with past events, which necessarily 
have already ceased to be and of which individuals can retain only memories. But 
memories are different kinds of phenomena than behaviours—they are phenomena 
of the psyche.

13.4  The Psyche: The Individual’s Inner World

In the TPS-Paradigm, the psyche denotes the entirety of the immediate experiential 
reality both conscious and non-conscious of living organisms—the individual’s in-
ner activity and inner world (Innenwelt, von Uexküll 1909).
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The TPS-Paradigm builds on concepts of the psyche that are rooted primarily in 
German-language philosophy and psychology from the nineteenth and twentieth 
century—from the research areas and times in which the science of the psyche—
psychology—was established as a scientific discipline. To use, integrate and elabo-
rate these concepts, the paradigm introduces some terminological differentiations 
that are commonly not made in the pertinent English-language literature. Contrary 
to common practice, the paradigm translates the German term psychisch into psy-
chical4 rather than psychological (German: psychologisch) because “events, pro-
cesses, and structures that are properly called psychical do not become psychologi-
cal until they have been operated upon in some way by the science of psychology” 
(Adams and Zener in Lewin 1935, p. vii; emphases added). A further differentiation 
made between experiencing and experiences is explained below.

Importantly, the TPS-Paradigm considers all kinds of psychical phenomena (e.g. 
those commonly referred to as thinking, feeling, wanting, etc.) rather than focussing 
on only particular ones (e.g. only thinking) because all these phenomena share the 
same constellation of the three metatheoretical properties considered in the TPS-
Paradigm and thus, cannot be differentiated on the basis of these properties. More-
over, individuals’ immediate experiential reality always comprises all kinds of psy-
chical phenomena (Wundt 1896). For these reasons, the phenomena of the psyche 
are primarily referred to as psychical rather than as mental because the term mental 
is often used to refer to cognitive phenomena only, thus excluding emotional, voli-
tional and other kinds of psychical phenomena. Considering all kinds of psychical 
phenomena is important for holistic explorations of individuals that are in the focus 
of this research.

Psychical phenomena belong to the phenomena of life. As such, they are bound 
to a unit—the individual (Pauli 1927). Thus, they are also bound to and directed to-
ward the individual’s life (Stern 1924, p. 203). Erleben (experiencing) presupposes 
Leben—life. This is reflected in the term psyche originating from the ancient Greek 
word ψυχή for life, breath. As psychical phenomena are bound to the individual 
organism, each psychical event is dynamically interrelated to and co-determined by 
all concurrent events and by past events within the same organism (Lewin 1935). 
As a consequence, no single event can be conceived independently from all other 
events, and interrelationships between psychical phenomena are highly complex 
(Pauli 1927; Rothschuh 1963). In addition, like all phenomena of life, psychical 
phenomena vary intra-individually and inter-individually. Psychological laws there-
fore cannot be deterministic but only probabilistic (Brunswik 1952, 1955; Uher 
2013)—unlike many natural science laws describing phenomena of non-living mat-
ter (Pauli 1927; Schrödinger 1944).

As phenomena of life, psychical phenomena are directly and intimately inter-
related with the individual’s organismal processes of life (Lewin 1935; Pauli 1927; 

4 Similarly, people are allergic, not allergologic; it is the medical treatments of allergies that are 
allergologic and that are developed by the science studying allergies, allergology. Unfortunately, 
such differentiations are not made consistently in either English or German; for example, biologi-
cal (biologisch) refers to both the organisms’ phenomena and their scientific exploration.



13 Agency enabled by the Psyche 191

Schrödinger 1958). The emergence of psychical phenomena essentially presup-
poses and is bound to physical phenomena of life. Psychical phenomena, in and 
of themselves, are immaterial; but in contrast to all other phenomena of life, they 
cannot be conceived of as being physical. The properties of psychical phenomena 
essentially differ from material and immaterial physical phenomena because they 
feature no spatial units or at least rather constant interrelations to the physical phe-
nomena (e.g. electric and neurotransmitter activity in the brain) that accompany 
them (Fahrenberg 1979, 1992, 2008a, 2008b; Kant 1798; Wundt 1894). These prop-
erties are conceived of as “non-physical” in the TPS-Paradigm. They entail that the 
“psyche”, as the entirety of psychical phenomena, cannot be conceived of as a spa-
tial entity that could be directly perceived (as is possible for the individual’s body); 
it therefore does not and cannot imply reification as a concrete entity. The psyche 
can only be conceived of as an entity, thus as a subjectively or intersubjectively 
constructed entity (Uher 2015a).

In contrast to all other phenomena of life, psychical phenomena are entirely in-
ternal and directly accessible only by their carrier (Pauli 1927), thus introquestively, 
and they are inherently subjective and idiosyncratic (Weber 1949). One and the 
same event can never be perceived by multiple individuals (Locke 1689), preclud-
ing direct comparisons of their phenomenal properties (called qualia; Levine 2003) 
between individuals (Schrödinger 1958; Toomela 2008; Uher 2013). Internality and 
“non-physicality” of psychical phenomena entail particular intricacies—both for 
their carriers and for other individuals.

As phenomena of life, psychical phenomena are interrelated also with events 
that are external to the individual (Brunswik 1952; Lewin 1935). External physical 
events can directly interact with events in the individual’s psyche through sensation 
and perception (see below) and the internal physical phenomena with which psychi-
cal phenomena are connected in complementary ways (e.g. sensory organs). But, 
vice versa, psychical events in and of themselves and the internal physical phenom-
ena accompanying them cannot directly connect with external phenomena and thus 
cannot have any direct effect on external events (Schrödinger 1958; Sherrington 
1940). This is referred to as the one-sided psyche-external surrounding connection5 
in the TPS-Paradigm. Bridging this one-sided gap requires externalisations—other 
kinds of phenomena that serve as mediators from the individual’s internal physical 
and psychical phenomena to external physical phenomena (Uher 2013, 2015a).

The individuals’ primary mediators for externalising information from psychi-
cal events are behaviours, including behavioural events that form part of semiotic 
language (see below; Uher 2013). The morphological and physiological phenomena 
that are functionally necessary for behavioural phenomena to occur (e.g. muscle 
fibres and their enervation) are not specifically considered because they are internal 
to the individual’s body and thus, cannot in and of themselves directly connect to 
phenomena in the individual’s external surroundings. Behavioural phenomena are 
so flexible and so neatly intertwined with psychical phenomena that individuals 
hardly notice the behaviours’ mediating function in externalising information from 

5 Previously labeled the mind–environment connection (Uher 2013).
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psychical phenomena. This may contribute to conceptions of psychical phenomena 
as “inner behaviours” (e.g. Koffka 1935; Skinner 1957; Sprung and Sprung 1984). 
The philosophy-of-science perspective taken in the TPS-Paradigm highlights that 
for behavioural phenomena different constellations of metatheoretical properties 
can be conceived than for psychical phenomena. These different constellations en-
tail profound differences in these phenomena’s perceptibility by individuals and 
therefore require conceptual differentiations (Uher 2015a).

Importantly, the different metatheoretical properties that can be conceived for 
the phenomena that individuals use for externalisations precludes one-to-one con-
versions of information from psychical events. Isomorphisms between phenomena 
of different kind are generally low, if not largely absent (Wolpert 1992). This has 
important implications for individuals’ possibilities to make inferences from be-
havioural events to psychical events. Moreover, externalising phenomena are con-
nected not only with psychical phenomena but also with further kinds of phenom-
ena, both internal and external to individuals. These interrelations influence these 
externalising phenomena in ways that are unrelated to the psychical phenomena 
from which information is being externalised, which further constrains individuals’ 
possibilities for unequivocal externalisations and, vice versa, for making inferences 
from behavioural events to psychical ones (Uher 2013, 2015a).

In a nutshell, psychical phenomena can be conceived of as multi-contextually 
embedded into the individual’s life, both internally and externally. The TPS- 
Paradigm therefore refers to the psyche also as the individual’s psychical system, 
implying some properties of organisation that are common to all systems of liv-
ing beings. Like all living systems, psychical systems can be conceived of as self-
organising and therefore also as self-referential to considerable extent (cf. Luisi 
2003). As living systems, psychical systems can be explored for both their compo-
sitional structures and the process structures by which their structural components 
function together in continuous and irreversible ways of development (Caprara 
1996; Sato et al. 2010; Uher 2015c; Valsiner 2000, 2012). The speed of change and 
development essentially differs between two kinds of psychical phenomena that the 
TPS-Paradigm differentiates on the basis of their temporal extension.

Experiencings and Memorised Psychical Resultants

In line with concepts and terminology from German-language psychology, the TPS-
Paradigm differentiates two kinds of psychical phenomena. Contrary to common 
practice in the English-language literature, the German term Erleben (Stern 1924) is 
translated as experiencing that is opposed to the experiences, German Erfahrungen, 
that one can make in terms of information gained from past events of experiencing. 
Erleben and Erfahrung both translate into experience; but they are not the same. 
Erfahrung is derived from Erleben; it is the empirical—the a posteriori—whereas 
experiencing is bound to the immediate moment (see below). Therefore, empirical 
sciences are also called Erfahrungswissenschaften in German; only few of these 
sciences explore experiencing in and of itself.
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Experiencings are strictly bound to the present moment (Valsiner 1987, 2012). 
Experiencings are “actualities” (Gillespie and Zittaun 2010, p. 72), which Stern 
(1924) referred to as the “immediacy of the product of internaling6” (Unmittel-
barkeit des Innerungserzeugnisses, p. 203). Pauli (1927) similarly ascertained ex-
periencing is nothing persistent (nichts Beharrendes) but in continuous processes 
of change and characterised as ongoing events (als Geschehen). In this continuous 
flow of experiencing, every event is unique and never repeatable (James 1890; Sal-
vatore et al. 2010; Toomela and Valsiner 2010; Valsiner 2012).

Events of experiencing leave “impressions” in the individual that change his or 
her overall psychical system (von Uexküll 1909).

Animals’ vital activities toward outer stimuli do not simply proceed as in any machine, the 
construction of which cannot change. In contrast, animals’ body plan continuously changes 
under the influence of the surrounding, such that one can say with exaggeration, a stimulus 
never encounters the same animal twice7 (von Uexküll 1909, p. 25).

Thus, individuals can retain in their psychical systems past events of experiencing 
in processed forms that are conceived of as memorised psychical resultants of past 
experiencing in the TPS-Paradigm. Importantly, events of experiencings are not 
simply stored in the same form as originally experienced. Experiencings are pro-
cessed, thus becoming experiences that are interconnected with other experiences 
and integrated into the individual’s psychical system the structure of which thereby 
continuously changes and thus develops (e.g. Le Poidevin 2011; Peirce 1902, CP 
2.84; Sato et al. 2010; Uher 2013; Valsiner 2012). It follows that individuals can op-
erate—internally and externally—only from within the repertoire of their hitherto 
reached systemic structure. This psychical structure, because it is memorised, is 
not strictly bound to the immediate moment—in contrast to the experiencings from 
which it results. Psychical resultants are inherently more temporally extended and 
therefore conceived of primarily as structures, although they are—just as experienc-
ings, but necessarily slower than them—in continuous processes of development as 
well (Uher 2015a, 2015c; Valsiner 2000, 2012).

Not only is the genesis of memorised psychical resultants inherently bound to 
experiencing but also their use. Reviving an Innerung one had is an Erinnerung—a 
remembering and reminding (Stern 1924). But reviving a past experiencing is not 
that same experiencing anymore because it has already ceased to be (Le Poidevin 
2011; Uher 2013). Rather, it is a new experiencing that is (re)constructed in the 
given moment (Bartlett 1932) from the processed memory of that past experiencing 
as it has been retained and integrated in the hitherto reached mnemonic structure of 

6 “Innerung” is not listed in German dictionaries in contrast to its opposite Äußerung, which can be 
translated as expression or externalisation for which, however, separate German words exist (Aus-
druck and Externalisierung). Therefore, “Innerung” is translated here in the likewise non-existing 
English word “internaling” rather than as impression or internalisation, for which separate German 
words exist as well (Eindruck and Internalisierung).
7 In the original: “Es läuft die Lebenstätigkeit der Tiere auf äußere Reize nicht einfach ab, wie 
in irgendeiner Maschine, deren Bauplan sich gar nicht verändern kann. Im Gegenteil ändert sich 
der Bauplan der Tiere dauernd unter dem Einflusse der Umgebung, so daß man mit Übertreibung 
sagen kann, niemals trifft ein Reiz zum zweiten Male das gleiche Tier.”
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the individual’s psychical system (cf. Schacter and Addis 2007). Retrieved and re-
constructed experiencings are processed again (e.g. rebuild, remodelled, reshaped) 
before they are memorised anew—a fact well known in psychotherapeutic research 
(Kelly 1955). Experiencing is the working mode of psychical systems. Experienc-
ing can be conscious and also subconscious (Freud 1915); but it ceases to be in 
various states of loss of consciousness, such as during deep sleep, anaesthesia and 
in some clinical conditions (e.g. vegetative state; Casali et al. 2013).

Because memorised psychical resultants can be retrieved only in experienc-
ings, individuals commonly do not notice a sharp division between them as can be 
made on metatheoretical levels. This can be illustrated by the example of perceiving 
(Gibson 1967).

Sensory, Perceptual and Psychical Representations

Sense organs have evolved in ways that enable individuals to physically interact 
with physical events of particular kind. Interactions with events that are external to 
individuals are of particular importance for individuals’ abilities to preserve their 
physical organismal properties. These physical interactions between external physi-
cal events (e.g. light) and individuals’ sense organs (e.g. photoreceptor cells in the 
retina of the eye) produce neural signals—sensations (Gibson 1967; Schrödinger 
1951). Sensory phenomena are internal to the individual’s body; they are sensory 
representations of those external physical phenomena that elicit them. Like these 
external phenomena, sensory representations are also physical—some are mate-
rial (e.g. chemical signals), others are immaterial (e.g. electrical signals). Sensory 
representations, given their different metatheoretical properties, internally present 
information from external physical phenomena in forms that differ from those of the 
phenomena from which information is being represented (e.g. the image of a tree 
that is created on the retina has different properties than the tree in and of itself that 
is being reflected and that is located external to the individual’s body).

Sensations are physiological processes; but they are special ones operating at the 
border from the physical to the psychical into which they become processed as per-
ceptions (Ader 2006). Sensory phenomena enable individuals to convert informa-
tion from external physical events into information in internal psychical events—
i.e. to externally perceive. Importantly, the patterns according to which sensations 
are converted into percepts are not fixed (see below) and sensations are not the only 
ways in which perceptions are generated (Gibson 1967).

Sensory impressions are occasional, highly fluctuating and incomplete because 
stimulus patterns in external events are never unchanging—already due to activities 
of the individual him- or herself, such as eye blinks or own movements. In addition, 
individuals’ can flexibly shift their “perceptual lenses” and focus on particular de-
tails of physical events. This enables individuals to increase their sensory input but 
cannot fully make up for its inherent fragmentation (Brunswik 1952, 1956).
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When individuals explore the invariant elements of an external physical phe-
nomenon (e.g. by walking around a tree or by turning some of its leaves), vari-
ants in the individuals’ sensations result from their own body movements. Because 
these changes have subjective reference to the individuals’ own bodies (i.e. are 
proprio-specific; Sherrington 1906), these sensory variants can be controlled by 
the individuals themselves, thus enabling them to extract those sensory invariants 
that reflect properties of the external physical phenomenon that they are exploring. 
When invariant properties of external physical phenomena correspond to invariants 
in individuals’ sensory impressions, individuals can obtain from these invariant sen-
sory impressions information about the external phenomena under exploration and 
can develop perceptual representation of them (Gibson 1967).

Perceptual representations, unlike sensory ones, represent external physical phe-
nomena in “non-physical” ways, thus uncoupled from the physical laws to which 
the physical phenomena that are being represented are bound. This further reduces 
the possibilities for isomorphisms between individuals’ perceptual events and the 
physical events that are being perceptually represented.

Orientation toward life and self-maintenance implies that individuals can identify 
interrelations between elements—information—that are significant for their survival 
(cf. Gibson 1967). Individuals can psychically represent these interrelations as psy-
chical associations. Of particular significance for living organisms are interrelations 
in and with the physical world. In millions of years, exposed to the physicality of 
this planet, many complex species have evolved that are equipped with organismal 
properties, enabling each of their individuals to develop psychical representations that 
are sufficiently functional for their survival in those particular details of the physical 
universe to which their species has adapted (cf. Darwin 1859; Merleau-Ponty 1967).

During ontogeny, individuals’ sensory and psychical representations develop 
from tight interplays with their external surroundings, often promoted by active 
explorations that are characteristic for the young individuals of mammalian spe-
cies. Changes in individuals’ sensory representations are often confined to particu-
lar temporal windows during their ontogenetic physical development (Rosenzweig 
et al. 1999). But changes in individuals’ psychical representations are, given their 
“non-physical” properties, theoretically unlimited.

By comparing with one another psychically represented elements and their as-
sociations, individuals can identify commonalities and differences. These psychical 
processes enable abstractions, generalisations and categorisations, thus internal 
organisations of the elements that are being psychically represented. Abstracted and 
generalised representations, because they are psychically derived, need not have di-
rect counterparts in the external physical events that are being internally represented 
and analysed. No single tree exactly features the average properties that can be ab-
stracted from many trees. Abstractions and generalisations are ideals—ideas—that 
represent only in approximated form those particular properties of external physical 
events that are important for the given individual (cf. Lahlou 1998).

In individuals’ psychical systems, the perceived—the what-is-taken-in—becomes 
conceived—taken together in concepts. The pertinent everyday terms of the French 
language—apercevoir (to perceive)–concevoir (to conceive)–voir (to see)—direct-
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ly reflect that individuals can “see” (i.e. visually perceive) only when the sketchy 
sensory input is put together. Concepts also enable individuals to perceive differ-
ent physical events as being of the same kind (e.g. “trees”), although the single 
events occurring in individuals’ sensory perceptions are never identically repeated 
(Brunswik 1956). Concepts enable individuals to perceive physical objects as stable 
despite the fact that individuals’ sensations of physical objects are always incom-
plete and vary rapidly (Gibson  1967). These properties enable individuals to per-
ceive events with just minimal sensory input—a glance becomes sufficient to “see” 
a “tree”.

Individuals can also perceive internal physical events for which they are recep-
tive, at least to some extent. As the events to be perceived occur internal to individu-
als, information from them need not be taken in from the external surroundings. 
Internal perceptions can also occur through bodily organs other than sensory ones 
(e.g. blood sugar levels). Individuals can process and abstract information from 
these internal perceptions, thus developing conceptual representations of inner or-
ganismal conditions (e.g. hunger).

Through these processes, individuals’ psychical representations can become ever 
more detached from mere perceptual concepts. From concrete concepts, individuals 
can derive abstract concepts that no longer refer to concrete physical events that are 
directly perceivable. Individuals’ conceptions of phenomena become independent 
from the embodied perception of single events of these phenomena. This enables 
individuals to internally represent the physical phenomena encountered in life also 
in the moments and situations in which the particular phenomena that are being 
psychically represented are not present (cf. Tomasello 2014).

Over time, psychically represented elements and associations and their abstrac-
tions and generalisations are taken together in concepts in ever more complex ways. 
Associations between concepts emerge resulting in networks of interconnected and 
contextualised concepts—i.e. knowledge. With increasing complexity and degrees 
of abstraction, new structures and qualities can emerge (cf. principle of emergence). 
By performing (i.e. changing the forms of) psychical representations of physical 
phenomena, individuals can also infer properties and interrelations in the properties 
of physical phenomena that are not directly perceivable in and of themselves (cf. 
Tomasello 2014).

But inferences, as they are derived from psychical—thus “non-physical”—
operations, are prone to the many fallacies, biases, illusions and errors that are in-
trinsic to human minds (Uher 2015a, c). Common-sense beliefs therefore represent 
the properties of physical matter that are important in individuals’ everyday life 
in ways that are viable for the individuals’ functioning in their particular physi-
cal surrounding (cf. Kelly 1955; Valsiner 2000). But regardless of their viability 
(e.g. in everyday life), individuals’ psychical representations need not adequately 
correspond to what is given in physical phenomena and need not be correct in the 
scientific sense. In fact, physical laws are often ill-represented in everyday thinking 
(Wolpert 1992). Incongruencies between information in physical phenomena and 
information in individuals’ pertinent psychical representations can become appar-
ent when individuals notice (e.g. from exploration or experimentation) that their 
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psychical representations cannot predict the occurrences of physical events suffi-
ciently well for enabling particular functionalities in interactions with these events. 
If such incongruencies are noticed and considered to be significant by (particular) 
individuals (e.g. scientists), given the abilities of psychical systems to self-organise, 
these psychical representations tend to approximate the new evidence, thus generat-
ing new knowledge.

Psychical Representations of Space and Time 
and of “Non-physical” Phenomena

The abilities to internally represent physical phenomena disembodied from their 
immediate perception and to process and abstract psychical representations enable 
individuals to identify between the physical phenomena that are being represented 
also spatial relations that are not directly perceivable in and of themselves. Indi-
viduals can psychically represent such abstracted spatial relations in cognitive maps 
that enable them to psychically identify novel ways that they have never used before 
to reach places that they already know (Haas 2004; Tolman 1948). With increasing 
psychical capacities, individuals can develop more general and more abstract con-
cepts of space.

When individuals’ psychical systems reach certain degrees of complexity and 
abstraction, individuals can also notice changes in the psychical representations 
that they have developed about the same physical phenomena. Individuals may no-
tice, for example, that they psychically represent the sky as bright but also as dark 
or the selfsame tree with green leaves, but also with yellow leaves and without 
any leaves. Changes that individuals become aware of are conceived of as time 
(St. Augustine 397 CE). Like all experiencings, individuals’ abilities to consciously 
perceive changes are embedded into the particular contexts of their current situat-
edness (see below). Therefore, individuals’ abilities to become aware of changes 
vary within and between individuals—and thus also their perceptions of time (Le 
Poidevin 2004; Mellor 1985).

Awareness of physical changes that are directly perceivable in consecutive mo-
ments, such as the grains of sand in an hourglass flowing from the upper compart-
ment into the lower one, leads to awareness of the passage of time in the present 
and of its flowing into the memories that result from these experiencings, which 
are conceived of as the past. By mentally projecting changes into the what-is-not-
yet, individuals conceive the future (James 1890; Le Poidevin 2004, 2011; Valsiner 
2012). Hourglasses illustrate this concretely: The upper compartment is filled with 
the grains of sand that have not yet passed (the future) the minuscule border through 
which some grains are continuously flowing (the present) into the lower compart-
ment that thereby becomes steadily filled with those grains that have already passed 
(the past).

Thus, although time itself is real, tense is not (Mellor 1985); past and future are 
constructions of the human mind (St Augustine 397 CE). Time always flows in just 
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one direction (Prigogine 1996; Valsiner 2014). But individuals’ psychical abilities, 
especially their mnemonic abilities, enable them to mentally travel backward and 
forward in time. Individuals use their memories of past events to imagine possible 
future events. This is also reflected in patterns of physical brain activity; the brain 
regions that are active when individuals retrieve past events and those that are active 
when individuals imagine possible future events show remarkable overlaps (Addis 
et al. 2007).

The ability to conceive of various tenses presupposes conscious awareness of the 
passage of time—an ability that develops only with increasing levels of complexity 
of individuals’ psychical systems during ontogeny (Fraisse 1964; Piaget 1969). But 
conceptions of the passage of time are immanent to all psychical phenomena, even 
if not consciously noticed by individuals. In fact, the ability to conceive temporal 
relations is central for individuals’ ability to extract invariants from their rapidly 
varying sensations, thus for developing perceptual representations and other kinds 
of memorised psychical resultants. Individuals may not notice this because they can 
retrieve and reconstruct memorised psychical resultants only in their experiencings 
in which the present merges indistinguishably with the past (Gibson 1967).

Individuals whose psychical systems have reached certain levels of structural 
and organisational complexity are also able to evaluate, reflect on and monitor the 
outcomes of their own behaviours. Higher levels of complexity enable individuals 
to conceive and imagine (i.e. anticipate) possible outcomes of own possible future 
behaviours. Then individuals can make deliberate choices about own future be-
haviours, plan ahead and develop intentions (Tomasello 2014). The possible future 
outcomes that individuals can anticipate and imagine in their experiencings also 
function as motivators and guides of individuals’ current and future behaviours that 
thereby become actions (Bandura 2006). With increasing complexity of psychi-
cal systems, individuals can construct appropriate action plans and motivate and 
regulate their execution (Searle 2003). Through these abilities, individuals can in-
creasingly become actors of their own lives who are able to partially choose and 
influence their own life circumstances as well as the directions and courses of their 
own development (Bandura 2006).

Individuals with more complex psychical systems can also conceive of their own 
psychical phenomena in and of themselves and reflect (within limits) on the opera-
tions that they use to process experiencings and to construct meanings and knowl-
edge (e.g. abstraction, inference; Bandura 2006). As agents, individuals can also 
reflect on the experiences that they have made in relation to themselves and their 
own functioning and they can integrate these experiences in their autobiographi-
cal memories, thus expanding their psychical worlds by psychical representations 
about themselves—their selves (Gillespie 2006). Every individual becomes unique 
through his or her own self-related memories. On the basis of the continuity that 
individuals perceive in their memories and from which they conceive and imagine 
their possible futures, individuals construct their own personal identities and they 
develop and pursue goals and plans for their lives. By imagining possible events and 
outcomes in the more distant future, individuals make sense of their lives (Bruner 
1986; Harré 1983; McAdams 2001; Thomae 1988).
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Psychical representations about psychical phenomena are representations of a 
very special kind because, for psychical phenomena, physical properties cannot 
be conceived. There are thus no physical counterparts toward which these psychi-
cal representations could be approximated. Moreover, the “non-physicality” of 
psychical phenomena does not offer any point of reference that the introquest-
ing individual could use to reliably differentiate in his or her continuously flow-
ing experiencings various kinds of experiencings (e.g. those often referred to as 
thoughts, emotions, feelings, impulses) and various kinds of memorised resultants 
that he or she can reconstruct from his or her psychical system (e.g. those of-
ten referred to as self-concepts, attitudes, abilities, motives, interests, knowledge; 
cf. Kant 1786). 

However, the specific formations that psychical representations take in any giv-
en individual are not important. What is important is the functionality that psychical 
representations have for the given individual in his or her given internal and ex-
ternal multi-contextual embeddedness. This functionality of psychical representa-
tions—their meaning—arises from the individuals’ abilities to self-organise and to 
preserve themselves (Uher 2015a).

Socially Shared Psychical Representations

As members of the same species, individuals share much of their organismal prop-
erties—their basic physical systems (i.e. morphology, physiology, behaviour) as 
well as their general relations to the external physical phenomena that commonly 
occur in their particular habitat (i.e. their ecological adaptation; Uher 2011b). On 
the basis of their conspecifically shared organismal properties, individuals develop 
psychical representations that, despite their inherent idiosyncratic formation and de-
velopment, show some functionalities that are generally similar. Individuals tend to 
conceive similar—i.e. conspecifically and thus socially shared—meanings that are 
functional for all members of their species (cf. Merleau-Ponty 1967; von Uexküll 
1909). It is because of these similarities that individuals of humans and of other 
social animals are able to acquire knowledge—i.e. learn—from each other.

The most elementary forms of social learning presuppose that multiple individu-
als can directly perceive one and the same event of a given physical phenomenon, 
thus they presuppose phenomena that are extroquestively accessible. These forms 
of social learning also presuppose that individuals are able to externalise the mean-
ings that they have constructed for their psychical representations and to produce 
externalisations (e.g. behaviours) that allow other individuals to correctly infer the 
individually constructed meanings. These other individuals must be able both to 
make the correct inferences and to construct similar meanings—each individual for 
him- or herself and in their own idiosyncratic formations. For example, from the 
temporal and spatial proximity between sight of a snake and an individual’s warn-
ing call (i.e. externalisation; both extroquestively accessible), and on the basis of 
the already shared meaning of the call (e.g. “danger on ground”), other individuals 
nearby may infer that the caller may associate a snake with a danger and they may, 
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on the basis of this inference, construct pertinent associations in their own psychical 
systems. Predator-specific alarm calls are known from many species, such as rhesus 
macaques and vervet monkeys (Cook and Mineka 1989; Seyfarth et al. 1980).

This form of social co-construction of psychical representations occurs in reac-
tion to particular events (e.g. snakes appearing). In addition, it depends on specific 
constellations of occasions. First of all, it depends on the temporal and spatial prox-
imity of the relevant event and multiple individuals who can perceive this event and 
for which some individuals (the knowers) already construct a particular meaning, 
whereas others (the learners) do not. It furthermore depends on the learners’ correct 
interpretation of the knowers’ externalisations and of these externalisations’ refer-
ence to the particular physical object being perceived in proximity as well as of the 
learners’ perceived relevance that both the knowers’ externalisations and the objects 
perceived have for themselves. The TPS-Paradigm therefore refers to this form of 
social learning as reactive and occasion-based co-construction of psychical repre-
sentations. Phylogenetically seen, this may be the oldest form of how individuals 
co-construct psychical representations.

The abilities to become aware of and sensitive to others’ perception and focus 
of attention (Call and Tomasello 2007) and to achieve joint attention to one and the 
same event (Tomasello 2009) further increase individuals’ abilities to co-construct 
psychical representations. Individuals with psychical systems of higher complexity 
are also able to infer, from reflecting about themselves and from observing oth-
ers’ externalisations, that other individuals as well perceive and conceive of the 
world and develop psychical systems that may be analogous to their own (Gibson 
1967; Schrödinger 1958). With increasingly complex psychical systems, individu-
als can infer others’ intentions, take others’ perspectives on the world and imagine 
themselves in the role of others, thus establish intersubjectivity (Mead 1934; Piaget 
1928). Psychical representations about others’ psychical systems, often referred to 
as theories of mind (cf. Whiten 1991), also enable individuals to substantially in-
crease and refine their abilities to co-construct psychical representations.

13.5  Semiotic Representations: Tools Enabling Exchange 
Between Individual Minds

For co-constructing psychical representations (e.g. of external physical phenomena 
or of mental, emotional or volitional experiencings), individuals must overcome the 
unique intricacies that arise from the one-sided psyche-external surrounding con-
nection and the fundamental imperceptibility of psychical phenomena by other in-
dividual’s. Psychical phenomena, in and of themselves, as they are entirely internal 
and “non-physical”, cannot directly interact with phenomena that are external to the 
individual’s body—and thus not with other individuals’ sensations and perceptions. 
To interact with external phenomena, individuals must externalise the meanings that 
they have constructed for their psychical events. That is, individuals must convert 
these meanings—through external physicalisation—into information in physical 
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phenomena that others can sense and perceive (i.e. access extroquestively), such as 
into information in the physical phenomena of behaviour (Uher 2013) and of matter 
other than those of the individuals’ body (i.e. objectivation; cf. Moscovici 1961).

To externalise and communicate meanings that are essential for individuals’ sur-
vival, species-specific behavioural repertoires that are shared by all conspecifics 
have evolved. These behaviours and the particular meanings that they convey are 
often acquired quickly and with little tolerance for error. Socially raised dog pup-
pies learn quickly to correctly interpret snarls. In adult dogs, lack of this knowl-
edge is rare, often resulting from social deprivation. Species-specific behaviours 
(e.g. snarls) typically refer to concrete physical events that are present in the given 
moments in which the behaviours occur (e.g. food, conspecifics) and they con-
vey concrete meanings (e.g. defence readiness). Species-specific behaviours that 
are used to externalise vitally important meanings are not completely arbitrary but 
often linked with other behaviours of similar function and meaning. Snarls occur 
close to the teeth, which can be used to injure. Baring the teeth additionally supports 
the meaning conveyed by the snarling. Such links between functionally similar be-
haviours can reduce the risks of misinterpretation at least within a given species. 
The meanings that behaviours can convey are often species-specific (cf. the differ-
ent meanings of physically similar behaviours of dogs and cats; Uher 2008a, b).

Importantly, the communication of meanings through species-specific behav-
iours presupposes temporal and spatial proximity of the individuals between which 
it occurs and of the physical objects to which the meanings refer. No dog snarls for 
defending food unless he perceives both food and a potential competitor. In addi-
tion, the possibilities to infer meanings are bound to the behaviours in which they 
are externalised—and thus to the particular moments in which these behaviours 
occur.

Genesis, Types and Metatheoretical Properties of Semiotic 
Representations

Meanings can also be externalised in external bodily activities or changes (e.g. vo-
calisations, movements) that have no a priori fixed (and likely evolutionarily de-
rived) function in a given species and that thus need not be behaviours. Therefore, 
meanings can be assigned arbitrarily (cf. Holloway 1969) to such externalisations 
that thereby become functional—and thus behaviours. Through reactive co-con-
struction, multiple individuals can psychically represent specific assignments in 
similar (i.e. socially shared) ways. The particular physical events (e.g. movements) 
that are used to externalise information from particular psychical events (e.g. con-
structed meanings) thereby become signs (e.g. semiotic behaviours).

Unlike species-specific behaviours, semiotic behaviours—i.e. behavioural signs 
(e.g. gestures, spoken language)—allow individuals to uncouple the transmission 
of meaning from the spatial and temporal coincidence of the particular physical 
events to which the meaning refers (e.g. snakes)—thus, from individuals’ immedi-
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ate perception of these events. This opens up further possibilities for individuals 
to co-construct socially shared meanings (see below). However, the transmission 
of meaning is still bound to the particular moments in which the behavioural signs 
are displayed. It is also still bound to the individuals who externalise the meanings 
(which, however, provides opportunities for other individuals to immediately check 
the inferences that they have drawn from the behavioural signs displayed).

Individuals can also externally physicalise meanings in matter other than that of 
their own bodies—i.e. in material signs (e.g. clothing, pictures, written language, 
numerals). Compared with behavioural signs, material signs are temporally more 
extended. As they are independent from individuals’ bodies, material signs allow 
individuals to uncouple the processes of encoding meanings in signs from the pro-
cesses of decoding the meanings from the signs again. This opens up unprecedented 
possibilities to transmit meanings in absence of the objects to which they refer and 
across time and space (though at the expense of possibilities to immediately check 
the inferred meanings with the individuals who have externalised the meanings). 
Material signs can therefore be conceived of as physicalised resultants of past ex-
ternalisations of socially shared meanings.

Given that meanings are assigned arbitrarily to behavioural and material signs, 
the specific physical events used as signs have no immanent meanings in and of 
themselves. In behaviours, individuals’ possibilities for creating sets of diverse yet 
distinct signs (e.g. phonemes) are constraint by their bodily abilities. For example, 
the phonemes of the words “dog”, “chien”, “cane” and “Hund”, which denote the 
same animal in different languages8, sound entirely different, but each of them cen-
tres on a vowel. By contrast, matter other than that of individuals’ own bodies pro-
vides more opportunities for individuals to create sets of distinct signs (e.g. graph-
emes) because these materials are much more diverse and they can be designed 
and transformed. For example, across different spoken languages, humans have 
developed very different writing systems (e.g. Latin, Cyrillic, Greek, Arabic, Kanji 
or Hebrew alphabets). In some of these systems, single signs denote concrete phe-
nomena or even associations of several concrete phenomena that denote abstracted 
phenomena. But in other systems, single signs denote only word stems, syllables 
or just letters that must be compounded into “words” before they are able to denote 
concrete and abstracted phenomena.

Behavioural signs and material signs can be created to externally physicalise all 
kinds of meanings. Communities en route to developing semiotic systems (most 
likely) first create signs that refer to concrete physical phenomena, the events of 
which can be directly perceived by multiple individuals (e.g. a dog, a lightning 
stroke). By referring to the physical phenomena as such, the meanings of such signs 
are denotative (i.e. literal). To both the signs and the physical phenomena that are 
being denoted by these signs, communities can assign additional meanings that are 
connotative. Connotative meanings often refer to the value that communities of 
individuals attribute to the phenomena to which the meanings refer or to their use 
(e.g. dogs as pets, guards or meat deliverers; cf. Bühler 1934; Shweder and Sullivan 
1990).

8 In English, French, Italian and German language.



13 Agency enabled by the Psyche 203

Denotative meanings, as they refer to physical phenomena as such, are construct-
ed on the basis of criteria that are bound to structures and associations occurring in 
nature and that therefore cannot be changed without introducing contradictions (cf. 
Bühler 1934; Shweder and Sullivan 1990). Horses are quadruped animals, bipedal 
animals are not horses. Material signs (e.g. drawings) denoting concrete physical 
phenomena (e.g. horses) are therefore not completely arbitrary because individuals 
can approximate their psychical representations to the physical properties of these 
phenomena that the individuals, given their shared organismal properties, likely 
perceive in similar ways. Therefore, denotative material signs often show similari-
ties across sociocultural communities. Horses are typically depicted as quadruped 
creatures—even in Palaeolithic cave paintings up to 40,000 years old (Bahn 2007).

The construction of connotative meanings, by contrast, is not necessarily bound 
to structures and associations that can be found in nature. For some sociocultural 
communities, horses are meat deliverers, for others they are status symbols and 
for still other communities, horses are means for transportation or for carrying out 
heavy work. Variations in material signs (e.g. in horse paintings) may therefore 
result from and thus indicate variations in the connotative meanings that particular 
communities attribute to the phenomena that these signs denote. Variations in mate-
rial signs can therefore be used to explore sociocultural differences in connotative 
meaning systems (as demonstrated, e.g. in analyses of children’s drawings of their 
family members; Gernhardt et al. 2013). In language, however, such inferences 
are complicated because humans (most likely) first developed written language on 
the basis of behavioural signs (e.g. vocal and gestural language). The first material 
signs (e.g. written language) were developed only much later in human phyloge-
netic history and, most likely, these material signs were created to externally physi-
calise meanings for which behavioural signs had already been developed.

Over time, communities of individuals develop complex systems of systemati-
cally interlinked signs to which they assign denotative and connotative meanings. 
With increasing sophistication of the semiotic systems that have already been devel-
oped, communities are also able to establish signs that refer to phenomena that are 
not directly perceivable, such as properties that can only be inferred or abstracted 
from concrete events. Such communities can also create signs that refer to psychical 
phenomena in and of themselves, thus to phenomena for which physical properties 
cannot be conceived and that, moreover, can be perceived only by each individual 
him- or herself (i.e. introquestively). Given this, the pertinent material signs vary 
more strongly than signs representing concrete physical phenomena. The same ap-
plies to signs that refer to ideas of supernatural phenomena (e.g. spiritual beings) 
to which individuals ascribe properties that are incompatible with the properties of 
physical phenomena. Similarities in the pertinent signs developed by different com-
munities (e.g. sculptures or pictures representing deities) can still be found because 
the social co-construction of inferred, abstracted and fictitious meanings presup-
poses signs that represent concrete meanings. Material signs representing spiritual 
beings therefore often show anthropomorphic or animalistic properties, thus prop-
erties of physical phenomena that can be directly perceived (e.g. physical beings).
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To recapitulate, signs are created to represent meanings externally—thus neces-
sarily physically (i.e. in behaviours or matter), which enables their direct perception 
by multiple individuals. Signs therefore facilitate the co-construction of meanings 
referring to concrete phenomena and first enable the co-construction of meanings 
referring to phenomena that cannot be directly perceived. Like all psychical phe-
nomena, meanings are bound to the individuals who conceive them. Thus, although 
many signs are created in matters that are independent of individuals’ bodies, se-
miotic representations are always bound to the individuals who create and co-con-
struct them. The TPS-Paradigm therefore conceives of semiotic representations as 
composite kinds of phenomena that comprise psychical phenomena that are tightly 
intertwined with external physical phenomena that are used as signs. Hence, unlike 
behavioural or psychical phenomena in and of themselves, semiotic representations 
are phenomena with heterogeneous metatheoretical properties comprising both in-
ternal and external phenomena, both physical phenomena and “non-physical” ones 
and both phenomena that are bound to the present moment (e.g. spoken words, con-
structed meanings) and phenomena that are temporally more extended (e.g. written 
words, hieroglyphs).

Importantly, between phenomena with opposed metatheoretical properties, iso-
morphisms can generally be only low even if they are directly interrelated. There-
fore, semiotic representations are phenomena with heterogeneous structures and 
of particular complexity. It follows that signs cannot be considered independently 
from the meanings that are assigned to them by particular communities, unless the 
physical phenomena used as signs are considered only as such rather than as signs 
(Uher 2015a, b, c).

Stability and Change of Semiotic Representations

Meanings, given their “non-physical” properties, can never be replicated in identi-
cal form as this is possible for the events of physical phenomena to some extent. 
Meanings must always be (re-)constructed anew by individuals in each given mo-
ment. Therefore, meanings change continuously.

Co-constructions of meanings and of semiotic representations are based on pro-
cesses of exchange between two or more individuals—i.e. on dialectical transmis-
sions of meanings. In dialectical processes, amongst others, interactions between el-
ements can result in changes of the elements and their interrelations in and of them-
selves, thus leading to irreversible processes of change and development (Caprara 
1996; Prigogine 1996). Processes of social exchange, given their dialectic proper-
ties, have their own dynamics that are unlikely to be isomorphic to the processes 
that occur in the psychical systems of each participating individual (cf. principle of 
emergence). Dialectical processes contribute to the particular dynamics that occur 
in the co-construction of socially shared meanings, thus fuelling their permanent 
and continuous change.
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Importantly, changes in meanings need not correspond either to changes in the 
physical phenomena to which the meanings refer (e.g. dogs, horses, family mem-
bers) or to changes in the behavioural or material signs that are used to externally 
physicalise these meanings (e.g. gestures, writing systems, sculptures). Meanings 
can also be forgotten, such as the meanings that ancient communities have once 
co-constructed and externally physicalised in material artefacts. Without sufficient 
knowledge about their creators, the meanings of many ancient artefacts cannot be 
reconstructed anymore and some remain mysterious for present-day humans. Mean-
ings of socially shared representations can be only as stable as the mnemonic sys-
tems of the individuals who co-construct these meanings. Meanings decay with in-
dividuals’ memories (e.g. in dementia) and with their lives. Communities therefore 
develop various ways to preserve and propagate their systems of shared meaning.

Communities of individuals can be conceived of as living systems. Communities 
organise themselves and develop structures and mechanisms enabling their members 
to systematically co-construct and propagate socially shared meanings and to pre-
serve the functionality that these meanings have for them. For this purpose, human 
communities systematically install physicalisations in both individuals’ behaviours 
(e.g. practices, institutions) and external matter (e.g. buildings; cf. World Installa-
tion Theory; Lahlou 2008, 2011). The possibilities to create, propagate and preserve 
semiotic systems depend on the particular kinds of external physicalisations used. 
Behavioural signs (e.g. gestures, practices, spoken language), as they are bound to 
the individuals—and thus always available (i.e. “at hand”)—may be created more 
quickly than signs that are externally physicalised independently of individuals’ 
bodies and for which additional materials are needed (e.g. stone, chisel, paper and 
ink). But behavioural signs, as they are bound to the present moment, may be more 
difficult to preserve and to propagate over longer distances. Variations in spoken 
language between regions and over time emerge more quickly than in written lan-
guage and may therefore be more pronounced. Technologies to create material signs 
(e.g. stones inscriptions, letterpress, computers) increase communities’ possibilities 
to create, propagate and preserve signs. Audiovisual technologies can also promote 
the propagation of behavioural signs—today even globally. When the behavioural 
sign of showing the soles of one’s shoes to externalise anger and insult originating 
from the Arab world became known globally, it was soon also used by protesters in 
countries outside the Arab world and where it had previously been unknown, such 
as in Germany or the United States.

Social practices and institutions are mechanisms and structures that are aimed at 
governing individuals’ behaviours in order to establish and to enforce social order 
and cooperation in communities (Durkheim 1895).

Arbitrary symbols enforce consensus of perceptions, which not only allows [community] 
members to communicate about the same objects in terms of space and time…but it also 
makes it possible for social relationships to be standardized and manipulated through sym-
bols. It means that idiosyncrasies are smoothed out and perceived within classes of behav-
ior. By enforcing perceptual invariance, symbols also enforce social behavioral constancy, 
and enforcing social behavioral constancy is a prerequisite to differential task-role sectors 
in a differentiated social group adapting not only to the outside environment but to its own 
membership (Holloway 1969, p. 406; cf. also Baldwin 1896a, b).
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However, the organising functions of social practices and institutions can be ful-
filled and preserved only if all individual members of the community internalise (i.e. 
psychically represent) the meanings of the normative semiotic representations that 
are established for these purposes (e.g. norms, rules, rituals, religions) and only if 
the individuals coordinate their activities accordingly. As these normative semiotic 
representations are directed at individuals’ behaviours, their meanings are primar-
ily transmitted through behavioural signs. This requires individuals who physically 
represent the given institutions with their own bodies and behaviours, who commu-
nicate the normative meanings and who control and enforce individuals’ adherence 
to these norms. Given the limitations of behavioural signs in terms of their bound-
edness to individuals and the present moment, larger communities and institutions 
also externally physicalise their normative semiotic representations in material signs 
(e.g. formal clothing, codices). But written norms and rules, in and of themselves, 
cannot affect anything unless individuals act upon them (cf. Weber 1922). This 
again reflects the heterogeneous metatheoretical properties of semiotic representa-
tions comprising both psychical and external physical phenomena (Uher 2015a).

Communities must also deal with the inevitable and continuous changes in 
meanings. If meaning systems that diverge too strongly from the physical phenom-
ena to which they refer become established, and if meanings with non-proven, in-
sufficient or even missing functionality are propagated and preserved, communities 
may become unable to self-organise and preserve their functional structures, both 
internally and across their boundaries so that, eventually, communities may col-
lapse. The processes of creating, implementing and propagating social practises, 
norms, rules and institutions are important means for communities to self-organise. 
The temporal and spatial extensions of these processes have decelerating effects 
on the inevitable and continuous change of meanings. This gives communities  the 
time needed to test the functionality of inventions and novel adaptations (see below; 
cf. Baldwin 1896a, b). Specifically, the processes involved in social exchange con-
tribute to the communities’ abilities to identify, promote and preserve those socially 
shared meanings that are important and functional for their survival (e.g. belief 
systems, religions), to adapt these meaning systems to changes occurring in their 
physical surroundings (e.g. economic or ecological changes) and to other (simi-
larly changing) meaning systems within and beyond the boundaries of the particular 
community (e.g. social or ecological movements, political or societal systems) and 
to install the external physicalisations of their meanings systems accordingly (e.g. 
social practices, community buildings). These processes enable communities to in-
fluence and direct their own development, and thus to become actors in their own 
histories.

To preserve meanings, as they are not immanent to the physical phenomena that 
are used as signs in and of themselves, communities also develop semiotic repre-
sentation systems in which meanings, especially normative ones, are encoded in 
contextualised ways, such as narrative histories of communities and nations (e.g. 
myths, legends) and their external physicalisation in textual documents (e.g. the 
Bible, the Koran, the Torah, national law codes). Contextualisation of physical rep-
resentations can reduce but not prevent variations in the meanings that individuals 
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reconstruct from them; one and the same text is interpreted differently by different 
communities, leading to different behavioural practices. Supreme courts not only 
create new laws and physicalise them in textual documents; they also survey and 
decide on the interpretation of laws that are already textualised.

Significance of Semiotic Representations for Human Development

By enabling the transmission of experiences and knowledge between individuals 
and across times and places—though always bound to individuals’ memories—
semiotic representations open up new dimensions for development that increase 
individuals’ opportunities to actively influence and create the conditions of their 
own lives.

With the creation of semiotic representations, individuals’ development is no 
longer confined to their physical organismal properties that are derived in compa-
rably fixed ways from genetically inherited molecular codes (Schrödinger 1944; 
Watson and Crick 1953). These genetic codes are generated from mechanisms of 
random variation and are acted on by selective external pressures (Darwin 1859; 
Wallace 1858). Genetic codes are also acted on by epigenetic processes enabling the 
transgenerational transmission of physical changes that individuals’ have acquired 
over the courses of their lives (Mayr 1966; Waddington 1942; Bradbury 2003).

The organisational structures and functional processes of individuals’ psychical 
systems, which are derived from each individual’s interactions with and adapta-
tions to his or her particular internal and external physical conditions, contribute 
to individuals’ survival additional functionalities that are unequalled by any of the 
functionalities derived from their physical properties. These functionalities of psy-
chical systems together with the external physicalisations of their central elements 
(i.e. their meanings) in behavioural and semiotic systems open up additional dimen-
sions that affect individuals’ development in highly complex ways and far beyond 
mere randomness and the physicality of matter (Bandura 2006; Jablonka and Lamb 
2005). The complex composition of semiotic representations linking  physical and 
psychical phenomena with one another accelerates and diversifies the processes of 
ontogenetic and phylogenetic development to an unprecedented extent, both quan-
titatively and especially qualitatively.

Most central to these additional functionalities is the individuals’ organismal 
ability to self-organise their psychical systems—i.e. their individual learning. Bald-
win (1896a) assumed that not the specific functionalities that individuals develop 
during ontogeny, in and of themselves, are selected on but rather individuals’ gen-
eral capacity for developing specific functionalities (cf. also Dobzhansky 1972).

Of particular significance are the individuals’ capacities for developing psychical 
processes that are conscious. Conscious psychical processes go beyond the psychi-
cal properties that individuals develop on the basis of congenital properties, enabling 
individuals to survive on the basis of spontaneous activities (e.g. instincts; Baldwin 
1896a). The psychical properties that individuals develop from their interactions 
with the particular internal and external physical conditions that they encounter in 
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their lives contribute to individuals’ survival—and thus also to the maintenance of 
those heritable organic variations that enable the development of these psychical 
properties. “This principle secures by survival certain lines of determinate phylo-
genetic variation in the directions of the determinate ontogenetic adaptations of 
the earlier generation” (Baldwin 1896a, p. 447; emphases added), thus preventing 
“incidences of natural selection” and allowing for more time for the population to 
produce variations, both novel and congenital ones (Baldwin 1896a, b).

Unless the organic variations that enable the individuals of a given population 
to develop particular kinds of psychical properties have already become genetically 
heritable (e.g. properties of sensual perceptions), individually developed psychical 
properties are functionalities of novel kind (e.g. mathematical abilities). Thus, it is 
by using these novel functionalities that the individual can survive and propagate 
the novel kinds of psychical properties in his or her population, such as by exter-
nally physicalising the meanings of these functionalities in behavioural or material 
symbols (e.g. mathematical symbols; cf. Peirce 1902). External physicalisations al-
low individuals to build on these novel functionalities in order to develop additional 
and more complex psychical properties with even more complex functionalities 
(e.g. architectural and engineering abilities). In this way, individually developed 
psychical properties with proven functionality for the particular internal and exter-
nal physical conditions that are present in individuals’ lives rather than only random 
mutations of a priori neutral (i.e. blind) functional value can become gradually and 
transgenerationally incorporated into the genetically and epigenetically transmis-
sible organic variations of the population, while the principle of natural selection 
may be still operative (Baldwin 1896a; Tomasello 1999).

In socially living species, individual development into determinate directions 
rather than into random ones is also enabled by the “purely extra-organic ways of 
social heredity” (Baldwin 1896a, p. 539)—i.e. by transmissions through behaviours 
and semiotic representations (Jablonka and Lamb 2005). Both organic and non-
organic inheritance may contribute to the same psychical functionality; individuals’ 
conscious psychical processes may lead them to consciously do what they may 
also do congenitally (i.e. instinctively). Transgenerational transmissions through 
behaviours and semiotic representations also enable populations to preserve func-
tionalities that either are not yet or never will be organically heritable. Although this 
kind of transmission is not based on organic heredity in and of itself, it keeps alive 
heritable organic variations. It “thus sets the direction of ontogenetic adaptation, 
thereby influences the direction of the available congenital variations of the next 
generation, and so determines phylogenetic development” (Baldwin 1896a, p. 537).

Of particular significance are individuals’ psychical abilities to co-construct psy-
chical representations because socially shared representations enable coordinated 
activity and cooperation between individuals (Lahlou 2001). Individuals who are 
able to develop novel psychical properties that promote social coordination and 
cooperation have therefore advantages over individuals who are less or (still) not 
able to develop such psychical properties. This creates new—i.e. social—selection 
pressures that determinate the directions for future development in a given popula-
tion. In addition, these social selection pressures may also raise the functionality 
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of a social community to a new standard such as by enabling novel behavioural 
performances (e.g. metalworking), thus changing the frame of selection within and 
across communities and populations (Baldwin 1896a, b; Dennett 1991).

Within a given population, as behavioural and semiotic transmissions become 
more important for propagating the development of psychical properties that enable 
novel and significant functionalities, capacities for developing specific psychical 
properties on the basis of heritable organic variations (e.g. instincts) become more 
broken up to allow for the plasticity that individuals need for their individual learn-
ing. “The [human] child is the animal which inherits the smallest number of con-
genital co-ordinations, but he is the one that learns the greatest number” (Baldwin 
1896a, p. 540).

Individual learning allows for the development of highly individualised psychical 
systems (often referred to as “personality”; Uher 2015a, b, c) that are idiosyncrati-
cally adapted to the particular physical conditions that the given individual encoun-
ters in life, both internally (i.e. the own body and its particular organic variants) and 
externally (e.g. ecological system, physical installations of the sociocultural com-
munity). This high plasticity in the individual development of adaptations during 
ontogeny, as compared with the adaptations enabled by instincts, is considered one of 
the driving forces behind humans’ accelerated phylogenetic development. Through 
behavioural and semiotic externalisations, individually developed functionalities and 
knowledge can be passed on to other individuals, thus preventing social retrogression 
and enabling cultural evolution (Jablonka and Lamb 2005; Tomasello 1999).

For enabling such transmissions, young individuals must have the capacities to 
develop their psychical properties not only from processing their own experiencings 
and from constructing their own meanings but also from reconstructing and process-
ing meanings that other individuals have behaviourally and semiotically encoded—
through observational learning, instruction and education (Baldwin 1896c). This 
entails particular challenges for young individuals because these meanings were 
constructed by other individuals—thus originate from other psychical systems that 
are each highly individualised and historically unique. Young individuals must be 
able to develop the psychical abilities that are needed to infer and to reconstruct 
these meanings from others’ behavioural and semiotic externalisations, to process 
and psychically represent these reconstructed meanings and to develop pertinent 
psychical properties that are sufficiently functional for themselves and in their own 
lives. In addition, young individuals must psychically represent the particular as-
signments of these socially shared meanings to the particular behavioural and mate-
rial signs that are established in their community. This means, young individuals 
must organise the structures of their psychical systems not only in egocentric but 
also in allocentric ways.

Individuals with pertinent inherited properties can develop complex psychical 
systems through reactive co-construction. By observing their mothers and other 
individuals, young individuals can develop complex psychical properties, enabling 
them to acquire complex functionalities that have been developed by individuals of 
previous generations. In this way, individuals of various species of non-human pri-
mates, amongst others, learn to use tools to crack open oysters, crustaceans or nuts 
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(e.g. crab-eating macaques, Gumert et al. 2009; capuchin monkeys, Visalberghi and 
Fragaszy 2012 and chimpanzees, McGrew 1992).

In humans, however, the psychical functionalities that have been developed by 
previous generations (e.g. mathematical abilities, natural science knowledge) and 
the psychical abilities that are necessary to acquire and to successfully apply these 
psychical functionalities have meanwhile reached such levels of complexity that 
these functionalities cannot be transgenerationally transmitted by means of reac-
tive co-construction alone. Their transmission additionally requires processes of 
co-construction in which still less capable individuals are exposed to purposefully 
induced (rather than incidental) co-occurrences of events and are actively guided in 
their psychical development (i.e. their learning) by individuals who already have 
developed the particular kinds of psychical functionalities and capabilities. This 
is referred to as active and intention-based co-construction in the TPS-Paradigm.

Active intention-based co-construction and guidance (i.e. instruction, education) 
presuppose the ability to make valid and differentiated inferences from the external-
isations (e.g. behavioural performances) of other individuals—especially of (still) 
less capable ones—on the hitherto reached psychical properties of these individuals 
(cf. theories of mind; Baldwin 1906). More capable individuals can actively guide 
the learning of (still) less capable individuals by making such inferences from the 
learners’ previous externalisations, by considering possible constraints and oppor-
tunities that are available to the learners in the given settings and moments and 
by mentally constructing the learners’ potential capacity for developing particular 
kinds of psychical properties in the near future (cf. zone of proximal development; 
Valsiner 1987; Vygotsky 1978). With increasing capabilities and levels of complex-
ity of their psychical systems, young individuals are increasingly able on their own 
to further differentiate their psychical properties and to develop novel functional-
ities by encoding behaviourally and semiotically encoded meanings (e.g. by study-
ing textbooks).

Semiotic systems comprise both physicalised resultants of past externalisations 
of socially shared meanings (i.e. signs) and co-constructed memorised psychical 
resultants derived from past individual experiencings (i.e. socially shared mean-
ings). As resultants of past lives, semiotic systems implicitly reflect the experiences 
and the knowledge made and created by individuals of previous generations who 
were exposed to other internal and external physical conditions and who have lived 
in other times (cf. Gergen 1973; Peirce 1902; Valsiner 2012; Vygotsky 1934). Thus, 
the meanings of signs are derived from the past—even the meanings of the signs 
that are used to refer to the present and even though their particular meanings will 
inevitably have changed over time within and across communities.

In a nutshell, semiotic representations are of crucial significance for individual 
development and human evolution. Semiotic systems contribute to human’s ability 
to actively create external physical conditions that are highly complex and rapidly 
changing and that, in turn, require human individuals to continuously develop and 
propagate novel psychical functionalities. As these processes are inherently irre-
versible and historically unique, they increase and accelerate processes of diversifi-
cation in the developmental history of life.
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13.6  Present Thyself: Artificially Modified 
Outer Appearances—Semiotic Representations 
of Special Kind

An obvious core characteristic of the human species found in all communities 
around the globe is the artificial modification of individuals’ natural external mor-
phology (e.g. hairstyle, body painting, fragrances, clothing, accessories). The TPS-
Paradigm refers to these modifications as the phenomena of individuals’ artificially 
modified outer appearances. These phenomena are external to individuals’ bodies 
and primarily material physical. They are  used to change individuals’ outer ap-
pearances selectively on an individual level and in addition to those changes that 
emerge naturally during ontogenetic development (e.g. in body size, shape and pro-
portions; cf. Uher 2013, 2015a). Besides some functions for protection and warmth, 
these phenomena are often used to convey particular meanings to other individuals. 
In fact, they are often targeted toward others’ perceptions, thus playing important 
roles in social perception. The TPS-Paradigm therefore conceives of artificial outer-
appearance modifications as special kinds of semiotic representations comprising 
both psychical phenomena (i.e. meanings) and external material phenomena that are 
attached to individuals’ bodies (e.g. clothes), in contrast with other material signs.

The temporal extension of the phenomena of artificially modified outer appear-
ances differs from that of other external physical phenomena of individuals’ bodies. 
Specifically, individuals can artificially modify their outer appearances far more 
quickly than natural changes can occur in their external morphology. But compared 
with the fluctuating and momentary phenomena of behaviours, artificially modi-
fied outer appearances are much more temporally extended, which facilitates their 
perception by others, thus promoting their semiotic function. Individuals use artifi-
cial outer-appearance modifications to physicalise meanings of normative semiotic 
representations, such as to indicate their membership to a particular social commu-
nity or their social status within the given community (e.g. uniforms, insignia). As 
these phenomena can be modified by the individual him- or herself, artificial outer-
appearance modifications are also used to construct meanings that have particular 
relevance for their carrier, such as to (co-)construct the individual’s “personality”—
both by him- or herself and by others (Uher 2015a, b, c).

13.7  Contexts: “Environments” That Are Inseparable from 
Individuals

The phenomena of contexts, in the broadest sense, refer to the events that are con-
sidered with regard to particular phenomena in a given individual and that are com-
monly referred to as “environments”, surroundings, circumstances, conditions, 
background or settings, amongst others. In everyday life—but also in science—
individuals often conceive of the “environment” as the external physical events 
(Gifford 1997) that surround or encircle (i.e. environ) the individual being consid-
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ered, thus conceptually separating the given individual as the actual target of con-
sideration from all other phenomena (Valsiner 1987). This dualistic concept likely 
reflects human individuals’ experiences of themselves as agents who encounter, 
actively seek out and also create their conditions of their lives. Individuals always 
perceive these conditions from the particular viewpoints that are enabled by their 
own psychical systems. Given the particular perceptual and conceptual representa-
tions that individuals have developed of their world, they also tend to conceptu-
ally separate specific parts of the “environment” from one another, such as abiotic 
from biotic parts (i.e. non-living versus living matter) or natural from social and 
built parts (i.e. nature versus culture). But such differentiations always depend on 
the particular conceptual perspective taken by a given individual in a given situa-
tion. Specifically, the biophysical “environment” also comprises non-conspecific 
and conspecific—thus social—settings (e.g. animal and human family members are 
present not only with their bodies but also with their psychical systems and social 
relationships). Vice versa, the socioculturally built “environment” also comprises 
abiotic and biotic physical phenomena (e.g. cities, gardens, agriculture).

Exclusive conceptual separations of individuals from their “environment”, al-
though they may appear obvious from each individual’s own viewpoint, are not ten-
able, however, because the same external physical condition is not the same for all 
individuals (Lewin 1936). Von Uexküll (1909) therefore differentiated Umgebung, 
the given-around or surrounding, from Umwelt, the world-around. The given-around 
or surrounding is conceived of as the physically given in which organisms are in-
cluded as physical objects. The world-around, by contrast, is determined by the indi-
viduals being considered and their particular organismal properties that enable them 
to perceive only particular properties of their surroundings. Hence, the world-around 
is not just physical and not just external to the individual. As self-organising living 
organisms, individuals are so intimately interconnected with the external physical 
surrounding that both cannot be conceived of independently from one another. As a 
consequence, elements of the external physical universe cannot be conceived of as 
being exclusively separated from the individuals who are being considered. Instead, 
they can only be conceived of as inclusively separated (Valsiner 1987). 

Inclusive conceptual separations can be made on the basis of the particular forms 
that can be conceived with regard to the three metatheoretical properties for the dif-
ferent kinds of phenomena that are involved in an individual’s world-around (Uher 
2015a, c). The TPS-Paradigm therefore conceives of the phenomena of contexts as 
composite kinds of phenomena that comprise at least one basic kind of phenomenon 
(i.e. morphological, physiological, behavioural or psychical), which is thus physical-
ly inseparable from the studied individual’s body (without destroying its integrity). 
In addition, a given contextual phenomenon may comprise further basic kinds of 
phenomena and/or external phenomena that are independent from the studied indi-
vidual’s body (e.g. family members, books, interiors). Hence, contextual phenomena 
may comprise both physical and psychical phenomena, both external and internal 
phenomena as well as both phenomena that are bound to the immediate moment and 
phenomena that are temporally more extended. Given these heterogeneous metathe-
oretical properties, isomorphisms between interrelated events of the different kinds 
of phenomena that are comprised by contextual phenomena are necessarily low.
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Concepts of Situations and of Their Behavioural and Psychical 
Relevance

The TPS-Paradigm conceives of an individual’s situation as the particular constel-
lation of the internal and external events that are present in a given moment and 
that the individual can therefore directly perceive. With regard to explorations of 
experiencings, this concept considers the fact that psychical events are dynamically 
interrelated to and co-determined by all concurrent physical events both internal 
and external to the individual as well as by the physical and psychical resultants 
that the individual has retained from past events in his or her physical and psychical 
systems. Specifically, as the individual’s body is always present and interrelated 
with his or her psychical events, an individual’s situation always comprises internal 
physical events and physical resultants (e.g. blood sugar level, nutritional condition, 
health status, etc.). The universe of all external physical events may be infinite, 
ranging from the immediate surrounding (e.g. microorganisms on the skin surface, 
food on the table) over the conditions that are present on this planet (e.g. climate, 
world population) up to events in the outer space (e.g. solar wind, comets). From 
this universe of external physical events, only those concurrent events form part of 
the individual’s situation that are immediately present in a given moment such that 
the individual can, at least theoretically, directly perceive these events (whether 
consciously or not). Finally, from the universe of the individuals’ memorised psy-
chical resultants, a situation comprises only those elements that he or she retrieves 
and reconstructs in his or her experiencings in the given moment.

Similarly, in his field theory, Lewin (1936) conceived of “life-space” as the en-
tirety of all internal and external influences on the individual in a given moment that 
dynamically interact with one another and that are governed by psychical forces. 
From this “life-space”, Lewin distinguished the “foreign hull” that he conceived of 
as all those external physical influences that are not governed by the individual’s 
psychical properties (Lewin 1936, p. 73) and that are thus not perceived by or not 
relevant for the individual.

Behavioural situations9 are specified in the TPS-Paradigm as a particular kind of 
situation that is conceived of as the constellation of those particular external physi-
cal events that functionally mediate the individual’s external changes or activities in 
a given moment—i.e. his or her behaviours. Thus, behavioural situations, in and of 
themselves, are external to the individual. But the criterion for demarcating from the 
universe of all external physical phenomena those particular events that constitute a 
behavioural situation for a given individual in a given moment is bound to properties 
of that individual. This criterion is defined as the effectiveness with which external 
physical events make functional the individual’s external changes and activities that 
thereby become behaviours. Thus, in the concept of behavioural situations, external 
physical events are separated only inclusively from the individual and these inclu-
sive conceptual separations are made on the basis of the different metatheoretical 

9 Previously called the “environmental situation” (cf. Uher 2013; Uher et al. 2013a).
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properties that can be conceived for the different kinds of phenomena that behav-
ioural situations comprise.

Importantly, this demarcation is based on individuals’ bodily events (i.e. on 
behaviours) rather than on internal physical or psychical events. As both the in-
dividuals’ behavioural events and the physical events in their external surround-
ing can be directly perceived by multiple individuals, these events can be directly 
related to one another for exploring which particular external physical events are, 
in fact, functionally mediating particular behavioural events in a given individual 
and moment. This is important, as the specific events that constitute a behavioural 
situation need not be consciously perceived or be known a priori either by the 
individuals being considered or by those individuals observing them (e.g. parents, 
scientists).

Given that individuals’ psychical systems can be conceived of as “non-physical”, 
self-organising and in parts also self-referential, the diversity of the psychical prop-
erties that individuals may develop and that they can also combine with one another 
may exceed by far the diversity of the behavioural properties that individuals can 
produce, given the physical constraints of their bodily abilities. Individuals may 
therefore develop more diverse interrelations between external physical events and 
their psychical properties than they may be able to establish between external physi-
cal events and their behavioural properties. Hence, as with semiotic representations, 
it is the psychical phenomena that constitute the essential component of situations. 
But given the fundamental imperceptibility of psychical phenomena by other indi-
viduals, exploring and understanding the ways in which behavioural events enable 
individuals to bridge the one-sided psyche-external surrounding connection is es-
sential for exploring individuals’ psychical systems (cf. Uher 2013, 2015a, b, c).

Behavioural situations, as they mediate the individuals’ behaviour in a given mo-
ment, are always also psychically relevant to them. But conversely, not every situ-
ation is also behaviourally relevant for individuals. Reading a book hardly involves 
any behavioural events at all (e.g. turning a page, saccadic eye movements). But 
through perception, (capable) individuals can semiotically encode from the particu-
lar external physical events that are present in this situation (e.g. printed words in 
a book) a lot of new information that are psychically relevant for them in the given 
moment and that enable these individuals to further develop their psychical prop-
erties and to construct new knowledge. The individuals interact with the external 
physical events only on the basis of their particular physical properties (e.g. sensory 
ones) and their particular psychical properties (e.g. perceptual and conceptual ones), 
thus only internally. Such internal interactions enable individuals whose psychical 
systems have already reached a certain degree of complexity to further develop 
their psychical systems without necessarily having to behaviourally, thus externally, 
interact with these events as well (e.g. physically disabled or paralysed individuals 
can read and learn from books and can also make science such as Stephen Hawk-
ing). In most situations, however, individuals interact with external physical events 
both internally and externally yet to a varying extent.
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The ability to internally interact with external physical events entails particular 
intricacies for investigations of the psychical phenomena of individuals who suffer 
from complete loss of voluntary motor control and who therefore cannot externally 
interact with their external surrounding (e.g. patients suffering from locked-in syn-
drome; Laureys et al. 2005). The inability of these individuals to produce behav-
iours considerably complicates the physicians’ possibilities to correctly diagnose 
these pathological conditions—i.e. to make the correct inferences on these individu-
als’ psychical events. This illustrates the outstanding importance and the direct rel-
evance that explorations of individuals’ behaviours have not only for explorations 
of their psychical phenomena in exceptional circumstances but also in everyday life 
situations (Uher 2013, 2015a).

The situational concepts provided by the TPS-Paradigm differ from some previ-
ous concepts. For example, the concept of “psychological situations” (Rotter 1954, 
1981; Shoda et al. 1994) denotes external physical properties that are subjectively 
relevant to the individual yet without differentiating the particular involvement of 
the individuals’ behavioural and psychical events. But in line with the concepts of 
this paradigm, the concept of “psychological situations” is built on the recognition 
that particular external physical events have, in different constellations, different 
relevance for different individuals. The TPS-Paradigm complements this recogni-
tion by showing that the relevance that situations have for individuals’ behaviours 
differs from the relevance they have for individuals’ psychical systems.

The particular constellation of external physical events that are psychically and 
behaviourally relevant to a given individual in a given moment (i.e. that consti-
tute the individual’s situation), in and of themselves, can but need not be bound to 
the present moment. These events become part of the individual’s situation only 
while the individual is internally and externally interacting with these events—i.e. 
while the individual is perceiving these events and while they are mediating the 
individual’s behaviour. Before and thereafter, these events conceptually belong to 
the universe of external physical events. This immediacy corresponds to Lewin’s 
(1936) concept of “life-space” and the actuality of its functioning.

Events in the individuals’ wider contextual layers of that external universe (e.g. 
socioeconomic, sociocultural or societal systems; cf. Bronfenbrenner 1979) can af-
fect individuals only indirectly as mediated through the physical events that are 
present in a given situation so that the individuals can directly perceive them (e.g. 
goods in the supermarket, governmental decisions publicised in the print media, 
the behaviour and body of institutional representatives, such as policemen). Once 
individuals have psychically represented the meanings of such events happening in 
their wider surrounding, these events can also further affect the individuals (again 
only indirectly) when the individuals revive their pertinent psychical representa-
tions in a given moment and situation (e.g. when individuals recall what they know 
about the ways in which the goods that they find in the supermarket have been 
produced).

Likewise, individuals themselves can form part of each other’s situations only if 
they can directly perceive others’ externalisations or revive others’ past externalisa-
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tions from their own memories (e.g. remembering someone’s request to buy a par-
ticular product in the supermarket). Today, communication technologies (e.g. phone 
calls, emails, Skype) enable individuals to transmit their externalisations over large 
distances all around the globe so that individuals’ immediate bodily presence is no 
longer required for transmitting externalisations, as has been the case for most of 
human evolutionary history.

Depending on individuals’ organismal properties, particular external physical 
events enable individuals to perform particular activities that are called affordances 
(Gibson 1979). One and the same external physical setting (e.g. a text book) af-
fords very different possibilities for activities to individuals of different age groups 
(Gibson 1979) and different species (von Uexküll 1980), for both solitary and social 
activities (Gaver 1999). Moreover, individuals themselves can offer for one another 
possibilities for activity through their bodies and their externalisations (e.g. soccer 
games, choirs; Valenti and Good 1991). The TPS-Paradigm therefore conceives of 
affordances as potential behavioural situations. The entirety of those affordances 
that are actually perceived by a given individual and involved in his or her behav-
iours in a given moment constitutes the behavioural situation of that individual.

Present-day humans also actively create in their external surroundings 
 affordances that are aimed at matching individuals’ particular psychical properties 
and at promoting their self-preservation and prosperity, such as external physicali-
sations of semiotic representations (e.g. text books) and other physical installations 
(e.g. school rooms, socio-technical systems in agriculture and industry; Lahlou 
2008, 2011). These systems in turn, influence, prestructure and organise individu-
als’ lives. Thus, present-day human individuals live in conditions largely of their 
own making (Bandura 2006).

Individuals’ perceptions of their external physical surroundings, the affordanc-
es both naturally present and artificially created as well as individuals’ psychical 
representations of these affordances continuously change and develop over time. 
Therefore, contextual phenomena are not only species-specific (von Uexküll 1909) 
and individual-specific (Rotter 1954, 1981; Gibson 1967) but also culture-specific 
(Barker 1968; Hall 1966).

Cultures: Systems of Semiotic Representations

Cultures, in the broadest sense, denote semiotically mediated systems of socially 
shared meanings (Geertz 1973; Weber 1904), thus systems of semiotic represen-
tations. The TPS-Paradigm therefore conceives of cultures as composite kinds of 
phenomena comprising psychical phenomena (i.e. individuals’ psychical repre-
sentations of socially shared meanings) and external physical phenomena (i.e. be-
havioural and material signs) in which these meanings are externally physicalised 
(e.g. behavioural practices, written documents, sculptures, monuments). In each of 
these different kinds of phenomena, some events are bound to the present moment, 
whereas others are not. As meanings are bound to individuals’ psychical systems but 
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not immanent to the signs in which they are externally represented, individuals must 
always reconstruct anew in their ongoing experiencings the particular meanings that 
particular signs have for them. Therefore, and given the dynamic processes of social 
exchange in which cultural representations are being developed, cultural meanings 
are continuously changing—despite their physicalisation in external matter. Like 
all semiotic representations, cultures are therefore phenomena with heterogeneous 
metatheoretical properties and highly complex structures in which isomorphisms 
between interrelated events of the different kinds of phenomena that they comprise 
are low.

Hence, cultural phenomena always involve psychical phenomena and therefore 
cannot be conceived of as exclusively separated from the individuals who create 
and use them (Valsiner 1987). Language, one of the most important kinds of human 
cultural phenomena, is conceptually inseparable from the conscious workings of 
human individuals’ psychical systems (cf. Geertz 1973). Culture can be described as

…an organizing principle of each and every human mind, in any society. It is thus every-
where—always in action, but usually rarely noticed. We do not notice the most basic and 
ordinary facets of living (Valsiner and Han 2008, p. 3).

Cultural representations, as they comprise both psychical and external physical phe-
nomena, allow for transmitting meanings across individuals, time and space. This 
enables cultural representations to contribute to the directed individual develop-
ment within and across generations—i.e. to the “cultivation of individuals through 
the agency of external forms which have been objectified in the course of history” 
(Levine 1971, p. xix, citing Simmel). The social exchange processes that are in-
volved in the creation, maintenance and propagation of cultural representations have 
important functions for the communities’ self-organisation and self- preservation. 
These processes enable communities to canalise the continuous processes of change 
that are inherent to both the individual and the socially shared construction of mean-
ing, such as by creating a common “cultural identity” (cf. Geertz 1973).

The reiterative processes of encoding and decoding meanings that are necessary 
for developing cultural representations involve repeated conversions of information 
between psychical phenomena (i.e. meanings) and their external physicalisations 
(i.e. in behavioural and material signs; cf. Uher 2015a, c). These processes also 
promote the creation of novel meanings, thus novel psychical functionalities.

In cultural formations, the mind has reached an objectivity that makes it independent from 
the coincidences of subjective reproduction and, at the same time, subservient to the central 
purpose of subjective accomplishment10 (Simmel 1919, pp. 223–253).

Writing is a means not only to externally physicalise psychical representations that 
individuals have already developed but also to develop new psychical properties 
and to create new knowledge, thus novel meanings and functionalities. Writing 

10 Original: “In den Kulturgebilden hat der Geist eine Objektivität erlangt, die ihn von allem Zufall 
subjektiver Reproduktion unabhängig und zugleich dem zentralen Zweck subjektiver Vollendung 
dienstbar macht.”
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therefore is an inherent part of scientific work. But the physicalised end product is 
not the essence of cultural (i.e. semiotic) representations. The driving forces propel-
ling individual and community development arise from the continued and iterative 
processes of back and forth conversions of information between meanings con-
structed by individuals and their external representation in physical phenomena that 
other individuals can perceive and from which these other individuals can recon-
struct, integrate and further develop these meanings in their own minds.

At the end of the pathway, there is not the artefact, in the persistent existence of which the 
creative process is frozen, but there is the “you”, the other subject that receives the artefact 
for including it into his or her own life and thereby transforming it back into the medium 
from where it originates11 (Cassirer 1942/2011, p. 114).

13.8  Summary and Conclusions

This article applied the Transdisciplinary Philosophy-of-Science Paradigm for Re-
search on Individuals (TPS-Paradigm) to explore different kinds of phenomena and 
their perceptibility by individuals in everyday life. A particular focus was placed 
on exploring the properties that make psychical phenomena unique among the phe-
nomena of life.

The Unique Properties of the Phenomena of the Psyche

Like all phenomena of life, psychical phenomena occur naturally in individuals of 
all age groups and across species. But unlike all other phenomena of life, their im-
material properties cannot be conceived of as being physical (i.e. featuring spatial 
units or at least rather constant interrelations to the physical phenomena to which 
they are connected) and that are therefore referred to as “non-physical” in the TPS-
Paradigm.

Also unlike all other phenomena of life, psychical phenomena cannot be di-
rectly perceived by multiple individuals (i.e. extroquestively accessed) as is pos-
sible for all physical phenomena. Psychical phenomena are perceptible only by 
each individual him- or herself through introquestion; in other individuals, they 
can only be inferred from individuals’ externalisations. But externalisations are 
phenomena of different kind for which different metatheoretical properties can 
be conceived and that are therefore unlikely to be isomorphic to the psychical 
phenomena to which they are related. This precludes straightforward inferences 
from individuals’ externalisations to their psychical phenomena, especially if in-

11 Original: “Denn am Ende dieses Weges steht nicht das Werk, in dessen beharrender Existenz der 
schöpferische Prozess erstarrt, sondern das “Du”, das andere Subjekt, das dieses Werk empfängt, 
um es in sein eigenes Leben einzubeziehen und es damit wieder in das Medium zurückzuverwan-
deln, dem es ursprünglich entstammt.”
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dividuals are concerned who cannot report about themselves (e.g. young children, 
animals) and who thus cannot validate the inferences made by others. It follows 
that psychical systems cannot be studied without also exploring individuals’ 
 externalisations—their behaviours and (in humans) their semiotic representations.

Individuals’ access to their own psychical phenomena—both ongoing experi-
encings and memorised psychical resultants (i.e. experiences)—is strictly bound 
to the present moment, the here and now. Experiencings are highly ephemeral and 
fluctuating. There never is a moment to pause or at least to slow down the continu-
ous and irreversible flow of events to become more fully aware and to reflect on 
the events experienced. At the same time, and awareness and reflection inevitably 
introduce changes to the course of experiencings. These peculiarities preclude any 
possibilities for systematic and undisturbed self-explorations (Kant 1786; Wundt 
1904). Moreover, experiencings are being continuously processed and integrated 
into the individual’s psychical system that thereby continuously changes and de-
velops in self-organising and partially self-referential ways and largely uncoupled 
from the physical laws to which physical phenomena are bound. The systematic 
structures and functionings emerging from these processes are therefore intrinsi-
cally idiosyncratic.

Psychical abilities enable individuals to internally represent the physical phe-
nomena encountered in life also in the moments and situations in which these 
phenomena are not present, thus disembodied from their immediate perception. 
Therefore, and because of the “non-physical” properties that can be conceived for 
psychical representations, individuals can psychically operate and transform the 
represented information and properties in ways that are not enabled by the physi-
cal phenomena that are being represented in and of themselves. Individuals can 
therefore make inferences to properties that are not directly perceptible in the given 
physical phenomena. Individuals can make abstractions, comparisons and gener-
alisations to develop conceptual representations of abstract properties that need 
not have direct counterparts to concrete physical phenomena that can be directly 
perceived. From processing psychical representations, new structures and qualities 
can emerge, enabling new functionalities for individuals’ abilities to organise and 
preserve themselves in the particular internal and external contexts of their own 
lives—and already within their own lifetimes.

But these peculiarities also entail intricate challenges for individuals’ abilities to 
communicate and exchange about their psychical properties. Different species and, 
in particular, humans have evolved various solutions to overcome these challenges, 
such as passive occasion-based and active intention-based co-constructions of  psy-
chical representations. The creation of behavioural and material signs to externally 
physicalise individually constructed meanings enabled humans to systematically 
communicate about their psychical properties—despite the imperceptibility of these 
properties by other individuals—and, in doing so, to propagate inventions across 
time, places and generations. These unprecedented possibilities opened up new 
pathways, enabling humans to actively select, influence and create the conditions of 
their own development—as individuals, communities and species.
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Transdisciplinary and Philosophy-of-Science Perspectives: 
Opening Up New Avenues for Exploration

The unique constellation of properties characterising psychical phenomena en-
tails challenges unknown to other sciences. Even more so as it is precisely these 
 phenomena—and no others—through which all science is made.

The TPS-Paradigm applied in this research explicitly considers the fact that it 
is human individuals who make science and that thus, any scientific endeavour 
inherently depends on and reflects the particular psychical abilities of human indi-
viduals—and their limitations. Among all the many fallacies, biases and errors in 
reasoning that are intrinsic to human minds and known so far, the TPS-Paradigm 
considers those that are particularly relevant for scientists exploring individuals and 
their psychical systems.

To limit the biases derived from the individual scientists’ own particular perspec-
tives on their objects of research, given their own background in particular scientific 
disciplines and research traditions, the TPS-Paradigm adopts transdisciplinary per-
spectives to develop comprehensive research frameworks that can be used and re-
fined by scientists across disciplines. To first enable comparisons between concepts 
and methodologies from different disciplines in order to identify commonalities 
and differences and to enable coherent integrations into interrelated frameworks, 
the TPS-Paradigm adopts philosophy-of-science perspectives to scrutinise the very 
means by which scientific knowledge is generated. It aims to make explicit as com-
prehensively as possible and to scrutinise the absolute presuppositions that scien-
tists make about their objects of research (e.g. about individuals as living organ-
isms such as the principle of emergence) and the metatheories and methodologies 
that scientists use to gain knowledge about these objects (e.g. the epistemological 
principle of complementarity). The interrelated philosophical, metatheoretical and 
methodological frameworks provided by the TPS-Paradigm are targeted at support-
ing scientists to critically reflect, discuss and further develop previously established 
theories, models and research practices and to derive strategies and ideas for novel 
lines of research in the future.

With the consideration of three central metatheoretical properties—(1) location 
in reference to the individual, (2) temporal extension and (3) physicality versus 
“non-physicality”—that can be conceived in different forms for all phenomena and 
that determine the phenomena’s perceptibility by individuals, the TPS-Paradigm 
provides an elementary system that can be used straightforwardly to differentiate 
various kinds of phenomena from one another on a metatheoretical level. On the 
basis of this system, the TPS-Paradigm differentiates the phenomena of morphol-
ogy, physiology, behaviour and the psyche. These phenomena are conceived of as 
basic kinds of phenomena because they are physically inseparable from the body 
of the intact individual and because each given kind of phenomenon has rather 
homogeneous constellations of metatheoretical properties. It was shown that, given 
their different perceptibility by individuals, some of these phenomena should be 
differentiated from one another more clearly than previously done, such as psy-
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chical from behavioural phenomena and experiencings from memorised psychical 
resultants (as two kinds of psychical phenomena), in both theoretical and especially 
empirical research.

It was also shown that, conversely, conceptions of some other kinds of phe-
nomena as being mutually exclusive and distinct are not warranted, such as the 
widespread dualistic conceptions of person versus situation, individual versus 
“environment” and “personality” versus culture—thus, of nature versus nurture 
(Uher 2015c). To conceive of such phenomena, the TPS-Paradigm introduces the 
concept of composite kinds of phenomena that comprise several different kinds 
of phenomena, among them at least one basic kind of phenomenon, and that may 
also comprise external physical phenomena that are independent of the studied in-
dividuals’ bodies (e.g. material signs). The phenomena of semiotic representations 
(e.g.  language), artificially modified outer appearance (e.g. clothing, hairstyle) and 
contexts (e.g.situations, “environment”) are conceived as composite kinds of phe-
nomena. This metatheoretical concept explicitly considers that particular kinds of 
phenomena are tightly interrelated and that from these tight interrelations new prop-
erties emerge (e.g. semiotic properties, abstractions). These new properties cannot 
be understood if the different kinds of phenomena that are involved are considered 
independently from one another. This novel concept allows to explore these inter-
relations by enabling inclusive conceptual separations that are made on the basis of 
the particular metatheoretical properties that can be conceived for each given kind 
of phenomenon of which composite kinds of phenomena are composed. 

     Building on the philosophical and metatheoretical elaborations presented 
in this research, a subsequent article (Uher 2016) will derive methodological im-
plications for scientists exploring individuals and the workings of their minds. It 
will elaborate basic methodological principles that meet the particular challenges 
identified to comprehensively investigate each given kind of phenomenon explored 
in individuals, again putting the main focus on psychical phenomena. The article 
will present and illustrate methods from various fields of research that are suited 
for the empirical implementation of the methodological principles elaborated and it 
will outline ways in which suitable methods that have yet to be developed could be 
devised in future research.
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The question of agency has long been a stumbling block for psychology. After a 
promising beginning in the first decades of the twentieth century with the Würzburg 
school, Vygotsky, and others, psychology has tended to take the route of denying 
agency. What we are now given in most psychological studies are analyses that 
show how one thing correlates with another, how a certain stimulus causes a re-
sponse, or how a particular input leads to an output. In all this, we find a one-sided 
focus on isolated “lower” forms of behavior so as to more easily predict some out-
come, at least at the level of a population (Molenaar 2004). Agency is the property 
of individuals acting within a social and cultural world, and calls for a temporal 
analysis. The analysis of populations, through “interindividual” variations, loses 
sight of individuals and their becoming, and with it the notion of agency. What is 
missing is a genuine look at “higher” mental processes, in which a systemic agent—
an active person or group—purposefully constructs meaning in order to act in their 
world. This dynamic and creative process is by definition unpredictable, but is nev-
ertheless constrained by a number of factors that the researcher can identify and 
study. Unpredictability here is not seen as an obstacle but rather an opportunity to 
explore the individual and sociocultural factors that facilitate its emergence or those 
that constrain it.

The present chapter makes use of a sociocultural approach to agency with its at-
tention to “higher” mental functions and the construction of genuinely new cultural 
forms. In this approach, the focus is on agency through the construction of “signs,” 
which guide ones action into the future (Valsiner 2003, 2007). The classic example 
of this is discussed in relation to the philosophical problem of Buridan’s ass: A 
donkey having to decide between two equally good barrels of hay dies of hunger. 
Following Spinoza’s theorizing, Lev Vygotsky (1987) argues that the human being 
will unbalance the options by introducing a sign into the situation—for example, 
rolling a dice in order to decide between two things. In one way, this may seem to 
be the opposite of agency, because the way the dice lands makes the decision for 
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the person. But we should not locate agency in the moment of action so much as the 
moment previous to it. Agency should be located in the process of sign construction 
that precedes an action and will at the next moment guide action.

To take another example, Tamara Dembo (1925) did an experiment in which he 
brought participants into a room, where they were told to wait. They continued to 
wait for the experimenter who did not return. The question becomes at what point 
do they get up and leave, and by what means will they decide to do so. Dembo 
found that participants would look at the clock and say to themselves “when the 
hand reaches point X, I will get up and leave,” which they did. Again, the act of 
volition here comes before the action is performed in the setting up of a sign in the 
environment, which latter acts back on them, stimulating them to get up and leave. 
The construction of a sign thus redefines the situation, allowing the person to imagi-
natively project themselves beyond the here-and-now, thereby opening up different 
possibilities for action. In what follows, we will discuss this as a form of “as if” 
thinking, which is essential for the redefinition of social reality.

Although these examples are of individual action, it is important to stress that 
sign construction is part of a social and cultural process. As Vygotsky (1987) fa-
mously said, all higher mental functions begin as actual relations between people 
(intermentally) and are internalized only later, so that they function for the person 
herself (intramentally). Language, for example, is a social product that fundamen-
tally transforms a person’s thinking when it is internalized. Although we learn to 
speak the “same” language, we give it our own accent, idiosyncratic expressions, 
and uses. Signs are not merely shared but also creatively manipulated, synthesized, 
transformed, and objectified in a novel form for new uses. We thus need to attend 
to the cyclical process of experiencing signs objectified by others and how they 
are interpreted and recreated by individuals to perform an action and construct so-
cial reality. Signs are both the means and outcome of “higher” action. In organized 
groups, these dynamics can lead to a situation of flow and the flourishing of new 
and creative expressions, which we will demonstrate with a case study of graffiti 
during the 2011 Egyptian Revolution.

Graffiti in Egypt is looked at as a sign that was constructed in a time of social 
change as a result of active groups of artists expressing their agency against a defini-
tion of social reality that they rejected. The graffiti was a result of the uprising of 
people who realized the power they had to change society and decided to proclaim 
their country from a dictatorship. Through their graffiti, artists created signs that 
express their perspective, promote their revolutionary ideology, and communicate 
their message within their culture and cross-culturally with people outside of Egypt, 
transgressing the barrier of language. It is an act of agency in that the graffiti artists 
creatively constructed new meanings, in opposition to the ruler powers, that can be 
used as a resource by themselves and others to imagine a new not-yet-existing Egypt.

This case study explores street graffiti as a special kind of sign that was used as 
a tool by revolutionaries to communicate their message and make an impact on the 
public. We will look at how revolutionary graffiti emerged as a form of resistance 
during the 2011 Egyptian Revolution, bringing underground artists to the surface 
in a collaborative effort. The phenomenon is studied from a creativity perspective 
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discussing what characteristics support seeing this art as an expression of agency 
through group creativity and what social factors facilitated it to come about. The 
focus will be on its emerging form in the first year after protestors took to the streets 
on 25 January 2011 and on the artwork centered around Tahrir Square. This will 
define the scope of the study since the Egyptian Revolution has taken different 
turns afterwards. We argue that revolutionary graffiti offers an understanding of 
creative agency as a collaborative group process using imagination to move beyond 
reality and present a peaceful and liberating form of expression that would not have 
emerged individually. Thus, the case study of Egyptian graffiti is used to draw atten-
tion to agency found in group creativity, contrary to Freud’s and Le Bon’s tenden-
cies to relate groups to violence and chaos.

14.1  Revolutionary Graffiti in Egypt

Human beings have been making marks on surfaces since early in the species his-
tory (Donald 1991). In so doing, they began to saturate their environment with 
external signs that regulated themselves from the outside. Graffiti is a particular 
species of sign marking, which refers to unsanctioned writing, drawing, or paint-
ing in public spaces. The word “graffiti” comes from the Greek word “γράφειν” 
which means “to write” or “to inscribe.” The term was used to refer to drawings 
and writings that were scribbled onto ancient walls and temples such as those found 
from the Pharaonic and Roman remains. In modern time, it is used to refer to street 
paintings that are usually implemented by anonymous youth who choose graffiti as 
an alternative form of dialogue to represent themselves to the public. The culture 
of graffiti has, for a long time, transformed city spaces, such as New York City and 
Shoreditch in London, and has established a new form of communication using 
words, symbols, and graphics. Through its history there has been continuous con-
troversy about graffiti’s legality and whether it should be supported or penalized. 
As the graffiti artist Banksy ironically said, “if graffiti changed anything it would be 
illegal.” However, when looking at contemporary international art movements, the 
art is on the walls (Wacławek 2011).

Graffiti in Egypt could arguably be dated back to Ancient Egypt where Pharaohs 
documented different aspects of their lives through engraved paintings on walls. 
In modern day Egypt, artistic expression was mostly seen in cultural centers, art 
schools, and within underground artists’ groups. With the 2011 uprisings came an 
explosion of artistic activity, including folksongs, drama, and a new form of “mes-
merizing” graffiti, as Abaza (2013) describes it. This graffiti started as a revolution-
ary tool to communicate and mobilize people around the main goals of the revolu-
tion. As one artist explains “painting graffiti was one main way of both defending 
and occupying the street. It was a way of conquering the space in a situation of war” 
(cited in Abaza 2013). Around this idea formed a large group of artists and ama-
teurs connected by the space in Tahrir Square, where they met under a sign saying 
“Revolution Artists Union.”
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Their graffiti paintings communicated a variety of themes. The early graffiti in-
corporated the main slogans of the revolution such as “power to the people” and 
“bread, freedom, and social justice.” Those paintings helped mobilize and unite 
people around the same message as well as being a tool for expressing the people’s 
demands. Other works included caricatures of the ruling generals, mocking and 
directly insulting the Mubarak regime, and later the Supreme Council of the Armed 
Forces (SCAF). Thus, graffiti functioned as a sign to claim public space, articulate 
values, remember events, create solidarity, empower and mobilize people, and cri-
tique powerful institutions and individuals.

The photo of the graffiti in Fig. 14.1 was taken in October 2011 at Tahrir Square. 
It illustrates a painting on the left side of former president Hosni Mubarak and 
Mohamed Hussein Tantawi, the chairman of the SCAF, who was in charge after 
the ouster of Mubarak. Both their faces are painted in a way to express how they 
are two sides of the same coin. Behind their face the photo of Mohamed Badie was 
added after Mohamed Morsi became the president in June 2012, Badie was the 
Supreme Guide of the Muslim Brotherhood and was known to be the one behind 
all Morsi’s decisions while in power. The text underneath reads, “the commander 

Fig. 14.1  Regime-confronting art. (Photo credit: Ranya Habib, Tahrir Square, October 2012)
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never dies” rhyming with a local proverb that expresses how offspring are similar 
to their parents so in a way their parents never die. Similarly, the graffiti expresses 
how Mubarak’s regime and corruption still lives on with the succession of Tantawi 
and Morsi. The right side of the graffiti illustrates an artist dressed in the Egyptian 
flag colors confronted by authority. Underneath it says:

A regime fearing a painting brush and a pen
An unjust system that attacks the victim
If you were righteous, you wouldn’t have feared what I draw
All you do is fight walls, show off your power on paintings
But inside you, you are a coward
You will never rebuild what has been destroyed

The theme in this graffiti as well as many similar ones challenged the barrier of fear 
towards the regime. The graffiti reflected the power as fearful and protected by the 
security forces against the simple tools of an artist expressing the weakness of the 
regime in the face of the creative agency of an individual. The image associates the 
rulers with violence and repression, and the revolutionaries as peaceful and patriotic 
in their fight against them. It expresses a storyline constructed in “as if” mode that 
calls for revolutionary actors to step into the role of artists contra to those in power. 
Moreover, the image of Tantawi and Mubarak continued to be reproduced, as new 
figures became leaders and were added in the place of Badie behind the other two. 
This is an effective strategy for building equivalences between those who have been 
in power, and thereby defining social reality in such a way that it becomes a duty to 
continue to fight against authority.

Artists also used graffiti to remember and document major events happening 
in the square as well as to memorialize and give face to the protestors who died in 
the revolution. The graffiti in Fig. 14.2 is a painting of Mina Daniel, who died in a 
protest in front of the state TV. In all these designs we see how the artists used graf-
fiti to transform city space into a setting saturated with signs of their own creation, 
in contrast to other parts of the city dominated by signs promoting those in power 
(e.g. portraits of politicians portrayed as patriotic heroes). One cannot avoid hearing 
their voice over that of those in power when walking by, though not everyone ac-
cepted their message, as we will see below. Those different themes have turned the 
center of the capital, as Aboul Ezz (2012) describes it, into an open-air art gallery of 
the revolution that reconfigures and subverts state symbols to make their point and 
mobilizes people under its banner.

Later, as the authorities started building walls around Tahrir Square to protect 
vital buildings and to limit people’s access to the square, artists started to use those 
same walls to draw scenery, breaking the boundaries and reclaiming the space with 
imaginary landscapes (Aboul Ezz 2012). Similar graffiti has been created along 
the walls separating Israel and the West Bank, the USA and Mexico, and other seg-
regating walls. As Abaza (2013) suggests, the artists in this “No Walls” campaign 
were probably inspired by the work of the British graffiti artist Banksy, who used 
“trompe l’oeil” to penetrate with imagination segregating walls. The “No Walls” 
campaign was interesting in how it culturally borrowed a symbol and developed it 
locally to redefine barriers and confront the government’s power by imagination. 
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The obstacles built by the government were replaced by signs that visually pen-
etrated them, calling for the protests to do the same in their action (Fig. 14.3).

The graffiti work during this period emerged as part of the social movement of 
the Egyptian Revolution. It was an effort to record and celebrate its history, as well 
as to fill the void that the government has continuously failed to fill—for example, 
paying tribute to the dead, holding the perpetrators accountable, and restoring a 
sense of normalcy to the changing realities (Morayef 2012). Inspired by the same 
euphoric spirit of the revolution, the artwork was an attempt at breaking the fear 
barrier and demanding power to the people. In short, the city became saturated with 
signs promoting solidarity and empowerment among Egyptians, together with a 
portrayal of a social reality (e.g. key events, actors, and martyrs of the revolution) 
that should be fought against.

14.2  Was the Revolutionary Graffiti an Innovative 
Act of Agency?

The present paper argues that the process of graffiti painting during the Egyptian 
Revolution was a creative innovation requiring the active agency of artists. In line 
with Boden’s (1996) definition of creativity, graffiti as a form of revolutionary 

Fig. 14.2  Remembering those who died during the revolution: “You’re in our hearts, Mina.” 
(Photo credit: Ranya Habib, Tahrir Square, October 2012)
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expression was new to the culture as will be explained below; it was an unexpected 
act that emerged in Tahrir Square as a proclaimed space, and it offered a valuable 
new space and a voice for resilience and resistance. As one artist put it, “we have 
launched a non-violent campaign, simply by opening up the walls through drawing” 
(cited in Aboul Ezz 2012). To illustrate how this process could be considered an 
innovation, an analogy will be used between this phenomenon and musical perfor-
mance presented in Sawyer’s study (2006) of group creativity. Then we will discuss 
how this innovation aimed at a social symbolic repair utilizing imagination.

Sawyer’s (2006) studies with unstructured improvisational musical groups have 
led him to identifying three characteristics of group creativity: improvisation, col-
laboration, and emergence. Similar to jazz improvisation, the graffiti paintings 
emerged at the moment of encounter as a result of activist and artists uniting in 
one space and proclaiming it as their space. The “performers” in the graffiti work 
would start a painting with a certain message and one artist after the other would 
build upon the original message creating threads of paintings along Tahrir Square’s 
walls. Also, similar to how a final jazz-improvised piece is a group outcome based 
on the interactional dynamics, the graffiti was a result of group effort that cannot 
be attributed to one person. Even though some paintings had specific signatures to 
them, the overall outcome was a result of dynamic collaboration that sometimes 
involved no direct communication between artists. The last characteristic is that of 
emergence, where the “whole is greater than the sum of the parts” (Sawyer 2006). In 
musical performance, the final art piece is a creative outcome that is incomparable 
to each musician’s input added together. This characteristic is the most important 

Fig. 14.3  No walls graffiti. (Photo credit: Jonathan Rashad)
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in our discussion of the revolution graffiti. The emergent phenomenon resonates a 
much bigger idea of using space to build resilience and break barriers, an outcome 
as a whole much greater than each specific art piece on every wall.

The fact that the graffiti emerged from the social movement of the revolution 
gave it a certain group spirit that facilitated what Sawyer (2006) refers to as the 
“group flow.” This group spirit bloomed when the unexpected number of people 
kept increasing in the square united by the same demands and sharing the sense of 
ownership of the square. At this instance, artists may have realized their talents as 
their tool for activism. They also coordinated their efforts in such a way as to respect 
each other’s work and build on it in their own.

Another way to look at the agency exercised in the revolution graffiti is in how 
artists utilized imagination. The messages behind the revolution graffiti were an 
expression of the frustration with the government, a message that was unaccept-
able in a society in which only mentions of praise to the ruling family were allowed 
in the public sphere. Innovations that are considered to be unrealistic or breaking 
the boundaries within certain societies depend on a particular form of symbolic 
repair to exist for people to reconfigure the borders of specific semiotic set and 
use imagination to engage in “as if” thinking or action to create new pathways for 
action (Zittoun et al. 2013, p. 293). Graffiti was a tool to reconfigure the boundaries 
of what could and could not be said in a country ruled by dictatorship, reclaiming 
public space for the revolutionary cause. Also, it was a space for imagining what is 
beyond reality and expressing the artists’ wishes for the future of Egypt. This was 
done by objectifying values of religious tolerance, critical citizenship, and resis-
tance to brutality through image and text on the wall.

Some would argue that the revolutionary graffiti was not innovative because 
graffiti existed long before the revolution and thus its use as a revolutionary tool 
does not qualify it as a new innovation. Others would argue against the uprising as 
a whole and would see the graffiti as a form of destruction and vandalism. Different 
reflections upon the graffiti were in themselves a projection of the agency of dif-
ferent groups of people in Egypt and outside Egypt. Perspectives in many instances 
were influenced by the political stance of the perceivers and how they chose to 
express their position towards the uprising. However, looking beyond graffiti as 
a revolutionary tool to their aesthetic, the paintings did introduce a new artistic 
composition that was a fusion of popular Islamic, Coptic, pharaonic, and universal 
artistic traditions (Abaza 2013). Frederic Bartlett (1923) argued that this kind of 
welding together of influences coming from different directions in a move towards 
a particular future goal is what defined genuinely constructive and creative thought 
(see also Wagoner 2013a, 2013b). The fusion of traditions found in revolutionary 
graffiti in Egypt succeeded in capturing local and international attention through 
a visual message transcending the barrier of language. As illustrated in Fig. 14.1, 
even without understanding the Arabic text, the painting presents the tension be-
tween the government and the artists as well as the different yet similar faces of 
corruption. Not only can these concepts be understood internationally by people 



23714 Agency and Creativity in the Midst of Social Change

in different cultural contexts but it can also be reflected upon and related to by 
individuals living in similar struggles in other countries. Each interpreter reflects 
upon the graffiti from his or her own position, exercising his or her own agency in 
making meaning of it.

14.3  Institutionalization and Resistance

As with many social innovations, especially revolutionary forms of expression, 
Egypt’s revolutionary graffiti was not accepted by everyone. This also demonstrates 
that signs are not reacted to uniformly but can become stimuli for very different 
actions; the meaning is not in the sign but constructed by the agent viewing it. 
Resistance to the revolutionary graffiti came mostly from the government and by 
citizens in support of the government. The authorities’ countermovement was to 
continuously erase the graffiti from the walls of the streets around Tahrir Square, 
and prevent artists from drawing new ones. The artists’ response was to utilize so-
cial media, launching a campaign on Facebook to call for the repainting of the walls 
and reclaiming the space (Abaza 2013). As one artist expresses the resistance, “if 
they play with walls, we will play with the mind. They put up a wall but we do not 
see it…you express yourself and at most in a few days or a week it will be removed, 
then you paint again” (cited in Aboul Ezz 2012). In other cases, government-backed 
groups altered the graffiti so that it fit their own definition of social reality. In one 
case, a graffiti illustrating the “Mapero Massacre,” where military tanks ran over 
protestors in Alexandra, was changed so that protestors were simply waving Egyp-
tian flags next to a tank (thus associating the military with popular patriotism). Art-
ists responded by painting a SCAF monster devouring protestors.

Resistance to social change involves members of society, either passively or 
actively rejecting this change (Van der Zanden 1959). The government resistance 
was an active one aimed at the immediate removal of the graffiti or in some cases 
alternation. On the other hand, some members of the society resisted it passively by 
rejecting it as a form of art or expression and calling it vandalism aiming at disre-
specting the authorities. Van der Zanden (1959) presents two possible explanations 
for resistance in his study of social movements: one is the rejection of change as it 
creates friction and doubts, and the other comes from vested interests and genuine 
concerns about the future. In the present case study, the first reason could be at-
tributed to the government’s resistance that saw the graffiti as a blunt assault on its 
authority and the second reason could be attributed to people’s fear that this rebel-
lious form of expression would cause more instability.

While the government made every effort to not only un-institutionalize the 
graffiti but also to erase it from the streets and people’s memories, many protes-
tors and their supporters recognized the graffiti as a liberating innovation. Artists 
made efforts to institutionalize the graffiti through forming the Revolution Artist 
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Association, through online forums (e.g. on the Facebook group “Revolution Graf-
fiti,” “Wall Talk,” and “Graffiti the Streets of Egypt”) and through the documenta-
tion of graffiti in books such as Revolution Graffiti: Street Art of the New Egypt 
(Gröndah 2013) and Walls of Freedom: Street Art of the Egyptian Revolution (Ham-
dy et al. 2012). In this, we see an arms race between government and revolutionaries 
searching for new ways to counter the innovative actions of the other. Ironically, it 
is the resistance encountered on the way to achieving one’s aims that creates condi-
tions for agents to become truly creative in their search for innovative ways around 
the problem, as can be seen in the “no walls” campaign and forums to retain graffiti 
in the face of government destruction. New tools get appropriated and adapted by 
revolutionary agents to solve problems at hand.

14.4  Sociocultural Factors

Social factors and group interaction surrounding any innovation play a crucial role 
in its composition (Hennessey 2003). The revolution graffiti emerged in a time of 
major social change in the Egyptian society. It was in a way facilitated by a dynamic 
social movement that fostered creativity and agency through revolt (Abaza 2013). 
Through the revolution, artists were able to stand outside of the reality of their 
situation through the use of their imagination, projecting new possibilities into the 
future which challenge those in power. Humans manage to escape being trapped in 
perceptual fields by creating meanings through the use of signs. Those meanings 
enable them to stand outside a phenomenon, which is a crucial step for agency and 
creativity to occur (Glaveanu et al. 2014). This also occurs in the form of novels 
(e.g. of the utopian genre), music and drama, which objectify future possibilities 
for a group.

The dynamics of Tahrir Square as a space for this innovation can be best ex-
plained through Zittoun et al. (2013, pp. 339–340) description of how streets can 
be “new arenas of play” for adults. There are many constraints to adults’ use of 
their imagination to express their wishes and fears and for this expression to occur 
there must be a space for play. Through the Egyptian Revolution, the streets were 
reshaped by protestors allowing the engagement in imagination and play, transcend-
ing the boundaries of physical space so as to open up boundless spaces for possibili-
ties. In other words, revolutionaries could objectify their own vision for Egypt in 
Tahrir.

Public space was redefined as space of performance, contestation, and debate 
(Mehrex 2012). This confirms the power of the surrounding space in fostering cre-
ativity and innovation. Artists used signs to proclaim space in a situation of conflict. 
In the graffiti in Fig. 14.4, artists have renamed Mohamed Mahmoud Street in Tah-
rir Square to “Freedom Eyes” Street in reference to an incident in which security 
forces have targeted the eyes of protestors with rubber bullets in November 2011. 
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Underneath the painted street sign it said, “interior security forces not allowed.” The 
space was used and transformed by signs to dictate new rules and redefine the social 
reality according to the artists’ and activists’ vision.

14.5  Groups as a Positive Force

As discussed before, revolutionary graffiti involved a collaborative group process 
utilizing different dynamics. An artist, who identifies himself as part of the “Defy-
ing Authorities Through Chalk, Paint, Spray and Stencils” movement, explains the 
process as follows: “the messages expressed in the graffiti were always in parallel 
to the events, something happens, groups of activists come together, and the artists 
step in” (as cited in Aboul Ezz 2012). This brings us to how the different communi-
cation channels played a crucial role in the group dynamics. Group communication 
ranged from face-to-face communication between activists and artists, to online 
communication using social media, to visual communication between different art-
ists through the artwork itself. As Abaza (2013) describes, the square was filled with 

Fig. 14.4  Renaming the streets surrounding Tahrir Square. (Photocredit: Ranya Habib, Tahrir 
Square, October 2012)
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numerous artists who were communicating together the next round of politically 
subversive graffiti art in response to the erasing of previous ones. They were united 
by a common conscious struggle to preserve the revolution through their paintings.

This form of positive group force is similar to what Heberle (1949) identified as 
the characteristics of groups influencing social movements. He characterized them 
as sharing a consciousness of group identity and solidarity along with an awareness 
of common sentiments and goals, and an existence of a “we feeling” that helps 
positive change happen. As noted above, this feeling permeated the geographical 
space of Tahrir and was fortified in the graffiti itself, renaming of places, and the 
development of group practices there.

The characterization of the social group developed here contrasts with the nega-
tive connotations of groups in the majority of social psychological studies. This 
conception goes back to the works of Le Bon and Freud, and is characteristic of 
many contemporary theories, such as de-individuation theorists. These thinkers as-
sociate groups with aggression, immorality, and loss of freedom. The individual 
here is considered a free and rational agent until he or she becomes part of a crowd 
at which point primitive instincts come to the fore (Greenwood 2004). Le Bon 
(2002) suggested that there is a mental unity in crowds that influences members’ 
consciousness and makes them feel omnipotent and capable of achieving what is 
impossible for isolated individuals. As a result, we lose all feelings of individual 
responsibility in the crowd and the “mass exposes the unconscious of us all, the 
unconscious foundation that is the same, for everyone is exposed” (Freud 2004). 
Freud agreed with Le Bon in that individuals in crowds reveal their basic instinctual 
barbaric nature and their unconscious wishes come to the fore, stripping them of all 
civilized behavior (Billig 1976). This view presents individuals as free and rational 
outside the group, but once part of a mass they lose their individual consciousness 
and agency. This view only attributes acts of chaos and aggression to groups, view-
ing them as incapable of collaborative and innovative use of signs for a meaningful 
purpose.

Both views are valid interpretations of some of the dynamics in play when groups 
of people come together. Freud’s and Le Bon’s direction of thought could be applied 
to explain the mass chaos and sexual harassment that were also part of the revolu-
tion. However, the present case study proposes putting more attention on examples 
of positive group dynamics that supports the agency of members within the group, 
seeing them as catalysts for creative outcomes that might not have been achieved in-
dividually. The revolutionary graffiti in Egypt was able to grab the attention locally 
and internationally by its harmonious dissemination in Tahrir Square and spreading 
to other areas inside and outside Cairo. Its impact was achieved through a group of 
people doing the same act at the same period of time and transforming a space of 
conflict into a colorful landscape of imagination. If the phenomenon was limited to 
few individual artists, its impact would have been different and it might have failed 
to achieve the same significance it still does after 3 years from the beginning of the 
revolution.
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14.6  Conclusion: Lessons Learned About Agency 
and Creativity

In this concluding section, we would like to reflect upon different insights on agen-
cy and creativity using this case study. One main lesson learned is that creativity 
can sometimes be best captured as a process of exercising agency, rather than a 
final individual outcome. Limiting creativity to individualized outcomes leaves the 
novelty of many great group processes unrecognized. As Wagoner highlights, it is 
important to look at creativity as a complex ongoing process, oriented to an open 
future (Gillespie et al. 2014). For the graffiti discussed in the case study, it is not the 
final creative product of paintings on walls that matters as an innovation, so much 
as the creative group process of expressing their agency in responding to new events 
and redefining social reality.

Also of importance is recognizing group forms of creativity. We often try to attri-
bute group creativity to one person because of what Resnick (1996) refers to as our 
“centralized mindset.” We automatically assume there is a single agentic self. How-
ever, the essence of the graffiti—as well as the Egyptian Revolution—was in the 
fact that it had no one leader. The group dynamic presented in the square formed a 
euphoric flow of creativity that would not have emerged individually. Therefore, we 
proposed putting more focus on positive aspects of group agency, rather than sim-
ply associating group activity with destruction and disorder. This former emerges 
through the conscious and dynamic agency of members of a group, creating spaces 
of imagination in resistance to those who hold positions of power.

Another insight is that an innovation does not need to be institutionalized or ac-
cepted by authorities to be considered as an innovation. It is hard to have consensus 
about any one creative outcome and political powers may put down an innovation 
just because it does not match their agenda. Considering the current authorities in 
Egypt, the graffiti might never be accepted, officially documented, or given credit, 
but still that does not undermine it as an innovation. The graffiti becomes recog-
nized within the particular social field of its producers for its aesthetics and ability 
to make a public impact, and thus is to a certain extent autonomous from the official 
accreditation bestowed through state institutionalization. In a way, graffiti valued 
by the social field of its producers is the inverse of its value as seen from the govern-
ment’s perspective.

Finally, as shown in this study, innovation comes from the unique ability of 
imagination to transcend the current social reality. It comes from the creator’s ex-
emplarily talent to look beyond current struggles and limitations and reflect upon 
oneself as an agentic factor in the composition of the social reality. This can be 
seen in the representation of revolutionaries’ act of rebellion as a dance of freedom 
(Fig. 14.5) and in the transformation of bullets into birds (Fig. 14.6). The essence 
of the creative process involved in the graffiti work was in the artists’ ability to see 
beauty and grace in the resistance movement and to become agents in changing 
their surrounding social representations, opening up new horizons for the future.
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Orwell’s 1984 novel vividly evokes the limits of human agency in the face of 
oppressive, totalitarian social systems. Under the permanent surveillance of Big 
Brother, control is exercised over the body and actions and, most of all, the mind 
of Oceania citizens. Not only does the party keep a watchful eye over incipient 
acts of resistance—such as writing a diary—but also its ambition is much greater: 
to make agency and resistance impossible by eliminating their very means: New-
speak is a simplified language designed to prevent the mere formulation of agentic, 
revolutionary thought. The novel follows closely the story of Winston Smith whose 
struggle against Big Brother is prototypical for the human effort to maintain per-
sonal agency and, with it, humanity and dignity. This ‘battle’ over personal agency 
is played out in the last, terrifying scenes of torture in which O’Brien attempts to 
gain full control over the mind of Smith by destroying within it the last vestiges of 
individuality, rationality, and affection. It is thus the individual and, especially, the 
individual mind that come across as the centre of agency while external forces con-
tinuously try to colonise this ‘centre’ and inscribe within it uniformity and complete 
dependency. The individual and society (granted, in this case, a totalitarian society 
taken to its extreme) are at odds with each other and the individual mind appears as 
both the undeniable source and last bastion of human agency.

This iconic image of what it means to be an agent and to lose this status is by no 
means a concern of the past. On the contrary, Orwell’s imaginary world serves as a 
grim reminder of the dangers of delegating too many responsibilities and sacrific-
ing individual rights to the state and it resonates, for example, with current debates 
over surveillance in places like Britain or the legitimacy of totalitarian regimes 
around the world. At the core of such concerns is the relationship between individu-
als and the collective, a relationship that raises important queries related to freedom, 
personal initiative, and our capacity to shape and not only be shaped by our social 
context. We should note here that the question of agency itself has a long history and 
the way we answer this question is consequential for our understanding of ourselves 
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as human beings, of society, and also of the natural world. Are we truly the agents of 
our individual and collective destiny or simple marionettes in the hands of instincts, 
of the unconscious, of social institutions and political powers outside our control? 
This largely existential question is by no means easy to answer and it is not the pur-
pose of this chapter to engage with it in this form. My focus will be directed rather 
towards unpacking the different meanings of agency in psychology and connected 
disciplines and proposing a basic framework for what I call ‘co-agency’. In essence, 
this type of conceptualisation challenges purely individual and mentalist readings 
of agency that do not fully account for the fact that we are not only constrained by 
our relations with the material and social world but also defined as agents by these 
very relations.

My own interest in the topic of agency has been sparked by the extensive en-
gagement I developed in the past years with the literature on creativity. At first 
sight, one might in fact wonder if creativity and agency are not interchangeable 
terms and, indeed, there are today more and more discussions of ‘creative agency’ 
(e.g. Wilf 2011). In a nutshell, my view in this regard is that creative acts bear the 
mark of agency but we are agents also when we do not act ‘creatively’, meaning 
when we do not generate outcomes considered by self and/or others as new or sig-
nificant (Lubart 2003; Runco 2007). In other words, when operating within a main-
stream view of the creative process, agency is not reserved for creative people or 
those moments in which we are visibly creating something. It is only when adopting 
a broader understanding of creativity that distributes this phenomenon at the level 
of everyday interactions between people and objects (Glăveanu 2010) that we are 
able to bring together agency and creativity under a unitary framework of human 
action that highlights its emergent, transformational quality. Becoming more and 
more familiarised with theory and research related to agency, I could not help but 
notice some deep similarities between how we tend to define agents and (or rather 
as) creative individuals. A sense of agency originating from the person and being 
expressive of the self, particularly when the self is contrasted or even opposed to 
others, to society and culture, is strikingly similar to debates over the individual or 
social nature of creative action.

In the end, as I argue here, this is a false debate since person and society are 
not two completely separate entities. People exist within society and society ex-
ists within the person. The agency and creativity of the person have their origin 
precisely in this relational space defined by individuals and the world they inhabit. 
Neither of them are ‘entities’ or ‘qualities’ possessed by the person in isolation, but 
markers of the encounter between people, objects, and social institutions. Where 
do such claims leave though Winston Smith and his struggle against an oppressive 
social system? Is saying that society populates the mind not a way of enforcing 
O’Brien’s argument that Big Brother needs to replace the individual self? What 
does it mean to discuss Smith’s co-agency in relation to that of his antagonist? 
As this chapter will demonstrate, (re)writing agency is an exercise that forces us 
to rethink our definitions of person and society and, more than this, to overcome 
dichotomic views and the temptation to create hierarchies that subjugate one to the 
other. It is an exercise in systemic thinking that does not lose sight of the individual, 
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on the contrary, gains a new appreciation of its role and capacity. At the same time, 
the agency enhancing and also the agency annihilating forces of various societal 
arrangements need to be carefully reflected upon and, as such, an ethical dimension 
inscribed into any attempt to theorise agency. In this ambitious quest, we cannot 
avoid engaging, from the start, with definitional issues and disciplinary differences. 
Positioning, as follows, the psychological perspective within this varied landscape 
will help us appreciate much better its strengths and limitations and consider new 
theoretical horizons.

15.1  The Meaning(s) of Agency

Unsurprisingly for such a complex concept, the meaning of agency is neither sin-
gular nor consensual. Different disciplines operate with various definitions and ap-
proaches to agency and these understandings communicate as well with lay concep-
tions of this notion. Moreover, the problem of agency has not been formulated in the 
same terms across historical times or geographical places. A millenary tradition of 
reflecting on whether people possess the freedom to shape their own destiny within 
philosophy and theology led scholars to a reflection on the relation between free 
will and determinism, the individual and collective aspects of agency, and the need 
to enhance or control this quality. Today, we live in a day and age in which the ques-
tion of agency is becoming more and more pressing, and leads people around the 
globe to question the political class, the premises of dominant economic systems, 
or our relationship to the environment. New issues such as personal and societal 
responsibility, as well as a belief in the power of agency to transform human life and 
society, are evermore present. And yet, the question still remains of what exactly 
do we mean by agency when we try to understand, discover, protect, or enhance it?

One way to approach this generous question is to consider the etymological ori-
gins of this term. The dictionary1 points us to the Latin concept of agentem ( agentia 
in Medieval Latin) and its connections to being active, effective, and powerful. 
Interestingly, more recent references to this term from the nineteenth century desig-
nate an establishment where business is done for another. This meaning is preserved 
in current usage whenever we refer to organisations, companies, or governmental 
bureaus as agencies. While this institutional reading of the concept does not concern 
me here, it is important to note that the general idea of acting on behalf of others is 
fundamental for agency theory as developed in economics and sociology (see Shap-
iro 2005), where the focus often falls on principle–agent relations. Anthropological 
accounts, on the other hand, tend to emphasise action and, in particular, discuss how 
we either act or are acted upon by others and objects (Gell 1998). In philosophy, the 
idea of agency is closely connected to debates of long duration between partisans 
of free will and those who see it as constrained, limited, or even illusory. Between 
existentialist ideas claiming that we are condemned to be free (and responsible for 

1 Online etymology dictionary, available from http://etymonline.com/.
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this freedom) and structuralist views there is a wide spectrum of positions that con-
tinue to shape debates in the humanities and the social sciences. The controversy 
over the nature and power of agency is pervasive and has permeated many schol-
arly domains including organisational studies (Reed 1988), law and policy (Ch-
eliotis 2006), international relations (Hollis and Smith 1994), human geography 
(Pile 1993), education (Gough 1999), and computing (Friedman and Kahn 1992). 
Of particular interest remain both traditional accounts of agency in theology (see 
Browning Helsel; Chap. 10, this volume) and more recent discussions in neurosci-
ence (Lavazza and De Caro 2010; Klemm; Chap. 4, this volume and Zhu; Chap. 5, 
this volume). Notable for the latter are the contentious findings of Libet (2002) that 
question the idea of free will on neurological grounds.

While one would expect a thriving area of agency studies in psychology, consid-
ering the connection referred to before between agentic qualities and the individual, 
particularly the mind of the individual, it is surprising to see relatively few discus-
sions of agency among psychologists. This state of affairs can be explained in dif-
ferent ways. Under the influence of behaviourism and, later on, cognitivism, most 
psychologists tend nowadays to consider agency a rather mysterious, philosophical 
concept, one that is difficult to operationalise in empirical research. Regrettably, the 
same kind of theoretical and methodological narrowness led many psychologists 
in the last decades to become less concerned precisely with the kind of notions 
that were fundamental for the discipline in its early days. Consciousness is here an 
example among many. While general psychology textbooks rarely mention agency, 
this concept remains important for social, cultural, and developmental psycholo-
gists. One of the most visible examples of psychological literature on the topic of 
agency can be found in the writings of Alfred Bandura for whom:

To be an agent is to influence intentionally one’s functioning and life circumstances. In this 
view, personal influence is part of the causal structure. People are self-organizing, proac-
tive, self-regulating, and self-reflecting. They are not simply onlookers of their behavior. 
They are contributors to their life circumstances, not just products of them. (Bandura 2006, 
p. 164)

What is distinctive for Bandura’s account, as well as much social psychological 
thinking about agency, is the emphasis on the reciprocal relation between person 
and context. Taking stock of past conceptions, Bandura (1989) distinguishes be-
tween three distinct conceptualisations defined as autonomous agency, mechanical 
agency, and emergent interactive agency. Both autonomous and mechanical views 
of agency are limited by their emphasis on the complete independence of agents and 
on stimulus–response causal links, respectively. On the contrary, his social cogni-
tive theory stresses the emergent and interactive nature of agency where ‘persons 
are neither autonomous agents nor simply mechanical conveyers of animating en-
vironmental influences’ (p. 1175). While taking into account both individual and 
environmental influences, the core of Bandura’s theory remains his well-known no-
tion of self-efficacy. In his view, it is important to understand not only how external 
influences impact the thoughts and actions of the person but also how the person’s 
own reflections shape this dynamic. These self-generated influences are a crucial 
contributing factor and, in fact, offer the central characteristic of human agency. 
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Bandura’s discussion of agency is therefore repeatedly framed in terms of feedback, 
the representation of outcomes and goals, and forethought. Taking the example of 
the latter, we are invited to think about how purposive behaviour is regulated by our 
capacity to anticipate the outcomes of our action. This capacity motivates (or dis-
courages) the person to demonstrate agency by pursuing a certain course of action 
and not others. Self-directiveness and self-control are key to a cognitive perspective 
on agency and raise questions of whether and how we are actually departing from 
the traditional focus on the individual and on internal processes. The simple stimu-
lus–response schema of behaviourist psychology is updated by adding stimuli gen-
erated by the person himself or herself but this does not account for the complexity 
of the world outside the individual self.

What theories of agency in psychology and connected disciplines often lack is 
the contextualisation of this phenomenon and its many forms of expression. Indeed, 
being agentic cannot be reduced to acting within a principle–agent relationship, 
to a pattern of neuronal connectivity, or an increased level of self-efficacy. We are 
agents in our daily lives in numerous ways and our action is always situated materi-
ally, symbolically, and socially. Even no action can be, and often is, a sign of agen-
cy. Added to this intrinsic diversity is the fact that theories of agency cannot ignore 
what Brockmeier (2009) calls agentive discourses. It is not only the case that human 
action bears the mark of agency but also this agency and the personal experience of 
being an agent are constructed through the way we think and talk about ourselves. 
Lay knowledge and experiential accounts of agency should not be disregarded since 
they participate in the phenomenon itself. Fundamentally, we are all seeking agentic 
forms of expression and we are also ready to attribute agency to others, including 
non-human elements (see Heider 1958). In the social situations we encounter, we 
are often driven by the need to explain the actions of self and others in causal terms 
or, in other words, to look for the responsible agents. In this process, we get to 
personify and invest with agency supra-individual entities (e.g. institutions or the 
state) and even nature (see Nash 2005). Moreover, we need also to account in our 
explanations for the possible difference of perspective between actors and observers 
and their sometimes conflicting interpretations of one and the same situation. And 
this state of affairs contributes to the proliferation of definitions I referred to above. 
However, surface diversity should not prevent us from observing some deep-level 
similarities across disciplines, as well as across science and common sense when it 
comes to theorising human agency; it is these similarities I move on to discuss next.

15.2  The Antinomies of Agency

At the core of the multiplicity of meanings attributed to agency in different disci-
plines stand a series of dichotomies that have historically structured our thinking 
about this phenomenon, both in science and lay understandings. This is not surpris-
ing considering that human thinking usually takes place in antinomies (Marková 
2003) on the one hand and, on the other, considering the ongoing debates concerning 
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the nature and consequences of being an agent in the social world. Despite the fact 
that such debates tend to be over-productive in terms of theory, the conclusions they 
lead us to are not always illuminating. This is because the very act of establishing 
strict dichotomies can be misleading and frame the problem of agency in terms of 
one type or another when, in reality, the middle way or an integrative perspective 
would make more sense. As follows, I will focus on four key historical antinomies 
of agency which do not imply that these are the only polar lenses through which 
this phenomenon has been understood. In each case, I will reflect on the need to 
overcome dichotomous thinking and replace it with more relational forms of con-
ceptualising agency (for a similar discussion of creativity, see Glăveanu 2013):

1. Agency between complete freedom and the absence of freedom. The importance 
of agency and the controversy over its extent relate closely to its association 
with the idea of freedom. For a long time in both philosophy and theology (see 
Browning Helsel; Chap. 10, this volume), the debate over agency revolved 
around ‘free will’, a concept that remains crucial for theories of action in philos-
ophy and sociology, and for the study of ethics. The antonymic pair of freedom 
is determinism, a view that emphasises constraints over self-expression, predict-
ability over chance, and dependence over independence. And this dependence 
is not only due to the influence of external social forces such as institutions or 
the state but is also organised internally through instincts and the unconscious. 
Deterministic theories are brought together by the conviction that there is no 
such thing as ‘absolute freedom’. This claim is not hard to understand consider-
ing the fact that nobody lives in a material and social vacuum and, as part of 
larger biosocial systems, we are continuously influenced by elements or relations 
outside of us. And yet, the same systemic view (see Valsiner 2000, 2007) should 
make us sensitive to the fact that, just as we are constantly affected by environ-
mental forces, we constantly exercise our influence over other people and the 
material world. This logic is in fact inscribed in the notion of ‘relationship’ seen 
as an interactive, bidirectional connection between person and context. As such, 
to argue for agency does not mean to argue for indeterminism (Williams 1992) 
but to consider freedom and constraints as two sides of the same coin. More than 
this, it means to overcome this false dichotomy by transforming it into inter-
dependence. Just as complete freedom does not make sense in the absence of 
constraints, the absolute power of structures to determine our thinking and action 
fails to explain processes of personal and social transformation.

2. Individual agency versus the agency of supra-individual agents. If and when 
we accept the possibility of agency, the next important question becomes who 
exactly the ‘agent’ is. It is often the case that images of absolute freedom tend 
to be associated with a focus on individual actors and ground the capacity for 
agentic action within personal initiatives, particularly taken by ‘creative’ agents. 
This individualistic understanding of agency is contrasted by a more historical 
and sociological one, where the focus is on the state and its institutions credited 
as capable of creating and supporting social change. Considering the state a ‘per-
son’ within international relations (Wight 2004) is challenged by other accounts 
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of social change that invite us to literally put people back into our understanding 
of nations (Thompson 2001). But the question remains in this latter case how 
we can explain macro-social change in terms of the action of single individu-
als. Burns and Dietz (1992) discuss this process by using evolutionary theory 
within a sociological framework. In order to do this, they define culture and 
institutions as systems of social rules and, consequently, envision evolution as 
the dynamic transformation of these rule systems. Individuals both produce and 
reproduce social norms. The evolutionary progress of social systems does not 
therefore aim towards any predetermined, final stage but is constantly shaped by 
complex contingencies and micro-level processes. In their turn, population-level 
phenomena regulate and select from the variations produced by individuals in 
a dynamic cycle of transformation coordinated at these different levels. In this 
case, it does not make sense to ask whether agency is specific for people, institu-
tions or nations because, in reality, it does not reside in any but is produced by 
the relations between them.

3. Agency as expressive versus agency as responsive. Richard Shweder (1990), 
describing the connection between person and context, proposed a simple typol-
ogy that is highly relevant for our discussion of agency. For him, this relation 
can be described as positive, whenever the intentionality of the world amplifies 
or supports that of the person and negative when, on the contrary, it opposes his 
or her intentions. Also, the relation is active when the person takes the initia-
tive in creating or selecting aspects of the world most suitable for being acted 
upon and, reversely, passive when he or she ends up living in a world designed 
by others according to their own intentions. In other words, the person can be 
an agent or depend on the agency of others. What is interesting about this basic 
framework is that, in the spirit of what I have mentioned above, it focuses on 
the dual system of person and environment in conceptualising agentic action. In 
fact, psychology’s own dilemma regarding human agency can be summarised 
in terms of expressiveness of the self, whenever individuals have the capacity 
to personalise their world, or in terms of responsiveness, being at the mercy 
of external stimulations and adapting to rather than transforming one’s context. 
The idea of expressiveness, closely related to notions of authenticity and sin-
cerity (see also Wilf 2011, for an anthropological perspective), portrays human 
beings as self-directed and capable of shaping the environment according to 
their aims and the emotional connections they establish with others. In contrast, 
the responsive approach describes humans as fundamentally passive beings, a 
view that is not far from the stimulus–response framework of behaviourism and, 
later on, cognitivism (see Bandura 2006). According to this perspective, we are 
mostly creatures of habit that get to learn structured ways of interacting with 
the environment based on previous experience. However, this account ignores 
the fact that habits themselves are open structures that allow people to flexibly 
(and agentically) navigate the world in ways that are simultaneously responsive 
to and expressive of personal life circumstances (see also the notion of habitus 
developed by Bourdieu 1990a, 1990b; Bourdieu and Wacquant 1992).
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4. Agency as originating in the brain versus the agency of the whole person. One 
of the latest debates in the literature on agency originates in neuroscience and 
its recent quest for locating this phenomenon within the brain or, more broadly, 
to discovering the neurobiological correlates of agentic behaviour (for a discus-
sion in the present volume, see Chaps. 4 and 5). From this perspective, agency 
is described in terms of processing information at different levels of the nervous 
system and generally associated with executive control. As such, it is consid-
ered to require the participation of different areas of the cerebral cortex such as 
the speech centres, face recognition areas, and the motor cortex (see Klemm; 
Chap. 4, this volume). What this localising effort is contrasted with is a broader 
understanding of agency as a property of the whole person. Agents cannot be 
reduced to their neurological processes but engage, at once, emotional, cogni-
tive, and volitional elements, psychological phenomena that rely on but are of a 
different order than their biological substrate. This integrative image is specific 
for the scholarship of early psychologists and philosophers such as John Dewey 
(1934) for whom acting in the world necessarily requires the participation of our 
whole being, something that defines human experience. For Dewey, this totality 
goes beyond the isolated individual and includes human–environment relations. 
As I argued above, adopting a relational perspective on human agency helps us 
transcend dichotomies between the ‘inside’ and the ‘outside’, determinism and 
indeterminism, expressiveness and responsiveness, and, in this case, between 
the brain and the body. Contemporary cognitive science and philosophy of mind 
accounts are well aware of the dangers involved in trying to localise psychologi-
cal functions in the brain, particularly phenomena as complex as agency, and are 
increasingly adopting more systemic approaches to the study of brain, body, and 
environment (see Hutchins 1995a, b; Gallagher 2013).

Whether agency is conceived as complete or constrained freedom, as the property 
of the individual or supra-individual actors, as self-expressiveness or mere respon-
siveness, as originating in the brain or in the totality of person (including person and 
environment), there are at least two underlying assumptions that permeate each of 
these antinomies. One concerns the (artificial) separation between person and con-
text and the other portrays agency as a unidirectional vector, typically originating 
inside the person and directed towards the world; when agency is absent or limited, 
this unidirectionality takes the form of an imaginary vector pointing the other way 
around, from the environment to the individual. This kind of separation between 
person and world is at the root of several misconceptions fostered by dichotomic 
thinking since it supports the creation of boundaries, categories, and hierarchies. In 
order to transcend these divisions, what we need is a bidirectional concept of agen-
cy, one that considers this phenomenon socially and developmentally and places it 
within the relational space between person and his/her (social and material) context. 
A bidirectional type of thinking in this case invites us to theorise co-agency as a 
more suitable notion defining the co-participation of person and world in all types 
of actions we come to define as ‘agentic’. Previously, other authors conceptualised 
this notion in relation to social networks (see discussions of distributed agency, 
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Yamazumi 2007; shared agency, Browning Helsel; Chap. 10, this volume) while 
in earlier work I focused mostly on the co-agency of humans and material objects 
(Glăveanu 2014). By articulating both and locating agency at the level of person–
world relations, we are able to expand the meaning of agency itself and recognise it 
as a basic, perhaps the most pervasive and distinctive, feature of human existence. 
Agency understood not as a noun (a thing) but as a quality of our action is indeed 
omnipresent since both person and world are dynamic, open systems that shape 
each other through their relationship.

15.3  A Sociocultural Framework for ‘Co-agency’

Before outlining a sociocultural framework for the notion of co-agency, I will be-
gin this section with two examples drawn from everyday life, one represented by 
a recent episode of shopping for lunch with a friend in London and the other taken 
from my extensive fieldwork with Easter egg decorators in a village in northern 
Romania. These two mundane situations bring to the fore several important issues 
for our discussion of agency such as the interplay between choice and constraints, 
the role of habits and tradition in structuring action, and the possibility of change 
within scripted interactions. Both shopping and decoration activities are, to a dif-
ferent extent, structured by social and material constraints and yet their outcomes 
are often different from what we expect or intend to achieve. This is a common 
situation, for example, when entering a supermarket, even when a shopping list was 
prepared from before, and it is certainly the case of decorated eggs whose colours 
and shapes often surprise their makers. Are these to be considered signs of agency? 
Or should we interpret them as the result of circumstance and hazard? As I come 
to show within this section, agency typically builds on chance and circumstance 
but always does so in a reflective manner. Moreover, this process is not led by the 
person alone but shared with other people and even with the artefacts that surround 
us and ‘respond’ to our action.

Going shopping for food is certainly a widespread activity and one that builds 
on a number of culturally established scripts (Stoltman et al. 1989). The organisa-
tion of the supermarket space supports this normativity by regulating the movement 
of customers. There are certain points of entry and certain points of exit (and in-
deed confusing them might call the attention of the staff). Baskets are conveniently 
placed near the entries and different corridors define the path one can take inside 
the supermarket. Moreover, food and other products are displayed according to a 
certain logic within the shop (although this logic often escapes hurried clients), and 
grouping goods in different pre-established categories is the norm. If the customer 
is a regular of the place, the shopping process is largely facilitated by this (relatively 
stable) organisation and made more efficient. However, at least once in a while, a 
change in display or an advertisement for a promotion might disturb our routinised 
ways of navigating the space of the supermarket. First-time customers will almost 
always need to pay attention to environmental cues in order to understand the place 
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and find their way within it according to what they wish to purchase. But in most 
cases, again, the general normativity of shopping permeates this activity and facili-
tates its success.

The episode I will briefly describe here took place recently while buying a few 
items for lunch together with a friend in London. On that day, my friend and I were 
walking past a well-known supermarket in the UK when we remembered that we 
wanted to buy some food for my lunch (as we had decided to eat at home). Entering 
the shop with the rather vaguely defined intention of buying some already cooked 
food, I started by looking for the section that had such items. Since the UK food 
culture encourages one to buy takeaway food for lunch such as sandwiches, salads, 
or pasta, I was spoiled for choice and this, I noticed, was not necessarily the best 
thing for my decision-making process. While having options and the possibility of 
(freely) choosing between them is at the core of what we understand by agency, too 
much choice and too much freedom can lead to indecisiveness and, in some cases, 
to abandoning the situation. Furthermore, how free are we to choose in the super-
market? One might argue that, even without realising, our agency is constrained, 
manipulated even, by the display of the items and marketing strategies, including 
pricing (e.g. Fiore et al. 2000). On the other hand, I have some relatively well-
defined preferences, and it would be hard to be manipulated into changing them on 
the spot (of course, deterministically minded people can inquire further into how I 
came to form these preferences but we will leave this aside for now). And indeed, 
after exchanging a few items, I saw something I immediately knew I preferred (if 
you are curious, it was a box of paella) and proceeded to buying it after inspecting 
the label and content (through the transparent packaging). Interestingly, during this 
process, I told my friend who is a vegetarian that I wanted to buy a vegetarian dish 
in order not to bring meat, although packed, into her fridge. Unfortunately, I ended 
up doing the opposite, but only because I knew she would not mind me choosing 
the food I wanted.

The second example I want to bring to this discussion takes us to a completely 
different space than that of a big supermarket in a busy metropolis. In contrast, this 
context is that of a quiet village situated between mountains in the north of Roma-
nia, close to the border with Ukraine. Ciocăneşti might be a small rural space but 
is well known in the country for its active community of egg decorators, a tradition 
with ancient roots in Romania (Gorovei 2001; Zahacinschi and Zahacinschi 1992). 
Using an old system of decoration techniques and motifs, this practice typically 
requires the artisan to work with warm wax on the surface of the egg and succes-
sively immerse it in colour, particularly yellow, red, and black (for details about the 
process, see Glăveanu 2012). The act of decoration is, as such, deeply embedded 
within the material and symbolic world of the artisan and his or her community. 
Its outcomes reflect the taste and aesthetics of different regions within Romania 
and it is often the case that eggs decorated in one village differ quite substantially 
from the designs used in another village close by. On the whole, though, in the 
north of the country, geometrical decoration is preferred despite the fact that recent 
decades brought about many changes in the life of this craft. For example, it is rare 
nowadays to use natural colour pigments and more intricate patterns are preferred to 
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simpler, traditional motifs; in addition, eggs with wax in relief or figurative decora-
tion are becoming more and more common. These changes have been driven by an 
ever-growing market, both national and international, for the distribution of these 
artefacts.

As part of my fieldwork, I interviewed and observed decorators while working 
in an effort to unpack microgenetic creative processes within a traditional craft. As 
part of this ethnographic study, I closely documented the activity of known decora-
tors in Ciocăneşti through photographs and videos (collected with the help of the 
subjective camera, for details see Glăveanu and Lahlou 2012) at the home of the 
artisans, at the Museum of the Decorated Egg, and at the national Easter fair. The 
series of pictures depicting the first stage of decoration (see Fig. 15.1) were taken 
at the national fair and present the work of Valerica Juşcă, one of the participants at 
the event. As these pictures show, Valerica started by segmenting the egg with the 
help of a pencil and not directly with wax. This is a widespread procedure that helps 
decorators create reference points before drawing the motifs in wax. It is also an 
additional safety measure since depicting ornaments on an object the shape and size 
of the egg (in this case hen eggs, the only ones admitted at the decorators’ contest) is 
challenging and any mistake made in wax cannot be repaired later on (as wax sticks 
to the surface of the egg and, even when erased, makes colour ‘catch’ less well on 
that particular surface). Being an experienced artisan, Valerica drew double and not 
simple lines, effectively segmenting the egg into two main areas: the extremities 
(top and bottom) and a larger, middle belt. This kind of segmentation is common but 
there are also other possibilities and the decision is largely influenced by the shape 
of the egg, one of the many ways in which the materiality of the artefact participates 
in the agency of the decorator. On the top part, Valerica decided to alternate star 
rays and hooks, both simple and traditional ornaments that can be combined and 
re-combined in different ways and associated with many other elements (in fact, 
they are themselves taken from more elaborate motifs such as the star with eight 
rays, a symbol of perfection and femininity). The belt part was segmented into four 
main quadrants and, just as with the top, symmetry guided decoration work. Vale-
rica chose in one of these quadrants (repeated later on the other side of the egg) to 
continue depicting star rays and hooks, something perhaps prompted by the design 
of the top. However, due to the different disposition of the space, she also included 
a cross in the middle, a Christian symbol designating the religious significance of 
these artefacts. In the other quadrant (also repeated later on the other side), she 
opted for a traditional pyramid-like shape on the sides of diagonal lines. This shape 
is often found on ornamental houses in the community and testifies to the ways 
in which folk art ornaments communicate between different media, from eggs to 
houses, gates, and clothes. Finally, the triangular shapes ending in a dot remind of 
the ends of towels and tablecloths (see also the lines drawn around the triangular 
shape of the star rays) and, once more, suggest a close dialogue between this craft 
and the material and cultural world it belongs to.

These two examples, of shopping for lunch and decorating an Easter egg, per-
fectly illustrate the dynamic negotiation, within agentic action, between freedom 
and constraints, between personal initiative and the intentionality of other people 
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Fig. 15.1  Egg decoration in Ciocăneşti (Valerica Juşcă)
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Fig. 15.1  (continued)
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and objects, between the possibility for change and the normativity of tradition and 
social scripts. Navigating the space of the supermarket and ornamenting the space 
of the eggshell are opportunities for agency not because they lack any determin-
ism but precisely because they are highly constrained, materially, symbolically, and 
socially. As an agentic individual, I am very much used to entering shops, includ-
ing the branch I visited during my trip to London and, similarly, Valerica has been 
decorating eggs for years using motifs such as the star or the shepherd’s hook and 
will probably continue to do so in the future. And yet, our actions never lead us to 
the same outcomes. I rarely, if ever, had that type of paella for lunch, and arguably 
the egg produced by Valerica is absolutely unique. The variability inscribed in both 
person and context, because of the open and developmental nature of both, is one 
of the main engines of our agency and, as I argued elsewhere, of creativity (see 
Glăveanu and Gillespie 2014). What is though specific for agency? I propose as 
follows that there are at least three key elements present in both situations described 
above and potentially found in a variety of human activities. These are intentional-
ity, (re)action, and reflexivity. The framework I develop and discuss below defines 
co-agency as the cyclical coordination between these processes, all placed within a 
context characterised by numerous social and material constraints (see Fig. 15.2). 
Within this cyclical interrelation, the intentions, actions, and reflections that make 
up our agency are constantly distributed between person and his/her environment, 
thus emphasising the fact that agency itself is best understood as ‘co-agency’.

Fig. 15.1  (continued)
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Proposing a cyclical framework of co-agency means to consider this phenom-
enon as a (relational) process rather than a thing or static quality. It also means that 
there is no particular start or end point within this dynamic and that, indeed, the 
three ‘moments’ of agency are fundamentally interrelated in any concrete situa-
tion, they overlap and feed into one another. However, for analytical purposes, we 
can begin by discussing the notion of intentionality in the model above. From the 
start, it is important to note that I refer here to intentionality and not intention since 
I consider the former to be a broader orientation of the person towards the world, 
a general sense of directedness (for a philosophical account, see Brentano 1874). 
This stands in contrast to usual goal-directed accounts of action (Chranach 1982) in 
which the intention to achieve a particular result and the representation of this result 
are given priority. While I do not fully disagree with this approach, I do believe that 
by reducing intentionality to specific intentions, we are not only missing the rich-
ness of this concept but more easily fall prey to descriptions of action that separate 
intentions from the process of accomplishing them. For example, in the creativity 
literature, there tends to be a general consensus that one’s work is creative only if 
it comes out of an intentional process in which the creator is largely aware of his 
or her creative goals (Weisberg 1993). However, what happens in reality, and what 
is clearly the case for Valerica in her practice of egg decoration, is that intentions 
or goals are formulated and reformulated in the very process of acting on them. In-
tentionality is indeed not an antecedent of action, separate from it and determining 
its course. As part of the co-constructive process of agency, our intentions originate 
from the interaction between person and context and not solely from ‘inside’ the 
individual. Consider the shopping episode briefly described above. Entering the 
supermarket, I did not have the specific intention to buy a certain type of food and 
the decision process was shaped by an active exchange between my preferences, the 
dialogue with my friend, and the choices available (including their material proper-
ties as reflected by packaging, pricing, etc.).

As such, in practice, the distinction between intentionality and action is blurred. 
To understand them better in their unity, we need to consider next the notion of 
(re)action as one that captures the simultaneously active and reactive aspects of 
our relation to the world and both its human and non-human agents (see also La-
tour 2005). To act in and on the world involves continuous action–perception loops 
within which the person creates a certain change in the environment and this creates 
at the same time a change within the actor himself or herself. We not only act but 
also perceive the outcomes of our action and are influenced by them. This is the case 

Fig. 15.2  A framework of 
co-agency
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of the artisan decorating eggs whenever a movement within the decoration process 
can continue or destroy the work (see the notion of workmanship of risk, Pye 1968), 
something that prompts the person to find practical solutions of an improvisational 
nature. It is what Dewey (1934) famously referred to as the interconnection between 
doing and undergoing, between directing one’s action towards the world and then 
incorporating its reaction to it. (Re)Actions are crucial for agency because, in es-
sence, they are the ground for both the making and unmaking of intentionality and 
reflexivity. In this sense, once more, to think of agency as a property of the person’s 
doing is limited. This unidirectionality is complemented and, indeed, shaped by the 
resistance of the environment towards one’s doing. This in-between-ness of action 
is reflected also in the fact that what it typically does is exploit the affordances of 
objects and social relations. And affordances are themselves relational properties 
that reunite the possibilities of the person with those of the material and social world 
(for a broader discussion, see Gibson 1968; Costall 1995). If I was able to enter the 
supermarket, walk down the aisles, and find the food I wanted, it was because the 
environment was structured in intentional ways (see Shweder 1990) and I made use 
of existing affordances (of doors, shopping baskets, packaged and ready-cooked 
food, money, etc.). The intentionality of other people—in this case those who pro-
duce and sell the goods—is inscribed in the way the material world is organised and 
this both facilitates and constrains my agentic (re)action within the environment.

And it is sometimes the case that constraints are very visible and end up block-
ing the path of action and making the person pause and reflect on the situation. 
This happens particularly when confronted with novelty, with the unexpected, or 
with obstacles. In the pragmatist tradition, such moments are considered to be at 
the origin of thinking processes (Mead 1964) and, in another strand of literature, of 
creativity (Torrance 1988). I have discussed elsewhere why connecting conscious, 
creative action with the presence of obstacles might distort our view of everyday 
activities, habits, and routines (see Glăveanu 2013). However, for the purpose of 
this framework, my definition of reflexivity will draw more on dialogicality and 
perspective taking2 (see Gillespie 2006) and formulate it as the capacity to adopt 
a new perspective on one’s action and its outcomes. In this sense, being reflec-
tive is a deeply social act and it also has the potential to shape our intentionality 
and future course of action. Reflexivity was connected by Dewey with undergoing, 
the moment within action when the person becomes aware of his or her goals. As 
such, there is once more a blurred line between (re)action and reflexivity within 
the framework proposed above and this is demonstrated also in my supermarket 
example by the fact that, within the process of buying lunch, I started considering 
different types of food from the perspective of my vegetarian friend. This act of 
reflexivity was not taking place inside my head but expressed in both action (tak-
ing or putting back items, etc.) and communication (letting my friend know about 
my intention, asking if she would mind me buying finally the paella, etc.). Equally, 
there is reflexivity in the process of egg decoration although it might not be always 
expressed verbally since most of the times this work is done alone or in silence. 

2 I am grateful to Constance de Saint-Laurent for discussions of this notion that centre on the 
notion of perspective.
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And yet, filming this practice, I could notice how both expert and novice decorators 
regularly turn the egg around and look at the motif at intervals of a few seconds 
(see Glăveanu and Lahlou 2012). Asked what this move accomplished, I was told it 
involves taking stock of what has been done and reflecting on future steps. Within 
the framework of co-agency proposed here, this is a crucial phase in the process, 
in which decorators take the perspective of the audience on their own work (e.g. of 
peers, of future customers).

Finally, we can also note that, in Fig. 15.2, co-agency is depicted as embedded 
within social and material constraints which both limit and allow what agents can 
actually do. The absence of any constraint is blocking (think about the instruction 
‘be creative!’ given without any other details) and so is the presence of too many 
restrictions (because it can be demotivating). What the ‘optimum’ is in this case 
depends on both person and context of action and the dynamic articulation and co-
evolution of both. In fact, one of the key characteristics of the sociocultural model 
put forward in this section resides in its emphasis on connectivity and temporality. 
As a unitary system, agent and environment shape each other within the cyclical 
movement between intentionality, (re)action, and reflexivity. And this broader and 
contextual understanding sets this model also apart from other conceptualisations, 
much more individual in focus, including some presented in this book (see Klemm’s 
(Chap. 4, this volume) discussion of the following chain of stages: intend, remem-
ber, value, decide, prepare/plan, and act). However, other authors did consider more 
of the elements described here. For instance, Bandura (2006, pp. 164–165) pres-
ents an interesting commentary on what he calls the four core properties of human 
agency: intentionality, forethought, self-reactiveness, and self-reflectiveness. On 
the surface, these terms he uses are strikingly similar to those in Fig. 15.2, and yet a 
closer analysis reveals that his conception of intentionality refers to formulating ac-
tion plans and strategies (in which forethought designates cognitive representations 
of these future plans and goals), reactiveness means self-regulation, and reflexivity 
is represented by functional self-awareness and metacognitive capacities. For some 
readers, particularly those more inclined towards adopting a cognitive approach, 
such a vocabulary will sound reassuringly familiar. However, in my view, it is too 
individual centred and intra-psychological to account for changes in the world and 
not only in the self, a key concern for any theorist or researcher of co-agency.

15.4  Co-agency in a Broader Framework

In this chapter, my main aim was to introduce and develop the concept of co-agency 
and, in doing so, I tried first to position this conception within the landscape of vari-
ous disciplinary perspectives on the topic, many of them reflecting a long tradition 
of theorising what is specific for human beings and for human society. Many of 
these perspectives can be organised along the lines of simple antinomies, an exer-
cise that is not always fruitful as it tends to radicalise our view of agency. Trying to 
add to the existing literature and go beyond dichotomic thinking, I proposed here 
a basic (and triadic) sociocultural framework of co-agency describing shared or 
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distributed processes between people and their (social and material) environment, 
processes that contribute to the cyclical relation within co-agency between inten-
tionality, (re)action, and reflexivity. While I am the first to acknowledge the fact that 
such divisions are primarily analytical, I do believe discussions of agency neces-
sarily have to deal with the issue of intentionality, with the dynamic between doing 
and undergoing, and the capacity to reflect on the outcomes of one’s action from 
the position of other people. One benefit of looking at such primary processes is 
that we are able to overcome the idea, rooted in both scholarly and lay conceptions, 
that agency is specific for a limited number of individuals who are capable, unidi-
rectionally, to shape culture and society and position themselves outside the deter-
ministic forces of conformity and routine. In contrast, co-agency considers as its 
basic unit the agent in context. It does not deny the role of the individual person but 
conceives of this person as a thoroughly sociocultural agent, one that does not stand 
apart from his or her environment but acts from within it. Human agency becomes 
thus a widely distributed process not to be found only in the hands of a few but in 
the everyday life of all. This universality of co-agency largely resides in the basic 
fact that, through our capacity to symbolically act on the world, we are capable of 
detaching ourselves from the here and now. We are thus not trapped by our immedi-
ate reality but use tools and signs (Vygotsky 1997) to respond to and also transform 
our environment. In this sense, symbolic activity as expressed in meaning-making 
represents one of the most distinctive signs of human agency (Brockmeier 2009).

While acknowledging such primary processes that focus our attention on the 
psychological, we must also consider the ways in which co-agency operates be-
tween people and how it can be understood as an interpersonal rather than indi-
vidual phenomenon. The theoretical framework advanced in this chapter captures 
the dialogue between agents and their context by stressing the co-constructed nature 
of intentionality, the dynamic between acting and being acted upon, and finally, the 
social positions embedded within moments of reflexivity. Chapter 10 points to the 
fact that agency is not the only ‘good’ or ‘virtue’ significant for human life and men-
tions, among others, community and connection, acting in a trustworthy manner, 
and being capable of self-sacrifice. I would argue, from my perspective, that co-
agency necessarily builds on community and connection and should always be con-
sidered, theoretically and methodologically, in relation to these constructs. Bandura 
(1982, 2000) himself, when linking agency and self-efficacy, referred consistently 
to both individual and collective forms of expression for both (the latter relating to 
the shared beliefs we hold about the power of collective action). But Helsel’s argu-
ments make us consider not only the community behind agency but also the ways in 
which shared agency itself contributes to the existence of the community. It raises 
issues of personal and social responsibility for those who are denied or lack agency 
in particular contexts. Indeed, no discussion of co-agency is complete without rec-
ognising relations of power between different agents (human but also non-human, 
particularly supra-individual) and the way they shape our intentionality, capacity 
for action, or guide our reflective efforts.

If the sociocultural framework elaborated in this chapter offered an answer to the 
fundamental question ‘do humans have agency?’ (by arguing that yes, co-agency is 
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widely distributed and represents a marker of our everyday existence and experi-
ence of the world), a focus on inequality, domination, and power structures invites 
us to reformulate this interrogation into the more urgent and pragmatic question of 
‘how do we foster co-agency in the case of individuals and communities?’. This 
type of reframing forces us to understand that, although our actions carry with them 
the marker of co-agency, this inherent potential is not always realised to its fullest; 
there are indeed many people and communities in the world who, in one way or 
another, are prevented from becoming agents in their own right and developing their 
own forms of intentionality and action or building forms of reflexivity that would 
allow them to imagine and construct a better future for themselves. Without being 
void of any agency, we often have the experience of not being the agents of our own 
development within concrete situations (e.g. think about the experience of many 
students in formal education settings or that of people living in totalitarian regimes). 
But, precisely because agency defines bidirectional, evolving relationships, there 
is always the possibility of resistance and we have numerous examples throughout 
the world of how individuals and communities fight against hegemonic discourses, 
colonising practices, and dehumanising forms of discrimination (Howarth 2004; 
Jovchelovitch 2014; Glăveanu and Sierra, under review). The question for theorists 
and practitioners alike is how to support their efforts and how to contribute to em-
powering the marginalised and the oppressed? Although there are many factors to 
take into account and each case needs to be considered separately, we might draw 
some inspiration from the sociocultural framework of co-agency and consider, at a 
practical level, what kinds of intentionality are being constructed with or for people, 
how action is met by obstacles and, most importantly, how this experience can lead 
to reflexivity on the part of all those involved.

In the end, co-agency is never a given but a constructive, relational process, 
always in the making within the interaction between individuals and groups. As a 
shared phenomenon, people ‘take part’ or ‘participate’ not only in their own agency 
but also the agency of others. Today’s world and its increased connectivity through, 
among others, the Internet and new media offer both the paradigmatic example of 
co-agency and represent its necessary condition. We live in a time and age in which 
opportunities for communication, exchange, and cooperation abound. And yet, this 
is also a world in which the digital revolution creates the conditions for mass sur-
veillance and the development of more and more sophisticated ways of limiting the 
agency of people often without them even realising it. How far is this reality from 
the experience of Winston Smith in Orwell’s 1984? Clearly, there are visible dif-
ferences when it comes to the level and means of coercion used. In Smith’s case, 
the aim of his persecutors was to destroy any intentionality or personal initiative, 
reduce possibilities for action and thought, and, ultimately, eliminate reflexivity or 
the capacity to question authority (Big Brother). The reality of our lives and interac-
tions with others is however more complex. But if we do take co-agency seriously, 
we need to consider carefully both the person and the material and social system it 
belongs to and observe the development or, on the contrary, the reduction of agency 
within their interrelation. We also have to be aware of the ethical nature of this 
relationship and start theorising moral co-agency as the basis for better, more fair, 
and inclusive societies.
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Agency is first of all interesting in terms of its explanatory power. However, there 
are several uncertainties and ambiguities related not only to agency but also to ex-
planations, and not least their more or less actual power to explain. In his classic 
pamphlet on explanations, Toulmin (1963) demonstrated that no explanations are 
able to provide adequate predictions, but their qualities are rather related to their 
capacity to make sense of the connections between the observed facts.

The ambiguity of the power of explanations is envisaged in the immediate un-
derstanding of explanatory power. A theory that explains an abundance of events is 
normally to be preferred, whereas a theory that is rather limited and explains just 
a few events is rather understood as being weak. Yet psychoanalysis and Darwin-
ism exemplify theories with strong explanatory power, but that is exactly also why 
they are criticized. They explain too much and it is hard to come up with competing 
explanations. Hence, this is why Karl Popper turned these preferences upside down 
and replaced confirmation, which is related to theories with strong explanatory 
power, with falsification, which is rather related to theories with weak explanatory 
power (Popper 1980, p. 403).

16.1  To Approach Meaning

The introduction of falsification as a criterion for science in general was refuted by 
Charles Sanders Peirce before Popper even had formulated it (Peirce 1878/1986). 
Peirce pledged rather for a kind of grounded belief as the criterion for science. This 
highlights Toulmin’s point, specifically that explanations might be regarded as a 
kind of justified meaningful understanding of an event. If so, the crucial factor in 
science is first of all the aspect of justifying and how the theory is grounded. How-
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ever, this does not necessarily bring us to grounded theory, although the original aim 
of Glaser and Strauss was exactly to make theories grounded and justified (Glaser 
and Strauss 1967). Grounded theories are not just based on empirical aspects, but 
even as much on appropriate theoretical reasoning and consistency. This formed the 
basis for all scientific activities in the wake of Aristotle, which lasted for more than 
1500 years in terms axiomatic method and demonstrative sciences. Yet along with 
the entrance of the modernity around 1600, the Aristotelian conception of axioms 
and demonstrative science became challenged.

A focus on agency may also be regarded from this perspective. It represents a 
typical modern interest, and is closely related to autonomy, secularization, democ-
ratisation and individualism. It is about the human being defined as an independent 
entity. Yet this is the challenging paradox at the same time, specifically that the 
independent human being should apparently be able to line up the depending vari-
ables by which its acts are to be explained. This is a challenge, not only for expla-
nations but also for how to approach and achieve an explanation. Thus, there are 
a lot of approaches for explaining human agencies because the angles from which 
they are to be explained may differ. One of the oldest is the hermeneutic approach, 
which is not just one, but represents at least three different approaches due to the 
historical development. First, there is the text in context (theological exegesis from 
the fifteenth century), then there is the text and historical context (Dilthey 1996), 
and the third is the reader as an existential premise for both the text and the histori-
cal context (Gadamer 2004). Those three versions of hermeneutics illustrate how 
agency may be embedded with both paradoxes and huge explanatory challenges.

16.2  Three Explanations

To clean up this confusion, one may look at different types of explanations. Al-
though it is normal to bring in the four types formulated by Aristotle—the mate-
rial, the formal, the final and the efficient causes—these can either be seen as old 
fashioned, or even fundamentally misunderstood (Heidegger 1973). Those types 
of explanations that are applied in science today are rather (1) the efficient cause, 
(2) the intentional cause and (3) the functional cause (Elster 1979). The way the 
efficient cause is understood today is quite different from how Aristotle defined it. 
Today, it refers to the blind, physical forces that interact in nature. Intentional causes 
are rather characterized by the opposite. An event may have an intentional cause 
when it is to be regarded as a result of an individual’s acts provided by conscious 
purposes. Thus, the event is a result of mental states like desires or beliefs. The 
functional explanation, on the other hand, represents a more open type of explana-
tion, in which the relationship and, more specifically, the direction between the 
cause and the effect, is more open, and hard to define.

These three groups of causes should apparently make it easy to see how agency 
could be applied as an explanatory term in psychology. Agency is first of all related 
to intentional causes although this is not so obvious as it may look like. Intentional 
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causes are closely related to and even presuppose conscious intentions behind the 
acts. This requirement goes back to Kant who regarded unconscious intentions as 
a contradiction in terms. And he was of course right as long as we talk about clear 
intentions as the cause. However, to reduce human acts to clear intentions implies 
that the individual should have full control of even the smallest bodily movement, 
like the slightest wink of the eye. Psychology is full of examples demonstrating that 
each one of us do not have that kind of control. All the aspects of volition, desires, 
values and even automatized behaviour bring in so many additional factors, which 
leave intentions blurry and concealed by an abundance of reasons that may lie be-
hind an act. Hence, the term agency is a convenient term to apply because it does 
not presuppose a clear intention, but points in different directions.

This leads immediately to the third type of explanations, which is the functional. 
This might be defined in many ways, among which a loose version could be ‘a 
situation in which the effect alone is regarded as the cause’ (Klempe 2014, p. 72). 
Although this type of causality is very close to the Aristotelian final cause because 
the effect is always to be regarded as the same as the result, it is still applied. Yet 
the justification of this type of explanation is first of all given by its ability to cre-
ate meaning out of a situation. And meaning is made when we can see connections, 
no matter in which directions the connections are supposed to go. This is also why 
statistical proofs are so desirable, not because they reveal causality, but rather be-
cause they are able to create unspecified connections in terms of correlations. If 
there were any arguments that led to connections between two or more events, those 
would quite likely be supposed as sufficient for making the statements meaningful.

16.3  The Explanatory Power of Coagency

The individual’s efforts in making meaning out of a situation can provide an abun-
dance of psychological explanations. Yet these efforts are first of all related to the 
ultimate existential dilemma in an individual’s life, which is a result of the funda-
mental conflict between experienced coherence on the one hand and experienced 
discontinuity on the other. As long as those two extremes are not or maybe even 
cannot be united, life as such appears as diverse and multifarious. The attribution 
theories in social psychology have told us a lot about how the situation decides how 
we make connections and try to build up an understanding based on not only our 
own understanding of the situation but also our perceptions of how other perceive 
and understand the same situation. A certain situation is rather a fretwork of inten-
tions, opinions and judgments, communicated on different levels at the same time, 
which challenges all our ideas about causality related to agency.

Yet if this forms the picture, our scientific intuitions force us to take just one step 
at the time. One of these is to move carefully from agency to coagency (Glăveanu; 
Chap. 15). Although this is just one step, it represents a radical change. This is 
the qualitative step from unity to manifold, where the difference between the two 
steps coincides with the above-sketched fundamental existential conflict between 
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coherence and discontinuity, or the experienced differences between attachment 
and separation. In other words, to go from agency to coagency is the same as break-
ing down the harmonious relationship between events and rather open up for more 
clashing dissonances. However, that was exactly what social psychology opened up 
for already in the 1950s, by focusing on concordances and conflicts in actions and 
interactions among people (Festinger 1957). Yet still the final word was not said 
when it comes to making meaning out of social conflicts in terms of being rational 
and understandable.

In this respect, the idea of cyclical coordination between the three factors: inten-
tionality, (re)action and reflexivity (Glăveanu; Chap. 15) mitigates in a very inter-
esting way the size of the gap between agency and coagency. First of all, it brings in 
the rational aspect of intentionality by being a cause for actions. However, these are 
not governed by complete control, because the actions are moderated by a kind of 
more or less unconscious awareness of reactions from other members of the social 
group. Moreover, the aspect of reflexivity is to be regarded as a dynamic process. To 
reflect is not to have an overall and unified thought, but to achieve one if possible. 
This implies that reflections reflect the deep and probably irreconcilable conflict 
between the one and the other—between the one and the many. So, if we then unite 
the three factors: intentionality, (re)action and action, the aimed unity is provided 
by an unspecified original intention, the multiplicity is provided by actions and 
reactions, and the endeavour of unifying the multiplicity is provided by reflections.

Thus, the explanatory power of the term coagency must be said to be strong. It 
is probably stronger than just agency because it includes different agents and says 
something about how they coordinate their acts. It is probably also more precise for 
exactly the same reasons. On this basis, it is possible to formulate some axioms that 
reflect the benefits from the term ‘coagency’. Hence, the axiom of coagency:

Human agency can only be explained in terms of the aspect of cooperation among agents 
by means of intentions, actions and reflections.

This implies that the explanatory power of agency is primarily provided by the term 
‘coagency’.

16.4  Transdisciplinarity and Explanatory Power

An attempt at understanding agency by bringing in coagents is just one step, but 
most likely the first step to take. The next step to complete this achievement is prob-
ably to include a transdisciplinary approach (Uher; Chap. 13). Transdisciplinarity 
might be defined in terms of ‘a different manner of seeing the world, more systemic 
and more holistic’ (Max-Neef 2005, p. 15). This is always challenging a discipline 
because their protectors and spokesmen will always argue for their discipline’s in-
dependency and unique scientific traditions.

This is also true for psychology, although it has a quite complex history, and this 
history is not necessarily so very old either. The age is very much dependent on 
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where we put the point zero. The most widespread alternative is related to Wundt’s 
laboratory in Leipzig in 1879. Although this is the year that is referred to by most 
of the textbooks, it is probably a date even Wilhelm Wundt himself would have had 
objections to. He regarded experimental psychology just as a subordinated ‘Hilfs-
mittel’ in psychology since it did not include thinking and language (Wundt 1920). 
The use of the term ‘psychology’ is also quite new in the sense that the term can 
only be traced back to the sixteenth century (Mengal 2005; Vidal 2011). Although 
psychology in the past may have been something completely different from how it 
is conceptualized now, there are some aspects that can tie them together though, and 
one of those is the aspect of transdisciplinarity.

If we say that there is a difference between ‘transdisciplinarity’ and ‘interdis-
ciplinarity’, one of the differences should be that the latter presupposes borders 
between the different disciplines, whereas the former does not. If this is true, then 
we have to take a step back in the history to see if psychology transcends the nar-
row frameworks that defines it today. And this is exactly what we may find. The 
conception of psychology may of course vary, due to the scholar we refer to, but 
especially during sixteenth and seventeenth centuries, psychology was very much 
a type of anthropology that included all the parts of the living human being (Vidal 
2011). This included both the mind and the body, which implied that physiology 
could be regarded as belonging to psychology. Yet physiology was at the same time 
a part of nature, which for some led to the conclusion that psychology was a natural 
science. However, this did not contradict the fact that psychology was understood as 
anthropology, although that term was not applied as a name for a specific science. 
Psychology, in other words, was to be regarded as a broad science that included all 
aspects of living humans. To provide this aspect now, it is important to apply ‘trans-
displinarity’ instead of ‘interdisciplinarity’ as the term.

On this basis, it is necessary to bring in different locations to see agency from 
a transdisciplinary perspective. Uher operates with three different properties that 
point in the direction of transdisciplinarity: the individual, the temporal and the 
physical. Those three locations reflect the areas: social science, humanities and nat-
ural science. In other words, those three academic main areas are very much united 
in psychology, and this is envisaged when an individual is regarded from a devel-
opmental perspective, and not least when the different aspects of the individual’s 
genealogies are taken into account (Uher; Chap. 13).

This holistic perspective on psychology however does not disqualify psychology 
as being defined as an independent subject. Although some regarded psychology 
as a natural science, it was still a certain perspective on physiology that reflected a 
psychological angle. This perspective is first of all characterized by the subjective 
experiences of a lived life. This is crucial also when it comes to temporality. The 
psychological perspective on history is different from the historiographical in the 
sense that psychology focuses on experienced time instead of a common under-
standing of certain historical events. Psychology is also different from philosophy. 
The objective efforts of philosophy have never acknowledged the subjective per-
spective psychology focuses on. Yet in those cases where philosophy becomes sub-
jective, psychology appears as more or less superfluous. However, despite the fact 
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that psychology can be regarded as an independent discipline, the transdisciplinary 
perspective is important in the effort of achieving explanatory power, especially 
when it comes to agency because agency is about acts performed in an environment 
covered by different disciplines. Thus, the axiom of transdisciplinarity:

Every ecological perspective will by necessity transcend a certain discipline, although this 
does not imply a subversion of this discipline.

16.5  The Explanatory Power of Sign

The principle of transdisciplinarity is at the same time a principle of making con-
nections. This stands often in contradiction to boundaries and distinctions. Howev-
er, the reality may not necessarily be characterized as a fundamental contradiction, 
but rather as a world embedded with unavoidable dilemmas. This is very much what 
Charles Sanders Peirce took into account when he formulated the theorem: ‘[T]
here is a character peculiar to every possible groups of objects’ (Peirce 1878/1986b, 
p. 316). Although we may say that A = A is true, there will always exist a B, by 
which A = B also becomes true. This is the same as saying that the whole consists 
of related parts, which are detectable and can be specified and distinguished from 
each other, but still related.

Yet Peirce brings this theorem a step further by saying that the normal form of 
this theorem is, that ‘every event must have a cause’ (Peirce 1878/1986b, p. 317). 
The cause, though, is not the blind efficient cause, but rather a relationship, which 
is mediated through the mind. This is the process of semiosis, which brings in a 
certain understanding of reality. In short, also ‘a thought is in itself a reality’ (Peirce 
1872–73/1986, p. 78). This implies that the mind is not only a mediator of the re-
ality but also a part of the reality itself. This is the basis for regarding semiosis as 
the way a human being handles the reality. And this is first of all by putting things 
together in terms of explanations by means of signs, because a sign ‘is an object 
which stands for another to some mind’ (Peirce 1872–73/1986, p. 66). Although the 
indexical sign is the most blatant example of the close relationship between sign 
and cause, all types of signs serve a causal function in the sense that the sign is the 
representation of an object and by this forms the object’s cause.

On this basis, the semiosis is not only an infinite process but also a process in 
which the causal direction may vary and go both ways. The whole may be there as a 
result of the parts, but the parts may also be there because of the whole. And this is 
also how the social reality is to be understood, and not least how we can explain the 
Arab Spring in terms of aesthetical expressions (Awad and Wagoner; Chap. 14). If 
the production of sign ‘redefines the situation, allowing the person to imaginatively 
project themselves beyond the here-and-now and thereby opening up for different 
possibilities of action’ (Awad and Wagoner; Chap. 14, p. 229), we have a situation 
in which the future explains the present. This stands in contrast to the theory of 
planned behaviour because the meaning of the produced sign is not constituted by 
the intentional act alone, but rather by how the sign is perceived and received and by 
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this recreated in a communicative chain, which is continuously renewed and recre-
ated. This is why Peirce stated, ‘the existence of something in the present depends 
upon the future conditional occurrence of a certain event’ (Peirce 1872–73/1986, 
p. 80). Thus, we cannot talk about the causes behind the Arabic revolution before 
we can take into account the conditions that actually tell us that this is a revolution, 
which the aesthetical expressions in terms of graffiti demonstratively seem to form 
(Awad and Wagoner; Chap. 14). Hence, the explanatory power of the sign appears 
to be very strong, and even maybe too strong because the criterion is so loose that 
it just requires a perceived and experienced relationship as the basis for talking 
about explanations. However, this is compensated by an unlimited need for demon-
strations as the basis for reaching the level of having knowledge about something. 
Thus, we can formulate the axiom of sign:

The explanatory power of the sign is so strong that it cannot be detached from meaning.

16.6  Conclusions

By this latter axiom, we are back where we started when we referred to Toulmin 
(1963). Our striving towards finding explanations is hard to separate from the pro-
cess of meaning making. However, this is the psychological explanation for why 
we focus so much on explanations. The explanatory reasons we give for an event 
is on the other side not necessarily rooted in psychology. This is why philosophy of 
science is still an important and necessary contributor to the discussion about expla-
nations. It provides the criteria for the validity of the argument. This is an important 
aspect in an evaluation of agency as an explanatory term in psychology. And what 
we have found in this respect is that (1) agency represents a contextualisation of 
intentionality, specifically in terms of coagency, (2) a full understanding of agency 
requires a transdisciplinary approach and (3) the semiotic approach does not make 
any clear distinction between explanations and meaning making, which implies that 
the scientific argument for agency is based on demonstrative specificity. Seen from 
a semiotic perspective however, ‘demonstrative specificity’ is also to be regarded 
as a sign.
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