Hendrik Decker Lenka Lhotska
Sebastian Link Marcus Spies
Roland R. Wagner (Eds.)

Database and Expert
Systems Applications

25th International Conference, DEXA 2014
Munich, Germany, September 1-4, 2014
Proceedings, Part Il

Zart I
DEXA z@

LNCS 8645

@ Springer



Lecture Notes in Computer Science

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg

Cornell University, Ithaca, NY, USA
Alfred Kobsa

University of California, Irvine, CA, USA
Friedemann Mattern

ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Germany

Demetri Terzopoulos

University of California, Los Angeles, CA, USA
Doug Tygar

University of California, Berkeley, CA, USA
Gerhard Weikum

Max Planck Institute for Informatics, Saarbruecken, Germany

8645



Hendrik Decker Lenka Lhotska
Sebastian Link Marcus Spies
Roland R. Wagner (Eds.)

Database and Expert
Systems Applications

25th International Conference, DEXA 2014
Munich, Germany, September 1-4, 2014
Proceedings, Part II

@ Springer



Volume Editors

Hendrik Decker

Instituto Tecnoldgico de Informatica
Valencia, Spain

E-mail: hendrik @iti.upv.es

Lenka Lhotskd

Czech Technical University in Prague, Faculty of Electrical Engineering
Prague, Czech Republic

E-mail: lhotska@fel.cvut.cz

Sebastian Link

The University of Auckland, Department of Computer Science
Auckland, New Zealand

E-mail: s.link@auckland.ac.nz

Marcus Spies

Knowledge Management, LMU University of Munich
Munich, Germany

E-mail: marcus.spies @lrz.uni-muenchen.de

Roland R. Wagner
University of Linz, FAW
Linz, Austria

E-mail: rrwagner @faw.at

ISSN 0302-9743 e-ISSN 1611-3349

ISBN 978-3-319-10084-5 e-ISBN 978-3-319-10085-2
DOI 10.1007/978-3-319-10085-2
Springer Cham Heidelberg New York Dordrecht London

Library of Congress Control Number: 2014945726

LNCS Sublibrary: SL 3 — Information Systems and Application,
incl. Internet/Web and HCI

© Springer International Publishing Switzerland 2014

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in ist current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

This book comprises the research articles and abstracts of invited talks presented
at DEXA 2014, the 25th International Conference on Database and Expert Sys-
tems Applications. The conference was held in Munich, where DEXA had al-
ready taken place in 2001. The papers and abstracts show that DEXA faithfully
continues to cover an established core of themes in the areas of databases, intelli-
gent systems and applications, but also boosts changing paradigms and emerging
trends.

For the 2014 edition, we had called for contributions in a wide range of topics,
including

— Acquisition, Modeling and Processing of Data and Knowledge

— Authenticity, Consistency, Integrity, Privacy, Quality, Security

— Big Data

— Constraint Modeling and Processing

— Crowd Sourcing

— Data Clustering and Similarity Search

— Data Exchange, Schema Mapping

— Data Mining and Warehousing

— Data Provenance, Lineage

— Data Structures and Algorithms

— Database and Information System Architecture

— Database Federation, Cooperation, Integration, Networking

— Datalog 2.0, Deductive, Object-Oriented, Service-Oriented Databases
— Decision Support

— Dependability, High Availability, Fault Tolerance, Performance, Reliability
— Digital Libraries

— Distributed, Replicated, Parallel, P2P, Grid, Cloud Databases

— Embedded Databases, Sensor Data, Streaming Data

— Graph Data Management, Graph Sampling

— Incomplete, Inconsistent, Uncertain, Vague Data, Inconsistency Tolerance
— Information Retrieval, Information Systems

— Kids and Data, Education, Learning

— Linked Data, Ontologies, Semantic Web, Web Databases, Web Services
— Metadata Management

— Mobile, Pervasive and Ubiquitous Data

— NoSQL and NewSQL Databases

— Spatial, Temporal, High-Dimensional, Multimedia Databases

— Social Data Analysis

— Statistical and Scientific Databases

— Top-k Queries, Answer Ranking

— User Interfaces



VI Preface

— Workflow Management
— XML, Semi-structured, Unstructured Data

In response to this call, we received 159 submissions from all over the world,
of which 37 are included in these proceedings as accepted full papers, and 46
more as short papers. We are grateful to all authors who submitted their work to
DEXA. Decisions on acceptance or rejection were based on at least 3 (on average
more than 4) reviews for each submission. Most of the reviews were meticulous
and provided constructive feedback to the authors. We owe many thanks to all
members of the Program Committee and also to the external reviewers, who
invested their expertise, interest, and time to return their evaluations and com-
ments.

The program of DEXA 2014 was enriched by two invited keynote speeches,
presented by distinguished colleagues:

— Sourav S. Bhowmick: “DB > HCI”
— Dirk Draheim: “Sustainable Constraint Writing and a Symbolic Viewpoint
of Modeling Languages”

In addition to the main conference track, DEXA 2014 also featured 6 work-
shops that explored a wide spectrum of specialized topics of growing general
importance. The organization of the workshops was chaired by Marcus Spies,
A. Min Tjoa, and Roland R. Wagner, to whom we say “many thanks” for their
smooth and effective work.

Special thanks go to the host of DEXA 2014, the Ludwig-Maximilians Univer-
sity in Munich, Germany, where, under the guidance of the DEXA 2014 general
chairpersons Marcus Spies and Roland R. Wagner, an excellent working atmo-
sphere was provided.

Last, but not at all least, we express our gratitude to Gabriela Wagner. Her
patience, professional attention to detail, skillful management of the DEXA event
as well as her preparation of the proceedings volumes, together with the DEXA
2014 publication chairperson Vladimir Marik, and Springer’s editorial assistant,
Elke Werner, are greatly appreciated.

September 2014 Hendrik Decker
Lenka Lhotska
Sebastian Link
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Abstract. This paper addresses the author disambiguation problem in
academic social network, namely, resolves the phenomenon of synonym
problem “multiple names refer to one person” and polysemy problem
“one name refers to multiple persons”. A unified semi-supervised frame-
work is proposed to deal with both the synonym and polysemy problems.
First, the framework uses semi-supervised approach to solve the cold-
start problem in author disambiguation. Second, robust training data
generating method based on multi-aspect similarity indicator is used
and a way based on support vector machine is employed to model dif-
ferent kinds of feature combinations. Third, a self-taught procedure is
proposed to solve ambiguity in coauthor information to boost the per-
formances from other models. The proposed framework is verified on a
large-scale real-world dataset, and obtains promising results.

Keywords: author disambiguation, social network, cold-start problem.

1 Introduction

Academic social network, which mainly consists of authors, papers and corre-
sponding relations such as coauthor between authors and publish between au-
thors and papers, is a kind of popular data used in many social network analyzing
and mining works. However, when people use the academic data, for example,
building a academic social network from ACM library, they must face the author
disambiguation problem: many authors may have same name or one author may
refer to multiple similar but not same names. In other words, if authors with
same or similar names publish more than one paper, it needs disambiguation to
identify them. Actually, the author disambiguation is very frequent in academic
publication data. With the quick increasing of academic publications and au-
thors, author disambiguation becomes more important in data clean process for
analyzing and mining academic social network.
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© Springer International Publishing Switzerland 2014
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Name disambiguation problem [1, 2], as one of the most important and fun-
damental problem in many research fields including natural language processing
[3, 4], data mining[5], digital library [6-8] and information retrieval [9-11], is
about how to resolve the phenomenon of “multiple names refer to one entity”
called synonym problem and “one name refers to multiple entities” known as
polysemy problem. Due to different naming standards adopted by various aca-
demic databases, conferences and journals, same author may appear in different
names. For example, “Anoop Gupta” can be “A Gupta” in different academic li-
braries. On the other hand, cultural issues like polyphone and common name can
cause same name shared by different persons. For instance, “Chen” in Chinese
and “Muhammad” in Arabic. Author disambiguation aims to partition authors
with same or different names according to whether they correspond to identical
person. It is a fundamental issue of the applications involving academic social
network. However, since the noisy raw data, different degrees of information loss,
inconsistence, heterogeneous, no prior labelling and large scale characteristics of
real-world academic social network, author disambiguation is an open problem
in past few decades.

This paper proposes a unified semi-supervised framework to solve both
synonym and polysemy problems for author disambiguation in academic social
network. The main contributions are: (1) Using semi-supervised method to ad-
dress the cold-start problem. Our framework does not make any assumption on
prior knowledge such as number of real authors and true entity of given author
name. (2) Introducing a robust method for generating training data based on
multi-aspect similarity indicators, and a way to model different kinds of features
combination separately using support vector machine. (3) Proposing a simple
but effective self-taught algorithm to boost effectiveness of results generated by
other models. (4) Verifying the efficiency and effectiveness of our framework on
a large-scale and real-world dataset and obtaining promising results.

2 Problem Definition

For convenient and consistent discussion, we use “author” to represent an author
name and “person” to represent a real author entity. In an academic social
network, let author set be S, paper set be S,, and person set be S.. An author
vertex has a name and at least one organization attributes. A paper vertex has
title, year, publisher,keywords attributes. Some attribute values may be missing
in practical applications.

Definition 1 (Coauthor Graph). Coauthor graph is an undirected weighted
graph Geq =< Veg, Eco >. Vo = {v]v € S, } is the vertex set indicating authors
who have coauthor relationship. Edge set E.o = {e = (v;,v;)|vi,v; € Voo A
v;,v; publish same paper}.

Definition 2 (Publication Graph). Publication graph is a bipartite graph
Gpp =< Vpp, Epy >. Vertex set Vi = Sq U Sp. Edge set Epp = {e = (v;,v5)|v; €
Sa ANv; € Sp Av; publishes v;}.
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Definition 3 (Academic Social Network). An academic social network Gy,
consists of G, and Gpp, namely, G, = Geq U Gpp.

In academic social network, it is easy to determine whether two paper vertices
are the same paper but it is very difficult to determine whether two author
vertices are the same person. The latter is the author disambiguation problem
we discussed in this paper.

Definition 4 (Name-Entity Relation). The name-entity relation is a map-
ping from S, to Se : g : S = Se.

For an author a € S,, if the corresponding entity e, then g(a) = e and e € S..
In author disambiguation problem, any given author corresponds to a unique
person.

Definition 5 (Partition of Author Set). Given author set S,, there exists
a partition {2 satisfying following conditions:

2 ={C,Cy,...,Cp}
(C1UCU...UC, =S,)AN(CiNCeN...NCp, =10)

For example, for author set {Wei Pan, W Pan}, two reasonable partitions
are { = {{Wei Pan,W Pan}} and 25 = {{Wei Pan}, {W Pan}}.

Definition 6 (Author Disambiguation). Author disambiguation is a func-
tion f, which maps S, to partition {2, satisfying following conditions:

f:8Sqa— 2 st.VC € 2,Ya;,a; € C has g(a;) = g(a;)
N = argiin |2

Namely, we hope to have minimum partition in which every set has authors
correspond to an identical person.

Definition 7 (Disambiguation Transitivity Property). Given authors
ai, aj,ar € Sq, following deduction holds:

(9(ai) = g(az)) A (g(a;) = glar)) = (9(ai) = g(ar))

Definition 8 (Polysemy Problem). For two authors (with same name) cor-
respond to different persons, they should be in different sets in the partition:

g(a;) # g(aj) A a; = aj satisfies a; € C; Naj € C; ANCy # Cj

Definition 9 (Synonym Problem). For two authors (with different name)
correspond to identical person, they should be in same set in partition:

g(a;) = g(aj) N a; # aj satisfies a; € C; Naj € Cj ANC; = Cj

Author disambiguation in academic social network aims to find function f
which best approximate g.
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3 Overview of the Framework

This paper proposes a unified semi-supervised framework for solving the au-
thor disambiguation problem in academic social network. Fig. 1 depicts our
framework. The first stage (1-3) uses multiple rules to pre-process and sepa-
rate the dataset, and generate features depict various aspects of authors. Topics
and coauthor information play important roles in addressing cold start problem.
The second stage (4-5) addresses the cold start problem by applying community
detection on a graph, which is built from coauthor relationship and topic simi-
larity. A self-taught model is used to improve effectiveness of other models. We
also find that attributes like affiliation, year, conference and journal could help
supervised disambiguation a lot, despite that they may be noisy or absent. The
third stage (6-7) is about improving effectiveness. By referencing disambigua-
tion results from second stage, we generate training data for supervised learning
models, and use these models to segregate given author set. Finally in stage four,
we blend all the outputs generate by each individual model to get final results.

@
LDA .

Raw Dataset —‘ Topic Modeling Final Results
Preprocess Dataset Phase 3 Results

Separated
Dataset

: O
Author-based O Construct Train SVM
Dataset Author-based network
° Community - -
> Self-Taugh Phase 2 °
elf-Taught hase -

Fig. 1. Overview of the framework

4 Disambiguation Candidate Determining by Heuristics

Usually, there are over millions authors in an academic social network, thus it is
a time-consuming process to complete disambiguation in pair-wise manner. This
is unacceptable in practice. We first propose some rules to eliminate author pairs
which clearly need not to be disambiguated, while also take care of synonym and
polysemy problem.

Definition 10 (Author Signature). Signature of an author is defined as
concatenation of the initial letter of first name and first 4 letters of last name. If
the length of last name is less than 4, it uses the whole last name in signature.

For example, the signature of “Anoop Gupta” is “a gupt”, while “Chun Li”
will be shorten as “c li”.
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Definition 11 (Compatible Property). Two authors who correspond to
identical person should have identical signature.

Compatible property is used for divide-and-conquer large-scale author sets
into small ones. Namely, it partitions all authors into many small disambigua-
tion candidate sets. When we create a set for each possible author signature, we
actually create a set for each possible length-4 last name prefix. This does not
violate the compatible property, since author signature can assure that all au-
thors will be put in small sets. The length of last name’s prefix controls average
size of small author sets. Length 4 is determined empirically, since it balances
average size of small sets and possibility of authors being separated due to name
variations, which leads potential loss of polysemy cases. After pre-processing,
models can process each small set individually, thus following processes can be
parallel in order to improve efficiency. In implementation, after partitioning us-
ing compatible property, average size of author sets is 13.12, which is practically
acceptable for quadratic time disambiguation. Meanwhile, each small set would
be processed in parallel during subsequent processes. For two different persons
with identical author signature, we may still wrongly classify them as identical
person. For example, in some cultures like Chinese, it is more probable to have
more than one person with identical name in same research area. We propose
some heuristics to label name-pairs , that will be useful for disambiguation.

Heuristic 1 (HighFreq). For two authors whose signatures with frequency
higher than threshold T1, this pair is D1-Compatible.

In practice, we set T1 to 10. For example, signature “a gupta” appear more
than 10 times in dataset. This heuristic is used to treat the common names in
different cultures. For example, “Kumar”, “Miller” and “Jone”.

Heuristic 2 (Phonetic). For either name that can be expressed in Chinese,
Cantonese or Korean phonetic parts, this pair is D2-compatible.

Characters in above cultures that read phonetically identical can be very
different. Common family name is more likely to appear in these cultures, making
them more likely to prone to disambiguation problem. Heuristic 2 is used to treat
this problem individually. To judge whether a term is a phonetic part, we create
a table with all available consonants and vowels. If a term can be expressed by
one of combinations of consonant and vowel, it is a phonetic part. For example,
“chen” can be expressed in concatenation of “ch” and “en”, “yu” can be split into
“y” and “u”. We also extend these rules to separate cases with two characters.
For instance, “zhihua” can be separated into “zhi hua” then determined to be

D2-Compatible.

Heuristic 3 (Signature). For either name that is identical to its signature,
this pair is D3-Compatible.

This cases is very likely to happen in publication that prefer shortened author
names. For example, “c 1i” is identical to its signature. D3-Compatible also means
the family name is less than 4. Applying this heuristic can give special treatment
to those cases missed by D2 and D1.
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Heuristic 4 (Edit Distance). For two names that do not satisfy D2- and D3-
Compatible, and their firstname-lastname string’s edit distance is greater than
threshold T2, this pair is D4-Compatible.

In practice, we use Levenshtein Distance and set T2 to 3. Treatment of this
heuristic is given to cases of unicode compatibility, OCR recognition errors and
typos. For example, “6” and “0” are compatible; “m” can be recognized as “nn”;
“II” can be missed as “1”. The reason we opt out D2- and D3-Compatible is that
family names in those type are less likely to vary. For instance, “shen” and
“sheng” can be completely different in Chinese. Making models less conserva-
tive for D4-Compatible make polysemy problem more likely to be resolved in
academic social network.

Heuristic 5 (Mid Name). For two names with different middle names or
middle initials, they are not compatible.

It is reasonable to treat “A Y Chen” and “A N Chen” to be different person,
since their middle name initials are different. However, names in western culture
tend to have more than one middle names and will be eliminated differently in
publications. Practically, we also use some other rules like judging substring of
middle initial string to resolve this problem.

Heuristic 6 (Mid Name Missing). For two names that satisfy compatible
property, if one has middle name but the other has not, this pair is D5-Compatible.
Signatures can be extend to other signatures by adding middle name, is also clas-
sified into D5-Compatible.

The reason for this heuristic is to treat cases that publication completely
eliminate middle name. For example, “A Chen” would be “A N Chen” or “A
Y Chen”. By treating this type more conservatively, the overall false positive
answers can be greatly eliminated.

Heuristic 7 (Active Year). For two names with identical signature, if sim-
ilarity of their active years (defined in later ) is greater than T3, this pair is
D6-Compatible.

Practically, T3 is set to 0.5. Intuition of this heuristic is that authors that
active in different age are less likely to be identical.

Heuristic 8 (Common Rule). For two authors with identical signature, and
they are not D1- to D6-Compatible, this pair is D7-Compatible.

It is possible for a pair to satisfy more than one heuristic, we should define
priority for these compatibility types.

Definition 12 (Compatibility Priority). For compatibility types described
above, their priority is defined as follows:

D3 =D4=D5=D6>D2>D1> D7

According to these heuristics, we apply different parameter values to different
compatibility types in order to improve overall effectiveness.
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5 Unsupervised Disambiguation Model

5.1 Modelling Domain Features

Domain information is very useful in determining whether two authors are iden-
tical. Although we cannot reason that two authors in similar domain correspond
to same person, but it is unlikely for same person to publish in very distinct re-
search areas. Information like title, journal/conference name and keyword depict
domain characteristics of a given author. We concatenate all these text features
to get a virtual documents. By generating virtual document for each individ-
ual author, we have a virtual corpus to model domain features. We utilize two
classic approaches in text modeling: TF /IDF-weighted vectors and topic vectors
inference by Latent Dirichlet Allocation [12]. Similarity generated by calculating
cosine value of vectors.

For each virtual document, stop words and term with length less than 3 are
removed. All letters are transformed into lowercases. For term which mix number
and letters, we use “[MixAlpha]” to represent such term.

We use dampened TF/IDF to weight significance of terms appear in corpus.
Given term ¢, document d and corpus D, the TF/IDF weight of term ¢ is:

tfidf (t,d, D) = tf(t,d) x idf (t, D)

- 0.6 x f(t,d)
tf(t,d) =04+ ma:r{f(t,d) cw E d}
D
idf (t, d) = log {d e 1‘) :‘t e d}|

f(t,d) represents frequency of term ¢ in document d.

Similarity based on TF/IDF-weighted vectors is greatly affected by shared
terms. If two virtual documents shared no term, the similarity will be zero.
However, this does not mean two authors are in distinct areas. Polysemy could
cause this problem. One defeat of TF/IDF is that it doesn’t take advantages
of correlations of terms. Topic model like LDA is a way to use correlations of
terms. We employ classic LDA model to inference topic distribution of author’s
virtual documents. A collapsed Gibbs Sampler is used to inference parameters
of LDA [13].

Since all documents for testing are included in corpus, we can get topic vectors
of all virtual documents. This is a way to avoid test time topic inference, thus
improve the efficiency of overall disambiguation process.

There is another benefit of LDA. Numbers of published papers may vary a
lot for different authors. This means some authors have few papers. In other
words, terms used by authors with few papers will appear to be “orthogonal”
to those authors with lots of papers, even they are in same research area. LDA
assumes shared topic parameters of virtual documents, this allows short virtual
documents to borrow statistic power of long documents.
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5.2 Community Detection

Another information that depicts author’s domain characteristic is coauthor pat-
tern. It is common for a person to cooperate consistently within a set of coau-
thors. Given a set of compatible authors and their coauthors, we can build a
graph by adding coauthor and compatible relation as edge. We assume that
two compatible authors will very likely to be identical if they are in the same
community.

Definition 13 (Compatible Graph). Compatible graph is an undirected
weighted graph Gep =< Vip, E¢p >. Vop = {v|v € S,} is the vertex set, in-
dicating authors that are compatible. Edge set E., = {e = (v;,v;)|vi,v; €
Vep A vi,v; satisfy D1 or D4 — Type}.

Definition 14 (Coauthor-Compatible Graph). Coauthor-Compatible
Graph, CCG for brevity, is an undirected weighted graph G.. =< V¢, F¢e >, in
which:

Vee = Vep U{v|v € Voo A v, v5 € Vg, st (v3,0), (v5,v) € Eea}
Ecc - {6 - (Uiavj)‘viavj S ‘/;c}

Definition 15 (CCG Edge Weight). Given two authors v; and vj, topic
vectors inferenced by LDA are ¢; and t;, the weight of edge between v; and v;
is cos(t;, t;).

Stephen V.Faraone Wei Chen
0.49

Wade R. Smith

Wei Chen

W Chen

Fig.2. An example of coauthor-compatible graph

We can learn from the graph that if two authors are identical, they are likely
to share coauthors and be connected edges with high topic similarity. As CCG
example shown in Fig. 2, since Authorl and Author2 share two coauthors, and
they have high topic similarity, they are identical, while Author3 is another
person. On the other hand, although “W Chen” is compatible with “Wei Chen”,
but they shared no coauthor and are connected with low weight edges. Therefore,
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it is reasonable to guess “W Chen” is not “Wei Chen”. Author 1, 2 and two
coauthors actually form a “community”. It is very probable for two compatible
authors in same community to be identical. We use the fast unfolding community
detection algorithm [14] to generate “circles” of given CCG.

However, there is one trap of directly using CCG as input of community
detection. The core of community detection is to optimize modularity, which
actually affected by total weight in given graph. Suppose we have three authors
compatible with one another, but share low and close similarity. No matter the
similarity is 1 or 0.05, community detection will tend to think three authors
form a community, though former one really makes sense while latter one does
not. To address this problem, we need to eliminate edges with low weight. As we
discussed before, distribution of topic similarity for different compatible types
varies. Thus we set different thresholds for different compatible types.

5.3 Self-taught Algorithm

Since the author disambiguation problem is cold-start, coauthors also need to
be disambiguated. In CCG, shared coauthors contribute greatly in forming com-
munities. If we do not separate coauthors, it is very possible that community
detection algorithm would miss potential shared coauthors. Fig. 3 gives one such
case. If Authorl and Author2 share low similarity and we have no idea whether
“Stephen Faraone” and “S Faraone” are identical, thus we will likely to give a
false negative answer. Our framework propose a simple but effective algorithm
called self-taught as treatment of the issue.

The detail of self-taught procedure is showed in Algorithm 1. The key idea of
self-taught algorithm is to merge known duplicated authors as one (line 4), and
apply community detection on merged CCG to see if more duplicated authors can
be discovered (line 8-11). This procedure run iteratively until no more duplicates
can be found.

6 Supervised Disambiguation Model

6.1 Multi-aspect Similarity Features

Besides topic information, we also build multi-aspect similarity features using ti-
tle, conference/journal name, keywords, publication year and author affiliation.

Wei Chen Stephen Faraone

Authorl Coauthor

Author2 Coauthor

Wei Chen S Faraone

Fig.3. An example for impact of coauthor disambiguation
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Algorithm 1. Self-Taught algorithm
Input: CCG; First phase disambiguation results
Output: Improved disambiguation results

1 begin

2 while True do

3 Construct Union-Find set S based on initial results ;
4 Merge identical authors ;

5 Construct G, ;

6 Construct G ;

7 Construct CCG ;

8 Community detection, build S’ based on new results ;
9 if §$ =5 then

10 break ;

11 end

12 end

13 end

Unlike virtual documents used for topic modeling, we extract multi-aspect
features from virtual publications. Different from virtual documents, which only
contains bag of words, virtual publications have attributes like other publication,
including title, keyword, and affiliation, etc. We concatenate data in same attribute
from all papers of a given author to generate corresponding attributes of the vir-
tual publications. For instance, given an author, title of his virtual publication is
generated by concatenate all titles of his papers. If two authors are identical, their
virtual publications may share similar attributes. We can get a similarity value for
each attribute of given two publications. Table 1 shows four kinds of features we
used and corresponding similarity functions. The cosine similarity means the sim-
ilarity of two TF/IDF weighted vectors. Tanimoto Coeflicient is a classic for mea-
suring similarity between sets. Given two set A and B, the Tanimoto Coefficient

Stanimoto is:
B |AN B|
Stanimoto — |A2| + ‘B2| _ ‘AQB‘

Table 1. Similarity features

ID Feature Name Description

0 Title Similarity Cosine similarity of TF/IDF weighted vectors
1 Year Similarity Similarity for virtual publications

2 Affiliation Similarity Tanimoto coefficient of affiliations

3 Keyword Similarity Cosine similarity of TF/IDF weighted vectors
4 Venue Similarity Cosine similarity of TF/IDF weighted vectors
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The reason we use Tanimoto Coefficient for affiliation is that semantic of term
in affiliation is more concise. On the other hand, term in affiliation sparsely
appears, which is not intuitive for TF/IDF to model.

Year attribute of virtual publications is the average of all publication years of
papers. We define a segmented function for comparing virtual publication year.
Definition 16 (Year Similarity). Given active yeary; and y;, similarity syeqr
1s defined as follow:

0 10 <|y; — y;| or either one is missing

0.25 5 <|y; —y;| <10
Syear = 4§ 0.50 2<|yi—y;| <5
1 otherwise

Notice that the five features in Table 1 can be combined to multi-aspect
similarity feature vectors. Each feature vector corresponds to two virtual publi-
cations. However, we know that not all papers have complete information. We
give each attribute an identity, and encode feature vector using combination of
identities of shared attributes from two virtual publications. For example, if pub-
lication A has title, year, venue, keywords, publication B has title, year, venue
and affiliation, the feature vector of theirs are encode as “124”. Although there
are total 31 kinds of encodes theoretically, we only find 20 feature encodes for
the practical academic social network.

6.2 Training SVM on Robust Data

Training data for supervised disambiguation is generated from unsupervised dis-
ambiguation results using heuristics. Two authors that marked as identical are
retrieved from results. Multi-aspect feature vectors made from virtual publica-
tions of the two authors is marked as positive cases. If signatures of two authors
are different, they unlikely to be identical. Feature vectors for these two authors
is marked as negative case.

The training data generated using this heuristic is sure to be noisy. There is no
guarantee that results given by unsupervised disambiguation is correct. On the
other hand, not any pair of authors’ virtual publications are guaranteed to look
alike (or this supervised disambiguation effort is nonsense). Those scenarios make
positive cases seem like negative ones. For negative cases, there is also coincidence
that two different authors’ virtual publications are very similar, which makes
negative cases look like positive ones.

By treating these noisy cases as outliers, we can use local outlier factor [15]
detection method to refine training data. During calculating local outlier factor
of each training case, those with high factor value can be removed.

After getting robust training data, we use LibSVM [16] to train models for
each feature combinations and tune parameters separately. In disambiguation
process, system first generates multi-aspect similarity features for given authors;
Then it retrieves a model according to code of shared attributes and use it to
tell whether two authors are identical or not.
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Blending results from different models boost the effectiveness. We use tran-
sient property to merge results from individual model. Results in our approach
is made of pairs, which indicates two identical authors. Treating pairs as a merge
queries, we use set union algorithm [17] to quickly perform this process.

7 Experimental Evaluation

7.1 Dataset and Criteria

We implement the proposed framework in Python. PostgreSQL is used to host
the dataset. All experiments are obtained on a single machine with Intel i5
quad-core 3.10 GHz CPU and 4GB memory.

We use the Microsoft Academic Search (MAS) dataset [18], which is a snap-
shot of real academic social network data use in Microsoft Academic Search.
Table 2 shows detail statistics in dataset. Additionally, we find that only 21%
publications contain complete attributes, and only 21.8% authors verified /denied
related publication records. Comparing to other datasets used in many previous
related works, MAS dataset has several challenging issues need to be resolved: (1)
Mizing synonym and polysemy problems: Both two problems universally exist;
(2) Noisy data with missing and inconsistent attributes: Dataset are integrated
from heterogeneous data sources. There is no guarantee that all records have
complete information; (3) Absence of labelled data: Neither the number of real
author entity nor their relevant information is provided in MAS dataset. This
kind of problem is known as cold-start problem. Notice that train-deleted and
train-confirmed table only tell parts of information about whether an author
published a paper, which are not directly associate with authors’ real identities.

Table 2. Statistics of the MAS dataset

Table #Record Description

Author 247,203 names and organization
Conference 4,545 short name, full name and url
Journal 15,151 short name, full name and url
Paper 2,257,249  title, year, venue, keyword

PaperAuthor 12,775,821 author-paper relation.
Train-Deleted 112,462 author denied papers
Train-Confirmed 123,447 author verified papers

Mean F-score is used to evaluate quality of results. P is precision, R is recall.
TP, FP and FN refer to true positive, false positive and false negative results.

_ TP _ TP _ o PR
Then P =\ pippps B = \ppurnp =25k

7.2 Experimental Results

We use title similarity and author compatibility to produce baseline result. By
title similarity, we mean that if two authors have publications which edit dis-
tance of two titles is less than average word length in titles, those two compatible
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099 0.99 09756
0.9670 0.9687
097 0.97 0.9596
.95 .9 9565
09510 0.9558 0.9564 09564 0.956:
095 0.95
093 0.93
NA_Base T T+NA THNA+P  THNA+PF LR_Base LR+T LR+B LR+B+A
(a) (b)
0.9853 0.9847 0.9865
099 0.9763 09812 09776 0.99 0.9828
09713
097 0.97
095 095
0.93 093
C_Base C+LR CHLR+PC  C+LR+EW S_Base S+T S+CHT S+C+Rule
(c) (d)
0.9850 0.9853
0.9802
090 | 09847 09798 0.9847 09846
09713
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0.93
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()

Fig. 4. Performance of different models : (a) Rule-based disambiguation result; (b)
Logistic regression disambiguation result; (¢) Community detection disambiguation
result; (d) SVM disambiguation model result; (e) Self-taught disambiguation result.

authors is identical. To further refine, if family name frequency of compatible au-
thor is higher than 10, we will not merge them by title similarity rule. NA Base
is based on author name compatibility with full family name and author affili-
ation; T uses title similarity; T+NA combines NA Base and T; T+NA+P uses
name compatibility we defined; T+NA+PF further combines family name fre-
quency rule. As Fig. 4 (a) shows, title similarity rule gives better results than
simply using author affiliation. Using prefix rather than full family name involves
polysemy case produced by typo and Unicode compatibility, which gives better
results than solely title similarity, but the improvement is not significant.

In Fig. 4 (b), we try logistic regression on training data generated by rule-
based results. LR Base is the results produced by simply using logistic regres-
sion; LR+T merges results by LR Base and title similarity rule; LR+B is the
results produced by applying different parameters on different multi-aspect fea-
ture codes; LR+B+A further blends in author affiliation information. The per-
formance is better than baseline results, but it reaches a bottleneck at 0.9756.

Fig. 4 (c) depicts results based on community detection. C Base is the re-
sults by community detection itself; C+LR combines community detection and
logistic regression; C+LR+PC further introduces phonetic rules. Previous strat-
egy is to treat weight for edges between authors and coauthor differently but
fixed according to compatibility type, C+LR+EW otherwise weights all edges
as topic similarity. CCG captures important features of identical author by us-
ing shared coauthor and topic similarity. Simply using CCG and community
detection yields 0.9763 F-score, which beats best results by logistic regression.
This indicates coauthor relationship and domain feature is effective in describe
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Table 3. Best results of models

Model F-Score
CCG and community detection 0.9763
Self-Taught algorithm (based on CCG) 0.9802
Support vector machine 0.9713
Final blending 0.9868

author’s domain characteristics. Note that there is little improvement combining
community detection and logistic regression, since community detection covers
most of the results by logistics regression. By introducing phonetic rules to sepa-
rated treating authors in eastern cultural, the results boosts a lot. This strongly
indicates that author duplication is severe in eastern culture. Rather than using
fixed weight, weighting all edges as topic similarity has 0.9853 F-score.

Results of supervised disambiguation is given in Fig. 4(d). S Base is the results
produces by solely using SVM; S+T is SVM results processed further by self-
taught procedure; S+C+T combine community detection, SVM and self-taught
procedure; We try some rules to separate authors merged in blending phase,
given as S+C+T+Rule. The rule we use for separation is simple, if a set of
authors considered to be identical has incompatible author names, they will be
rolled back to state before blending. This clearly indicates transient assumption
do generate error, but still gives effective results than not blending models.

Fig. 4 (e) gives results of applying self-taught procedure: C is the community
detection results; S4C is the results combining SVM and community detection;
C+D+T is results of combining community detection and LDA weight. Red
histogram is without self-taught and blue one is the results with self-taught. It
is clear that self-taught procedure improve results of other models differently,
which is align to the assumption that coauthors also need disambiguation.

Table 3 gives best results for each model. Note that SVM itself does not give a
very good results, but it boost final blending due to its effectiveness of capturing
aspects that have not been considered by other models.

Table 4 gives running time for key procedures of our framework. Offline pro-
cedures only need to be run one time and can be updated online in a new
disambiguation. Online procedures are those required to be run in each disam-
biguation. The most time-consuming procedure is LDA topic inference. Since
topic distribution is mainly inferred from word correlation in initial corpus, a
very drastic variation on LDA model is not frequent when new information
is added to the system. Topic inference can be done offline when an author’s
information is updated. Therefore, this procedure does not affect disambigua-
tion efficiency. In real-world application, a disambiguation iteration is fired only
when there are enough data increment or predefined duration has passed. Our
approach can gives out final disambiguation results in less than 1.5 hour, so it
is also reasonable in real-world application.
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Table 4. Performance of main procedures

Procedure Type Avg. Time
Create Signature Subset Offline 2min
Generate Virtual Documents Offline 32min
Topic Inference Offline 34hours
Community Detection Online 24min
Self-Taught Procedure Online 20min
Generate Training Data Online 6min
Supervised Disambiguation Online 30min

8 Conclusion

This paper propose a unified semi-supervised framework for author disambigua-
tion in academic social network. Our approach is capable of dealing with both
synonym and polysemy problems simultaneously. By using coauthor informa-
tion and domain features, our model addresses cold-start problem of large-scale
real-world dataset. A self-taught procedure is also proposed as treatment of
coauthors’ disambiguation issue.
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Abstract. Good design strategies for designing social media are important for
their success, but current designs are usually ad-hoc, relying on human intui-
tion. In this paper, we present an overview of three community-based mobile
crowdsourcing services that we have developed as case studies. In community-
based mobile crowdsourcing services, people voluntarily contribute to help oth-
er people anytime and anywhere using mobile phones. The task required is
usually trivial, so people can perform it with a minimum effort and low
cognitive load. This approach is different from traditional ones because service
architecture designers need to consider the tradeoff among several types of in-
centives when designing a basic architecture. We then extract six insights from
our experiences to show that motivating people is the most important factor in
designing mobile crowdsourcing service architecture. The design strategies of
community-based mobile crowdsourcing services explicitly consider the tra-
deoff among multiple incentives. This is significantly different from the design
in traditional crowdsourcing services because their designers usually consider
only a few incentives when designing respective social media. The insights are
valuable lessons learned while designing and operating the case studies and are
essential to successful design strategies for building future more complex
crowdsourcing services.

Keywords: Social Media, Mobile Crowdsourcing, Design Strategy, Motiva-
tion, Community-Based Approach, Case Studies.

1 Introduction

Social media have become increasingly popular in our daily life. We use Facebook'
and Twitter® to expand our social interactions with both friends and non-friends every
day. This situation changes our daily life. For example, collaborating with unknown
people on social media has become common, and we can exploit their knowledge to
support our daily activities. A crowdsourcing service is a promising approach to

! https://www. facebook.com/
2 https://twitter.com/
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exploit our social power and to enhance our human ability and possibilities [7]. We
can exploit the collective knowledge in the entire world because crowdsourcing ser-
vices such as InnoCentive® allow us to divide a task into micro tasks, and ask them to
be performed by respective professionals. Additionally, crowdfunding services such
as Kickstarter4, which is one of the variations of crowdsourcing services, can be wide-
ly used to collect money or solicit funds. These trends of new social media have been
changing the way we work, think, and solve problems.

Many studies have already been performed to analyze the existing social Q&A’
systems and monetary rewards-based crowdsourcing services [2, 9, 11, 12]. In these
social media services, motivating people by offering incentives is essential to their
successes. For example, Amazon Mechanical Turk® uses monetary rewards as the
economic incentive, and Yahoo! Answers’ and Foursquare® adopt social facilitation
and self-respect as the social incentives.

Everyone feels happy!

Fig. 1. Community-based Mobile Crowdsourcing Service Architecture

We propose a new concept, i.e., a community-based mobile crowdsourcing service
architecture. In our approach, as shown in Fig. 1, people voluntarily contribute to
help other people anytime and anywhere using mobile phones. The task required is
usually trivial, so people can perform it with a minimum effort and low cognitive
load. This approach is different from traditional ones because service architecture
designers need to consider the tradeoff among several types of incentives when

3 https://www.innocentive.com/

* https://www.kickstarter.com/

% Social Q&A is an approach for people to seek and share information in participatory online
social sites.

6 https://www.mturk.com/

7 http://answers.yahoo.com/

8 https://www. foursuare.com/
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designing a basic architecture. We developed three case studies of community-based
mobile crowdsourcing services and operated these services. The first one is MoboQ
[13], the second one is MCfund [19, 28], and the third one is BianYi.

We extracted six insights from our experiences with the three case studies. Their
design strategies explicitly consider the tradeoff among multiple incentives. This is
significantly different from the design in traditional crowdsourcing services because
their designers usually consider only a few incentives when designing respective so-
cial media. Thus, the tradeoff among the incentives was not explicitly addressed in
their design and operation experiences, and these insights were not addressed in the
papers describing in respective case studies.

The design of more complex future social media needs to consider how to choose
the correct incentive from a choice of incentives to motivate the people participating
in the social media. The six insights contain useful lessons learned from our expe-
riences in designing and operating the case studies. We think that the lessons de-
scribing the tradeoff among incentives are useful information for future social media
designers.

The remainder of the paper is organized as follows. In Section 2, we discuss some
related work. In Sections 3 through 5 we introduce three community-based mobile
crowdsourcing services as case studies. Section 6 discusses the six insights, describ-
ing how to motivate people’s activities in social media. Section 7 concludes the paper.

2 Related Work

UbiAsk [12] is a mobile crowdsourcing platform that is built on top of an existing so-
cial networking infrastructure. It is designed to assist foreign visitors by involving the
local population to answer their image-based questions in a timely fashion. Existing
social media platforms are used to rapidly allocate micro-tasks to a wide network of
local residents. The basic concept of UbiAsk is similar to that of MoboQ because it as-
sumes that the local crowd will answer questions from foreign visitors without mone-
tary rewards.

Amazon Mechanical Turk is currently the best-known commercial crowdsourcing
service. It uses monetary rewards to encourage people to work on micro tasks [11].
This means that the system only considers economic incentives. However, as shown
in [1], monetary rewards are not always the best way to motivate people to perform
micro tasks. Instead, contributors appreciate many intangible factors, such as commu-
nity cooperation, learning new ideas and entertainment.

The non-monetary motivations were represented successfully in examples such as
Yahoo!Answers and Answers.com’. Moreover, if money is involved, quality control
becomes a major issue because of the anonymous and distributed nature of crowd-
workers [9]. Although the quantity of work performed by participants can be
increased, the quality cannot, and crowdworkers may tend to cheat the system to in-
crease their overall rate of pay if monetary rewards are adopted.

K http://www.answers.com/
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More recently, digital designers have begun to adopt ideas from game design to
seek to incentivize desirable user behaviors. The idea of taking entertaining and en-
gaging elements from computer games and using them to incentivize participation in
other contexts has been studied in a variety of fields. In education, the approach is
known as serious gaming, and in human computing, it is sometimes called games with
a purpose [2]. Most recently, digital marketing and social media practitioners have
adopted this approach under the term gamification. The idea is to use game mechanics
such as on-line games to make a task entertaining, thus engaging people to conscien-
tiously perform tasks. Foursquare is a typical pervasive service that uses a gamifica-
tion approach [17].

Participatory sensing is the process whereby community members use their smart
phones that they carry everyday to collect and analyze data in their surrounding
worlds [6]. Ubiquitous sensing technologies are easily deployable using their mobile
phones and online social networking with a citizenry. Motivating people’s participa-
tion is an important aspect of successful participatory sensing and some work tried to
include gamification-based techniques to encourage the participants.

MINDSPACE, proposed in the UK, is a framework that adopts some concepts from
behavioral economics to affect human attitudes and behaviors [8]. However, using
public policy to modify behavior has a significant disadvantage; it takes a long time to
formulate the policies. Therefore, it is effective to use technologies that have strong
effects on our mind to navigate human attitude and behavior. In fact, information
technologies can be used to solve health problems by increasing people’s self-
efficacy.

Maslow claims that human motivation is based on a hierarchy of needs [14]. In
Maslow’s hierarchy, the basic needs include such needs as physiological needs and
food. Other needs are safety, attachment, esteem, cognitive needs and aesthetic needs.
At the highest level, when all other needs are satisfied, we can start to satisfy self-
actualization needs. Because people value products when they satisfy their needs, sa-
tisfying needs is closely related to defining values. For example, Boztepe proposes
four values: utility value, social significance value, emotional value and spiritual
value [3].

Persuasion can attempt to influence a person's beliefs, attitudes, intentions, motiva-
tions, or behaviors. Cialdini defined six influence cues: Reciprocity, Commitment and
consistency, Social proof, Liking, Authority, and Scarcity [4]. The key finding is that
people automatically fall back on a decision making based on generalizations in a re-
cent complicated world where people are overloaded with more information than they
can process.

It is difficult to find crowdfunding-based social media designed in a research
community. Muller et al. [15] present an experiment in enterprise crowdfunding. Em-
ployees allocate money for employee-initiated proposals in an enterprise Intranet site,
including a medium-scaled trial of the system in a large multinational company. The
results show that communities in a large company propose ideas, participate, and col-
laborate and that their activities are encouraged through crowdfunding. The approach
details a new collaboration opportunity and shows that crowdfunding is a promising
method for increasing activity within communities.
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3 Case Study I: Using Crowds for Sensing Context Information

The location-based real-time question-answering service, MoboQ, is built on top of a
microblogging platform [13]. In MoboQ, end users can ask location- and time-
sensitive questions, such as whether a restaurant is crowded, a bank has a long wait-
ing line, or if any tickets are left for an upcoming movie at the local cinema, i.e.,
questions that are difficult to answer with ordinary Q&A services. MoboQ, as shown
in Fig. 2, analyzes the real-time stream of the microblogging service Sina Weibo'’,
searches for the Weibo users who are most likely at the given location at this moment
based on the content of their microblog posts, and pushes the question to those stran-
gers. Note that the answerers in this system are Sina Weibo users, not MoboQ users,
and may not even be aware of the existence of MoboQ. This design takes advantage
of the popularity and furious growth rate of Weibo. The real-time nature of micro-
blogging platforms also makes it possible to expect a faster response time than with
traditional Q&A systems. To some extent, MoboQ utilizes the Weibo users as local
human sensors and allows a questioner to extract context information at any given lo-
cation by asking the local “human sensors” what is happening around them.
The main components of MoboQ are as follows:

i. Communication Module: This module consists of the REST(Representational
State Transfer)'' Web Service, with an open API to client applications and the
Sina Weibo API. It handles the communications between an asker from MoboQ
and an answerer from Sina Weibo.

ii.  Ranking Engine: The ranking engine searches and selects the best candidates on
the Weibo platform to answer a question.

iii.  Client Applications: Each client application includes a Web site, mobile web,
and a native mobile application to present the questions and answer the user in
an accessible and interactive form.

The MoboQ server, which comprises the communication module and ranking engine,
is implemented in Ruby on Rails'”. The mobile web is implemented using HTML5"
technology.

Because MoboQ is a Q&A system between people who are likely to be complete
strangers, it is a challenge to motivate the potential answerers from Weibo to answer
the strangers' questions. From a design point of view, we concentrate on two
aspects simultaneously: 1) how to establish trust among the answerer, the MoboQ
platform, and the asker and 2) how to provide appropriate incentives to the candidate
answerers.

10 http://weibo.com/

Yhtep: //www.w3.org/TR/2002/WD-webarch-20020830/
12 http://rubyonrails.org/

B http://dev.w3.org/html5/
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----- Traditional Ubicomp Approach -----
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Fig. 2. An Overview of MoboQ

Early studies suggest that lack of trust is identified as one of the greatest barriers
inhibiting Internet transactions. To support online trust building, the content of the
MoboQ query message is uniquely designed, i.e., it includes the reason why the can-
didate answerer is selected (e.g., “Hi, we found that you just visited #Location#.”), the
URL of the asker’s profile page on MoboQ site to show that the asker is a real person,
and another URL to the question’s page on MoboQ to help the answerer learn about
the service. All necessary information is open to the candidate answerers, and we
hope that this information helps the answerer understand that this is not a spam mes-
sage but a real question from a real person who is seeking help.

We also utilize findings from social psychology as incentives in our system. Social
incentives, such as social facilitation and social loafing, are two commonly cited be-
haviors that can affect contributions on social media [16]. The social facilitation effect
refers to the tendency of people to perform better on simple tasks while someone else
is watching, rather than while they are alone or working alongside other people. The
social loafing effect is the phenomenon of people making less effort to achieve a goal
when they work in a group than when they work alone because they feel that their
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contributions do not count or are not evaluated or valued as much when they work as
a group. This is considered one of the main reasons that groups are less productive
than the combined performance of members working alone. Different mechanisms are
employed in MoboQ to take advantage of positive social facilitation and avoid nega-
tive social loafing as follows:

i A public thank 