
Yukiko Nakano
Ken Satoh
Daisuke Bekki (Eds.)

 123

LN
AI

 8
41

7

JSAI-isAI 2013 Workshops, LENLS, JURISIN, MiMI, AAA, and DDS 
Kanagawa, Japan, October 27–28, 2013
Revised Selected Papers

New Frontiers
in Artificial Intelligence



Lecture Notes in Artificial Intelligence 8417

Subseries of Lecture Notes in Computer Science

LNAI Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

LNAI Founding Series Editor

Joerg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/1244



Yukiko Nakano • Ken Satoh
Daisuke Bekki (Eds.)

New Frontiers
in Artificial Intelligence
JSAI-isAI 2013 Workshops,
LENLS, JURISIN, MiMI, AAA, and DDS
Kanagawa, Japan, October 27–28, 2013
Revised Selected Papers

123



Editors
Yukiko Nakano
Seikei University
Musashino-shi, Tokyo
Japan

Ken Satoh
National Institute of Informatics

Research Division
Tokyo
Japan

Daisuke Bekki
Ochanomizu University
Tokyo
Japan

ISSN 0302-9743 ISSN 1611-3349 (electronic)
ISBN 978-3-319-10060-9 ISBN 978-3-319-10061-6 (eBook)
DOI 10.1007/978-3-319-10061-6

Library of Congress Control Number: 2014954575

LNCS Sublibrary: SL7 – Artificial Intelligence

Springer Cham Heidelberg New York Dordrecht London

© Springer International Publishing Switzerland 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection with
reviews or scholarly analysis or material supplied specifically for the purpose of being entered and executed
on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication or
parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location, in its
current version, and permission for use must always be obtained from Springer. Permissions for use may be
obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution under
the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The JSAI-isAI (JSAI International Symposium on Artificial Intelligence) 2013 was the
5th international symposium on AI supported by the Japanese Society of Artificial
Intelligence (JSAI). JSAI-isAI 2013 was successfully held during October 27th to 28th
at Keio University in Kanagawa, Japan; 161 people from 16 countries participated. The
symposium took place after the JSAI SIG joint meeting. As the total number of
participants for these two co-located events was over 400, it was the second-largest
JSAI event in 2013 after the JSAI annual meeting.

The JSAI-isAI 2013 included 6 workshops, where 9 invited talks and 48 papers
were presented. This volume, New Frontiers in Artificial Intelligence: JSAI-isAI
2013Workshops, is the post-proceedings of JSAI-isAI 2013. From 5 of the 6 work-
shops (LENLS10, JURISIN2013, MiMI2013, AAA2013, and DDS2013), 26 papers
were carefully selected and revised according to the comments of the workshop Pro-
gram Committees. About 40% of the total submissions were selected for inclusion in
the conference proceedings.

– LENLS (Logic and Engineering of Natural Language Semantics) is an annual
international workshop on formal semantics and pragmatics. LENLS10 was the 10th
event in the series, and it focused on the formal and theoretical aspects of natural
language. The workshop was chaired by Shunsuke Yatabe (West Japan Railway
Company).

– JURISIN (Juris-Informatics) 2013 was the 7th event in the series, organized by
Katsumi Nitta (Tokyo Institute of Technology). The purpose of this workshop was to
discuss fundamental and practical issues for juris-informatics, bringing together
experts from a variety of relevant backgrounds, including law, social science,
information and intelligent technology, logic, and philosophy (including the area of
AI and law).

– MiMI (Multimodality in Multiparty Interaction) 2013 was organized by Mayumi
Bono (National Institute of Informatics) and Yasuyuki Sumi (Future University
Hakodate). The topics covered in this workshop spanned interaction studies, com-
munication studies, conversation analysis, and workplace studies, as well as their
applications in other research fields.

– AAA (Argument for Agreement and Assurance) 2013 focused on the theoretical
foundations of argumentation in AI, and the application of argumentation to various
fields such as agreement formation and assurance. The organizers were Yoshiki
Kinoshita (National Institute of Advanced Industrial Science and Technology),
Kazuko Takahashi (Kwansei Gakuin University), Hiroyuki Kido (The University of
Tokyo), and Kenji Taguchi (National Institute of Advanced Industrial Science and
Technology).

– DDS (Data Discretization and Segmentation for Knowledge Discovery) 2013 was
organized by Akihiro Yamamoto (Kyoto University), Hiroshi Sakamoto (Kyushu
Institute of Technology), and TetsujiKuboyama (GakushuinUniversity). Thisworkshop



discussed segmentation methods for various types of data, such as graphs, trees, strings,
and continuous data, and their applications in the areas of machine learning and
knowledge discovery.

It is our great pleasure to be able to share some highlights of these fascinating
workshops in this volume. We hope this book will introduce readers to the state-of-the-
art research outcomes of JSAI-isAI 2013, and motivate them to participate in future
JSAI-isAI events.

April 2014 Yukiko Nakano
Ken Satoh

Daisuke Bekki
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Logic and Engineering of Natural Language Semantics
(LENLS) 10

Shunsuke Yatabe

Department of Letters, Kyoto University
shunsuke.yatabe@gmail.com

The Workshop

Between October 27 and 28, 2013 the Tenth InternationalWorkshop of Logic and
Engineering of Natural Language Semantics (LENLS 10) took place at Raiousha
Building, Keio University, Kanagawa, Japan. This was held as a workshop of the Fifth
JSAI International Symposia on AI (JSAI-isAI 2013), sponsored by The Japan Society
for Artificial Intelligence (JSAI).

LENLS is an annual international workshop focusing on topics in formal
semantics, formal pragmatics, and related fields. This year the workshop featured
invited talks by Nicholas J.J. Smith (the University of Sydney) on “Vagueness,
Counting and Cardinality” and Richard Dietz (the University of Tokyo) on “The
Possibility of Vagueness”. In addition there were 21 presentations of talks selected by
the program committee from the abstracts submitted for presentation.

LENLS workshops do not only focus on formal accounts of specific empirical
linguistic phenomena, but also attempts to tackle broader theoretical, logical,
philosophical and coverage issues. Topics discussed at the workshop included issues
as conditionals, plurals, speech acts exhaustivity, lexicon-semantics interface, semantic
similarity, an opinion classification task on a French corpus, rhetorical questions, and
politeness, as well as more specific issues involving multiple constraints in ACG, type-
theoretic approaches to linguistics, ontology on natural language processing, as well as
general issues of Dummett’s philosophy of language, modal logics, quantum linguistics
and many-valued semantics,

In addition to the workshop, on October 26th, a Tutorial Lecture by Nicholas
J. J. Smith was held at the Ochanomizu University in Tokyo. The title of the lecture is
“Vagueness and Fuzzy Logic”, and he gave a positive appraisal of the prospects for a
fuzzy logic based solution to the problems of vagueness. He also explained his
challenge of integrating the fuzzy theory of vagueness into the wider theoretical
landscape in the field of degrees of belief.

Papers

The submitted papers in the LENLS part of the present volume are as follows:
“A Type-Theoretic Account of Neg-Raising Predicates in Tree Adjoining

Grammars” by Laurence Danlos, Philippe De Groote and Sylvain Pogodalla, which



provides a type theoretic semantics for TAG which derives the NR and non-NR
readings of NR predicates in a compositional way.

“Semantic similarity: foundations” by Nicholas Asher, Cedric Degremont and
Antoine Venant, which takes up the interesting and useful problem of “semantic
similarity” between two discourses, proposes several metrics and investigates their
formal properties.

“World history ontology for reasoning truth/falsehood of sentences: Event
classification to fill in the gaps between knowledge resources and natural language
texts” by Ai Kawazoe, Yusuke Miyao, Takuya Matsuzaki, Hikaru Yokono and Noriko
Arai, which provides an ontology for the task of truth/falsehood judgement of simple
historical descriptions in university-level history entrance examinations.

“Hypersequent calculi for modal logics extending S4” by Hidenori Kurokawa,
which provides hypersequent calculi for S4.2 and S4.3 in addition to S4 and S5 from a
uniform perspective.

“Discourse-level Politeness and Implicature” by Elin McCready and Nicholas
Asher, which proposes a game-theoretic analysis of politeness, especially from the
perspective of descriptive set theory.

“Bare Plurals in the Left Periphery in German and Italian” by Yoshiki Mori and
Hitomi Hirayama, which discusses the interpretation possibilities of bare plurals in the
left periphery in German and Italian that cannot be predicted by the so-called neo-
Carlsonian approaches to the semantics of nominals.

“Analyzing Speech Acts based on Dynamic Normative Logic” by Yasuo
Nakayama, which proposes an alternative approach for dynamic epistemic logic for
a dynamic aspect of normative change.

“Constructive Generalized Quantifiers Revisited” by Ribeka Tanaka, Yuki Nakano
and Daisuke Bekki, which introduces generalized quantifiers in the type theoretic
approach to natural language along the line of Sundholm.

“Argumentative insights from an opinion classification task on a French corpus”
by Marc Vincent and Gre’goire Winterstein, which reports on the production of a
corpus and the results of using certain automatic techniques for classification of
opinion and the interpretation of the task results in a particular semantic/pragmatic
framework.

“Exhaustivity through the Maxim of Relation” by Matthijs Westera, which clearly
shows that taking a view of proposition as a set of sets of worlds and employing
attentive semantics with its entailment relation enables us to derive the exhaustiveness
of answers as a conversational implicature with the help of the maxim of relation.

“First-Order Conditional Logic and Neighborhood-Sheaf Semantics for Analysis
of Conditional Sentences” by Hanako Yamamoto and Daisuke Bekki, which shows
the equivalence between Neighborhood-Sheaf Semantics and Kripke-sheaf semantics
with respect to a first-order conditional logic.

Acknowledgements

Let me acknowledge some of those who helped with the workshop. The program committee and
organisers, in addition to myself, were Daisuke Bekki (Ochanomizu University/National
Institute of Informatics), Alastair Butler (PRESTO JST/Tohoku University), Elin McCready
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(Aoyama Gakuin University), Koji Mineshima (Keio University), Yoshiki Mori (University of
Tokyo), Yasuo Nakayama (Osaka University), Katsuhiko Sano (Japan Advanced Institute of
Science and Technology), Katsuhiko Yabushita (Naruto University of Education), Tomoyuki
Yamada (Hokkaido University), and Kei Yoshimoto (Tohoku University). Daisuke Bekki was
liaison with JSAI and together with Kei Yoshimoto organised and mentored many aspects of the
workshop. Finally, the organisers would like to thank JSAI for giving us the opportunity to hold
the workshop.
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International Workshop on Juris-Informatics
(JURISIN 2013)

Katsumi Nitta

Tokyo Institute of Technology
4259 Nagatsuta, Midori-ku, Yokohama 226-8502, Japan

nitta@dis.titech.ac.jp

TheWorkshop

JURISIN is the International Workshop on Juris-Informatics. The purpose of JURISIN
is to discuss both the fundamental and practical issues for jurisinformatics from various
backgrounds such as law, social science, information and intelligent technology, logic
and philosophy, including the conventional “AI and law” area. JURISIN 2013 was held
on 27 and 28, 2013, in association with the Fifth JSAI International Symposia on AI
(JSAI-isAI 2013) supported by the Japanese Society for Artificial Intelligence (JSAI).

From submitted papers, we accepted ten papers. They cover various topics such as
legal reasoning systems, formal argumentation theory, legal text processing, and so
on.

As guest speakers, we invited Professor Davide Grossi from University of
Liverpool, UK, Professor Martin Caminada from University of Aberdeen, UK, and
Professor Kotaro Takagi from Aoyamagakuin University, Japan. Professor Davide
Grossi and Professor Martin Caminada are leading scientists in the field of
argumentation theory. And Professor Kotaro Takagi is one of leading scientists in
the field of legal communication from the view of social informatics. And, as the guest
speaker of AAA 2013, Professor Tim Kelly from University of York, UK, and
Professor Thomas Agotnes from University of Bergen, Norway gave talks.

Papers

According to discussions of JURISIN 2013, authors revised their papers. The program
committee reviewed these revised papers, and selected five papers.

“Requirements of legal knowledge management systems to aid normative
reasoning in specialist domains” (Alessio Antonini, et. al.) focuses on the interplay
between industry/professional standards and legal norms, the information gap between
legal and specialist domains and the need for interpretation at all stages of compliance.
They propose extensions to the Eunomos legal knowledge management tool to help
address the information gap, with particular attention to aligning norms with
operational procedures, and the use of domain-specific specialist ontologies from
multiple domains to help users understand and reason with norms on specialist topics.

“ArgPROLEG: A Normative Framework for The JUF Theory” (Zohreh Shams, et.
al.) proposes ArgPROLEG, a normative framework for legal reasoning based on



PROLEG, an implementation of the the Japanese “theory of presupposed ultimate
facts” (JUF). This theory was mainly developed with the purpose of modelling the
process of decision making by judges in the court.

“Answering Yes/No Questions in Legal Bar Exams” (Mi-Young Kim, et. al.)
develops a QA approach to answer yes/no questions relevant to civil laws in legal bar
exams. The first step is to identify legal documents relevant to the exam questions; the
second step is to answer the questions by analyzing the relevant documents. Their
experimental results show reasonable performance, which improves the baseline
system, and outperforms an SVM-based supervised machine learning model.

“Answering Legal Questions by Mining Reference Information” (Oanh Thi Tran,
et. al.) presents a study on exploiting reference information to build a question
answering system restricted to the legal domain. To cope with referring to multiple
documents, they propose a novel approach which exploits the reference information
among legal documents to find answers. he experimental results showed that the
proposed method is quite effective and outperform a traditional QA method, which
does not use reference information.

“Belief Re-revision in Chivalry Case” (Pimolluck Jirakunkanok, et. al.) proposes a
formalization of legal judgment revision in terms of dynamic epistemic logic, with
two dynamic operators; commitment and permission. In order to demonstrate their
formalization, they analyze judge’s belief change in Chivalry Case in which a self-
defense causes a misconception.

Acknowledgement

JURISIN 2013 was held in conjunction with JSAI-isAI 2013 supported by JSAI. We thank all
staffs of JSAI-isAI 2013 and JSAI for their suppots.

And also JURISIN 2013 was supported by members of the steering committee, the program
committee and advisory committee. We really appreciate their support.
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Multimodality in Multiparty Interaction (MiMI2013)

Mayumi Bono1,2 and Yasuyuki Sumi3

1 Digital Content and Media Sciences Research Division,
National Institute of Informatics

2Department of Informatics, School of Multidisciplinary Sciences,
Graduate University of Advanced Studies (SOKENDAI)

3 Department of Complex and Intelligent Systems, Future University Hakodate

The Workshop

The International Workshop on Multimodality in Multiparty Interaction (MiMI2013)
took place at Keio University, Kanagawa, on October 28, 2013. This was held as part
of the Japan Society for Artificial Intelligence (JSAI) International Symposia on
Artificial Intelligence (JSAI-isAI 2013), sponsored by JSAI and Innovation for
Interdisciplinary Approaches across the Humanities and Social Sciences, of the Japan
Society for the Promotion of Science (JSPS).

In this workshop, we tried to cover a broad range of perspectives related to
interaction studies, communication studies, conversation analysis, and workplace
studies and their application to other research fields including, but not limited to,
human–computer interaction (HCI). Moreover, we tried to provide a space where HCI
researchers who have created original work can start collaborative projects with
interaction and communication analysts to evaluate their products and upgrade their
perspectives on human interaction in our daily lives. Recently, the interest of linguists,
interaction analysts, and conversation analysts has turned increasingly toward
observing interactional practices in the material world (Streeck et al., 2011). To
turn to new domains of communication, we need to focus not only on the systematic
structure of dyadic dialogue, i.e., two-party interaction, but also on the complexity of
conversations involving more than three. Our daily communication is not limited to
dyadic dialogue, but open to multi-party interactions.

Multimodality is a research concept that emerges from the history of traditional
language research that has treated only verbal and text information of human
language. Human social interaction involves the intertwined interaction of different
modalities, such as talk, gesture, gaze, and posture. Human–computer interactions
involve studying, planning, and designing interactions between humans and comput-
ers. Traditionally, HCI researchers have adopted the methodologies of experimental
psychology to evaluate their products by measuring human behaviors and human
knowledge under experimental conditions. However, we believe that experimental
settings are limited in their ability to study human daily interactions.

Since 2012, we have been conducting the Ido-Robo project as one of the grand
challenge projects at the National Institute of Informatics (NII-Today, 2014). Can a
robot engage in communicative activities such as gossiping beside the well? Ido-bata



kaigi (congregate at the side of a well) is a concept in Japanese that reflects how
women living in villages used to chat, circulate gossip, and exchange community
information as they gathered beside a well and washed clothes and pumped water
from the well. Now, that phrase refers to spontaneous congregations that serve as hubs
for the communicative, intellectual, and political life of Japanese people. Such a
phenomenon is not yet possible even for a robot manufactured with the latest
technology.

Figuratively speaking, we hope to build an infrastructure that will enable robots to
congregate and engage in small talk, which is based on an interdisciplinary research
framework involving scholars in linguistics, cognitive science, information science,
sociology, and robotics. In this workshop, we discussed how a marriage between
interaction studies and informatics could affect developments in both research fields.

Papers and Future plans

This one-day workshop included two invited talks and five general papers. The first
invited talk was a curious talk entitled ‘Social Robotics in Classrooms’ by Prof.
Fumihide Tanaka from the perspective of engineering research. Then Prof. Morana
Alač gave an insightful talk entitled ‘Just a Robot: Haptic Interaction and the
Thingness of the Social Robot’ from the perspective of the social sciences. These two
speakers once collaborated at the University of California, San Diego (UCSD). From
their different perspectives, they outlined how they conducted their research projects
in classrooms using social robotics. These invited talks were a good example of the
marriage between interaction studies and informatics.

The general paper sessions discussed several aspects of multi-party interactions:
listener’s nonverbal behaviors in Bibliobattle; the sequential structure of improvisa-
tion in Robot-Human Theater; listener’s behaviors during table talk; conversation
during table cooking; and the home position of gestures in multi-party conversation.
We accepted one paper from the invited session and one paper from the general
session for the post-proceedings.

Currently, we are preparing for a special session of Multimodality in Multiparty
Interactions (MiMI) with Social Robots: Exploring Human–Robot Interaction (HRI)
in the Real World (MiMI2014), for the 23rd IEEE International Symposium on Robot
and Human Interactive Communication (IEEE RO-MAN 2014), which will be held in
Edinburgh, Scotland, on August 25-29, 2014. As we discussed numerous aspects of
multi-party interactions at MiMI2013, we will try to focus on a number of aspects of
interactions with social robots. Through such activities, we hope to continue to be able
to discuss the main issues of MiMI.

References

1. Streeck, J., Goodwin, C., and LeBaron, C.: Embodied Interaction Language and
Body in the Material World. Cambridge University Press (2011)

2. NII Today: Can a Robot Join an Idobata Kaigi?. NII Today No.48 (2014)
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Argument for Agreement and Assurance (AAA)

Hiroyuki Kido1, Yoshiki Kinoshita2, Kenji Taguchi3, and Kazuko Takahashi4

1 The University of Tokyo
2 Kanagawa University

3 National Institute of Advanced Industrial Science and Technology
4 Kwansei Gakuin University

Preface

Lattice theoretical and combinatorial analysis of argumentation has now become an
established field in Artificial Intelligence and there is much hope for its application to
agreement formation and consensus building. On the other hand, there is a growing
interest in assurance cases in Assurance Engineering, where the logical analysis of
arguments by Toulmin is much appreciated. Both of these two activities aim at
analysis of arguments, but it seems they have had rather few interaction with each
other. The aim of this workshop is to encourage exchange of idea between these two
fields. To that end, we called for submissions of the work in the following topics.

– Abstract and structured argumentation systems including studies of frameworks,
proof-theories, semantics and complexity.

– Dialogue systems for persuasion, negotiation, deliberation, eristic and information-
seeking dialogues.

– Applications of argumentation and dialogue systems to various fields such as
agreement technologies, systems assurance, safety engineering, multi-agent systems,
practical reasoning, belief revision, learning and semantic web.

– Agreement and assurance technologies through arguments including safety cases,
assurance cases and dependability cases.

– Tools for argumentation systems, dialogue systems, argument-based stakeholders'
agreement, argument-based accountability achievement, argument-based open sys-
tems dependability and argument-based verification and validation.

We have seven contributed talks and one invited lecture by Professor Tim Kelly in the
workshop. Moreover, AAA 2013 have made an agreement with JURISIN 2013 that
participants of AAA are encouraged to attend the JURISIN invited lecture by
Dr. Caminada.



Workshop on Data Discretization and Segmentation
for Knowledge Discovery (DDSS13)

Akihiro Yamamoto1, Tetsuji Kuboyama2, and Hiroshi Sakamoto3

1 Graduate School of Informatics, Kyoto University, Japan
akihiro@i.kyoto-u.ac.jp

2 Computer Centre, Gakushuin University, Japan
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3 Graduate School of Computer Science and Systems Engineering,
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The Workshop

The Workshop on Data Discretization and Segmentation for Knowledge Discovery
(DDS13) was held on October 27th at Keio University in the fifth JSAI International
Symposia on AI (JSAI-isAI 2013), sponsored by the Japan Society for Artificial
Intelligence (JSAI).

DDS13 is the first workshop on subjects related to discretization and segmentation of
data in developing methods for discovering knowledge from large-scale data. Originally,
decomposing one datum into a set of several small data is found to play a crucial role in
computer science. Decomposition usually indicates an operation to consecutive data
structure, but in the context of Machine Learning and Knowledge Discovery, it can
include, for example, segmentation of sentences in natural languages and segmentation
of time series. Moreover decomposition can be extended so that it may include
discretization of continuous data, data compression, and algebraic methods for
Knowledge Discovery. We focus this workshop on decomposition methods of various
types of data, such as graphs, trees, strings, and continuous data, and their applications to
Machine Learning and Knowledge Discovery. We welcomed scientific results based on,
but not restricted to, decomposition of data and its applications to bioinformatics, natural
language processing, social network analysis, and other related areas.

We first organized the program committee consisting of 14 researchers concerning
with subjects in the workshop scope, and announced a call for papers. As the result of
review by the PC members, 10 submitted papers were accepted. More information on
DDS13 is available at the workshop homepage1. The proceedings were published
from JSAI2.

1 https://sites.google.com/site/dds13workshop
2 ISBN 978-4-915905-59-9 C3004(JSAI).



Post-Workshop Proceedings

Five papers in those presented in the workshop were submitted after revision to this
post-workshop proceedings. Each of them was peer reviewed by three PC members,
which consists of two PC members previously assigned plus another, and eventually
the PC selected three papers.

Two of the papers are focused on trees. Kernel functions for structured data such
as trees are in the scope of the workshop because most of them are defined by
decomposing input data along the structure. The third paper treats mixed-type data,
which contain both discrete and continuous features. In order to treat such types of
data in formal concept analysis (FCA), an algebraic method for analyzing data, the
author discretizes continuous features. The abstracts of the three papers are following.
Hamada et al. introduced a kernel for tree data based on counting all of the agreement
subtree mappings, and designed an efficient algorithm to compute the kernel value for
unordered leaf-labeled full binary trees. Then they applied it to analysis of nucleotide
sequences for A (H1N1) influenza viruses. They also showed that the problem of
counting all of the agreement subtree mappings is #P-complete unless the trees are full
binary.

Shin et al. provided comprehensive research on various tree kernels proposed
previously, in order to choose good ones for analyzing data. They picked up 32
algorithms for tree kernels under two different parameter settings, and showed that
three of the 64 tree kernels are superior to the others with proving statistically
significant through t-tests.

Sugiyama introduced a method for detecting outliers in mixed-type data, based on
FCA. In this method, a lattice of concepts which represents a hierarchy of clusters is
constructed, and outliers are clusters highly isolated in the hierarchy. Though
continuous features are discretized for the method, he showed by experiments that the
method detects outliers more effectively than other popular distance-based methods.

Acknowledgments

DDS13 was closed successfully. We are grateful for the great support received from the
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Yoshiaki Okubo, Takeshi Shinohara, and Tomoyuki Uchida. Most of the PC members
are steering members of the Special Interest Group on Fundamental Problems in AI
(SIG-FPAI), chaired by Kuboyama. We are thankful to Prof. Yukiko Nakano for her
organization of JSAI-isAI 2013. We also thank Prof. Ken Satoh and Prof. Daisuke
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Abstract. Neg-Raising (NR) verbs form a class of verbs with a clausal
complement that show the following behavior: when a negation syntacti-
cally attaches to the matrix predicate, it can semantically attach to the
embedded predicate. This paper presents an account of NR predicates
within Tree Adjoining Grammar (TAG). We propose a lexical semantic
interpretation that heavily relies on a Montague-like semantics for TAG
and on higher-order types.

Keywords: Tree Adjoining Grammar · Semantics · λ-calculus · Type
theory · Neg-raising

1 Introduction

Neg-Raising (NR) verbs form a class of verbs with a clausal complement that
show the following behavior: when a negation syntactically attaches to the matrix
predicate, it can semantically attach to the embedded predicate, as the implica-
tion of (1c) by (1b) shows. This corresponds to the NR reading of this predicate.

(1) a. Marie
Mary

pense
thinks

que
that

Pierre
Peter

partira
will leave

b. Marie
Mary

ne pense pas
does not think

que
that

Pierre
Peter

partira
will leave

c. Marie
Mary

pense
thinks

que
that

Pierre
Peter

ne partira pas
will not leave

This work has been supported by the French agency Agence Nationale de la
Recherche (ANR-12-CORD-0004).

c© Springer International Publishing Switzerland 2014
Y. Nakano et al. (Eds.): JSAI-isAI 2013, LNAI 8417, pp. 3–16, 2014.
DOI: 10.1007/978-3-319-10061-6 1
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Such an implication does not always hold. Some contexts make it impossible
to consider the negation as having scope over the embedded predicate only [1,2].
This corresponds to the non-NR reading of the predicate.

This paper aims at providing an account of NR predicates within Tree Adjoin-
ing Grammar (TAG) [3]. We propose a lexical semantic interpretation that heav-
ily relies on a Montague-like semantics for TAG and on higher-order types. As
a base case, our approach lexically provides both NR and non-NR readings to
NR predicates. We implement our proposal in the Abstract Categorial Gram-
mar (ACG) framework [4] as it offers a fairly standard interface to logical formal
semantics for TAG. However, our approach could be implemented in other syn-
chronous frameworks such as Synchronous TAG [5–7].

Not all sentence-embedding predicates show a NR behavior [8,9]. In order
to test whether a predicate is NR, we can look at its interaction with Negative
Polarity Items (NPI). Such items need to be in the scope of a negative operator
in order for the utterance to be felicitous as the contrast between (2a) and (2b)
shows. This contrast also shows up when the NPI occurs within the positive
clause embedded under a negative matrix clause as in (3).1 On the other hand,
non-NR predicates do not allow NPI2 in a positive embedded clause even if it is
itself in a negative context (4b).

(2) a. Pierre
Peter

n’est pas dans son assiette
doesn’t feel good

b. *Pierre
Peter

est dans son assiette
feels good

(3) a. Marie
Mary

pense
thinks

que
that

Pierre
Peter

n’est pas dans son assiette
doesn’t feel good

b. Marie
Marie

ne pense pas
doesn’t think

que
that

Pierre
Peter

soit dans son assiette
feels good

c. *Marie
Mary

pense
thinks

que
that

Pierre
Peter

est/soit dans son assiette
feels good

(4) a. Marie
Mary

affirme
claims

que
that

Pierre
Peter

n’est pas dans son assiette
doesn’t feel good

b. *Marie
Mary

n’affirme pas
doesn’t claim

que
that

Pierre
Peter

est/soit dans son assiette
feels good

The modeling we propose takes into account several constraints or proper-
ties of NR-predicates. First, the availability of the different readings should not
introduce spurious ambiguities, in particular when no negation occur. To achieve
this, we make use of fine-grained typing.
1 We do not discuss here the use of subjunctive in the embedded clause when the
matrix predicate is in negative form as it does not add to the constraints we describe.

2 At least some NPI. Some other NPI seems to perfectly occur in a similar position.
See [2].
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Second, we want to give an account of NR cyclicity. This phenomenon occurs
when a NR predicate embeds another NR predicate: a negation at the matrix
level will semantically cycle down to the most embedded NR predicate, giving rise
to several possible interpretations as (5) shows with the interpretations (5a–b).
We achieve this effect by making use of higher-order types. In particular, the
clausal argument is type-raised so that it can further be modified. Note however
that according to [2,10] we may want to block NR cyclicity when a NR desire
predicate embeds a NR belief predicate. This amounts to force non-NR readings
of the predicate.

(5) Marie
Mary

ne pense pas
doesn’t think

que
that

Jeanne
Jane

croie que
believes

Pierre
Peter

partira
will leave

a. ¬(think (believe (leave p) j) m)

b. think (¬(believe (leave p) j)) m

c. think (believe (¬(leave p)) j) m

A similar effect on forcing specific readings occurs with NPI. When a NPI
occurs in a positive embedded clause, it forces a NR reading of the (negated)
matrix predicate [11]. Then, the negation has scope over the embedded sentence,
but not over the whole sentence.

On the other hand, some adverbial discourse connectives (ADCs) force a
NR reading. [12] discusses the syntax-semantics mismatches of arguments of an
ADC in French and introduces three principles. It illustrates in particular the
phenomena with complex sentences that include an ADC (e.g. par contre (how-
ever)) in the matrix clause and shows that this ADC can have scope: over the
whole sentence (principle 1) as in (6), over the embedded clause only (princi-
ple 2) as in (7), or over the negation of the embedded clause with a NR reading
of the matrix predicate (principle 3) as in (8).

(6) Fred
Fred

ira
will go

à
to

Dax
Dax

pour
for

Noel.
Christmas.

Jeanne
Jane

pense,
thinks,

par contre,
however,

qu’il
that he

n’ira pas.
will not go.

(7) Fred
Fred

ira
will go

à
to

Dax
Dax

pour
for

Noel.
Christmas.

Jeanne
Jane

pense,
thinks,

par contre,
however,

que
that

Pierre
Peter

n’ira pas.
will not go.

(8) Fred
Fred

ira
will go

à
to

Dax
Dax

pour
for

Noel.
Christmas.

Jeanne
Jane

ne pense pas,
doesn’t think,

par contre,
however,

que
that

Pierre
Peter

ira.
will go.
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Our long term goal is to provide a semantic and discourse analysis of these
phenomena within TAG and D-STAG [13] that would account for these interac-
tions. However, in this article, we only deal with the NR and non-NR readings of
NR predicates. We propose a simply typed λ-calculus approach at the semantic
level, while we take the standard analysis of NR predicates as auxiliary trees
allowing for adjunction at the syntactic level.

2 Verbs with Clausal Arguments in TAG

In TAG, verbs that have sentential arguments usually are represented as auxil-
iary trees (see [14, Sect. 6.7] for English and [15, Chap. 3, Sect. 1.2] for French)
in order to allow for describing long distance dependencies with multiple embed-
dings as in (9). Negation is analyzed with adjunction as well3. Figure 1(a) and (b)
show the TAG analysis of (1b) and Fig. 1(c) shows the corresponding derivation
tree γ0: the auxiliary tree of ne pas is adjoined to the V node of the auxiliary
tree of pense que, and the latter is adjoined to the S node of the initial tree of
partira. The initial trees of Marie and Pierre are substituted to the NP nodes
of the trees of pense que and partira resp.

(9) a. [15, p. 234]Quelle fille Paul pense-t-il que Bob sait que Jean aime ?

b. [14, p. 43]What did Bill tell Mary that John said?

3 Type-Theoretic Perspective on TAG

3.1 Abstract Categorial Grammars

ACGs provide a framework in which several grammatical formalisms may be
encoded. They generate languages of linear λ-terms, which generalize both string
and tree languages. A key feature is to provide the user direct control over the
parse structures of the grammar, the abstract language, which allows several
grammatical formalisms to be defined in terms of ACG, in particular TAG [16].
In this perspective, derivation trees of TAG are straightforwardly represented as
terms of the abstract language, while derived trees (and yields) are represented
by terms of the object language. We refer the reader to [4,17] for the details and
introduce here only few relevant definitions and notations.

A higher-order linear signature defines a finite set of atomic types and a finite
set of typed (possibly with complex types α → β) constants. It is also called a
vocabulary. Λ(Σ) is the set of λ-terms built on Σ, and for t ∈ Λ(Σ) such that t
has type α, we note t : α.

An abstract categorial grammar is a quadruple G = 〈Σ,Ξ,L, s〉 where Σ and
Ξ are two higher-order linear signatures, which are called the abstract vocabulary
and the object vocabulary respectively. L : Σ −→ Ξ is a lexicon from the abstract

3 For sake of clarity, we use a simplified version here.
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NP

Marie

V

pasV∗ne

S

S′

S∗que

V

pense

NP↓

S

V

partira

NP↓

NP

Pierre

(a) Tree operations

S

S′

S

V

partira

NP

Pierre

que

V

pasV

pense

ne

NP

Marie

(b) Derived tree c0

αpartira

βpense

αne pasαMarie

αPierre

(c) Derivation tree γ0

Fig. 1. TAG analysis of Marie ne pense pas que Pierre partira

Λ(Σderθ)

Λ(Σtrees)

Gd-ed trees

Λ(Σstring )

Gyield

Λ(ΣLog )

GLog

Fig. 2. ACG architecture for TAG
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vocabulary to the object vocabulary. It is a homomorphism.4 We note t:= u if
L(t) = u. s ∈ TΣ is a type of the abstract vocabulary, which is called the
distinguished type of the grammar.

Since there is no structural difference between the abstract and the object
vocabulary as they both are higher-order signatures, ACGs can be combined
in different ways. Either by making the abstract vocabulary of an ACG the
object vocabulary of another ACG, so that we modularize the relation between
the derivation structures and the strings, as with Gyield and Gd-ed trees in Fig. 2.
Or by having a same abstract vocabulary shared by several ACGs in order to
make two object terms (for instance a derived tree and a logical formula) share
the same underlying structure, as do Gd-ed trees and GLog in Fig. 2. This is indeed
what we use here to provide the semantic readings of TAG analyzed expressions,
even if the proposed lexical semantics could be implemented in other approaches,
in particular synchronous approaches [5,6,18].

3.2 Derivation Trees and Derived Trees

In this paper, we focus on the encoding of TAG derivation trees, TAG derived
trees, and the associated logical representation. The ACG Gd-ed trees = 〈Σderθ,
Σtrees,Ld-ed trees,S〉 encodes the relation between derivation trees and derived
trees. Table 1 sketches the lexicon to analyze (1b). It relies on Σderθ whose atomic
types include S, V,5 NP, SA, VA. . . where the X types stand for the categories
X of the nodes where a substitution can occur while the XA types stand for
the categories X of the nodes where an adjunction can occur. They later are
interpreted as functional types. For each elementary tree it contains a constant
whose type is based on the adjunction and substitution sites as Table 1 shows.
It additionally contains constants βId

X : XA that are meant to provide a fake
auxiliary tree on adjunction sites where no adjunction actually takes place in a
TAG derivation.

The other signature, Σtrees, has τ the type of trees as unique atomic type.
Then, for any X of arity n belonging to the ranked alphabet describing the
elementary trees of the TAG, we have a constant Xn : τ → · · · → τ

︸ ︷︷ ︸

n times

→ τ .

The relation between these vocabularies is given by the lexicon Ld-ed trees

where Ld-ed trees(XA) = τ → τ and for any other type X, Ld-ed trees(XA) = τ .
Then, the derivation tree γ0 of Fig. 1(c) and the corresponding derived tree c0
of Fig. 1(b) are represented and related as follows:

4 In addition to defining L on the atomic types and on the constants of Σ, we have:

– if α → β is a type build on Σ then L(α → β) = L(α) → L(β);
– if x ∈ Λ(Σ) (resp. λx.t ∈ Λ(Σ) and t u ∈ Λ(Σ)) then L(x) = x (resp. L(λx.t) =

λx.L(t) and L(t u) = L(t)L(u));

with the proviso that for any constant c : α of Σ we have L(c) : L(α).
5 We follow [15] and we do not use VP categories. Using it would not change our
analysis.
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γ0 = αpartira (βpense βId
S βne pas αMarie) βId

V αPierre

c0 = Ld-ed trees(γ0)

= S3(NP1 Marie)(V3 ne(V1 pense)pas) (S′
2 que(S2(NP1 Pierre)(V1 partira))))

Parallel (or synchronous) to this interpretation as derived trees, we can also
interpret terms representing derivation trees as logical formulas representing the
associated meanings.

Table 1. TAG as ACG: the Ld-ed trees lexicon

3.3 Building Semantic Representations

In order to define the translation of terms denoting derivation trees into a logical
formula with the ACG GLog = 〈Σderθ, ΣLog,LLog,S〉, we need to define the
interpretation of each atomic type and of each constant, and then to consider
the homomorphic extension of this interpretation. In other worlds, we have to
define the semantic recipe of each lexical item.

The higher-order signature ΣLog for the logical representation defines the
following typed constants:

m : e ¬ : t → t leave : e → t think : t → e → t
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And we consider the following interpretation LLog:

S := t αMarie := m
NP := e αpartira := λp v s.p (λf.f (v (leave s)))
V := e → t βId

X := λx.x
VA := t → t βne pas := λp.¬ p
SA := ((t → t) → t) βpense := λp v s c.p (λf.f (v (think (c (λx.x)) s)))

→ (t → t) → t β′
pense := λp v s c.p (λf.think (f (c v)) s)

We model the NR and non-NR readings with two possible auxiliary trees for NR
predicates6: one with the non-NR reading (βpense) and one with the NR reading
(β′

pense), both with the same type SA → VA → NP → SA.

Remark 1. An important point is the type interpreting SA. In previous works [17],
SA was interpreted with a t → t type, a function from truth values to truth val-
ues where the parameter corresponded to the truth value associated with the
embedded clause. This gave the following interpretation:

β′
pense := λp v s c.p (think (v c) s)

where the c parameter conveys the meaning of the embedded clause. However, in
this setting, this meaning cannot further be subject to changes, in particular by
a negation provided by the v parameter (interpreting the VA adjunction site of
the verb pense). While this would provide us with a reading where the negation
scopes over the embedded clause only, it cannot cycle down to a clause more
deeply embedded under another NR predicate.

In order to model the NR cyclicity we then need that the semantic argument
of the negation can occur arbitrarily far away from the matrix verb as in (5).
With SA := ((t → t) → t) → ((t → t) → t), the modification stipulated by
the second argument v of [[β′

pense]] (which will be replaced by the semantics of
the auxiliary tree adjoined to the VA node of β′

pense, typically the negation) will
be given as argument to the “raised” clausal argument c so that it can possibly
cycle down if c itself represents a NR predicate.

In [[βpense]], v directly has scope over the think predicate and c, applied to
the identity λx.x, is not modified.

Remark 2. Another difference in the interpretation of type modeling the adjunc-
tion occurs in the interpretation of [[VA]]. We usually have VA := (e → t) →
(e → t) for V modifiers interpretations. It should not be surprising that we need
to actually consider two V adjunction sites since their semantic contribution
definitely differ. Technically, it amounts to duplicate the V node to create two
adjunction sites in the elementary trees for NR predicates:
6 We use the βNR predicate notation for constants to be interpreted with the non-NR
reading, and β′

NR predicate for those to be interpreted with the NR reading.
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where one of the sites is dedicated to the negation and the other one to usual V
adjunctions such as auxiliaries. We would have

β′
pense : SA → V′

A → VA → NP → SA

β′
pense := λp v′

1 v2 s c.p (λf.(v′
1 (λy.think (f (c v2)) y) s))

This would prevent the meaning of auxiliaries (represented by the parameter v′
1)

to modify the meaning of the embedded clauses, contrary to the meaning of the
negation (represented by the parameter v2). However, for sake of simplicity, we
drop this additional adjunction site as we do not provide any example using it
in this paper.

We now are in position to give examples of interpretations. (1b) can be given
the derivation trees and the associated meanings:

γ0 = αpartira(βpense βId
S βne pas αMarie)βId

V αPierre

γ1 = αpartira(β′
pense βId

S βne pas αMarie)βId
V αPierre

LLog(γ0) = ¬(think (leave p) m)
LLog(γ1) = think (¬(leave p)) m

Extending in a straightforward way the given lexicon with other NR predicates,
we can give (5) the following derivation trees:7

γ′
0 = αpartira(βcroie(βpenseβ

Id
S βne pasαMarie)βId

V αJeanne)βId
V αPierre

γ′
1 = αpartira(βcroie(β′

penseβ
Id
S βne pasαMarie)βId

V αJeanne)βId
V αPierre

γ′
2 = αpartira(β′

croie(βpenseβ
Id
S βne pasαMarie)βId

V αJeanne)βId
V αPierre

γ′
3 = αpartira(β′

croie(β
′
penseβ

Id
S βne pasαMarie)βId

V αJeanne)βId
V αPierre

and the associated meanings:

LLog(γ′
0) = ¬(think (believe (leave p) j) m)

LLog(γ′
1) = think (¬ (believe (leave p) j)) m

7 In the described architecture, the semantic ambiguities are derived from “derivation
ambiguities”. We can avoid this in considering an intermediate level between Σderθ

and Σtrees. βpense and β′
pense would map on the same term of this intermediate

level, and the latter would be considered as the actual derivation tree representation
level. The upper part would then be considered as lying within the semantic device.
However this intermediate level would not provide any additional modeling capability
so we do not consider it here.
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LLog(γ′
2) = ¬(think (believe (leave p) j) m)

LLog(γ′
3) = think (believe (¬(leave p)) j) m

However, this produces some spurious ambiguities. For instance, assigning a
NR reading to the intermediary NR predicate when the matrix NR predicate
has a non-NR reading (as for γ′

2) is useless. Similarly, when no negation occur
in the matrix predicate, using the NR readings yields the same result as using
the non-NR one as the following possible derivations and their interpretations
for (1a) shows:

γ′′
0 = αpartira(βpense βId

S βId
V αMarie)βId

V αPierre

γ′′
1 = αpartira(β′

pense βId
S βId

V αMarie)βId
V αPierre

LLog(γ′′
0 ) = think (leave p) m

LLog(γ′′
1 ) = think (leave p) m

4 Improvements

4.1 Avoiding Spurious Ambiguities

In order to avoid spurious ambiguities, we refine the types for S and V adjunc-
tion sites. There are several ways to present this refinement using records and
dependent types as proposed in [19,20] that are rather similar to feature struc-
tures. As it would involve additional notations, we prefer to keep the atomic
types we have used so far, but instead of the atomic type SA and VA we now
have SA[Neg = no], SA[Neg = yes], VA[Neg = no], and VA[Neg = yes] as atomic
types.

With these types, an auxiliary tree for a NR predicate will have type:

β : SA[Neg = m] → VA[Neg = n] → NP → SA[Neg = r] with (m,n, p) ∈ {yes,no}3

While in principle we could instantiate these auxiliary trees with all the possible
combinations, removing some of them will prevent us from getting unwanted
readings.

The accepted combinations for non-NR readings are given in Table 2(a) and
the ones for NR readings in Table 2(b). The tables show the resulting type
SA[Neg = r] for each combination of SA[Neg = m] and VA[Neg = n] values.
When a cell is empty, it means there is no term with this type combination.

Table 2. Allowed feature combinations

(a) Combinations for non-NR readings

SA[Neg = no] SA[Neg = yes]

VA[Neg = no] SA[Neg = no] SA[Neg = no]

VA[Neg = yes] SA[Neg = no] SA[Neg = no]

(b) Combinations for NR readings

SA[Neg = no] SA[Neg = yes]

VA[Neg = no] SA[Neg = yes]

VA[Neg = yes] SA[Neg = yes] SA[Neg = yes]
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We now have four constants for the non-NR reading of pense que, but only
three for its NR readings:

β0
pense : SA[Neg = no] → VA[Neg = no] → NP → SA[Neg = no]

β1
pense : SA[Neg = yes] → VA[Neg = no] → NP → SA[Neg = no]

β2
pense : SA[Neg = no] → VA[Neg = yes] → NP → SA[Neg = no]

β3
pense : SA[Neg = yes] → VA[Neg = yes] → NP → SA[Neg = no]

β′0
pense : SA[Neg = yes] → VA[Neg = no] → NP → SA[Neg = yes]

β′1
pense : SA[Neg = no] → VA[Neg = yes] → NP → SA[Neg = yes]

β′2
pense : SA[Neg = yes] → VA[Neg = yes] → NP → SA[Neg = yes]

We also need to adapt the types of the other terms and set the type of βId
S , βId

V ,
and βne pas to SA[Neg = no], VA[Neg = no], and VA[Neg = yes] respectively. For
αpartira to accept any kind of parameter, it now comes in four forms αm,n

partira whose
types are Sa[Neg = m] → VA[Neg = n] → NP → S with (m,n) ∈ {yes,no}2.

With this setting, the derivation tree analyzing (1a) that uses a NR predicate
with two fake adjunctions βId

S[Neg=no] and βId
V [Neg=no] cannot make use of any of

the constants associated with the NR reading, but only of β0
pense. So that it now

has the single analysis:

γ′′′
0 = αno,no

partira(β
0
pense βId

S[Neg=no] βId
V[Neg=no] αMarie)βId

V[Neg=no] αPierre

Similarly, if a negated NR predicate embeds another NR predicate as in (5),
and if we have a non-NR reading for the matrix predicate (as for pense que in γ′

0

and γ′
2), the type of β2

pense βId
S[Neg=no] βne pas αMarie necessarily is SA[Neg = no],

hence cannot serve as first argument of any NR reading β′i
croie of croie que if the

latter is not negated. This avoids the LLog(γ′
2) reading of the sentence.

4.2 Enforcing the NR Reading

A similar technique can be used to enforce the NR reading when a NPI occurs
in the embedded clause. SA and NP types are declined as SA[NPI = b] and
NP[NPI = b] with b ∈ {yes,no}. [NPI = yes] means it licenses a NPI in the clause.
Only NR readings should allow for a SA[NPI = yes] resulting type:

β′
pense : SA[NPI = m] → VA[Neg = n] → NP[NPI = p] → SA[NPI = yes]

if at least one of the m, n, and p is set to yes8 while non-NR readings only allow
for a SA[NPI = no] type.

8 We should be more careful with the licensed combinations, but this is enough to
show how to force the reading.
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Then, together with the constants:

α0
est... assiette : SA[NPI = no] → VA[Neg = yes] → NP[NPI = no] → S

α1
est... assiette : SA[NPI = yes] → VA[Neg = no] → NP[NPI = no] → S
βId
S[NPI=no] : SA[NPI = no]

the (positive) embedded clause Pierre est/soit dans son assiette requires the
adjunction of an auxiliary tree γ(4) of type SA[NPI = yes] to be analyzed as:

γ(5) = α1
est... assiette γ(4) βId

V[Neg=no] αPierre

Because it has type SA[NPI = yes], the γ(4) auxiliary tree can only be the result
of a β′

pense application (NR reading). For instance, the actual analysis of (3b)
would be:

γ(6) = α1
est... assiette (β′

pense βId
S[NPI=no] βne pas αMarie) βId

V[Neg=no] αPierre

This approach could also be used to model the blocking of NR cyclicity
when a NR desire predicate embeds a NR belief predicate [2,10], or to model
the readings forced by embedded discourse connectives.

5 Related Works

Our approach models NR predicates at the syntax-semantics interface. This
contrasts with the semantic/pragmatic approaches that explains NR behaviors
from presupposition. [2] unifies different trends from this vein using soft presup-
positions [21]. Because we aim at articulating the semantics of NR predicates
with discourse connectives that are lexically introduced as in [12], the syntax-
semantics approach allows us to have them modeled at a same level, at least as
a first approximation.

Another syntax-semantics interface perspective in TAG on NR predicates is
proposed in [11] for German. Its modeling relies on multicomponent TAG [22]
with an underspecified semantic representation [23]. The motivation for using
multicomponents does not only depend on the analysis of NR predicates. It is
motivated in the first place by the modeling of scrambling and other word-order
phenomena in German. As it also shows useful to analyze long-dependencies, it is
used for NR predicates as well. Then, both ambiguities and relative scoping are
managed at the semantic representation level with the underspecified framework
whereas we model them at the syntax-semantics interface level and at the logical
representation level respectively.

It is also worth noting that the constraints we model using the fine tuning of
types with [Neg = m] and [NPI = n] extensions is also present in [11]. The latter
implements specific computations on the Neg features of the verbal spine that
extend the usual notion of unification of TAG. The different combinations we
propose in Table 2(a) and (b) for instance closely relate to this computation.
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6 Conclusion

We have presented an account of NR predicates within TAG that relies on a
Montague-like semantics for TAG. The different properties of NR predicates are
rendered at different levels: the ambiguity of the readings is modeled by lexical
ambiguity; the scoping and cyclicity properties are modeled through the lexi-
cal semantics and the higher-order interpretation of adjunction nodes; spurious
ambiguities are avoided using fine-grained types for terms representing deriva-
tion trees. This provides us with a base layer where to account for interactions
with discourse connectives and discourse representation.
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Abstract. This paper investigates measures of semantic similarity
between conversations from an axiomatic perspective. We abstract away
from real conversations, representing them as sequences of formulas,
equipped with a notion of semantic interpretation that maps them into
a different space. An example we use to illustrate our approach is the
language of propositional logic with its classical semantics. We introduce
and study a range of different candidate properties for metrics on such
conversations, for the structure of the semantic space, and for the behav-
ior of the interpretation function, and their interactions. We define four
different metrics and explore their properties in this setting.

Keywords: Semantics · Distance · Metric · Similarity · Lattice · Con-
versations

1 Introduction

If linguistic behavior is to be analyzed as a form of rational behavior (Grice 1967),
it is important to be able to assess the conversational goals of linguistic agents
and the extent to which they are fulfilled by any given conversation in a manage-
able way. Specifying preferences over the set of all possible choices of what to say
is clearly intractable for us as theorists and for speakers as practioners. Instead,
speakers must be able to group conversations into semantically similar classes
and to assess the relative semantic proximity of any two pairs of conversations.
The preferences of the agents over different ways of expressing themselves have
to do with how close these ways are from satisfying certain positive or negative
semantic goals. An elegant way to be able to do this, is to have a metric over
conversations that is semantic in nature. The goal of this paper is to identify
properties that characterize ‘semantic metrics’ and to identify reasonable axioms
that can help us isolate well-behaved semantic metrics.

A workable definition of semantic distance between texts or conversations
is also important for the evaluation of annotations of discourse structure in
text and dialogue. It is also crucial to the success of the machine learning of
semantic structures from annotated data, as all known algorithms rely on some
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notion of similarity or loss with respect to the target structure. While measures
of syntactic similarity like ParseEval (Black et al. 1991) and Leaf Ancestor
(Sampson 2000) are well-understood and used in computational linguistics, they
yield intuitively wrong results. ParseEval, for instance, places too much impor-
tance on the boundaries of discourse constituents, which are often notoriously
hard even for expert annotators to agree on. Investigations of distances between
semantic interpretations of a text are rarely examined. While a natural equiva-
lence and ordering relation over contents comes from the underlying logic of for-
mal semantic analysis, this only gives a very crude measure. Some have appealed
to a language of semantic primitives to exploit the more developed measures of
syntactic distance in a more semantic setting. But such an approach depends on
the choice of semantic primitives, with no clear consensus on how to go about
determining these primitives.

Semantic distances are also relevant in the context of formal theories of belief
revision. Lehmann et al. (2001) explores Alchourrón et al. (1985) style postulates
that characterize a wide family of belief revision operator based on pseudo-
distances on models satisfying only very mild assumptions. Our problem is also
closely related to the problem of determining the distance of a scientific theory
from the truth. This problem, referred to as the problem of verisimilitude or
truthlikeness in philosophy of science (since Popper 1968), is arguably reducible
to the problem of having a satisfactory concept of similarity between theories in
a formal language.

The aim of this paper is to study semantic metrics for an abstract and sim-
ple concept of conversations. Syntactically, we assume that conversations are
monoids with respect to concatenation. These conversations are equipped with
an interpretation function mapping them into some distinct semantic space.
In general, our assumptions about the semantic space and the interpretation
function will be as minimal as possible. As far as identifying the axioms that
characterize our concept of ‘semanticity’ for a metric goes, we will not be mak-
ing any assumption. To analyze candidate axioms that characterize well-behaved
semantic metrics, it will be interesting to consider the effect of assuming a bit
more structure. Specifically we will pay some attention to the case in which the
semantic co-domain of the interpretation function is a lattice. As an example,
sequences of propositional formulas with their classical interpretation certainly
fall under this category. We will moreover consider interpretation functions that
satisfy some structural properties, for example assuming that the semantic mean-
ing of a sequence is invariant under stuttering, that is immediate repetition of
the same element in a sequence, or even assuming complete invariance under
permutation.

To develop semantic metrics for conversations in natural language or for their
representations in some formalism suitable for discourse interpretation (like for
instance SDRT, Asher and Lascarides 2003) we first need to clarify the space of
reasonable axioms and metrics for the simplest and most general representations.
We take this first step here.
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The paper is organized as follows. We start with a first section, Sect. 2, that
contains technical preliminaries and settles the notation. We then describe in
Sect. 3 different properties that can be met by an interpretation function, regard-
ing how it interacts with sequences-concatenation or the structure of the seman-
tic space. Section 4 introduces some elementary background about generalized
metrics and metrics over subsets of a metric space. Section 5 draws a map of dif-
ferent level of semanticity for metrics, corresponding to different requirements
on the interaction between the interpretation function and the metric. Section 6
introduces some concrete candidate semantic metrics. Sections 6–8 then describe
how these potential measures of semantic similarity fare with respect to different
lists of axioms. We show that certain combinations of axioms lead to trivializa-
tion results. We then conclude.

2 Preliminaries and Notation

This section contains some technical preliminaries and settles notation. The
reader can skip this section on a first reading, and come back to it when needed.

2.1 Sets, Functions, Sequences, Orders and Lattices

Let X,Y be two sets. We let X � Y denote the symmetric difference of X and
Y . Let card(X) denote the cardinality of X. let X∗ be the set of finite strings
over X. If f : X → Y , we let f(X) and f [X] be alternative notation for the
image of X under f , that is f(X) = f [X] = {f(x)|x ∈ X}. We let dom(f) = X,
target(f) = Y and ran(f) = f(X). The kernel of f is the equivalence relation ∼,
such that x ∼ y iff f(x) = f(y). We say that f is isotone whenever for all x, y
with x ≤ y we have f(x) ≤ f(y). We write f : X �→ Y whenever f is partial
function from X to Y , that is there exists a non-empty subset of A ⊆ Y such
that f : A → Y .

Given a sequence σ ∈ X∗ we let len(σ) be the length of σ. If k ≤ len(σ) then
we let σ|k, be the prefix of σ of length k, and we let σ(k) or σ[k] be the kth element
of σ. We let ran(σ) be the range of σ, that is ran(σ) = {σ[k]|1 ≤ k ≤ len(σ)}.
We let −→ε be the empty sequence.

A relation ≤ on X is a pre-order on X iff it is a reflexive and transitive relation
on X. (X,≤) is a poset iff ≤ is a pre-order on X such that ≤ is antisymmetric on
X, that is x ≤ y and y ≤ x, implies that x = y. A lattice (X,≤) is a poset such
that every two elements x, y ∈ X have a least upper bound (or join, denoted
x ∧ y) and a greatest lower bound (or meet, denoted x ∨ y). A lattice (X,≤) is
bounded whenever X has a least and a greatest element (denoted ⊥ and �).

2.2 Propositional Languages and Interpretation Functions

Given a language L we let ϕ, ψ, χ, ϕ1, ϕ2 . . . range over L, and we let −→ϕ ,
−→
ψ , −→σ ,−→τ , −→υ , −→σ1, −→σ2 . . . range over L∗. Given a finite set prop = {p1, . . . , pn} we let

Lprop(1) be defined as follows:

ϕ ::= p|¬p|�|⊥
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where p ranges over prop. And we define Lprop as follows:

ϕ ::= p|�|⊥|¬ϕ|ϕ ∧ ϕ|ϕ ∨ ϕ

where p ranges over prop. We define sig(ϕ):L → ℘(prop) where p ∈ sig(ϕ)
iff p occurs in ϕ. Given a sequence −→σ ∈ L∗ or a subset A ⊆ L, we write
sig(−→σ ) :=

⋃

ψ∈ran(−→σ ) sig(ψ) or sig(A) :=
⋃

ψ∈A sig(ψ), respectively.

Classical truth-functional interpretation of Lprop. Let Wprop = 2prop.
Depending on context, will treat a member V ∈ Wprop either as a function
V :prop → {0, 1} or as a subset V ⊆ prop. These two representations are
of course equivalent. We let �·�t : L → 2prop, be the classical truth-functional
interpretation function of Lprop(1) and Lprop.

3 Properties of Interpretation Functions

In general, we will work with abstract concepts of a language and of an inter-
pretation function. Let L,X be non-empty sets.

Definition 3.1 (Interpretation function). An interpretation function of L
into X is a function ‖ · ‖ : L∗ → X.

An interpretation function for L is an interpretation function L into Y for some
non-empty set Y.

3.1 Co-Domain

In this paper, we will sometimes assume that the semantic space has some struc-
ture. We are always explicit about these assumptions whenever we make them.

Definition 3.2. We say that ‖ · ‖ is (W,≤)–pre-order-valued ((W,≤)–poset-
valued) whenever target(‖·‖)=W and (W,≤) is a pre-order (respectively, a poset).

We say that ‖ · ‖ is pre-order–valued, iff it is (W,≤)–pre-order-valued for some
pre-ordered set (W,≤), and similarly for poset–valued.

Definition 3.3. ‖·‖ is (W,≤,∧,∨)–lattice-valued iff target(‖·‖) = W and (W,≤)
is a lattice, with ∧ and ∨ as its meet and join operator, respectively.

Definition 3.4. ‖ · ‖ is (W,≤,∧,∨,⊥,�)–lattice-valued iff ‖ · ‖ is (W,≤,∧,∨)–
lattice-valued, and (W,≤) is a bounded lattice, with ⊥ and � as its least and
greatest element, respectively.

We say that ‖ · ‖ is lattice-valued, iff it is (W,≤,∧,∨)–lattice-valued for some
(W,≤), ∧ and ∨. We say that ‖ · ‖ is bounded lattice-valued, iff it is (W,
≤,∧,∨,⊥,�)–lattice-valued, for some (W,≤), ∧, ∨, ⊥ and �.
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Definition 3.5. ‖ · ‖ is set-valued iff we have target(‖ · ‖) = ℘(W ) for some
non-empty set W .

3.2 Structural Properties for Interpretation Functions

It will sometimes be interesting to restrict ourselves to interpretation functions
satisfying certain structure properties. Assume that ‖·‖ is ≤–poset-valued. Below
the comma ‘,’ is the concatenation operator. The axiom in the table below, are
to be understood as quantifying universally. −→α ,

−→
β ranging over dom(‖ · ‖)∗ and

α, β ranging over dom(‖ · ‖).

Axiom name Meaning

contraction ‖−→α , ϕ, ϕ,
−→
β ‖ ≤ ‖−→α , ϕ,

−→
β ‖

expansion ‖−→α , ϕ,
−→
β ‖ ≤ ‖−→α , ϕ, ϕ,

−→
β ‖

exchange ‖−→α , ϕ, ψ,
−→
β ‖ = ‖−→α , ψ, ϕ,

−→
β ‖

right monotonicity ‖−→α , ϕ‖ ≤ ‖−→α‖
left monotonicity ‖ϕ, −→α‖ ≤ ‖−→α‖
−→ε –� ‖−→α‖ ≤ ‖−→ε ‖
adjunction If ‖−→α‖ ≤ ‖−→

β ‖ and ‖−→α‖ ≤ ‖−→γ ‖
then ‖−→α‖ ≤ ‖−→

β −→γ ‖
mix If ‖−→α 1‖ ≤ ‖−→

β 1‖ and ‖−→α 2‖ ≤ ‖−→
β 2‖

then ‖−→α 1
−→α 2‖ ≤ ‖−→

β 1
−→
β 2‖

For example, ‖ · ‖ satisfies contraction iff for every −→α ,
−→
β ∈ L∗ and ϕ ∈ L we have

‖−→α , ϕ, ϕ,
−→
β ‖ ≤ ‖−→α , ϕ,

−→
β ‖.

Remark 3.6. If ‖ · ‖ satisfies exchange, then ‖ · ‖ for every −→ϕ and
−→
ψ that are

equivalent up to permutation we have ‖−→ϕ‖ = ‖−→ψ‖. If ‖ · ‖ satisfies either right
or left monotonicity, then ‖ · ‖ satisfies −→ε –�.

3.3 Stronger Properties

Definition 3.7 (Conjunctive, intersective interpretation)

– ‖ · ‖ is conjunctive iff it is lattice-valued and ∀−→ϕ ,
−→
ψ , ‖−→ϕ−→

ψ‖ = ‖−→ϕ‖ ∧ ‖−→ψ‖.
– ‖ · ‖ is intersective iff it is set-valued and ∀−→ϕ ,

−→
ψ , ‖−→ϕ−→

ψ‖ = ‖−→ϕ‖ ∩ ‖−→ψ‖.

Definition 3.8. We let ‖ · ‖t be the interpretation function for L∗ defined by
‖−→ϕ‖t := �

∧

ϕ∈ran(−→ϕ )�
t.

Example 3.1. ‖ · ‖t is intersective. If ‖ · ‖ is intersective, then it is bounded ⊆–
lattice-valued.
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4 Generalized Metrics

We start by recalling some basic definitions.

Definition 4.1 (Semi-Pseudometric). A semi-pseudometric on a set X is a
function d : (X × X) → R, such that for all x, y, z ∈ X we have:

1. d(x, x) = 0;
2. d(x, y) = d(y, x).

Definition 4.2 (Pseudometric). A pseudometric on a set X is a semi-
pseudometric on X, such that for all x, y, z ∈ X we have:

3. d(x, z) ≤ d(x, y) + d(y, z) (triangle inequality).

If d is a (semi-)pseudometric on X, then (X, d) is a (semi-)pseudometric space.

Definition 4.3 (Trivial pseudo-metric). The trivial pseudo-metric over a set

A is the function d :
{

A × A → R

∀x, y ∈ A d(x, y) = 0

4.1 Metrics on Valuations, Relations and Graphs

Given a finite set prop Hamming distance on 2prop is the metric δham : 2prop ×
2prop → ω defined as δham(V, V ′) = card(V � V ′).

4.2 Aggregators

Let δi be a pseudo-metric on a set X. We want to study closeness between
subsets of X, and so we provide some natural aggregators α associating with
δi a function di

α : 2X × 2X → R, that may or may not be a pseudo-metric,
depending on the particular aggregator.

Definition 4.4 (min aggregator). Let di
min(A,B) = minx∈A,y∈B di(x, y).

Definition 4.5 (max aggregator). Let di
max(A,B) = maxx∈A,y∈B di(x, y).

Definition 4.6 (Hausdorff aggregator). Formally di
H(A,B)= max{maxx∈A

miny∈B di(x, y), maxy∈B minx∈A di(x, y)}.

Definition 4.7 (mean aggregator). Formally di
am(A,B) =

∑

x∈A,y∈B
1

card(A×B)di(x, y).

Remark 4.8. In general max and mean will return a non-zero value for (A,A).
Note also that the min aggregator will return 0 for (A,B) whenever A ∩ B �= ∅.

Let W be a set and let d be a pseudo-metric on W . Let L be a language and let
‖ · ‖ be an interpretation function for L such that target(‖ · ‖) = ℘(W ) for some
non-empty set W . Let di

α : ℘(W ) × ℘(W ) → R be an aggregator based on the
distance di between points of W . We let di

α,L,‖·‖ : L∗ × L∗ → R be defined by

di
α,L,‖·‖(

−→ϕ ,
−→
ψ ) = di

α(‖−→ϕ‖, ‖−→ψ‖). When L and ‖·‖ are clear from context, we will
simply write di

α for di
α,L,‖·‖. For instance, dham

H,Lprop,‖·‖t is sometimes shortened as
dham

H when Lprop and ‖ · ‖t are clear from context.
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5 What Is a Semantic Metric?

Now that we have set the stage for our investigations, our first task is to define
our object of interest: semantic pseudometrics. Semantic pseudometrics are a
subclass of linguistic pseudometrics.

Definition 5.1 (Linguistic (semi-)pseudometric). A linguistic (semi-)
pseudometric on a language L is a partial function d : (L∗ × L∗) �→ R such
that dom(d) is symmetric and (dom(d), d) is a (semi-)pseudometric space.

How semantic pseudometrics should be defined is not a fully straightforward
matter. A minimal requirement would be the following:

If for every−→χ1,
−→χ2 with ‖−→χ1‖ = ‖−→χ2‖

we have d(−→ϕ ,−→χ1) = d(
−→
ψ ,−→χ2) then ‖−→ϕ‖ = ‖−→ψ‖ (min sem separation)

That is, if two sequences −→χ1,
−→χ2 are semantically non-equivalent, then there

should be two (other) semantically equivalent sequences, that are not pairwise
equidistant from −→χ1 and −→χ2. A stronger, yet reasonable, assumption is:

If for every −→χ we have d(−→ϕ ,−→χ ) = d(
−→
ψ ,−→χ ) then ‖−→ϕ‖ = ‖−→ψ‖

(sem separation)
The axiom states that if two sequences of formulas −→ϕ and

−→
ψ are not semantically

equivalent, then there is some sequence of formulas −→χ that is not at the same
distance from both −→ϕ and

−→
ψ .

Fact 5.2. Let d be a semi-pseudometric. If d satisfies (sem separation), then it
satisfies (min sem separation).

Finally we consider a stronger axiom:

If d(−→ϕ ,
−→
ψ ) = 0 then ‖−→ϕ‖ = ‖−→ψ‖ (zero ⇒ sem≡)

The axiom is a regularity condition stating, that semantically non-equivalent
sequences of formulas, should be at positive distance of each other.

Fact 5.3. Let d be a semi-pseudometric. If d satisfies (zero ⇒ sem ≡), then it
satisfies (sem separation).

The two become equivalent if we assume triangle inequality.

Fact 5.4. Let d be a pseudo-metric. d satisfies (sem separation) iff d satisfies
(zero ⇒ sem ≡).

The converse of (zero ⇒ sem ≡), below, states that semantically equivalent
sequences formulas, should be a distance 0 of each other.

If ‖−→ϕ‖ = ‖−→ψ‖ then d(−→ϕ ,
−→
ψ ) = 0 (sem≡ ⇒zero)

Unsurprisingly (sem ≡ ⇒ zero) will filter out syntactically driven notions such
as δcount or δsynt,count.
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Definition 5.5. Given a language L, let δcount(−→ϕ ,
−→
ψ ) := card(ran(−→ϕ )�ran(

−→
ψ ))

Definition 5.6. Given a language L, let δsynt,count(−→ϕ ,
−→
ψ ) := δcount(−→ϕ ,

−→
ψ ) +

card(sig(−→ϕ ) � sig(
−→
ψ ))

Fact 5.7. (Lprop(1), δcount) does not satisfy (sem ≡ ⇒ zero).

Fact 5.8. (Lprop(1), δsynt,count) does not satisfy (sem ≡ ⇒ zero).

As observed previously, (sem ≡ ⇒ zero) rules out a number of aggregators,
e.g. :

Fact 5.9. (Lprop, dham
max ) does not satisfy (sem ≡ ⇒ zero).

We have seen that (sem≡ ⇒ zero) and the triangle inequality together imply
that two semantically equivalent points are equidistant to any other third point.
This latter notion of semantic invariance implies in return (sem ≡ ⇒ zero) and
might be a desirable property as well:

If ‖−→ϕ‖ = ‖−→ψ‖ then for every −→χ we have d(−→ϕ ,−→χ ) = d(
−→
ψ ,−→χ )

(sem preservation)

Fact 5.10. Let d be a semi-pseudometric. If d satisfies (sem preservation) then
d satisfies (sem ≡ ⇒ zero).

Finally, we can require our (semi-)pseudometric to be fully induced by a distance
on the co-domain of the interpretation function ‖ · ‖, which we define as follows:

If ‖−→ϕ1‖ = ‖−→
ψ1‖ and ‖−→ϕ2‖ = ‖−→ψ2‖ then d(−→ϕ1,−→ϕ2) = d(

−→
ψ1,

−→
ψ2)

(sem induced)

Fact 5.11. Let d be a semi-pseudometric. If d satisfies (sem induced) then d
satisfies (sem preservation).

Fact 5.12. Let d be a pseudo-metric. If d satisfies (sem ≡ ⇒ zero), then it
satisfies (sem induced).

Corollary 5.13. Let d be a pseudo-metric that satisfies (sem ≡ ⇒ zero). There
exists a pseudo-metric ḋ on ran(‖ · ‖) such that ḋ(‖−→ϕ‖, ‖−→ψ‖) = d(−→ϕ ,

−→
ψ ).

Fact 5.14. Let d be a pseudo-metric that verifies (sem ≡ ⇒ zero). Let ≡ be
the kernel of ‖ · ‖. The following holds:

1. If −→ϕ ≡ −→
ψ then ∀−→χ d(−→χ ,−→ϕ ) = d(−→χ ,

−→
ψ ).

Fact 5.15. Let d be a pseudo-metric. If d satisfies (min sem separation) and
(sem ≡ ⇒ zero), then it satisfies (sem separation).
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linguistic
semi-pseudometric

(min sem separation)
linguistic

pseudometric
(sem≡ ⇒ zero)

(sem separation)
(min sem separation)

triangular
(sem preservation)

(zero ⇒ sem≡) (sem induced)

(sem separation)
triangular

(sem≡ ⇒ zero)
triangular

(min sem separation)
(sem≡ ⇒ zero)

triangular

(min sem separation)
(sem induced)

(5.10)(5.2)

(5.15)

(5.3) (5.11)

(5.4)

(5.12)

Fig. 1. Summary of the results in Sect. 5. Dashed arrows follow from definitions.

Figure 1, in p. 9, summarizes the relation between the axioms discussed in this
section. We are now ready to define our notion of ‘semanticity’.

Definition 5.16 (SemanticPseudometric). A linguistic (semi-)pseudometric
is semantic whenever for all −→ϕ ,

−→
ψ we have ‖−→ϕ‖ = ‖−→ψ‖ iff for all −→χ 1,

−→χ 2 such that
‖−→χ 1‖ = ‖−→χ 2‖ we have d(−→ϕ ,−→χ 1) = d(

−→
ψ ,−→χ 2).

Fact 5.17. A linguistic semi-pseudometric is semantic iff it satisfies (min sem sep-
aration) and (sem induced).

Fact 5.18. A linguistic pseudometric is semantic iff it satisfies (min sem sepa-
ration) and (sem ≡ ⇒ zero).

Now that we have settled our definition of semantic pseudo metric, which we
will use in the sequel, we can tackle our main problem—in brief:

What are reasonable properties of a semantic pseudometric on (a subset of) L∗?
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6 Axioms for Semantic Metrics

In this section we will investigate how various semantic pseudo metrics behave
with respect to some different axioms, some more intuitive than others. We
have already introduced the Hausdorff metric dham

H over sequences of formulas
in Lprop. We now provide some other metrics.

6.1 Examples of Semantic Metrics

If ‖ · ‖ is finite set-valued, we can define the following metrics:

Definition 6.1 (Semantic Symmetric Difference Metric). The seman-
tic symmetric difference metric is the cardinality of the symmetric difference
between the respective interpretations. d�(−→ϕ ,

−→
ψ ) := card(‖−→ϕ‖ � ‖−→ψ‖).

Definition 6.2 (Proportional metric). The proportional metric decreases
from 1 to 0 as the ratio between the intersection and the union of the respective
interpretations increases.

dα(−→ϕ ,
−→
ψ ) =

⎧

⎨

⎩

0 if ‖−→ϕ‖ = ‖−→ψ‖ = ∅
1 − card(‖−→ϕ‖∩‖−→

ψ‖)
card(‖−→ϕ‖∪‖−→

ψ‖) otherwise

Observe that, with this measure, pairs of sequences with non-empty disjoint
interpretations will always be at distance 0 of each other.

The idea is behind the next metric is to measure closeness by the continuations
of two sequences. Our idea is to count how many possible semantic continuations
one sequence has that can not apply to the other. For a set-valued interpreta-
tion function, this is given by the cardinal of the symmetric difference between
the power sets of the respective interpretations. This should then be normalized
by the possible ways to continue these sequences. This is given by the cardi-
nal of the cartesian product of the power sets of the respective interpretations.
Moreover we normalize this measure by the number of possible semantic values,
card(℘({0, 1}prop)) = 22

card(prop)
. Here is the definition:

Definition 6.3 (Continuation-based pseudometric)

dC(−→ϕ ,
−→
ψ ) =

card(2‖−→ϕ‖ � 2‖−→
ψ‖)

card(2‖−→ϕ‖ × 2‖−→
ψ‖)

· 1
22card(prop)

In the simplistic setting of building a semantic metric for L∗
prop with the classical

truth functional ‖ · ‖t interpretation, a natural notion of understanding possible
continuation, is one of consistent continuation. A set ‖−→ϕ‖t is a possible continu-
ation of

−→
ψ just in case ‖−→ϕ−→

ψ‖t = ‖−→ϕ‖t ∩ ‖−→ψ‖t �= ∅. Following this definition, a
possible continuation of −→ϕ which is not a possible continuation of

−→
ψ is uniquely

decomposed into a part of ‖−→ϕ‖t \ ‖−→
ψ‖t and a set of valuations that are neither

in ‖−→ϕ‖t nor ‖−→ψ‖t.
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Fact 6.4. For any set-valued interpretation, the preceding definition is equiva-
lent to the following:

dC(−→ϕ ,
−→
ψ ) =

2card(‖
−→ϕ )‖ + 2card(‖

−→
ψ‖) − 2 · 2card(‖

−→ϕ‖∩‖−→
ψ‖)

2card(‖−→ϕ‖)+card(‖−→
ψ‖)

6.2 Shortest Paths in Covering Graphs

Monjardet (1981) summarizes interesting results concerning metrics on posets
and lattices. We will make use of two of these results to shed a different light
on the semantic metrics defined in the previous section. In what follows, let
〈W,∨,�,≤〉 be a bounded semi-lattice with � as greatest element. For all x, y ∈
W , we say that y covers x iff x < y and ∀z, x < z ≤ y → y = z. Define also
inductively the rank of an element, by setting all < -minimal elements of rank
0, and for every y covering a x of rank n, setting y of rank n + 1.

Definition 6.5 (Covering graph of a semi-lattice). Let 〈W,�,≤〉 be a
semi-lattice with � as greatest element. The covering graph G(W ) = 〈V,E〉
of W is such that V = W and (x, y) ∈ E iff x covers y or y covers x.

Definition 6.6. An upper valuation is an isotone map v : W → R such that
∀z z ≤ x, y → v(x) + v(y) ≥ v(x ∨ y) + v(z).

Let G(W ) = 〈W,E〉 be the covering graph of W and let v be an upper valuation
on W . For each edge (x, y) ∈ E, let the weight function ωv : E → R induced by
v be defined by ω(x, y) = |v(x) − v(y)|. Moreover, let π(x, y) be the set of paths
from x to y. We make use of two results exposed in Monjardet (1981):

Fact 6.7 (Monjardet 1981). Let v be an isotone upper valuation. We have:

1. the function dv(x, y) = 2v(x ∨ y) − v(x) − v(y) is positive and verifies the
triangle inequality.

2. dv(x, y) = δv(x, y) := minpxy∈π(x,y)

∑

(z1,z2)∈pxy
ω(x, y).

Definition 6.8. If v is an isotone, positive, upper valuation that assigns 0 to
minimal elements in the semi-lattice, then the normalized distance is defined by

dn
v (x, y) =

{

dv(x,y)
v(x∨y) if v(x ∨ y) �= 0,

0 otherwise.

Fact 6.9. If v is an isotone, positive, upper valuation that assigns 0 to minimal
elements in the semi-lattice, then the normalized distance dn

v ≥ 0 and dn
v verifies

the triangle inequality.

This offers a new perspective on the Symmetric difference and Proportional
metrics as metrics defined by minimal-weighted paths in the lattice:
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Fact 6.10. Consider the (semi-)lattice 〈2prop,⊆,prop〉, and the mapping v0
that assigns to each V ∈ 2prop its rank. We have

d�(−→ϕ ,
−→
ψ ) = δv0(‖−→ϕ‖, ‖−→ψ‖) = card(‖−→ϕ‖ � ‖−→ψ‖)

Fact 6.11. Consider the (semi-)lattice 〈2prop,⊆,prop〉, and the mapping v0
that assigns to each V ∈ 2prop its rank. We have

dα(−→ϕ ,
−→
ψ ) = δn

v0
(‖−→ϕ‖, ‖−→ψ‖)

When the lattice is the lattice of subsets of some set A, the rank of X ⊆ A
coincide with its cardinal, hence the two facts above. This suggest dv0 and dn

v0

as natural generalisations of d� and dα for more general semi-lattices.
The continuations-based metric is also expressible in these minimal-weighted

paths terms, but this requires a little more work:

Fact 6.12. Let v : W → R be an isotone, mapping. The mapping w : W →
R such that w : x �→ −2−v(x) is isotone as well. Moreover, if v is an upper
valuation, then so is w.

Corollary 6.13. Consider the (semi-)lattice 〈2prop,⊆,prop〉, and the mapping
v0 that assigns to each V ∈ 2prop its rank, and w0 defined by w0(x) = −2−v0(x).
We have

dC(−→ϕ ,
−→
ψ ) = δw0(‖−→ϕ‖, ‖−→ψ‖)

Corollary 6.14. d�, dα and dC are all pseudo-metrics.

6.3 Stronger Semantic Axioms

We next move to axioms that differentiate between our metrics. We start by
considering the following axiom:

d(−→ϕ ,−→ϕ−→
ψ ) ≤ d(−→ϕ ,

−→
ψ ) (rebar property)

From the four metrics we have introduced, only dham
H does not satisfy it.

Fact 6.15. Let ‖ · ‖ be intersective. d�, dα and dC satisfy (rebar property).

Fact 6.16. Let ‖ · ‖ = ‖ · ‖t. (Lprop, dham
H ) does not satisfy (rebar property).

Assume that ‖ · ‖ is �-poset-valued. The following axiom is very mild:

If ‖−→ϕ‖ � ‖−→ψ‖ then d(−→ϕ ,−→ϕ−→
ψ ) ≤ d(−→ϕ ,

−→
ψ ) (antitonicity)

Fact 6.17. Let ‖ · ‖ satisfy adjunction and right weakening and let d be a semi-
pseudometric. If d satisfies (sem ≡ ⇒ zero), then d satisfies (antitonicity).



Semantic Similarity: Foundations 29

6.4 Domain Axioms for Semantic Pseudometrics

Domain axioms require the metric to be well-defined on large portions of the
language. Given an interpretation function ‖ · ‖ : L∗ → D of these sequences of
sentences into some co-domain, we could expect to have:

If −→ϕ ,
−→
ψ ∈ L∗, then d(−→ϕ ,

−→
ψ ) ∈ R. (linguistic domain)

It should be realized that the preceding axiom is relatively strong. Consider for
example dham

H .

Fact 6.18. But (Lprop, dham
H ) does not satisfy (linguistic domain).

Fact 6.19. d�, dα, dC verify (linguistic domain)

Weakening the preceding axiom, without dropping it entirely, can be done if the
co-domain of ‖ · ‖ is a bounded poset. Recall that ⊥ denote the least element of
a bounded poset.

If ‖−→ϕ‖ �= ⊥ and ‖−→ψ‖ �= ⊥, then d(−→ϕ ,
−→
ψ ) ∈ R. (consistent domain)

Fact 6.20. (Lprop, dham
H ) satisfies (consistent domain).

6.5 Axioms for Set-Valued Semantic Pseudometrics

If ‖ · ‖ is set-valued and target(‖ · ‖) = ℘(W ) for some W and (W, δ) is a metric
space then we can investigate axioms like the following one considered in Eiter
and Mannila (1997):

whenever ‖−→ϕ‖ = {w} and ‖−→ψ‖ = {v} then d(−→ϕ ,
−→
ψ ) = δ(w, v) (EM)

A semantic metric defined as an aggregator of the values of the distance between
points in the interpretation of either sequences, will satisfy the preceding axiom.

6.6 Signature Invariance Axioms

The next condition states that the relative proximity of conversations should not
depend on irrelevant aspects pertaining to the choice of signature.

If −→ϕ ,
−→
ψ ,−→χ ∈ L′∗ and L′ ⊆ L, then we have (weak sig inv)

dL(−→ϕ ,−→χ ) ≤ dL(
−→
ψ ,−→χ ) iff dL′(−→ϕ ,−→χ ) ≤ dL′(

−→
ψ ,−→χ )

Fact 6.21. (Lprop(1), δcount) and (Lprop(1), δsynt,count) satisfy (weak sig inv).

Fact 6.22. dhamH , d�, dα, dC satisfy (weak sig inv)
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7 Preservation Axioms

7.1 Uniform Preservation Axioms

The following axiom states that extending conversations with a given piece of
information should not change the relative proximity of conversations. Formally:

If d(−→ϕ ,−→χ ) ≤ d(
−→
ψ ,−→χ ) then d(−→ϕ−→ϕ 0,

−→χ−→ϕ 0) ≤ d(
−→
ψ−→ϕ 0,

−→χ−→ϕ 0)
(uniform preservation)

But such an axiom can lead to triviality.

Fact 7.1. Let ‖ · ‖ satisfy exchange, contraction and expansion and let d be a
pseudometric. If d satisfies (uniform preservation) and (sem ≡ ⇒ zero), then
whenever d(ϕ, χ) ≤ d(ψ, χ) then d(ψχ,ϕψχ) = 0.

The next corollary is slightly technical. Let us introduce a bit of notation. Let
o : L∗ → R be defined by o(−→ϕ ) = d(−→ε ,−→ϕ ), and let ∼ be the kernel of o. Let ≤o

be the total pre-order induced by o, with −→ϕ ≤o
−→
ψ iff o(−→ϕ ) ≤ o(

−→
ψ ). Let [−→ϕ ] be

the equivalence class of −→ϕ in L∗/ ∼. Let ↓ [−→ϕ ] = {−→ψ ∈ L∗|o(−→ψ ) ≤ o(−→ϕ )} and
let ↓ [−→ϕ ]∗ be the reflexive transitive closure of ↓ [−→ϕ ].

Corollary 7.2. Let ‖ ·‖ satisfy exchange, contraction, expansion and −→ε −� and
let d be a pseudometric. If d satisfies (uniform preservation) and (sem ≡ ⇒ zero),
then for every −→ϕ , −→χ ∈ [−→ϕ ],

−→
ψ 1,

−→
ψ 2 ∈↓ [−→ϕ ]∗ we have d(−→ϕ ,

−→
ψ 1

−→χ−→
ψ 2) = 0.

Corollary 7.3. Let ‖ ·‖ satisfy exchange, contraction, expansion and −→ε −� and
let d be a pseudometric. If d satisfies (uniform preservation), (sem ≡ ⇒ zero)
and (min sem separation), then for every −→ϕ , −→χ ∈ [−→ϕ ],

−→
ψ 1,

−→
ψ 2 ∈↓ [−→ϕ ]∗ we have

‖−→ϕ‖ = ‖−→ψ 1
−→χ−→

ψ 2‖.
Hence (uniform preservation) comes with very disputable consequences. The con-
verse is even more problematic:

If d(−→ϕ−→ϕ 0,
−→χ−→ϕ 0) ≤ d(

−→
ψ−→ϕ 0,

−→χ−→ϕ 0) then d(−→ϕ ,−→χ ) ≤ d(
−→
ψ ,−→χ )

(uniform anti-preservation)
These two axioms are quite demanding.

Fact 7.4. Let ‖ · ‖ = ‖ · ‖t. dham
H satisfy neither (uniform preservation), nor

uniform anti-preservation.

Fact 7.5. Let ‖ · ‖ = ‖ · ‖t. dα, d� and dC satisfy neither (uniform preservation),
nor (uniform anti-preservation).

But the situation is much more radical for (uniform anti-preservation): if the
interpretation satisfies very mild conditions: such as contraction, expansion and
exchange, then the only semi-pseudometric satisfying (uniform anti-preservation)
and (sem ≡ ⇒ zero), is the trivial metric.
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Fact 7.6. Let ‖ · ‖ be an interpretation satisfying contraction, expansion and
exchange and let d be a semi-pseudometric on target(‖ · ‖). The following are
equivalent:

1. d satisfies (uniform anti-preservation) and (sem ≡ ⇒ zero)
2. d is the trivial metric on target(‖ · ‖)

This result is a very strong argument against the reasonableness of (uniform anti-
preservation).

7.2 Preservation Axioms: Close Information

The preceding axioms considered extensions of two sequences with the same
sequence of formulas. As we have seen, they are too demanding. What if instead,
we are interested in the relative effect of extending with a sequences that might
be more or less similar to the sequence it is extending. We could expect, that
the closer that new sequence is from the original one, the closer the resulting
conversation will be from the original one. Or at least that a reverse in respective
orderings cannot occur. Formally,

If d(−→ϕ , ψ1) < d(−→ϕ , ψ2) then d(−→ϕ ,−→ϕψ1) ≤ d(−→ϕ ,−→ϕψ2) (action pref)

Fact 7.7. dhamH , d�, dα, dC do not satisfy (action pref)

Conversely, we can require the deviation of the resulting sequence to be smaller,
whenever the original sequence is closer to the new one by which it is extended.

If d(−→ϕ , χ) < d(
−→
ψ , χ) then d(−→ϕ ,−→ϕχ) < d(

−→
ψ ,

−→
ψχ) (coherent deviation)

Fact 7.8. Let ‖·‖ = ‖·‖t. dα satisfy neither (action pref) nor (coherent deviation).

Fact 7.9. Let d be a semi-pseudometric on target(‖ · ‖). The following are equiv-
alent:

1. d satisfies (coherent deviation) and the triangle inequality
2. d is the trivial metric on target(‖ · ‖)

As we will show, the respective converses of the two preceding axioms are cer-
tainly unreasonable.

If d(−→ϕ ,−→ϕψ1) ≤ d(−→ϕ ,−→ϕψ2) then d(−→ϕ , ψ1) ≤ d(−→ϕ , ψ2)
(converse strong action pref)

Fact 7.10. Let d be a pseudometric on target(‖ · ‖). The following are equiva-
lent:

1. d satisfies (converse strong action pref)
2. d is the trivial metric on target(‖ · ‖)
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If d(−→ϕ ,−→ϕχ) ≤ d(
−→
ψ ,

−→
ψχ) then d(−→ϕ , χ) ≤ d(

−→
ψ , χ)

(converse coherent deviation)

Fact 7.11. Let d be a pseudometric on target(‖ · ‖). The following are equiva-
lent:

1. d satisfies (converse coherent deviation)
2. d is the trivial metric on target(‖ · ‖).

8 Conjunction and Disjunction Axioms

8.1 Conjunction Axioms

Assume that ‖ · ‖ is lattice-valued. The following axiom regulates the behavior
of the distance with respect to the meet. But as we will see, it is much too
demanding.

If ‖−→ϕ1‖ ∧ ‖−→ϕ2‖ ≤ ‖−→ϕ1‖ ∧ ‖−→ϕ3‖ then δ(−→ϕ1,−→ϕ2) ≥ δ(−→ϕ1,−→ϕ3) (strong ∧ rule)

Fact 8.1. Let ‖ · ‖ be lattice-valued and let d be a semi-pseudometric on
target(‖ · ‖). If d satisfies (strong ∧ rule), then whenever ‖−→ϕ‖ ≤ ‖−→ψ‖, we have
d(−→χ ,−→ϕ ) ≥ d(−→χ ,

−→
ψ ) for any −→χ .

Corollary 8.2. Let ‖ · ‖ be lattice-valued and let d be a semi-pseudometric on
target(‖ · ‖). If d satisfies (strong ∧ rule), then whenever ‖−→ϕ‖ ≤ ‖−→ψ‖, we have
d(−→ϕ ,

−→
ψ ) = d(

−→
ψ ,−→ϕ ) = 0.

Corollary 8.3. Let ‖ · ‖ be a lattice-valued interpretation satisfying (−→ε –�) and
let d be a semi-pseudometric on target(‖ · ‖). The following are equivalent:

1. d satisfies (strong ∧ rule) and the triangle inequality.
2. d is the trivial metric on target(‖ · ‖).

The above facts follow from the equality case in (strong ∧ rule): for any sequences
−→ϕ ,

−→
ψ1,

−→
ψ2, if

−→
ψ1 ∧ −→ϕ =

−→
ψ2 ∧ −→ϕ then

−→
ψ1 and

−→
ψ2 have to be equidistant from −→ϕ .

Removing this assumption yields a weakening of (strong ∧ rule) which no longer
support the trivialisation result above:

If ‖−→ϕ1‖ ∧ ‖−→ϕ2‖ � ‖−→ϕ1‖ ∧ ‖−→ϕ3‖ then δ(−→ϕ1,−→ϕ2) ≥ δ(−→ϕ1,−→ϕ3) (weak ∧ rule)

Fact 8.4. dham
H , d� and dα do not satisfy (weak ∧ rule).

Fact 8.5. For any set-valued ‖ · ‖, dC verifies (weak ∧ rule).

Corollary 8.6. ‖ · ‖t is an intersective interpretation which yield a dC that ver-
ifies (weak ∧ rule), the triangle inequality and is not trivial.
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8.2 Disjunction Axioms

Assume that ‖ · ‖ is lattice-valued. The following axiom is very mild.

If ‖−→
ψ‖ = ‖−→ϕ1‖ ∨ ‖−→ϕ2‖ then d(−→ϕ 1,

−→
ψ ) ≤ d(−→ϕ 1,

−→ϕ 2) (∨ rule)

Fact 8.7. Assume that target(‖ · ‖) = ℘(W ) for some non-empty W and that
‖ · ‖ is lattice-valued. Let δ be a metric on W . dδ

H satisfies (∨ rule).

Fact 8.8. d�, dα and dC also satisfy (∨ rule).

9 Future Directions

So far we have focused on isolating an abstract concept of semanticity for met-
rics. We have explored general axioms that help us express components of this
concept. We have also identified more specific axioms that were candidates at
defining the contour of a notion of ‘good behavior’ for semantic metrics, and thus
at being criterion for evaluating such metrics. We have done this at an abstract
level, considering conversations as sequences of formulas where one conversa-
tional agent plays a sequence of formulas after the other. The conversation thus
has the structure of a (syntactic) monoid with a syntactic composition opera-
tion of concatenation. Corresponding to sequences of formulas is their abstract
interpretation in a different, semantic space; the generic notion of a semantic
interpretation furnishes the correspondence, mapping these sequences into the
semantic space.

Coming back to the goals outlined in the introduction of this paper, the next
step of our work is to extend this perspective to structures that represent real
conversations. We mention a few directions here, each of which can be explored
independently. In order to do this, we need to fill in this abstract framework with
notions that capture aspects of conversational content at various levels of detail.
A first step is to refine the notion of sequence of formulas into something that
preserves more of the logical form of conversations. Most models of discourse
interpretation assume a more structured representation of conversations, e.g.,
trees or graphs, in which elementary discourse units are linked together via
discourse relations to form more complex discourse units. Using such structures
to represent conversations would require us to adapt the structural properties of
interpretation functions considered in Sect. 3.2 to be able to reflect the semantics
of discourse relations and the units they link together. Second we would need to
revisit the axioms that make use of concatenation, replacing the latter with a
notion of a graph update or graph extension.

Furthermore, to deal adequately with some natural language phenomena such
as questions, commands, agreements and disagreements among speakers, explicit
or implicit corrections, it is natural to assume additional structure for semantic
spaces, on top of that provided by general lattices. This additional semantic
structure could also serve to refine some of our axioms, in particular those making
hypotheses on lattice-theoretic relations between the semantic interpretations of
two conversations.
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Different notions of semantic interpretation carry different amounts of the
initial syntactic structure into the semantic space. The classical notion of infor-
mation content for a discourse erases all structural information, mapping dis-
courses such as Jane fell because John pushed her and John pushed Jane so she
fell into the exact same semantic interpretation (either a set of possible worlds
or a set of world assignment pairs as in SDRT and other dynamic semantic theo-
ries). Differently structured discourses, even when they share the same meaning,
however, may exhibit different semantic and pragmatic behavior, concerning
the possibility of future coreferences and of ways to extend the conversation.
Intuitions dictate that these features are important for a notion of conversa-
tional similarity. It will therefore be important to test metrics defined on more
structurally-conservative spaces, for instance conserving some aspects of the con-
versational graph. These metrics should match intuitions as to how far two real
conversations are from each other.

10 Conclusions

Our first task was to explore the concept of a semantic metric by identifying a
certain number of reasonable axioms that characterize the idea of ‘semanticity’
for a distance. We clarified the relation between these different axioms and the
triangle inequality, and we mapped out a lattice of axioms in terms of their logi-
cal strength. Next, we explored a structured list of candidate axioms or desirable
properties for any semantic metric. We found several to be too demanding, in
the sense that under some structural constraints on the interpretation function
and on the distance, they could only be satisfied by the trivial metric. These
axioms divide into a certain number of categories. First, we considered a certain
number of axioms pertaining to general properties of semantic metrics, including
arguably mild assumptions about their structure, their domain and their insen-
sitivity to the choice of signature. Then, we considered preservation axioms that
carry a general idea of coherence between the relative proximity of sequences
and of their extensions. Finally we considered axioms that are more specific to
a lattice- or a set-theoretic approach.

We concentrated on the foundational case of conversations as sequences of
propositional formulae with a classical truth functional interpretation by study-
ing four semantically induced metrics that looked intuitively promising (based
respectively on the ideas of symmetric semantic difference, semantic proportion-
ality, Hausdorff metric and on possible continuations). We now have a clear
picture of their different behavior. Overall however, these metrics satisfy only
few of our axioms that do not lead to a triviality result. One reason for this are
the very strong structural hypotheses behind the set-theoretic, classical inter-
pretation of the language of the propositional calculus. A further exploration of
these axioms in the context of interpretation into structures like lattices with
fewer structural hypotheses and of more general families of metrics remains to
be done. We hope that the abstract setting that we have set up in this paper
can serve a first step towards achieving this goal.



Semantic Similarity: Foundations 35

A Appendix: Selected Proofs

(Proof of Fact 5.2). Assume that for every −→χ1,−→χ2 with ‖−→χ1‖ = ‖−→χ2‖ we have
d(−→ϕ ,−→χ1) = d(

−→
ψ ,−→χ2) (i). Now take some −→χ . We have ‖−→χ‖ = ‖−→χ‖. Hence by

(i), we have d(−→ϕ ,−→χ ) = d(
−→
ψ ,−→χ ). But −→χ was arbitrary, hence ∀χ d(−→ϕ ,−→χ ) =

d(
−→
ψ ,−→χ ). It follows, by (sem separation), that ‖−→ϕ‖ = ‖−→ψ‖. qed

(Proof of Fact 5.3). Assume that ∀−→χ , d(−→ϕ , −→χ ) = d(
−→
ψ ,−→χ ). In particular

d(−→ϕ ,
−→
ψ ) = d(

−→
ψ ,

−→
ψ ) = 0. Hence by (zero ⇒ sem ≡), ‖−→ϕ‖ = ‖−→ψ‖. qed

(Proof of Fact 5.4). The right to left direction follows from Fact 5.3. For the
left to right direction, assume that d(−→ϕ ,

−→
ψ ) = 0 (i). Take any −→χ . By triangle

inequality, d(−→χ ,−→ϕ ) ≤ d(−→χ ,
−→
ψ ) + d(

−→
ψ ,−→ϕ ). Hence, by (i) we have d(−→χ ,−→ϕ ) ≤

d(−→χ ,
−→
ψ ). Similarly we have d(−→χ ,

−→
ψ ) ≤ d(−→χ ,−→ϕ ). Hence d(−→χ ,

−→
ψ ) = d(−→χ ,−→ϕ ).

But χ was arbitrary, hence for all χ we have d(−→χ ,
−→
ψ ) = d(−→χ ,−→ϕ ). By (sem sep-

aration), it follows that ‖−→ϕ‖ = ‖−→ψ‖. qed

(Proof of Fact 5.7). ‖p¬p‖ = ‖q¬q‖ but δcount(p¬p, q¬q) = 4. qed

(Proof of Fact 5.8). ‖p¬p‖ = ‖q¬q‖ but δsynt,count(p¬p, q¬q) = 6. qed

(Proof of Fact 5.9). Take some ϕ such that card(‖ϕ‖) ≥ 2. qed

(Proof of Fact 5.10). Assume that ‖−→ϕ‖ = ‖−→ψ‖. By (sem preservation) we
have d(−→ϕ ,−→χ ) = d(

−→
ψ ,−→χ ). In particular we have d(−→ϕ ,

−→
ψ ) = d(

−→
ψ ,

−→
ψ ) = 0 qed

(Proof of Fact 5.11). Assume that ‖−→ϕ1‖ = ‖−→ψ1‖. Take some −→χ . We have
‖−→χ‖ = ‖−→χ‖. Hence by (sem induced) we have d(−→ϕ1,−→χ ) = d(

−→
ψ1,−→χ ). qed

(Proof of Fact 5.12). Assume that ‖−→ϕ1‖ = ‖−→
ψ1‖ (i) and ‖−→ϕ2‖ = ‖−→ψ2‖ (ii).

By triangle inequality we have:

d(−→ϕ1,−→ϕ2) ≤ d(−→ϕ1,
−→
ψ1)

︸ ︷︷ ︸

0, by(sem≡ ⇒ zero)

+d(
−→
ψ1,−→ϕ2)

d(
−→
ψ1,−→ϕ2) ≤ d(

−→
ψ1,

−→
ψ2) + d(

−→
ψ2,−→ϕ2)

︸ ︷︷ ︸

0, by(sem≡ ⇒ zero)

Hence, d(−→ϕ1,−→ϕ2) ≤ d(
−→
ψ1,

−→
ψ2). Similarly, we have d(−→ϕ1,−→ϕ2) ≥ d(

−→
ψ1,

−→
ψ2). qed

(Proof of Corollary 5.13). By Fact 5.12, d satisfies (sem induced), hence for
every −→ϕ1,−→ϕ2,

−→
ψ1,

−→
ψ2 with ‖−→ϕ1‖ = ‖−→ψ1‖ and ‖−→ϕ2‖ = ‖−→ψ2‖ we have

d(−→ϕ1,−→ϕ2) = d(
−→
ψ1,

−→
ψ2)

It follows that ḋ(‖−→ϕ‖, ‖−→ψ‖) := d(−→ϕ ,
−→
ψ ) is well-defined. Moreover for any −→ϕ ,

d(‖−→ϕ‖, ‖−→ϕ‖) = d(−→ϕ ,−→ϕ ) = 0. Triangle inequality is proven similarly. qed
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(Proof of Fact 5.14). First observe, that by triangle inequality, we have

d(−→χ ,−→ϕ ) ≤ d(−→χ ,
−→
ψ ) + d(

−→
ψ ,−→ϕ )

Now, assume that −→ϕ ≡ −→
ψ . By (sem ≡ ⇒ zero) we have d(

−→
ψ ,−→ϕ ) = 0, hence

d(−→χ ,−→ϕ ) ≤ d(−→χ ,
−→
ψ ). Similarly, d(−→χ ,

−→
ψ ) ≤ d(−→χ ,−→ϕ ) which proves (1). qed

(Proof of Fact 5.15). Assume that ∀χ we have d(ϕ, χ) = d(ψ, χ) (i). Take
some −→χ1,−→χ2 with ‖−→χ1‖ = ‖−→χ2‖. By (sem ≡ ⇒ zero) we have d(−→χ1,−→χ2) = 0
(ii). By triangle inequality we have:

d(−→ϕ ,−→χ1) ≤ d(−→ϕ ,−→χ2) + d(−→χ2,−→χ1)
︸ ︷︷ ︸

0, by(ii)

d(−→ϕ ,−→χ2) ≤ d(−→ϕ ,−→χ1) + d(−→χ1,−→χ2)
︸ ︷︷ ︸

0, by(ii)

Hence d(−→ϕ ,−→χ1) = d(−→ϕ ,−→χ2). Moreover by (i) we have d(−→ϕ ,−→χ2) = d(
−→
ψ ,−→χ2).

Hence d(−→ϕ ,−→χ1) = d(
−→
ψ ,−→χ2). Since −→χ1,−→χ2 were arbitrary, it follows by

(min sem separation), that ‖−→ϕ‖ = ‖−→ψ‖. qed

(Proof of Fact 6.12). Let v be an isotone upper valuation and z ≤ x, y.
Assume without loss of generality that v(y) ≥ v(x). We can write, for 0 ≤ α ≤ 1:

−α · 2−v(y) ≥ −2−v(y) ≥ −2−v(x),

which ensures that

−α · 2−v(y) − 1
α

2−v(x) ≤ −2−v(y) − 2−v(x).

Instantiating this result for α = 2v(z)−v(x) yields after development

−2v(z)−v(x)−v(y) − 2−v(z) ≤ −2−v(y) − 2−v(x).

Since v is an upper-valuation, we have −v(x ∨ y) ≥ v(z) − v(x) − v(y) and thus

−2−v(x∨y) − 2−v(z) ≤ −2v(z)−v(x)−v(y) − 2−v(z) ≤ −2−v(y) − 2−v(x)

i.e., w(x ∨ y) + w(z) ≤ w(x) + w(y) which concludes the proof.
The case v(x) ≥ v(y) is symmetrically dealt with. qed

(Proof of Fact 6.16). Let −→ϕ :=(p1∧p2)∨(¬p1∧¬p2∧¬p3) and
−→
ψ :=(p1∧(p2 →

p3)), and assume some intersective interpretation of concatenation. We have
‖−→ϕ−→

ψ‖=‖p1 ∧ p2 ∧ p3‖. dham
H (−→ϕ ,−→ϕ−→

ψ ) = 3, but dham
H (−→ϕ ,

−→
ψ ) = 1. qed

(Proof of Fact 6.18). For any ϕ, dham
H is neither well-defined for (ϕ,⊥) nor

for (⊥, ϕ). qed
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(Proof of Fact 6.21). Adding a new propositional letter that does not occur in
either sequence will not affect the symmetric difference of the range of formulas,
nor the symmetric difference of the respective signature. Allowing for the nega-
tion of the propositional letter that was previously forbidden will not change the
sets either. qed

(Proof of Fact 7.1). Assume that d(ϕ, χ) ≤ d(ψ, χ) then d(ϕψχ, χψχ) ≤
d(ψψχ, χψχ). By exchange, contraction, expansion, and (sem ≡ ⇒ zero), we
have d(ψψχ, χψχ) = 0. Hence d(ϕψχ, χψχ) = 0. By exchange, contraction,
expansion, and (sem ≡ ⇒ zero), we have d(ϕψχ, χψ) = 0. Concluding our
proof. qed

(Proof of Corollary 7.2). We only give the idea of the proof. The idea of the
proof is to define a linear order on L∗ compatible with ≤o. By induction, using
Fact 7.1 we first show the claim for formulas in the same o-equivalence class,
then we show that the claim propagate downward, that is for every

−→
ψ ∈↓ [−→ϕ ].

Finally we show that the claim propagates with transitive closure. qed

(Proof of Corollary 7.3). Direct from Fact 5.15 and Corollary 7.2. qed

(Proof of Fact 7.4). Let k ≥ 2, n = 2k. Now let

ϕ := p1 → (¬p2 ∧ . . . ∧ ¬pn) ∧ ¬p1 → (p2 ∧ . . . ∧ pn),
ψ := p1 ∧ ¬p2 ∧ . . . ∧ p2k−1 ∧ ¬p2k,

χ := p1 ∧ . . . ∧ pn and ϕ0 := p1. Since k ≥ 2 we have

1 = dham
H (ϕ, χ) < dham

H (ϕ, χ) = k, and,

n − 1 = dham
H (ϕϕ0, χϕ0) > dham

H (ϕϕ0, χϕ0) = k = n/2

Concluding our proof. qed

(Proof of Fact 7.6). (1 ⇒ 2). Take some −→ϕ ,
−→
ψ . By contraction, expansion and

exchange we have
‖−→ϕ−→ϕ−→

ψ‖ = ‖−→ψ−→ϕ−→
ψ‖

Hence by (sem ≡ ⇒ zero), d(−→ϕ−→ϕ−→
ψ ,

−→
ψ−→ϕ−→

ψ ) = 0 (i). Hence d(−→ϕ−→ϕ−→
ψ ,

−→
ψ−→ϕ−→

ψ )
≤ d(

−→
ψ−→ϕ−→

ψ ,
−→
ψ−→ϕ−→

ψ ) (i). Now, let −→χ =
−→
ψ and −→ϕ0 = −→ϕ−→

ψ . By (i) and (uni-
form anti-preservation) we have

If d(−→ϕ−→ϕ−→
ψ ,

−→
ψ−→ϕ−→

ψ ) ≤ d(
−→
ψ−→ϕ−→

ψ ,
−→
ψ−→ϕ−→

ψ ) then d(−→ϕ ,
−→
ψ ) ≤ d(

−→
ψ ,

−→
ψ ) = 0

Hence by (i), d(−→ϕ ,
−→
ψ ) = 0. Concluding the proof for this direction. The other

direction is trivial. qed

(Proof of Fact 7.8). Let n ∈ ω be such that n > 5. Moreover let: ϕ := (p3 ∧
. . .∧pn)∧¬(p1∧p2), ψ1 := (p1∨. . .∨pn)∧¬(p2∧. . .∧pn) and ψ2 := (p2∧. . .∧pn).
We have dα(ϕ,ψ1) = 1 − 2

n+3 = n+1
n+3 > dα(ϕ,ψ2) = 1 − 1

4 = 3
4 . But we have

dα(ϕ,ϕψ1) = 1 − 2
3 = 1

3 < dα(ϕ,ϕψ2) = 1 − 1
3 = 2

3 . qed
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(Proof of Fact 7.9). Take some −→ϕ ,
−→
ψ . By (coherent deviation) we have

If d(−→ϕ ,−→ε ) < d(
−→
ψ ,−→ε ) then d(−→ϕ ,−→ϕ−→ε ) < d(

−→
ψ ,

−→
ψ−→ε )

If d(
−→
ψ ,−→ε ) < d(−→ϕ ,−→ε ) then d(

−→
ψ ,

−→
ψ−→ε ) < d(−→ϕ ,−→ϕ−→ε )

Since −→ϕ ,
−→
ψ were arbitrary, it follows that for any −→ϕ ,

−→
ψ , d(−→ϕ ,−→ε ) = d(

−→
ψ ,−→ε ).

In particular d(−→ϕ ,−→ε ) = d(
−→
ψ ,−→ε ) = d(−→ε ,−→ε ) = 0. Hence by (triangle inequality)

we have ∀−→ϕ ,
−→
ψd(−→ϕ ,

−→
ψ ) ≤ d(−→ϕ ,−→ε ) + d(−→ε ,

−→
ψ ) = 0. qed

(Proof of Fact 7.10). (1 ⇒ 2). Take some −→ϕ ,
−→
ψ . We have

0 = d(−→ϕ ,−→ϕ−→ε ) ≤ d(−→ϕ ,−→ϕ−→
ψ )

Hence by (converse strong action pref) d(−→ϕ ,−→ε ) ≤ d(−→ϕ ,
−→
ψ ). But ψ was arbitrary,

hence, in particular d(−→ϕ ,−→ε ) ≤ d(−→ϕ ,−→ϕ ) = 0. But ϕ was arbitrary as well, hence
∀χd(−→ϕ ,−→ε ) = 0. Hence by triangle inequality for any formula −→ϕ ,

−→
ψ we have

d(−→ϕ ,
−→
ψ ) ≤ d(−→ϕ ,−→ε ) + d(−→ε ,

−→
ψ ) = 0. Concluding our proof. qed

(Proof of Fact 7.11). (1 ⇒ 2). Take some −→ϕ and
−→
ψ . We have

0 = d(−→ϕ ,−→ϕ−→ε ) ≤ d(−→ε ,−→ε −→ε ) = 0

By (converse coherent deviation) d(−→ϕ ,−→ε ) ≤ d(−→ε ,−→ε ) = 0 (i). Similarly, we have
d(

−→
ψ ,−→ε ) = 0 (ii). By (i), (ii) and triangle inequality we have d(−→ϕ ,

−→
ψ ) ≤ d(−→ϕ ,−→ε )+

d(−→ε ,
−→
ψ ) = 0. Concluding our proof. qed

(Proof of Fact 8.1). Take some −→χ and assume that ‖−→ϕ‖ ≤ ‖−→ψ‖. Since
target(‖·‖) is a lattice.Wehave ‖−→χ‖∧‖−→ϕ‖ ≤ ‖−→χ‖∧‖−→ψ‖. Hence by (strong ∧ rule)
δ(−→χ ,−→ϕ ) ≥ δ(−→χ ,

−→
ψ ). qed

(Proof of Corollary 8.2). Assume that ‖−→ϕ‖ ≤ ‖−→ψ‖. Since d satisfies
(strong ∧ rule), we have by Fact 8.1 we have in particular 0 = δ(−→ϕ ,−→ϕ ) ≥
δ(−→ϕ ,

−→
ψ ) = δ(

−→
ψ ,−→ϕ ). qed

(Proof of Corollary 8.3). (1 ⇒ 2). Take two arbitrary −→ϕ ,
−→
ψ . By (−→ε –�) we

have ‖−→ϕ‖ ≤ ‖−→ε ‖ and ‖−→ψ‖ ≤ ‖−→ε ‖. Since d satisfies (strong ∧ rule), it follows
by Corollary 8.2 that d(−→ϕ ,−→ε ) = d(−→ε ,

−→
ψ ) = 0. By triangle inequality it follows

that d(−→ϕ ,
−→
ψ ) = 0. The (2 ⇒ 1) direction is trivial. qed

(Proof of Fact 8.5). Take −→ϕ ,
−→
ψ1,

−→
ψ2 with −→ϕ ∩ −→

ψ1 �
−→ϕ ∩ −→

ψ2. And consider
the cardinalities assigned in Fig. 2. Let X1 := α1 + η0 and let X2 := α2 + η0.
Using these cardinalities and inserting them in the expression of the distance,
gives us:

dC(ϕ,ψ1) =
2card(‖

−→ϕ )‖ + 2card(‖
−→
ψ1‖) − 2 · 2card(‖

−→ϕ‖∩‖−→
ψ1‖)

2card(‖−→ϕ‖)+card(‖−→
ψ1‖)

=
2Xϕ+η1+η2 + 2X1+η1 − 2 · 2η1

2Xϕ+X1+2η1+η2
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−→ϕ

−→
ψ2

−→
ψ1

η1 η0 α1η2Xϕ

0

α2

Fig. 2. Assigning cardinalities to the respective intersections.

Similarly:

dC(ϕ,ψ2) =
2Xϕ+η1+η2 + 2X2+η1+η2 − 2 · 2η1+η2

2Xϕ+X2+2η1+2η2

From the two previous expression, after simplifications we find:

dC(ϕ,ψ1) − dC(ϕ,ψ2) =
2Xϕ(2X2+η2 − 2X1) + 2(2X1 − 2X2)

2Xϕ+X1+X2+η1+η2

From the assumption that −→ϕ ∩ −→
ψ1 �

−→ϕ ∩ −→
ψ2, it follows that η2 ≥ 1, hence:

2Xϕ(2X2+η2 − 2X1) + 2(2X1 − 2X2) ≥ 2X2+η2 − 2X2+1 + 2X1+1 − 2X1 ≥ 0

which concludes the proof. qed

(Proof of Fact 8.7). Take −→ϕ 1,
−→ϕ 2. Assume that ‖−→ψ‖ = ‖−→ϕ1‖ ∨ ‖−→ϕ2‖ (i). By

definition, we have

dδ
H(−→ϕ 1,

−→ϕ 2) = max{ max
x∈‖−→ϕ1‖

min
y∈‖−→ϕ2‖

δ(x, y),

max
y∈‖−→ϕ2‖

min
x∈‖−→ϕ1‖

δ(x, y)}

Hence, we are in one of two cases.

(1) maxx∈‖−→ϕ1‖ miny∈‖−→ϕ2‖ δ(x, y) = dδ
H(−→ϕ1,−→ϕ2), or,

(2) maxy∈‖−→ϕ2‖ minx∈‖−→ϕ1‖ δ(x, y) = dδ
H(−→ϕ1,−→ϕ2).

Case 1. There are two subcases.
Subcase 1a. Assume that dδ

H(−→ϕ 1,
−→
ψ ) = maxx∈‖−→ϕ1‖ min

y∈‖−→
ψ‖ (a). By (i),

max
x∈‖−→ϕ1‖

min
y∈‖−→

ψ‖
≤ max

x∈‖−→ϕ1‖
min

y∈‖−→ϕ2‖

By (a) and (1) we have dδ
H(−→ϕ 1,

−→
ψ ) ≤ dδ

H(−→ϕ1,−→ϕ2).
Subcase 1b. dδ

H(−→ϕ1,
−→
ψ ) = max

y∈‖−→
ψ‖ minx∈‖−→ϕ1‖ δ(x, y) (b). Since δ is a met-

ric we have maxy∈‖−→ϕ1‖ minx∈‖−→ϕ1‖ δ(x, y) = 0. Hence by (i) and (b) we have



40 C. Dégremont et al.

dδ
H(−→ϕ1,

−→
ψ ) = maxy∈‖−→ϕ2‖ minx∈‖−→ϕ1‖ δ(x, y) (ii). But by (1) and definition of

dδ
H(−→ϕ1,−→ϕ2) we have maxy∈‖−→ϕ2‖ minx∈‖−→ϕ1‖ δ(x, y) ≤ dδ

H(−→ϕ1,−→ϕ2) (iii). By (ii)

and (iii) we have dδ
H(−→ϕ1,

−→
ψ ) ≤ dδ

H(−→ϕ1,−→ϕ2).

Case 2. Since δ is a metric we have

max
y∈‖−→ϕ1‖

min
x∈‖−→ϕ1‖

δ(x, y) = 0

Hence by (2), we have

max
y∈‖−→

ψ‖
min

x∈‖−→ϕ1‖
δ(x, y) = dδ

H(−→ϕ1,−→ϕ2)

= max
y∈‖−→ϕ2‖

min
x∈‖−→ϕ1‖

δ(x, y)

= dδ
H(−→ϕ1,−→ϕ2) (iv)

We now consider two subcases.
Subcase 2a. dδ

H(−→ϕ 1,
−→
ψ ) = maxx∈‖−→ϕ1‖ min

y∈‖−→
ψ‖ (a). But since δ is a metric

we have maxx∈‖−→ϕ1‖ min
y∈‖−→

ψ‖ ≤ maxx∈‖−→ϕ1‖ miny∈‖−→ϕ2‖ (v). But by definition

dδ
H(−→ϕ1,−→ϕ2) and (2) we have maxx∈‖−→ϕ1‖ miny∈‖−→ϕ2‖ ≤ dδ

H(−→ϕ 1,
−→ϕ 2) (vi). By (v),

(vi) and (a), it follows that dδ
H(−→ϕ 1,

−→
ψ ) ≤ dδ

H(−→ϕ1,−→ϕ2).
Subcase 2b. Assume that. dδ

H(−→ϕ1,
−→
ψ ) = max

y∈‖−→
ψ‖ minx∈‖−→ϕ1‖ δ(x, y) (b). By

(iv), it follows that dδ
H(−→ϕ1,

−→
ψ ) = dδ

H(−→ϕ1,−→ϕ2).
Hence in all cases dδ

H(−→ϕ 1,
−→
ψ ) ≤ dδ

H(−→ϕ1,−→ϕ2). Concluding our proof. qed
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Abstract. This paper introduces a world history ontology that supports rea-
soning of truth/falsehood of historical descriptions in natural languages. The
core of the ontology includes an event classification according to certain basic
properties such as necessary/sufficient conditions for the existence of events in
the real world. We will discuss how this ontology functions in solving world
history problems in Japan’s National Center Test for University Admissions,
especially in the reasoning of “falsehood” of sentences and bridging of the
“granularity difference” between target sentences and knowledge resources.

1 Introduction

Automatic judgment of truth/falsehood of natural language sentences is one of the most
challenging tasks for semantic processing. We face many hurdles when performing
such a task; the largest hurdle is the gaps between “known” facts in knowledge
resources and the semantic contents of target sentences. A promising approach to solve
this issue is to enrich knowledge resources to cover many facts and linguistic variations
in their descriptions. However, a resource that encompasses all commonly known facts
is not realistically feasible. Furthermore, even if a resource is made as rich as possible,
the following issues are still difficult to solve:

• How to reason “falsehood” of obviously false sentences (e.g., sentences that
describe nonexistent historical events). Based on the open-world assumption,
“facts” in knowledge resources are only those that are “known to be true,” and we
do not know the truth/falsehood of information missing from the resources.

• How to reason truth/falsehood of natural language sentences that describe
events in different granularity from the descriptions in knowledge resources.

In this paper, we introduce a world history ontology that supports the reasoning of
truth/falsehood of historical descriptions in natural languages. We also point out several
properties of events that address the above issues and incorporate an event classifi-
cation according to the properties in the ontology. Such properties include (1) coex-
istence of event participants; (2) closeness between event participants; (3) possibility of
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recurrence; (4) sensitivity to incompatibility between participants; (5) “part-to-whole”
and “whole-to-part”implication; and (6) “leader-to-organization” and “organization-to-
leader” implication.

This study is a part of the Todai Robot Project (http://www.21robot.org), which
aims to develop an AI that can solve problems in university entrance examinations. In
Sect. 2, we outline world history problems and the challenges involved in solving them
with AIs. In Sect. 3, we introduce the ontology and the event classification as its core.
In Sect. 4, we discuss the relationship between our ontology and other related studies.

2 The Task: Solving World History Problems in University
Entrance Examinations

The National Center Test for University Admission is a standardized test used by
public universities in Japan. Approximately 70 % of the world history questions in the
past examinations were true/false questions, such as the following:

Choose the one correct sentence concerning events that occurred during the 8th.

(1) Pepin destroyed the Kingdom of the Lombards.
(2) The reign of Harun al-Rashid began.

(2009 Main Examination: World History B)

Most sentences in the true/false questions are simple sentences. They rarely include
anaphoric expressions or modality and are carefully designed to avoid ambiguities.

Automatic answering to historical true/false questions is addressed by applying
textual entailment recognition (Miyao 2012) and question answering (Kanayama
2012). The present best system based on textual entailment can correctly answer
approximately 60 % of the questions using data sets that are manually constructed from
world history textbooks and Wikipedia. However, the entailment approach makes it
difficult to judge false sentences (sentences (1) and (3–5)) as false.

(3) Francis I and Otto I maintained rivalry.
(4) Ottoman empire was founded in the Balkan Peninsula and expanded to Asia

Minor.
(5) The Russian Empire claimed Pan-Germanism and advanced southward.

(From 2011 Main Exam: World History B and 2009 Main Exam: World
History A)

Although we can obtain information on statements such as “Karl, the child of the
Pepin III, destroyed the Kingdom of the Lombards,” “Francis I and Charles V main-
tained an intense personal rivalry,” “the Ottoman Empire was founded in north-western
Anatolia,” and “the Russian Empire claimed Pan-Slavism,” they alone cannot be direct
evidences of the falsehood of (1) and (3)–(5). To reason their falsehood, we need more
general knowledge about events such as “destruction of a nation needs to occur during
the period when its agent (destroyer) exists,” “maintaining rivalry needs its participants
to exist in the same period,” and “foundation of a nation occurs only once.” Humans
often use these conditions in daily situations (e.g., proving of an alibi), but computers
cannot use them unless they are provided in an explicit and usable form.
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Another problematic case is the granularity mismatch between descriptions in
resources and target sentences. We often see question sentences such as “Nazi occupied
Paris” and find descriptions such as “Nazi occupied Northern France” in knowledge
resources. The fact that the latter entails the former is obvious to humans. One might
base this inference on the part–whole relationship between “Paris” and “Northern
France,” but the situation is not that simple. Not every event allows the same inference
as occupation. For example, partitioning of an area does not necessarily imply a par-
titioning of all its parts.

3 World History Ontology and Its Event Classes

The world history ontology presented in this paper is constructed to compensate for the
weaknesses of current approaches. We aim to enable computers to judge truth/false-
hood of sentences that are obvious to humans and distinguish them from sentences
whose truth/falsehood is truly unknown (e.g., “Oswald killed Kennedy”). The ontology
supports such reasoning by combining parts of relatively small knowledge while
adopting the open-world assumption.

3.1 Top-Level and Main Classes

The ontology is constructed under the top-level ontology of YAMATO (Mizoguchi,
2012). The reason why we adopt YAMATO as the upper ontology is that the level of
abstraction and granularity of its classes is suitable for our purpose. Using YAMATO,
we do not need to fill in the gap or solve the conflict between the classes in the upper
ontology and the classes we need in the world history domain. YAMATO is also useful
in that it has several classes which are useful to solve the ambiguity of terms and words
of natural language; for example, the distinction between extrinsic accomplishment and
intrinsic accomplishment.

A part of main classes and their main properties in the world history ontology are
shown in Table 1.

As in Table 1, for instances of most classes, we describe time spans during which
they exist (the starting time and the ending time). For organizations, including nations,
their founders are given. The subregion property for “geographical object” specifies
part-whole relationships between instances of the class. For the classes of “thought/
theory,” “religion” and “style of art,” we describe incompatibility among instances.

Event classes are divided into complex event classes and simple event classes.
Complex events are loosely described as those referred with proper names, for
example, incidents, accidents, social movements, wars, organized events, etc. They can
be viewed as complex of events, and their extent of the impact, starting times and
ending times are often determined by social, political, or academic perspectives. For
example, “Hundred Year’s War” consists of subevents such as battles such as Battle of
Crécy, the siege of Orleans, and execution of Jeanne d’Arc. For each complex event
instance, we describe its main subevents, its starting and ending time, and if possible,
its location. However, it is often the case that participants such as agent or theme cannot
be specified.
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Simple events are generally those described by verbs. For each simple event
instance, we describe its participants (such as agent, theme, source, and goal) in
addition to its starting time, ending time and location. Simple events are classified
according to the properties introduced in the following sections.

3.2 Event Properties that Serve to Reason Falsehood of False Sentences

We introduce four properties useful to reason falsehood of the obviously false sen-
tences in world history questions. Examples of event descriptions according to the four
properties are shown in Table 2.

Table 1. Main classes and properties in the world history ontology

Upper classes in
YAMATO

Main classes in the world
history ontology

Main properties

Weak agent Person nationality, time of existence, occupation
Ethnic group (as a crowd)
Organization nationality, time of existence, founder,

purpose
Nation (as a subclass of
organization)

territory, time of existence, founder

Artifact Construction time of existence, location
Book, painting, sculpture time of existence, author

Event Complex event classes of participants, starting_time,
ending_time, location, subeventSimple event

Proposition Law, social system,
policy

nationality, purpose, time of existence,
institutor

Treaty and accord participants, purpose, time of existence
Thought/theory time of existence, incompatibility among

instances
Statement time of existence

Content_2 Style of art time of existence, incompatibility among
instances

Culture time of existence, location
Complex
content

Religion time of existence, founder, incompatibility
among instances

Academic discipline time of existence
Technology time of existence, inventor

Geographical
object

Region subregion (which specifies part–whole
relationships between instances)

Time Time period starting_time, ending_time
Role Social role

Event-dependent role
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3.2.1 Coexistence of Event Participants
For many events, time spans of their participants existence must overlap, i.e., coex-
istence of all participants is required (e.g., maintaining rivalry, engaging in warfare, and
buying and selling). In other words, for these events, if certain times of existence of
their participants do not overlap, the events do not exist in the real world. This is a
strong reason to judge sentences such as (3) to be false since Francis I lived in the 15th
century, while Otto I lived in the 10th century. Some events are more restricted: in
making events (such as founding of a nation), maker’s time of existence has to include
the time at which what is made starts to exist, while in annihilating events (such as
destruction of a nation), annihilator’s time of existence should include the time at
which what is annihilated ceases to exist.

It should be noted that the coexistence of all participants is not a universal property
for events, since in certain events some participants’ time of existence may or may not
overlap each other. For example, events such as knowing and evaluating can occur
even if the agent of the events lives in a period when the theme does not exist (e.g., it is
possible for us to know of a person who died much before our birth). The only
requirement for these events is that the time where the theme starts to exist is earlier
than the time where the agent ceases to exist, since one cannot know or evaluate
something that occurs after his/her death. Although we can assume the existence of
many patterns of overlapping and non-overlapping events, only a few exist (Table 2).

Table 2. Example of event descriptions according to coexistence of participants, closeness,
possibility of reccurrence, and sensitivity to incompatibility (*st and et indicate starting_time and
ending_time, respectively.)

Event class Participants and its
classes

Coexistence of
participants

Closeness Recurrence Sensitivity to
incompatibility

Engaging in
warfare

agent1: nation,
agent2: nation

Required No
restriction

Possible N/A

Founding of
a nation

agent: weak agent,
theme: nation

Required,
st(agent) < st(theme)
&
st(theme) < et(agent)*

No
restriction

Not
possible

N/A

Killing of a
person

agent: person,
theme: person

Required,
st (agent) < et(theme)
&
et(theme) < et(agent)

The theme is
in a range
of view of
the agent

Not
possible

N/A

Claiming of
an
ideology

agent: weak agent,
theme: thought

Not required,
st(theme) < et(agent)

N/A Possible Sensitive
(theme)

Invading of
an area

agent: person,
theme: geographical
object

Required No
restriction

Possible N/A

Occupation
of an area

agent: weak agent,
theme: geographical
object

Required No
restriction

Possible N/A

Partitioning
of an area

agent: weak agent,
theme: geographical
object

Required No
restriction

Possible N/A
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3.2.2 Closeness Between Event Participants
Closeness between event participants is another key to reason falsehood of sentences
that describes nonexistent events. Some events require their participants to be suffi-
ciently close so that they can touch each other (e.g., touching, hitting, or putting
together). Others require the theme to be in the range of view of the agent/experiencer
(e.g., meeting, reading, or killing), while many others do not have any restriction (e.g.,
buying, controlling, or giving).

3.2.3 Possibility of Recurrence
Many events (e.g., maintaining a rivalry, engaging in warfare) can occur more than
once with the same combination of participants, possibly in different locations from the
first time, but a few events do not occur with the above condition. Events that involve
starting and ending an existence are categorized as the latter events, which include birth
and death of humans as well as making and annihilating of things. Irreversible changes
such as turning twenty years old are also included in the same category. This property
is useful for the truth/falsehood judgment when combined with particular known facts
in the knowledge resources. For example, the falsehood of (4) can be derived from the
fact that “Ottoman Empire was founded in north-western Anatolia,” “the Balkan
Peninsula is an area disjoint from Anatolia,” and the knowledge that founding of a
nation occurs only once.

3.2.4 Sensitivity to Incompatibility Between Participants
As we have seen in Table 1, for the classes of “thought/theory,” “religion,” and “style of
art,” we describe “incompatibility” among instances (e.g., incompatibility between
“Pan-Germanism” and “Pan-Slavism”). We also classify events into two types: events
that are sensitive to incompatibility and those that are not. Events such as claiming an
ideology and converting to a religion are included the former category, in that if an event
instance exists, another event of the same type cannot exist simultaneously with an
incompatible participant. This type of knowledge is necessary to reason the falsehood of
(5) from the fact that “the Russian Empire claimed Pan-Slavism.” On the contrary,
events such as knowing or studying are not sensitive to such incompatibilities.

3.3 Event Properties for Resolving Granularity Problems

Here we introduce two properties which serve to resolve the granularity mismatch
between descriptions in resources and target sentences. Examples of event descriptions
according to the properties are shown in Table 3.

3.3.1 “Part-to-Whole” and “Whole-to-Part” Implication
We describe part–whole relationships between instances in the “region” class and
classify events on the basis of whether the existence of an event instance involving a
region instance implies that an event of the same type exists within a part or a larger
area of the region. Buying, having, selling, and occupation of an area imply that the
same types of events exist in any part of the area and do not necessarily have the same
implication for a larger area. Invading of an area is an example of events that implies
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the existence of an event of the same type in some larger area. Events such as parti-
tioning of an area do not have either implication.

3.3.2 “Leader-to-Organization” and “Organization-to-Leader” Implication
We find the cases of granularity mismatch between world history resources and target
sentences attributed to the exchangeability between an organization and its leader
(representative person) in a description of an event. It is often the case that an action of
an organization is described as that of its leader. In events such as declaration of a war,
dominance of the territory, conclusion of a treaty or sending troops, the action of an
organization can be equated with that of the leader, and vice versa. On the other hand,
many events do not have such an implication. For example, a talk by national leaders
does not imply the talk is held between the nations, and dissolution of an organization
never entails that the same thing is happened to its leader.

4 Comparison with Other Resources

There are several studies on world history ontology such as Ide (2007), Kauppinen
(2007), and Ishikawa (2008). Ontologies proposed in these studies are developed to
structure historical knowledge for use in historical studies. As discussed above, our
ontology is not designed for historical research, but for the general task of reasoning
truth/falsehood of natural language sentences. Historical knowledge in our ontology is
only high-school level; however, we aim to describe general properties of events that
can serve for the truth/falsehood judgment of sentences.

The first four properties listed in Sect. 3 can be considered as necessary conditions for
the existence of an event, whereas the last property can be considered as a sufficient
condition. Although there are resources that include detailed descriptions about events
(such as SUMO, FrameNet, and Kaneiwa (2007)’s upper event ontology), these

Table 3. Example of event descriptions according to “part-to-whole” and “whole-to-part”
implication and “leader-to-organization” and “organization-to-leader” implication

Event class Part–whole implication Leader-organization
implication

Engaging in warfare N/A leader ⇒ org(agent),
org ⇒ leader(agent)

Founding of a nation N/A leader ⇒ org(agent),
org ⇒ leader(agent)

Killing of a person N/A no implication
Claiming of an
ideology

N/A leader ⇒ org(agent),
org ⇒ leader(agent)

Invading of an area part⇒ some larger area (theme) leader ⇒ org(agent),
org ⇒ leader(agent)

Occupation of an area whole ⇒ part (theme) leader ⇒ org(agent),
org ⇒ leader(agent)

Partitioning of an area no implication leader ⇒ org(agent),
org ⇒ leader(agent)
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necessary/sufficient conditions have not been studied yet. One may think the conditions
would follow from the descriptions in these resources; it seems to be true for some of
them. For example, the coexistence restrictions on making and annihilating events will
partly follow from the characterization of the Temporal Existence Change function of
events in Kaneiwa (2007). However, the derivation process is not straightforward and still
needs some trivial assumptions (such as “an agent of an event has to exist during the
event”).

One advantage of the design of our ontology is that it can support automatic truth/
falsehood judgment of sentences without detailed description of events. For example,
we can judge a sentence like “Francis I and Otto I maintained rivalry” as false even if
we do not know precisely what “maintaining rivalry” is. All we need is the knowledge
of the years of the participants’ birth and death, and the “coexistence” property of the
event. We consider that our event classification can supplement characterization of
events within other resources.

5 Current Status

The ontology is still under construction. Currently it contains 420 classes (classes in
YAMATO are not counted), of which 225 are event classes. 304 verbs/verbal
expressions are related to the classes. This covers 50.1 % of the all occurrences of verbs
in sentences in truth/false questions in world history examinations in the National
Center Tests in the past 21 years. The ontology will be published online after we
achieve enough coverage.

6 Conclusion

The ontology proposed in this paper is designed for the task of truth/falsehood judg-
ment of simple historical descriptions in the National Center Test for University
Admission. We introduced an event classification that supports the reasoning of
existence or nonexistence of a described event from rather small, basic information.

Acknowledgments. We gratefully acknowledge the National Center for University Entrance
Examination and JC Educational Institute for the Center Test data.
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Abstract. In this paper, we introduce hypersequent calculi for some
modal logics extending S4 modal logic. In particular, we uniformly char-
acterize hypersequent calculi for S4, S4.2, S4.3, S5 in terms of what are
called “external modal structural rules” for hypersequent calculi. In addi-
tion to the monomodal logics, we also introduce simple bimodal logics
combing S4 modality with another modality from each of the rest of
logics. Using a proof-theoretic method, we prove cut-elimination for the
hypersequent calculi for these logics and, as applications of it, we show
soundness and faithfulness of Gödel embedding for the monomodal logics
and the bimodal logic combining S4 and S5.

1 Introduction

There are not too many modal logics that traditional Gentzen-style sequent
calculi can formulate in a cut-free manner. Cut-free sequent calculi for S4 and
some of its sublogics, i.e., K, D, K4, T, KD4 can be formulated (e.g., [22]), but
other modal logics are difficult to be naturally formulated by sequent calculi
(except K45, KD45 in [20]).

On the other hand, there are several proof-theoretic frameworks which are
extensions of traditional sequent calculi and in which many other modal logics
can be formulated in a cut-free manner. Some of them use labels to represent
possible worlds, e.g., prefixed tableau systems [9]. Other sequent calculi (say
[17]) explicitly mention accessibility relations. Yet others allow the “nesting” of
meta-symbols corresponding to “⇒,” “,” in sequents. Display calculi [21] and
nested sequents [4] can be counted as these. As representative cases, we mention
that until recently, only labeled sequents [17] and display calculi [12] handled
S4.2 and S4.3, which are located between S4 and S5.1

However, hypersequent calculi, which are less radical extensions of traditional
sequent calculi, can work well for these logics. In this paper, we formulate hyper-
sequent calculi for these logics in addition to S4 and S5 so as to present these
logics from a uniform perspective in which all these logics have the common
1 However, see [2] for critical discussions about display calculi. Also, there exist sequent
calculi for these logics, but the one for S4.2 is not cut-free [23], and the one for S4.3
does not satisfy one of the desiderata for good proof systems in [2].
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modal rules for S4 and the differences of these logics can be formulated exactly
by using different “modal (hyper)structural rules,” which are modal analogues
of pure (external) structural rules in hypersequent calculi. The main results of
this paper is the cut-elimination theorems for these hypersequent calculi via a
uniform proof-theoretic reduction method.

Although there are some very recent works independently done, such as [11],
which covers S4.3, and [14], which covers more logics, our method is different
from them, since they use a semantic method of proving admissibility of cut.

Our results may not be very surprising (due to their connection to super-
intuitionistic logics [3,5]), but they can contribute to calibrating the expressive
capacity of hypersequents as a proof-theoretic framework. To further explore
the issue, we introduce bimodal logics combing S4 and another modality from
the remaining logics, and we show cut-elimination for these combined logics
uniformly. As applications of these, we syntactically prove soundness and faith-
fulness of Gödel modal embedding from the superintuitionistic counterparts into
the modal logics.

The significance of our technical contributions should also be understood as
a research towards a satisfactory treatment of the meaning of logical constants
(in particular modal operators) from the viewpoint of proof-theoretic seman-
tics. Proof-theoretic semantics originally started as an attempt of explaining the
meaning of logical constants via introduction and elimination rules in natural
deduction but has recently been extended to a view in which the meaning of
logical constants can be given via combinations of operational rules for logical
constants and structural rules (e.g., [19]). Our approach is along this line of
research and partly motivated by “Došen’s principle” [6], i.e., different logics
should be understood as having common operational rules and different struc-
tural rules (i.e., as “structural variants”). This naturally leads to a view of the
meaning of logical constants which divides two different elements of the meaning
of logical constants, i.e., the operational meaning and the global meaning [18].
Our results may be taken to be an application of these ideas to modal operators
and become a basis for applying the method of proof-theoretic semantics to yet
other linguistic expressions.

2 Hilbert-Style Axiomatic Systems for Modal Logics

Let us first present the language of (bi)modal logic. For the sake of brevity, we
present the language of bimodal logic, which contains two modal operators �
and �. The language of modal logic �. The grammar of the language looks as
follows.

A := Pi|⊥|¬A|A1 → A2|A1 ∧ A2|A1 ∨ A2|�A| � A.

We now present Hilbert-style axiomatic systems for the (bi)modal logics.

I. Hilbert-style axiomatization of the single modal logics

Axioms (0) Axioms of Propositional Logic
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(1) Axioms of K4: K axiom �(A → B) → (�A → �B)
4 axiom �A → ��A

(2) Axioms for S4 : K4 + T : �A → A
(3) Axioms for S4.2 : S4 + .2 :2 ¬�¬�A → �¬�¬A
(4) Axioms for S4.3 : S4 + .3 : �(�A → B) ∨ �(�B → A)
(5) Axioms for S5 : S4 + 5 : ¬�A → �¬�A

Rules of Inference: Modus Ponens
A → B A

B
Necessitation

A

�A

II. Hilbert-style axiomatizations of bimodal modal logics
In addition to these monomodal logics, here we consider certain bimodal log-

ics that combine certain pairs among those modal logics. We have considered all
combinations of S4 (S4, S4.2, S4.3, S5) by using a very simple combining axiom.
However, only S4 + L, where L = S4, S4.2, S4.3, or S5, can have simple formu-
lations in hypersequent calculi.3 Our axiomatizations of the combined logics are
given by:

0. Axioms and rules for each modal logic with � for L;
1.4 �A → �A.

3 Hypersequent Calculi for Modal Logics

Here we present hypersequent calculi for the modal logics in the previous section.

Axioms A ⇒ A ⊥ ⇒ Structural rules LIW
G|Γ ⇒ Δ

G|Γ, A ⇒ Δ
RIW

G|Γ ⇒ Δ

G|Γ ⇒ Δ, A

LIC
G|Γ, A, A ⇒ Δ

G|Γ, A ⇒ Δ
RIC

G|Γ ⇒ Δ, A, A

G|Γ ⇒ Δ, A
EC

G|H|H
G|H EW

G

G|H

Operational rules L¬ G|Γ ⇒ Δ, A

G|Γ, ¬A ⇒ Δ
R¬ G|Γ, A ⇒ Δ

G|Γ ⇒ Δ, ¬A

L∧ G|A, Γ ⇒ Δ

G|A ∧ B, Γ ⇒ Δ

G|B, Γ ⇒ Δ

G|A ∧ B, Γ ⇒ Δ
R∧ G|Γ ⇒ Δ, A Γ ⇒ Δ, B

G|Γ ⇒ Δ, A ∧ B

L∨ G|Γ, A ⇒ Δ B, Γ ⇒ Δ

G|A ∨ B, Γ ⇒ Δ
R∨ G|Γ ⇒ Δ, A

G|Γ ⇒ Δ, A ∨ B

G|Γ ⇒ Δ, B

G|Γ ⇒ Δ, A ∨ B

L → G|Γ ⇒ Δ, A B, Π ⇒ Θ

G|A → B, Γ, Π ⇒ Δ, Θ
R → G|Γ, A ⇒ Δ, B

G|Γ ⇒ Δ, A → B

Cut
G|Γ ⇒ Δ, A H|A, Π ⇒ Θ

G|H|Γ, Π ⇒ Δ, Θ

2 ♦�A → �♦A if we use ♦ in the language, but we do not consider ♦ in this paper.
3 This way of combining logics is not a product or a fibring, which is known in the lit-
erature of modal logic. It is close to fusion, but with an additional combining axiom.
The author does not know how to call it (since apparently there is no established
technical term for this case), but thanks for an anonymous referee who suggested
him to clarify this.

4 For this axiom, see [8].
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S4 Modal rules for � L� G|A, Γ ⇒ Δ

G|�A, Γ ⇒ Δ
R� G|�Γ ⇒ A

G|�Γ ⇒ �A
(The � cases are similar.)

The axioms and rules presented so far constitute a hypersequent calculus for
S4. We call it HS4. In addition to HS4, we consider the following modal external
structural rules or modal (hyper)structural rules.

Modal Splitting (MS)
G|�Γ, Δ ⇒ Π

G|�Γ ⇒ |Δ ⇒ Π

Restricted MS (RMS)
G|�Γ, �Δ ⇒

G|�Γ ⇒ |�Δ ⇒

Modal Communication (MC)
G|Σ, �Γ ⇒ Π G|Θ, �Δ ⇒ Λ

G|Σ, �Δ ⇒ Π|Θ, �Γ ⇒ Λ

The systems obtained by adding these rules to HS4 are summarized as follows.

HS4.2 (a hypersequent calculus for S4.2) : HS4 + RMS
HS4.3 (a hypersequent calculus for S4.3) : HS4 + MC
HS5 (a hypersequent calculus for S5) : HS4 + MS

Example: S4.3� �(�(�A ∨ �B)) → A) ∨ �(�(�A ∨ �B) → B).

A ⇒ A
�A ⇒ A

�A ⇒ A|�A ⇒ B

A ⇒ A
�A ⇒ A

B ⇒ B
�B ⇒ B

�B ⇒ A|�A ⇒ B

�A ∨ �B ⇒ A|�A ⇒ B

B ⇒ B
�B ⇒ B

�A ∨ �B ⇒ A|�B ⇒ B

�A ∨ �B ⇒ A|�A ∨ �B ⇒ B

�(�A ∨ �B) ⇒ A|�(�A ∨ �B) ⇒ B

Rules for combined logics S4 + L, where L ∈ {S4,S4.2,S4.3,S5}
L� G|A, Γ ⇒ Δ

G|�A, Γ ⇒ Δ
L� G|A, Γ ⇒ Δ

G| � A, Γ ⇒ Δ
R� G|�Γ, �Δ ⇒ ϕ

G|�Γ, �Δ ⇒ �ϕ
R� G| � Γ ⇒ ϕ

G| � Γ ⇒ �ϕ

S4.2
G| � Γ, �Δ ⇒

G| � Γ ⇒ | � Δ ⇒ S4.3
G|Θ, �Γ ⇒ Π G|Ξ, �Δ ⇒ Λ

G|Θ, �Δ ⇒ Π|Ξ, �Γ ⇒ Λ
S5

G| � Γ, Δ ⇒ Π

G| � Γ ⇒ |Δ ⇒ Π

The combined logics that are obtained by combining these rules and that we
discuss here are as follows. (For the other combinations, see footnote 5). Note
that S4 + S5 can be a hypersequent calculus Goranko and Passy’s logic with
universal modality [10].

S4+S4 = Classical rules + bimodal L�, R�, L�, R�
S4+S4.2 = S4 + S4 + S4.2 for �
S4+S4.3 = S4 + S4 + S4.3 for �
S4+S5 = S4 + S4 + S5 for �

Example: S4+S5 � �(�(�A ∨ �B) → A) ∨ �(�(�A ∨ �B) → B). (Call
it Φ).
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A ⇒ A
�A ⇒ A

�(�A ∨ �B), �A ⇒ A

�A ⇒ �(�A ∨ �B) → A

�A ⇒ �(�(�A ∨ �B) → A)

(1)�A ⇒ Φ

B ⇒ B
�B ⇒ B

�(�A ∨ �B), �B ⇒ B

�B ⇒ �(�A ∨ �B) → B

�B ⇒ �(�(�A ∨ �B) → B)

(2)�B ⇒ Φ

�A ∨ �B ⇒ Φ
�(�A ∨ �B) ⇒ Φ

S5 rule�(�A ∨ �B) ⇒ | ⇒ Φ

⇒ �(�(�A ∨ �B) → A)| ⇒ Φ

⇒ Φ| ⇒ Φ

⇒ Φ

4 Deductive Equivalence Between Hilbert-Style Systems
and Hypersequent Calculi

By using the following translation from hypersequents to formulas, we can prove
that the hypersequents andHilbert-style axiom systems are deductively equivalent.

To show this, we use the following embeddings from hypersequents to formulas.

I1(Γ1 ⇒ Δ1| . . . |Γn ⇒ Δn) = �(
∧

Γ1 → ∨

Δ1) ∨ · · · ∨ �(
∧

Γn → ∨

Δn)
I2(Γ1 ⇒ Δ1| . . . |Γn ⇒ Δn) = �(

∧

Γ1 → ∨

Δ1) ∨ · · · ∨ �(
∧

Γn → ∨

Δn).

Note that we do not use � but we use �.5 Here L stands for one of the logics
discussed above and HL stands for the hypersequent calculus for each of these.

Theorem 1 (Deductive Equivalence). HL� Γ1 ⇒ Δ1| . . . |Γn ⇒ Δn if and
only if L� �(

∧

Γ1 → ∨

Δ1) ∨ · · · ∨ �(
∧

Γn → ∨

Δn).
In the case of combined logics, we have HL� Γ1 ⇒ Δ1| . . . |Γn ⇒ Δn if and

only if L � �(
∧

Γ1 → ∨

Δ1) ∨ · · · ∨ �(
∧

Γn → ∨

Δn).

Proof. Proof by induction on the length of the derivation for both directions.
=⇒) It suffices to prove that all the axioms of Hilbert-style systems are

derivable and derivability is preserved under the rules. We present the case of .2
as a representative case.
5 This is not an arbitrary choice. Apparently, there is no meaningful way of defining
embedding into formulas by using �. The problem consists in R�. (Note that �

�A → � � A, which we need in order to prove soundness of the rule w.r.t. Hilbert-
style system under the translation using �.) Also, note that S4.2 + S4.2, S4.3 + S4.3,
S5 + S5 have a problem even if we use � for a translation into the object language.
Proving soundness w.r.t. the Hilbert-style system for e.g., S4.2 + S5, apparently
requires �A → ��A, but this is not provable in the system, which can be checked
by an easy model-theoretic argument.
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ϕ ⇒ ϕ
ϕ, ¬ϕ ⇒

�ϕ ⇒, �¬ϕ ⇒
restricted modal splitting

�ϕ ⇒ |�¬ϕ ⇒
⇒ ¬�ϕ| ⇒ ¬�¬ϕ

⇒ �¬�ϕ| ⇒ �¬�¬ϕ

¬�¬�ϕ ⇒ | ⇒ �¬�¬ϕ
EC¬�¬�ϕ ⇒ �¬�¬ϕ

⇐=) Conversely, we show that axioms and all the translated forms of rules
in the hypersequent calculi are derivable. We show a representative case.

(1) .2 rule: By IH, � ∨

G∨�(
∧

�Γ ∧∧

�Δ → ⊥). But in S4.2 we can derive:
� (
∧

�Γ ∧∧�Δ → ⊥) → (�
∧

Γ ∧ �
∧

Δ → ⊥).
� �(

∧
�Γ ∧∧�Δ → ⊥) → �(�

∧
Δ → ¬�

∧
Γ ).

� �(
∧

�Γ ∧∧�Δ → ⊥) → (��
∧

Δ → �¬�
∧

Γ ).
� �(

∧
�Γ ∧∧�Δ → ⊥) → (�

∧
Δ → �¬�

∧
Γ ).

� �(
∧

�Γ ∧∧�Δ → ⊥) → (¬�¬�
∧

Γ → ¬�
∧

Δ).
� �(

∧
�Γ ∧∧�Δ → ⊥) → �¬�¬�

∧
Γ → �¬�

∧
Δ (∗).

On the other hand, by S4.2 axiom and taking a substitution instance in which
�
∧

Γ is plugged into A, � ¬�¬��
∧

Γ → �¬�¬�
∧

Γ . Also, � �
∧

Γ → ��
∧

Γ
yields � ¬�¬�

∧
Γ → ¬�¬��

∧
Γ . Hence, � ¬�¬�

∧
Γ → �¬�¬�

∧
Γ .

Therefore, by (∗), � �(
∧

�Γ ∧∧�Δ → ⊥) → (¬�¬�
∧

Γ → �¬�
∧

Δ).
This yields � �(

∧
�Γ ∧∧�Δ → ⊥) → �(

∧
�Γ → ⊥) ∨ �(

∧
�Δ → ⊥).

Thus, � ∨G ∨ �(
∧

�Γ → ⊥) ∨ �(
∧

�Δ → ⊥).

(2) R� in combined logics: By IH,

S4 + L� ∨G ∨ �(
∧

�Γ ∧∧�Δ → ϕ).

S4 + L� (
∧

�Γ ∧∧�Δ → ϕ) → (�
∧

Γ ∧ �
∧

Δ → ϕ).

S4 + L� �(
∧

�Γ ∧∧�Δ → ϕ) → �(�
∧

Γ ∧ �
∧

Δ → ϕ).

S4 + L� �(
∧

�Γ ∧∧�Δ → ϕ) → (��
∧

Γ ∧ � �
∧

Δ → �ϕ).

S4 + L� �(
∧

�Γ ∧∧�Δ → ϕ) → (�
∧

Γ ∧�
∧

Δ → �ϕ) (S4+L � �A → ��A).

S4 + L� �(
∧

�Γ ∧∧�Δ → ϕ) → �(�
∧

Γ ∧ �
∧

Δ → �ϕ).

Hence, we have S4 + L� ∨G ∨∨�(
∧

�Γ ∧∧�Δ → �ϕ).

5 Cut-Elimination for the Hypersequent Calculi

Here we syntactically prove cut-elimination for the hypersequent calculi reformu-
lated via the following multiple-cut a la Gentzen (to handle internal contraction).

Multiple-cut
G|Γ ⇒ Δ,Aκ H|Aν ,Π ⇒ Θ

G|H|Γ,Π ⇒ Δ,Θ
(κ, ν > 0)

We start from some definitions, which are obtained by modifying the ones
in [1].
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A marked hypersequent is a hypersequent with occurrences of a formula A
distinguished, written (H|Γ ⇒ Aκ,Δ) or (H|Γ,Aν ⇒ Δ) (κ, ν > 0). A marked
rule instance is a rule instance with the principal formula, if there is one, marked.
(Due to the presence of internal contraction, the substitutivity given below is
based on a one-shot substitution, analogous to the multiple-cut, unlike [1]. Sup-
pose that G is a (possibly marked) hypersequent and H a marked hypersequent
of the forms:

G = (Γ1, [A]λ1 ⇒ Δ1| . . . |Γn, [A]λn ⇒ Δn) and H = (H ′|Π ⇒ Aκ, Σ)
(κ > 0), where A does not occur unmarked in

⊎n
i=1 Γi.

Then CUT (G,H) contains, for all 0 ≤ μi ≤ 1 for i = 1 . . . n: H ′|Γ1,Π
μ1 ⇒

Σμ1 ,Δ1| . . . |Γn,Πμn ⇒ Σμn ,Δn.
Similarly, suppose that A does not occur unmarked in

⊎n
i=1 Δi with:

G = (Γ1 ⇒ [A]λ1 ,Δ1| . . . |Γn ⇒ [A]λn ,Δn) and H = (H ′|Π,Aν ⇒ Σ)
(ν > 0).

Then CUT (G,H) contains, for all 0 ≤ μi ≤ 1 for i = 1 . . . n: H ′|Γ1,Π
μ1 ⇒

Σμ1 ,Δ1| . . . |Γn,Πμn ⇒ Σμn ,Δn.
A rule (r) is substitutive if for any:

1. marked instance
G1 . . . Gn

G
of (r); 2. G′ ∈ CUT (G,H),

then there exist G′
i ∈ CUT (Gi,H) for i = 1 . . . n such that

G′
1 . . . G′

n

G′ of (r)

The point of introducing the notion of substitutivity is to use a way of elimi-
nating cut without directly using the double induction used in Gentzen’s original
proof of cut-elimination. (The length of proofs is used differently.) This is useful
to handle external contraction.6

Lemma 1. All non-modal rules in these logics (all the structural rules and oper-
ational rules for ∧, ∨, →) are substitutive.

Proof. The proof is just checking that each such rule satisfies the property, which
is a (tedious) routine.

For modal cases, there is a problem discussed in [16]. An arbitrary substitution
on the antecedent disturbs R� rule, since the antecedent has to be modalized for
the rule to be applied (“moralized” means that all the formulas in the context
have � as the outermost logical symbol). However, it suffices to consider only
modalized sequents in a hypersequent of the form H|�Σ ⇒ in order to permute
applications of other rules and R�. Here are a few definitions. The length |d|
of a derivation d is (the maximal number of applications of inference rules)+1
occurring on any branch of d. The complexity of a formula A is the number of
occurrences of its connectives. The cut rank ρ(d) of d is (the maximal complexity
of cut formulas in d)+1. Note that ρ(d) = 0 if d is cut-free.

6 See [3] for some problem raised to another method of avoiding this problem.
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Lemma 2. Let L be such that L∈ {S4, S4.2, S4.3, S5} or L = S4 + L where L =
S4, S4.2, S4.3, S5. Let dl and dr be derivations in the hypersequent calculus HL
for L such that: (1) dl is a derivation of (G|Γ1, [A]λ1 ⇒ Δ1| . . . |Γn, [A]λn ⇒ Δn)
(All occurrences of A are made explicit. There is no occurrence in G.); (2) dr is
a derivation of (H|Σ ⇒ Aκ,Π) (κ > 0); (3) ρ(dl) ≤ |A| and ρ(dr) ≤ |A|; (4) A
is a compound formula and dr ends with either a right logical rule or a modal
rule introducing A to Aκ−1 (for the modal case, κ − 1 = 0).

Then a derivation d of (G|H|Γ1, Σ
μ1 ⇒ Δ1,Π

μ1 | . . . |Γn, Σμn ⇒ Δn,Πμn)
such that ρ(d) ≤ |A| and μi = 0 or 1 can be constructed in HL.

Proof. By induction on |dl|. Base case is the one in which dl is an axiom. In this
case, there is nothing to do. The conclusion immediately holds.

Inductive cases: we have different cases depending on the last rule applied to
dl. Due to the lack of space, we omit the proofs of the simple cases.7

Case 4. The last inference is L� (R� is a special case of the bimodal rule.)
Subcase 4.1. A is principal and A = �B. The last inference of dl looks as

follows.

G|Γ1, B, [�B]λ1 ⇒ Δ1| . . . |Γn, [�B]λn ⇒ Δn

G|Γ1, [�B]λ1+1 ⇒ Δ1| . . . |Γn, [�B]λn ⇒ Δn

Since dr ends as the condition (4) states, the last inference of dr is
H|�Σ′ ⇒ B

H|�Σ′ ⇒ �B
. Note that we have only one occurrence of �B in this case. By

IH, we can get G|H|Γ1, B, (�Σ′)μ1 ⇒ Δ1| . . . |Γn, (�Σ′)μn ⇒ Δn (μi = 0 or 1).
The derivation of it has cut rank with ≤ |A|. By using H|�Σ′ ⇒ B, cut, EW,
EC, and possibly IC (depending on whether μ1 = 0 or 1), we can derive the
desired G|H|Γ1,�Σ′ ⇒ Δ1| . . . |Γn, (�Σ′)μn ⇒ Δn. Note that the cut rank of
the entire derivation is ≤ |A|.

Subcase 4.2. The rule of the last inference of dl is L� and the principal
formula is not A. Then the last inference of dl looks as follows.

G|Γ1, B, [A]λ1 ⇒ Δ1| . . . |Γn, [A]λn ⇒ Δn

G|Γ1,�B, [A]λ1 ⇒ Δ1| . . . |Γn, [A]λn ⇒ Δn

By IH, G|H|Γ1, B,Σμ1 ⇒ Δ1,Π
μ1 | . . . |Γn, Σμn ⇒ Δn,Πμn (μi = 0 or 1).

The derivation of it has cut rank ≤ |A|. L� applied, the desired hypersequent
G|H|Γ1,�B, Σμ1 ⇒ Δ1,Π

μ1 | . . . |Γn, Σμn ⇒ Δn,Πμn is derived with cut rank
≤ |A|.

Case 5. The rule of the last inference in dl is modal splitting.
Subcase 5.1. A = �B. Then the last inference of dl looks as follows. (λ1 > 0)

G|Γ ′
1,�Θ, [�B]λ1 ⇒ Δ1| . . . |Γn, [�B]λn ⇒ Δn

G|�Θ, [�B]λ ⇒ |Γ ′
1, [�B]λ1−λ ⇒ Δ1| . . . |Γn, [�B]λn ⇒ Δn

7 Case 1. The last rule is applied on only side sequents G. Case 2. The last rule is
any non-modal rule that does not have A as the principal formula. Case 3. The
last inference is an application of non-modal left introduction rule whose principal
formula is A.
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dr ends with (H|�Σ′ ⇒ �B) via R�. By IH, G|H|Γ ′
1,�Θ, (�Σ′)μ1 ⇒

Δ1| . . . |Γn, (�Σ′)μn ⇒ Δn (μi = 0). The derivation of it has cut rank ≤
|A|. Applying modal splitting and possibly IW, we get G|H|�Θ, (�Σ′)λ′ ⇒
|Γ1, (�Σ′)λ′′ ⇒ Δ1| . . . |Γn, (�Σ′)μn ⇒ Δn (λ′ = 1 if λ > 0; ow λ′ = 0, and
λ′′ = 1 if λ1 − λ > 0; ow, λ′′ = 0.) This is the desired hypersequent and its
derivation has cut rank ≤ |A|.

Subcase 5.2. A is not of the form �B. The last inference of dl looks as follows.

G|Γ ′
1,�Θ, [A]λ1 ⇒ Δ1| . . . |Γn, [A]λn ⇒ Δn

G|�Θ ⇒ |Γ ′
1, [A]λ1 ⇒ Δ1| . . . |Γn, [A]λn ⇒ Δn

Here dr � H|Σ ⇒ Aκ,Π (it may be that κ > 1). By IH, G|H|Γ1,�Θ,Σμ1 ⇒
Πμ1 ,Δ1| . . . |Γn, Σμn ⇒ Πμn ,Δn (μi = 0 or 1). The derivation of it has cut rank
≤ |A|. Applying MS, we get G|H|�Θ ⇒ |Γ1, Σ

μ1 ⇒ Πμ1 ,Δ1| . . . |Γn, Σμn ⇒
Πμn ,Δn. This is the desired hypersequent and its derivation has cut rank ≤ |A|.

Case 5′. The rule of the last inference of dl is restricted modal splitting.
It has to be the case that A = �B and we have only modal substitution via
H|�Σ′ ⇒ �B, due to the form of the premise of restricted modalized splitting.
Hence, this is a special case of 5.1. with the empty succedent and there is no
analogue of 5.2.

Case 6. The rule of the last inference of dl is modal comm.
Subcase 6.1. A = �B. The inference is as follows.

G|Θ1, �Θ2, [�B]λ1 ⇒ Δ| . . . |Γn, [�B]λn ⇒ Δn G|Ξ1, �Ξ2, [�B]λ1
′ ⇒ Λ| . . . |Γn, [�B]λn ⇒ Δn

G|Θ1, �Ξ2, [�B]λ1
′ ⇒ Δ|Ξ1, �Θ2, [�B]λ1 ⇒ Λ| . . . |�Γn, [�B]λn ⇒ Δn

dr � H|�Σ′ ⇒ �B. The substitution is a modal substitution.
By IH, we can derive G|H|Θ1,�Θ2, (�Σ′)μ1 ⇒ Δ| . . . |Γn, (�Σ′)μn ⇒ Δn

and G|H|Ξ1,�Ξ2, (�Σ′)μ1
′ ⇒ Λ| . . . |Γn, (�Σ′)μn ⇒ Δn (μi = 0 or 1, μ′

1 = 0 or
1), and the derivation of it has cut rank ≤ |A|. Applying modal comm, we get
G|H|Θ1, Ξ1,�Ξ2, (�Σ′)μ1

′ ⇒ Δ|Θ1, Ξ1,�Θ2, (�Σ′)μ1 ⇒ Λ| . . . |�Γn, (�Σ′)μn

⇒ Δn. This is the desired hypersequent, and the derivation has the cut rank
≤ |A|.

Subcase 6.2. A is not of the form �B. The last inference is as follows.

G|Θ1, �Θ2, [A]λ1 ⇒ Δ| . . . |Γn, [A]λn ⇒ Δn G|Ξ1, �Ξ2, [A]λ1
′ ⇒ Λ| . . . |Γn, [A]λn ⇒ Δn

G|Θ1, [A]λ1 , �Ξ2 ⇒ Δ|Ξ1, [A]λ1
′
, �Θ2 ⇒ Λ| . . . |�Γn, [A]λn ⇒ Δn

dr ends with H|Σ ⇒ Aκ,Π (it may be κ > 1). This case is similar to that
of 5.2.

Case 7. dl ends with R�.
Subcase 7.1 A = �B The last inference of dl is

G|�Γ ′
1,�Θ, [�B]λ1 ⇒ C| . . . |Γn, [�B]λn ⇒ Δn

G|�Γ ′
1,�Θ, [�B]λ1 ⇒ �C| . . . |Γn, [�B]λn ⇒ Δn

By the condition (4), the last inference of dr is
H|�Σ1,�Σ2 ⇒ B

H|�Σ1,�Σ2 ⇒ �B
, and dr

ends with dr � H|�Σ1,�Σ2 ⇒ �B. By IH, G|H|�Γ ′
1,�Θ, [�Σ1,�Σ2]μ1 ⇒
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C| . . . |Γn, [�Σ1,�Σ2]μn ⇒ Δn (μi = 0or 1).Applying�R, we getG|H|�Γ ′
1,�Θ,

[�Σ1, �Σ2]μ1 ⇒ �C| . . . |Γn, [�Σ1,�Σ2]μn ⇒ Δn, as is desired.
Subcase 7.2 A = �B. Similar to the above (via �Σ ⇒ for modal

substitution).

Note: For modal structural rules of the combined logics, the same argument works
as above (using � instead of �). In order to deal with modal (hyper)structural
rules, it suffices to use modal substitution with respect to � since S4 L� rule is
substitutive.

Lemma 3. Let L be such that L ∈ {S4, S4.2, S4.3, S5} or L = S4 + L where
L = S4, S4.2, S4.3, S5. Let dl and dr be derivations in the hypersequent calculus
HL for L such that: (1) dl is a derivation of (G|Γ,Aν ⇒ Δ) (ν ≥ 1); (2) dr is
a derivation of (H|Σ1 ⇒ [A]λ1 ,Π ′

1| . . . |Σn ⇒ [A]λn ,Π ′
n); (3) ρ(dl) ≤ |A| and

ρ(dr) ≤ |A|.
Then a derivation d of (G|H|Σ1, Γ

μ1 ⇒ Π ′
1,Δ

μ1 | . . . |Σn, Γμn ⇒ Π ′
n,Δμn)

with ρ(d) ≤ |A| and μi = 0 or 1 can be constructed in HL.

Proof. By induction on |dr|. Base case: If the rule is the last inference is an
axiom, then the statement obviously holds since there is no cut involved in dr.
(Hence the cut rank of d = the cut rank of dl. Thus, it is ≤ |A| by assumption.)

Inductive cases: The first three cases are similar to the previous lemma.
Case 4. The rule of the last inference of dr is L�.
In this case, A is not a principal formula. The last inference of dr is as follows.

H|Σ1, B ⇒ [A]λ1 ,Π1|Σ2,⇒ [A]λ2 ,Π2| . . . |Σn,⇒ [A]λn ,Πn

H|Σ1,�B,⇒ [A]λ1 ,Π1|Σ2,⇒ [A]λ2 ,Π2| . . . |Σn,⇒ [A]λn ,Πn

dl ends with G|Γ,Aν ⇒ Δ. By IH, G|H|Σ1, B, Γμ1 ⇒ Δμ1 ,Π1|Σ2, Γ
μ2 ⇒

Δμ2 , Π2| . . . |Σn, Γμn ⇒ Δλn ,Πn with the cut rank ≤ |A| (μi = 0 or 1). Apply-
ing the L� rule, we get G|H|Σ1,�B,Γμ1 ⇒ Δμ1 ,Π1|Σ2, Γ

μ2 ⇒ Δμ2 ,Π2| . . .
|Σn, Γμn ⇒ Δμn ,Πn, as is desired. The cut rank of the derivation is ≤ |A|.

Case 5. The rule of the last inference of dr is R�. In this case, A has to be
the principal formula of the form �B. The last inference of dr is as follows.

H|�Θ ⇒ B|Σ2 ⇒ [�B]λ2 ,Π2| . . . |Σn ⇒ [�B]λn ,Πn

H|�Θ ⇒ �B|Σ2 ⇒ [�B]λ2 ,Π2| . . . |Σn ⇒ [�B]λn ,Πn

dl ends with G|Γ, (�B)ν ⇒ Δ (it may be ν > 1).
By IH, G|H|�Θ ⇒ B|Σ2, Γ

μ2 ⇒ Δμ2 ,Π2| . . . |Σn, Γμn ⇒ Δμn ,Πn with
cut rank ≤ |A| (μi = 0 or 1). Applying R�, we get H|�Θ ⇒ �B|Σ2, Γ

μ2 ⇒
Δμ2 ,Π2| . . . |Σn, Γμn ⇒ Δμn ,Πn with cut rank ≤ |A|. By the previous lemma,
the claim holds since this case satisfies the condition of application of the lemma.

Case 6. The rule of the last inference of dr is modal splitting. Here we do not
have to divide subcases, since A goes to only one place.

H|Σ′
1,�Θ ⇒ [A]λ1 ,Π ′

1|Σ2 ⇒ [A]λ2 ,Π2| . . . |Σn ⇒ [A]λn ,Πn

H|�Θ ⇒ |Σ′
1 ⇒ [A]λ1 ,Π ′

1|Σ2 ⇒ [A]λ2 ,Π2| . . . |Σn ⇒ [A]λn ,Πn
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By IH, G|H|Σ′
1,�Θ,Γμ1 ⇒ Δμ1 ,Π ′

1|Σ2, Γ
μ2 ⇒ Δμ2 ,Π2| . . . |Σn, Γμn ⇒

Δμn ,Πn is derivable with cut rank ≤ |A| and μi = 0 or 1. Applying modal
splitting, we can obtain the following hypersequent G|H|�Θ ⇒ |Σ′

1, Γ
μ1 ⇒

Δμ1 ,Π ′
1|Σ2, Γ

μ2 ⇒ Δμ2 ,Π2| . . . |Σn, Γμn ⇒ Δμn ,Πn. It is easy to check that
this is the desired hypersequent, and the cut rank of the derivation is ≤ |A|.

Case 6′. The rule of the last inference of dr is restricted modal splitting. The
succedent of the relevant sequent is empty; otherwise, this case is similar to 6.

Case 7. The rule used in the last inference in dr is modal comm. (Since Γ
and Δ in G|Γ,Aν ⇒ Δ are arbitrary, we do not have to divide subcases here.)

H|Θ1, �Θ2 ⇒ [A]λ1 , Φ| . . . |Σn ⇒ [A]λn ⇒ Πn H|Ξ1, �Ξ2 ⇒ [A]λ1
′
, Ψ| . . . |Σn ⇒ [A]λn ⇒ Πn

H|Θ1, �Ξ2 ⇒ [A]λ1 , Φ|Ξ1, �Θ2 ⇒ [A]λ1
′
, Ψ| . . . |�Σn ⇒ [A]λn , Πn

By IH, we can derive G|H|Θ1,�Θ2, Γ
μ1 ⇒ Δμ1 , Φ| . . . |Σn, Γμn ⇒ Δμn ,Πn

and G|H|Ξ1,�Ξ2, Γ
μ1

′ ⇒ Δμ1
′
, Ψ | . . . |Σn, Γμn ⇒ Δμn ,Πn (μi = 0 or 1 and

μ′
1 = 0 or 1). Both derivations have cut rank ≤ |A|. Applying modal comm,

we get G|H|Θ1,�Ξ2, Γ
μ1 ⇒ Δμ1 , Φ|Ξ1,�Θ2, Γ

μ1
′ ⇒ Δμ1

′
, Ψ | . . . |�Σn, Γμn ⇒

Δμn ,Πn. This is the desired hypersequent. The derivation of it has cut rank
≤ |A|.

Case 8. dr ends with R�. The only case is A = �B.

H|�Σ1,�Θ ⇒ B|Σ2 ⇒ [�B]λ2 ,Π2| . . . |Σn ⇒ [�B]λn ,Πn

H|�Σ1,�Θ ⇒ �B|Σ2 ⇒ [�B]λ2 ,Π2| . . . |Σn ⇒ [�B]λn ,Πn

dl � Γ, (�B)ν ⇒ Δ (it may be ν > 1).
By IH, G|H|�Σ1,�Θ ⇒ B|Σ2, Γ

μ2 ⇒ Δμ2 ,Π2| . . . |Σn, Γμn ⇒ Δμn ,Πn

(μi = 0or 1).ApplyingR�, we getG|H|�Σ1,�Θ ⇒ �B|Σ2, Γ
μ2 ⇒ Δμ2 ,Π2| . . . |

Σn, Γμn ⇒ Δμn ,Πn. But as in the case of R� for monomodal logic, the condition
of the previous lemma is satisfied. Hence, we can apply the above Lemma to show
that we can further transform the derivation so that the cut rank of the derivation
is |A|.
Theorem 2 (Cut-elimination). For any modal logic L that in the set given
above, cut-elimination holds for HL.

Proof. Let d be a derivation in a hypersequent calculus for a logic in L, with
ρ(d) > 0. The proof proceeds by the double induction on (ρ(d), nρ(d)), where
nρ(d) is the number of application of cut in d with cut rank ρ(d). Consider an
uppermost application of cut in d with cut rank ρ(d). By applying the last lemma
to its premises. Either ρ(d) or nρ(d) decreases. Then we can apply IH.

6 Gödel Modal Embedding

Here we prove soundness and faithfulness of superintuitionistic variants of Gödel
modal embedding (in [15]), which map L ={intuitionistic logic, logic of weak
excluded middle (LWEM), Gödel-Dummett logic, classical logic, intuitionistic
logic with classical atoms} into modal logics discussed above (we call them ML
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(in {S4, S4.2, S4.3, S5}). Intuitionistic logic with classical atoms (IPCCA) is
a logic discussed in [13]. The idea is to introduce a variant of intuitionistic
logic in a two-sorted language of propositional logic with two different kinds of
propositional variables, only in the classical one of which an atomic version of
the law of the excluded middle is postulated (letting X be a classical variable,
this can be put as X ∨ ¬X). Cut-free single-conclusion and multiple-conclusion
hypersequent calculi are presented in [13].

Definition 1. The embedding is defined by induction as follows.

1. p� := �p; 2. ⊥� := ⊥; 2. (A∧B)� := �(A�∧B�); 3. (A∨B)� := �(A�∨
B�); 4. (A → B)� := �(A� → B�); 5. for a classical atom X, X� = �X.

Let us make two remarks about our translation here. First, we use the nota-
tion for mutisets of formulas Γ� := B�

1 , . . . , B�
n and multisets of sequents

G� := Γ�
1 ⇒ Δ�

1 | . . . |Γ�
n ⇒ Δ�

n . Note that all the formulas except ⊥ in the
images of the mapping are modalized. Thus, it would make things simpler if we
could treat all the formulas in the images of the formulas as modalized. This is
not quite the case, since ⊥� = ⊥. However, if ⊥�(= ⊥) is in Γ�

i , the statement
of soundness and faithfulness of the embedding obviously holds. Hence, in our
argument, we assume that ⊥ /∈ Γ�

i , unless ⊥ is explicitly mentioned.
Second, to make our argument simpler, we use both single-conclusion hyper-

sequent calculi (we call them sHL) and multiple-conclusion hypersequent
calculi (we call them mHL) for logics in L. The latter are analogous to Mae-
hara’s multiple-conclusion sequent calculus for intuitionistic logic [15]. Such
multiple-conclusion hypersequent calculi are obtained as follows: 1. keep intu-
itionistic R→; 2. replace all other rules by multiple-conclusion versions. The
equivalence of the two calculi can be proven straightforwardly. (We use cut-
free single-conclusion hypersequent calculi, but our proof does not require that
the multiple-conclusion ones be cut-free. In the following, let HML− and sHL−

mean cut-free HML and sHL, respectively.)

Proposition 1 (Soundness). If sHL−� G|Γ1 ⇒ ϕ1| . . . |Γn ⇒ ϕn, then HML�
G�|Γ�

1 ⇒ ϕ�
1 | . . . |Γ�

n ⇒ ϕ�
n .

Proof. Proof is by induction on the length of cut-free proofs of sHL.
Case 1. Axioms: In the case of axiom of the form sHL� p ⇒ p, the claim holds

as follows. By the mapping, we get p� ⇒ p�, i.e. �p ⇒ �p. This is certainly
provable.

For the other axiom sHL� ⊥ ⇒, since ⊥� = ⊥, ⊥� ⇒ immediately follows.
Case 2. Operational rules: These are straightforward. As a representative

case, we show the case of R → G|Γ, A ⇒ B

G|Γ ⇒ A → B
(This is an intuitionistic R →

rule.)
By IH, the translation of the premise of the rule R → in sHL, i.e. HML�

G�|Γ�, A� ⇒ B�. Then HML� G�|Γ� ⇒ A� → B� is derived via R→. And
HML� G�|Γ� ⇒ �(A� → B�) is derived via R�. This is in the range of the
mapping ()�.
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Case 3. Structural rules: The standard structural rules are all straightforward.
Hence, we check only external structural rules characterizing logics.

Subcase 3.1. Splitting (L = classical logic)

G|Γ1, Γ2 ⇒ ϕ1| . . . |Γn ⇒ ϕn

G|Γ1 ⇒ ϕ1|Γ2 ⇒ |Γn ⇒ ϕn

By IH, HS5� G�|Γ�
1 , Γ�

2 ⇒ Δ�
1 | . . . |Γ�

n ⇒ Δ�
n . Note that Γ�

2 are already
modalized. By applying modal splitting and cuts, we get the following inference.

G� |Γ �
1 , Γ �

2 ⇒ ϕ�
1 | . . . |Γ �

n ⇒ ϕ�
n

G� |Γ �
1 ⇒ ϕ�

1 |Γ �
2 ⇒ |Γ �

n ⇒ ϕ�
n

But the lower hypersequent is the image of the mapping ()� of the lower
hypesequent of classical splitting. So, the inference is preserved under this map-
ping. (In the case of S4+S5, our single-conclusion hypersequent calculus for
IPCCA has a special rule of splitting, applied to formulas consisting of classi-
cal propositional variables only. Due to the definition of our mapping, the only
relevant case is an atomic case X� = �X, which allows applications of modal
splitting for S5 �.)

Subcase 3.2. Restricted splitting (L is LWEM):
G|Γ1, Γ2 ⇒ | . . . |Γn ⇒ ϕn

G|Γ1 ⇒ |Γ2 ⇒ |Γn ⇒ ϕn

This is simply a special case of the case of splitting with the empty succedent.
Subcase 3.3. Communication (L is Gödel-Dummett logic)

G|Γ1, Π ⇒ ϕ1| . . . |Γn ⇒ ϕn G|Γ2, Σ ⇒ ϕ2| . . . |Γn ⇒ ϕn

G|Γ1, Σ ⇒ ϕ1|Γ2, Π ⇒ ϕ2| . . . |Γn ⇒ ϕn

By IH, we have as follows HS4.3� G�|Γ�
1 ,Π� ⇒ ϕ�

1 | . . . |Γ�
n ⇒ ϕ�

n and
HS4.3� G�|Γ�

2 , Σ� ⇒ ϕ�
2 | . . . |Γ�

n ⇒ ϕ�
n . Note again that Π� and Σ� are

modalized.

G� |Γ �
1 , Π� ⇒ ϕ�

1 | . . . |Γ �
n ⇒ ϕ�

n G� |Γ �
2 , Σ� ⇒ ϕ�

2 | . . . |Γ �
n ⇒ ϕ�

n

G� |Γ �
1 , Σ� ⇒ ϕ�

1 |Γ �
2 , Π� ⇒ ϕ�

2 | . . . |Γ �
n ⇒ ϕ�

n

It is easy to check that the lower hypersequent is the image of the mapping of
the lowersequent of the original case of communication. Hence, the derivability
is preserved under this mapping. This completes the proof of the proposition. �

Theorem 3 (Faithfulness). If HML−� G�|Γ�
1 ⇒ Δ�

1 | . . . |Γ�
n ⇒ Δ�

n , then
mHL� G|Γ1 ⇒ Δ1| . . . |Γn ⇒ Δn.

Proof. Faithfulness of the embedding ()� is proven as follows. The idea is simply
to strip off all the modal operators from a given cut-free proof of HML in the
assumption.

Case 1. HML = HS5 and HL = classical logic. Stripping off all modal oper-
ators from the given proof in HS5 simply gives a proof in a multiple-conclusion
hypersequent calculus with intuitionistic R→ and with the additional rule of
splitting, which is a classical system [2]. Since the underlying logic of HS5 is
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classical, the embedding is faithful. (In IPCCA, stripping off � from �X gives a
case of classical splitting.)

Case 2. HML = HS4.2 or HS4.3 and HL = LWEM or Gödel-Dummett logic
(respectively). Modal structural rules and R→ of these cases require some addi-
tional care to prove the faithfulness of the embedding, other cases being straight-
forward.

Case 2.1. Modal structural rules: We check that after stripping off �, applying
external structural rules gives valid inferences in the desired logics.

2.1.1. Restricted modal splitting G� |Γ �
1 , Γ �

2 ⇒ | . . . |Γ �
n ⇒ Δ�

n

G� |Γ �
1 ⇒ |Γ �

2 ⇒ |Γ �
n ⇒ Δ�

n

If we strip off all the modal operators, then we have the following inference.

G|Γ1, Γ2 ⇒ | . . . |Γn ⇒ Δn

G|Γ1 ⇒ |Γ2 ⇒ |Γn ⇒ Δn

This is a case of restrict splitting valid in LWEM.

2.1.2. Modal communication.

G� |Γ �
1 , Π� ⇒ Δ�

1 | . . . |Γ �
n ⇒ Δ�

n G� |Γ �
2 , Σ� ⇒ Δ�

2 | . . . |Γ �
n ⇒ Δ�

n

G� |Γ �
1 , Σ� ⇒ Δ�

1 |Γ �
2 , Π� ⇒ Δ�

2 | . . . |Γ �
n ⇒ Δ�

n

If we strip off all the modal operators, then we have the following inference.

G|Γ1, Π ⇒ Δ1| . . . |Γn ⇒ Δn G|Γ2, Σ ⇒ Δ2| . . . |Γn ⇒ Δn

G|Γ1, Σ ⇒ Δ1|Γ2, Π ⇒ Δ2| . . . |Γn ⇒ Δn

Case 2.2. R→. We show that the applications R→ can be restricted to a
single-conclusion version; then, all �’s being removed, all R →’s are intuitionis-
tically valid. This shows faithfulness, since multiple-conclusion R→ is the only
classical rule here.

First, observe that, in the range of the mapping ()�, all the occurrences
of → statements are in the scope of �. Also, all the positive occurrences of
formulas whose outermost logical symbol is � in a cut-free proof of G�|Γ� ⇒
Δ� can be introduced only in one of the following three ways: 1. Axiom; 2.
Weakening; 3. R�. However, in our case, 1 is out, since in our systems only atomic
formulas are used in axioms. In case 2, modal operators stripped off, weakening
is still (intuitionistically) valid. The only remaining case is that �(A� → B�)
introduced via R� from A� → B�.

Now positive occurrences of A → B can be introduced via R → or weakening
(IW or EW). But the only case that matters here is again the case where this
is introduced by R →. Then, in order to show that all the applications of R→
in HML− can be restricted to a single-conclusion case, it suffices to show that
all the cases of positive occurrences of a formula of the form �(A → B) are
introduced in such a way that the introduction of A → B in HML− can be
restricted to the single-conclusion version of R→ and then R� is applied. This
is because only cases in the range of the mapping ()� matter here, and there is
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no way of applying R� to a sequent in which we have more than one formula
on the succedent.8 We now claim the following.

Claim. If the only case of introducing A� → B� on the succedent via R → are
the ones in which R� is later applied to A� → B� as the only formula on the
succedent of a hypersequent occurring lower part of a cut-free proof, then we
can replace all of these applications of R→ by R→ to single-conclusion sequents.

Proof. (claim) By induction on the number of the applications of R→ whose
uppersequent has more than one formula on the succedent in a proof of HML−.

Base case: the number of R→ whose uppersequent have more than one for-
mula on the succedent is 0. In this case, every positive occurrence of a formula
of the form �(A� → B�) can be derived from A� → B� by R→ as follows.

G� |Γ ′, A� ⇒ B�

G� |Γ ′ ⇒ A� → B�

G� |�Γ ⇒ A� → B�
R�

G� |�Γ ⇒ �(A� → B�)

Inductive case: Suppose that we have n applications of R→ in a cut-free proof
that has more than one formula on the succedent of the relevant sequent. Pick
up the lowermost among such application of R →, which looks as follows. (In the
following, “�Ψ(C� → D�) means a schematic expression of a formula possibly
derivable in this form of derivation.)

G� |Γ ′′, A� ⇒ B� , C� , Δ′′
(1) R→*

G� |Γ ′′ ⇒ A� → B� , C� , Δ′′

G� |Γ ′ ⇒ A� → B� , C� , Δ′ G� |Θ′, D� ⇒
(2) L→

G� |Γ ′, Θ′, C� → D� ⇒ A� → B� , Δ′

G� |�Γ, �Δ, �Ψ(C� → D�) ⇒ A� → B�
(3) R�**

G� |�Γ, �Δ, �Ψ(C� → D�) ⇒ �(A� → B�)

We divide the case into two subcases.

Case 1. A� → B� does not occur in Δ′′ or any other succedent of a sequent
on a branch of a proof tree leading to the application of R�∗∗. Observe the
following.

(1) Two sequential applications of rules (except R�) in a cut-free proof whose
principal formulas are two different ones can be permuted.

(2) Also, by the condition that all the formulas eventually derived in the
proof must be in the range of the mapping ()�, we have some further conditions
on the proof. Namely, until (3), we cannot have any other application of R�
8 Note that L→ is the only rule that lowers the number of formulas on the succedent
in a cut-free proof, except contraction, since we use only context-sharing rules for ∧
and ∨.



66 H. Kurokawa

or R→ in the proof, since R� requires that we have only one formula on the
succedent of the premise.

(3) By permuting down R → to L → (and the other rules), we can reduce the
number of the formulas on the succedent when R → rule is applied as follows.

G� |Γ ′′, A� ⇒ B� , C� , Δ′′

G� |Γ ′, A� ⇒ B� , C� , Δ′ G� |Θ′, D� ⇒
(2) L→

G� |Γ ′, Θ′, C� → D� , A� ⇒ B� , Δ′

G� |�Γ, �Θ, �Ψ(C� → D�), A� ⇒ B�
(1) R→*

G� |�Γ, �Θ, �Ψ(C� → D�) ⇒ A� → B�
(3) R�**

G� |�Γ, �Θ, �Ψ(C� → D�) ⇒ �(A� → B�)

Note that R→* is now applied to a sequent whose succedent has only one
formula. Hence, permutations of applications guarantee that this case can be
reduced to a single-conclusion R →, which is intuitionistically valid.

The idea of permuting rules can be made precise by using an inductive argu-
ment based on the sum of the number of hypersequents starting from the intro-
duction of A� → B� via R→ to the relevant application of R�∗∗. Since any
application of a rule immediately below the application of R→ whose auxiliary
formula is not this A� → B� can be permuted with R→, we can apply induction
hypothesis.

Case 2. A� → B� occurs in Δ′′ or the succedent of other premise(s) leading
to the application of R�∗∗ (these are the cases where contraction is used in the
proof).

To accommodate the cases, we consider all the chains of sequents that contain
A� → B� on the succedent whose conclusion lead to R�∗∗, i.e. the part of the
branches of a proof tree containing occurrences of the formula on the succedent.

We apply the same permutation argument that we gave above to all of these
occurrences of A� → B�. We change all the relevant hypersequents of the form
G�|Γ ⇒ A� → B�,Δ to G�|Γ,A� ⇒ B�,Δ (by permutating rules) so that we
can reduce applications of R→ to the only one immediately above R�∗∗. Such
permutations are possible since in the relevant parts of the original proof tree
we can never apply R�.

This idea of permuting rules can be made precise by an inductive argument
based on the sum of the number of hypersequents starting from the introduction
of A� → B� to the succedent of a sequent to the application of R�∗∗. By the
argument given in the previous paragraph, we can reduce the number of appli-
cations of R→ where the premise has more than one formula on the succedent
to a number strictly smaller than it. By IH, all such applications of R→ can be
eliminated from the given cut-free proof.9 �(claim)

By this claim, we can ensure that in a derivation of formulas that are in
the range of the mapping ()�, we can dispense with the applications of R→ to

9 This turns out to be a hypersequent variant of the arguments in [15] and [7].
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sequents that have more than one formula on the succedent. Therefore, if we strip
off all the modal operators from an entire proof figure of a hypersequent whose
final conclusion is in the range of ()�, then every application of a rule in the
proof figure is a valid inference in each of the superintuitionistic (or intuitionistic)
logics at issue here. � (theorem)

7 Discussions

We have shown cut-elimination for hypersequent calculi for logics extending S4
by .2 axiom, .3 axiom, and S5 axiom, and simple combinations of these. It is
well-known that modal logics obtained by adding slight variants of .2 and .3
axioms to K4, KD4, GL, Grz can also be formulated. Which of these cases can be
handled by hypersequents and by a proof method similar to the one used here
appears to be an interesting topic for future research.
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Abstract. This paper considers politeness at the discourse level in terms
of strategic choice. We begin with a discussion of the nature and levels
of linguistic politeness from semantic and pragmatic perspectives, then
turning to the way in which such strategies can be realized in natural
language. A distinction is drawn between formal and polite linguistic
behavior. We then provide a formal analysis in terms of the topological
analysis of game strategies in an infinitely repeated game. This analy-
sis extends that of [2]. It improves on that earlier work in three ways:
(i) by considering a wider range of player ‘types’, (ii) by implementing
the distinction between formality and politeness, and (iii) by analyzing
a much wider range of kinds of politeness strategies, together with their
positions in the Borel hierarchy [8].

1 Introduction

Politeness is an ubiquitous phenomenon, yet one which is, from the perspective
of formal linguistics, nonetheless not well-understood. The recent semantics and
pragmatics literature contains a good deal of work on the topic, but most of it
concentrates on a subset of the available phenomena, namely the basic motiva-
tions for politeness, and the semantic implementation of phenomena like hon-
orification. In this paper we consider a different domain, that of discourse-level
politeness. This domain is dependent on the existence of the means of express-
ing politeness and on having motivations for doing so, but remains distinct. We
take politeness at the discourse level to be the set of facts relating to how speaker
choices about politeness and formality evolve over the course of interactions, how
speakers can choose between the possibilities for ‘politeness choice’ at the dis-
course level, and how this linguistic domain should be given a proper formal mod-
eling which allows researchers to state hypotheses about politeness behavior.

The present paper extends the earlier work on these issues of the authors [2].
There, an analysis was given of discourse-level politeness phenomena in terms of
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Gale-Stewart games [7]. Section 4 of this paper outlines this framework and its
application to politeness phenomena, together with some of the analysis provided
by [2]. Before turning to these theoretical issues, though, we will present the
general picture of a theory of politeness we are working with, and summarize
briefly some of the existing formal work on the issue of politeness. We then
turn to a distinction which has not so far been considered in such formal work,
the distinction between formality and politeness: these two concepts are often
equated in the literature, but we will show both that distinguishing them is
possible and that it is useful. Here we also present the basic set of data which we
will analyze. Section 5 provides that analysis; the strategy is to complicate the
models used by [2], use the resulting expressivity to characterize a broader set
of possible strategies, and analyze these strategies for complexity of execution.
Section 6 concludes.

2 Levels of Politeness

The analysis of politeness seems to involve three elements. The first is lexical
politeness: the content of honorifics, how composition works in this domain, the
contribution of lexical hedges, and so on. The second is utterance choice: in short,
whether to be polite or not. How is one to make this decision? Presumably the
answer involves strategic considerations related to maximizing one’s benefit in
social and linguistic interaction. Finally, the third element involves sequences of
utterances, politeness in discourse: the evolution of utterance choice over time,
and politeness strategies at the discourse level.

The first of these areas has gotten considerable attention in the recent liter-
ature, mostly by Potts (2005) and people working in his framework ([10,14,17],
McCready et al. 2013, i.a.). This work is mostly concerned with honorifics and
how their semantic composition functions, a set of issues which are far from
settled at present. Researchers in game-theoretic pragmatics have given a lot of
attention to the second area, yielding a variety of diverse analyses, e.g. van Rooij
and Sevenster (2006) who treat politeness in terms of handicaps [20], and Asher
and Quinley [4,15] who analyze politeness using trust games. A key insight here
is that politeness crucially can be taken to involve reputation effects, which in
turn can arise only in the context of repeated games; this means that the notion
of repeated interaction is a key one for understanding polite behavior. Intuitively,
this is sensible. The function of politeness (it has been postulated) is to mini-
mize face threats [5]; why would one want to minimize threats to another’s face
if not with an eye toward future interactions? At minimum, politeness can help
to achieve one’s objectives in communication, which already counts as weighting
future interactions.

The final element of a theory of politeness is the least-studied and the one
we will focus on in this paper. This is the discourse level. As far as we know, the
only formal work in this area so far is our own, though a good deal of related
research can be found in sociolinguistics and anthropological linguistics (cf. [18]).
But the path to such a theory is clear. As the previous paragraph pointed out,



Discourse-Level Politeness and Implicature 71

the theory of repeated games is highly useful in the analysis of politeness, just
as with other kinds of social behavior [1,11]. But a consideration of repeated
games makes it clear that agents are free to change their behavior at any point;
there is thus a need to examine the discourse level to make clear what is optimal
behavior at the level of individual interactions. It turns out that, given the right
descriptive formalism, the results of analysis can straightforwardly be examined
for properties such as complexity and safety, a point which will be detailed
further in Sect. 4.

3 Formality vs Politeness

This section will consider some (relatively simple) aspects of the linguistic expres-
sion of politeness: the tools available to speakers at the lexical level. The facts
here can be quite complex. Asher and Paul [2] discussed essentially the simplest
possible case, that of European languages such as French, Spanish or German
which deploy two types of second person pronouns, one formal and one infor-
mal. Here we will take up the more difficult case of Japanese, which has an array
of distinct pronominals marked for politeness in both first and second person.
For example, first person pronouns include, in descending order of formality,
watakushi, watashi, boku, and ore; second person pronouns are of a similar level
of complexity, including, again in descending order of formality, anata, anta,
kimi, omae, teme, and kisama.1 The last two second person pronouns are dis-
tinguished in not being only informal but also genuinely insulting; there is no
situation in which they could be used in a manner not violating politeness norms,
unlike even the least formal of the other first and second person pronouns.

Because of this range of choices in both first and second person, a wide variety
of combinations of formality is available for the speaker. It is often the case that
first and second person pronominals ‘match’ in register, but they can differ,
yielding complex pragmatic effects. For instance, one could use a highly formal
first person pronoun such as watakushi or watashi and an informal second person
pronoun such as omae, which gives an impression of coldness or even anger; one
might call it the ‘VIP dialect’ (‘Very Important Person’, or ‘Very Important
Professor’ in a few notorious cases). One could also use an informal first person
pronoun with a formal second person pronoun, which gives a feeling of someone
who feels relaxed yet wishes to be perceived as being polite. The typical case
here is ore together with anata; one might call this the ‘Courtship Dialect’ after
its connotation of lovestruck youth. The reasons these impressions arise have to
do with interaction between positive and negative face [5]. We will return to this
in a moment, after making a proposal about what the formality of each pronoun
amounts to.

It is usual in the literature on honorification not to use complex denotations
tailored especially to honorifics. For example, [14] analyze subject honorifica-
tion by means of ‘expressive indices’: triples consisting of a pair of individuals
and a subinterval of [−1, 1] corresponding to an emotive attitude, which, when
1 Actually anta and kimi seem to be relatively close in level of formality.
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processed, modify an initially set, more underspecified attitude stated as a set of
such triples called an expressive index. This approach faces the obvious problem
that honorification does not correspond in any direct way to emotive attitude.
Reference [13], working in a similar compositional framework, takes formal and
familiar pronouns to again modify expressive indices, but now analyzes them as
introducing primitive and incompatible relations. This is a move forward, but
since the content of these relations is never spelled out, it is hard to be fully sat-
isfied with the analysis. These two works are, to our knowledge, the most clear
formal statements of the semantic function of honorification and formal/familiar
pronouns; we think it is possible to do better.

It seems to us that it is necessary to dissociate speaker attitudes from the
‘honoring’ function of formal pronouns (and, of course, honorifics, which we take
to do similar things in at least some cases). One major reason is that it is cer-
tainly possible to despise someone but still ‘honor’ them by using formal speech,
which means that speaker attitudes cannot be directly tied to honorification.
The function of using honorifics, or formal pronouns, is, we think, to indicate a
social attitude: a public commitment to a certain kind of behavior. The way in
which such expressions are used then plays a role in constructing social roles and
‘social reality’ in general [16]. We think this ‘externalist’ picture of the meaning
of expressions like these is appealing.

We will now try to spell it out for the pronominal case, afterward turning
to the empirical payoff of the ‘face implicatures’ arising from mixed uses of pro-
nouns. We will assume the following denotations for first and second person
pronouns. Here we only make a binary distinction; a more fine-grained analysis
which accounts for all the Japanese pronouns just amounts to adding interme-
diate stances with respect to social norms.2

(1) First person pronouns:
a. If F used, then 1(c) makes public an expectation that 2(c) will behave

formally toward her.
b. If I used, then 1(c) makes public that 2(c) is not obliged to behave toward

her in any particular way.
(2) Second person pronouns:

a. If F used, then 1(c) makes public that she will behave formally with
respect to 2(c).

b. If I used, then 1(c) makes public that she will not follow any particular
codes of behavior with respect to 2(c).

The core idea is that use of a particular pronoun commits the speaker to
engaging in a particular kind of social interaction with respect to the hearer.
The lexical entries vary along two dimensions. First, the person feature of the
pronoun determines what individual is constrained in behavior by the pronoun
use. For first person pronouns, it is the hearer; for second person pronouns, it is
the hearer. This may strike the reader as counterintuitive, but we believe that
the pronouns convey intentions of the speaker about the future discourse: the
2 Thanks to Daisuke Bekki for extensive and useful discussion here.
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second person shows how the speaker intends to behave toward the hearer, and
the first person shows how the speaker expects to interacted with.3 Second, the
formal feature determines whether the behavior indicated is to be formal or not;
the exact meaning of ‘behave formally’ in these definitions is something we must
leave underspecified, but presumably it depends on various social and cultural
factors. Here, we have let the informal pronoun indicate nothing more than a
lack of expectation of formal behavior, so it just means ‘not necessarily formal.’
The behavior ultimately adopted might be formal; it is just not constrained to
be so.

Consider now the various permutations of these pronominals. If both speakers
use formal 1P and 2P pronouns, they agree to treat each other formally; if neither
uses either formal 1P or 2P, they agree to allow each other to treat them as they
like, and to do the same themselves. But what about the mixed cases? In the
VIP dialect, the speaker requires formal treatment for himself,4 but does not
agree to abide by the constraints formal behavior requires with respect to his
interlocutor. This is obviously rude; it does not respect the face of the addressee
in any way. We thus derive the cold and arrogant impression such pronominal
use induces. For the courtship dialect, the opposite situation arises: the speaker
makes known his intention to treat his interlocutor with respect, but does not
ask anything in return; this sounds humble, an effect due to its ‘ultra-respect’
for the interlocutor’s face. The particular lovelorn impression may arise from
this (possibly excessive) respect and treading-on-eggshells quality.5 We take the
possibility of deriving these pragmatic facts to be an indication that our lexical
entries are on the right track.

One important point to note is that we have been careful to use the term
‘formal’ and not ‘polite,’ unlike our earlier work [2,12]. The reason is similar to
our motivation for rejecting the analysis of [14]: one can easily be formal yet
rude, or informal yet, intuitively, polite. This distinction will play a role in our
formal analysis in Sect. 5, where we take a formal, rude discourse move to be a
genuine game-changer.

4 Gale-Stewart Games and Politeness

Asher, McCready, and Paul [2,12] analyze discourse-level politeness in terms of
Gale-Stewart games [7]; these games involve two players, 1 and 2, who each play
one element of a given set A in their turn, where winning (for player 1) requires
that the sequence corresponding to the sequentially concatenated moves of both
players be in a given set. The sequences corresponding to the games are poten-
tially infinite in length. (If player 1 loses, player 2 wins.) AMP took A to consist of
possible moves P (olite) and I(nformal), which are meant to correspond roughly

3 As usual, whether this commitment is accepted by the hearer is independent of its
introduction; cf. e.g. [6].

4 Surely most of these cases involve ‘himself’ rather than the other option(s).
5 Presumably this dialect also has a strategic use, by those who wish to appear lovelorn.
We will disregard this complexity here.
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to formal and informal pronouns in many European languages. It turns out that
the winning strategies of these ‘politeness games’ fall into different complexity
classes corresponding to levels of the Borel hierarchy [8]. In this previous work
we discussed strategies in classes Σ1,Π1 and Σ2 corresponding to different sorts
of coordination (and non-coordination) on P or I. In fact, Gale-Stewart showed
that Gale-Stewart games with Borel Σ1 and Π1 determinable winning condi-
tions are determinate, which means that there is a winning strategy for player
1 or player 2, and [9] showed this was true of all Gale-Stewart games with Borel
determinable winning conditions. Determinacy of closed sets of Aω for arbitrary
A is equivalent to the axiom of choice over ZF [8], but the determinacy of all sub-
sets of ωω is inconsistent with the axiom of choice. The latter result is extremely
interesting when one takes into account the full contents of conversational moves
in a game (players are then playing with a countably infinite collection of vertices
or moves), but we leave that for future work. For full motivations and develop-
ment of the theory, see the above references (and also [3]); here we only define
Gale-Stewart games, give a brief overview of this previous work, and discuss
some of its limitations which we aim to rectify in the remainder of the paper.

Gale-Stewart games, in the present setting, consist of two players and a finite
vocabulary of politeness expressions V , which we can partition into 2 sets V1 and
V2 (the politeness expressions for players 1 and 2). To illustrate with a simple
example, we set V1 = V2 = {P, I}. (This is the vocabulary used in [2,12], which
one aim of this paper is to extend.) The game describes a graph < V,E >,
where V is the set of vertices, and E is a set of edges. A strategy for player p
is a function which maps each play prefix v0...v ending in a vertex v ∈ Vp to
a suitable ‘next vertex’, i.e. some vα with (v, vα) ∈ E. Conversations are large
dynamic games with no necessary stopping points and so can be seen as infinite;
the game plays are thus strings in {P, I}ω. We impose exogenously imposed
winning conditions and say that player 1 wins if she is able to achieve an infinite
string of a certain definable type Win. Otherwise, player 2 wins. In particular,
player 1 wins if the infinite sequence w resulting from game play is such that
w ∈ Win, and otherwise player 2 does. The winning conditions originate in
pragmatic aspects of interaction, much of which can presumably be modeled
within game theory. In our previous work, we simply took them to be given (to
the extent that they could be intuitively motivated), a practice we will continue
in our extensions here.

Define a topological space on Xω, the set of infinite strings over X, such that
the basic open sets are sets of the form xXω, where x ∈ X∗ is a finite string over
X. Thus a basic open set is a finite string x over X followed by all its possible
continuations. We denote the open set xXω by O(x). As usual, the set of open
sets, denoted O(X), is the closure of the basic open sets under countable unions
and finite intersections. A closed set is a complement of an open set. A Gale-
Stewart game is said to be determined if one of the players always has a winning
strategy. Gale and Stewart [7] showed that all GS games where win is either an
open or a closed set are determined. Determinacy of the second level of the Borel
hierarchy for these games was shown by Wolfe in 1955 [19]. Finally Martin [9] in
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1975 proved that all GS games where the winning set is Borel are determined.
This result carries over directly to GS games as set up to analyze politeness: it
means that, given a Borel-definable winning condition, it is possible to achieve
an interaction that fulfills the politeness-related aims of the participants.

In our earlier work, we showed that politeness strategies at the discourse
level can be characterized using the Borel hierarchy over sets, on the basis of
the winning conditions they place on the infinite sequences resulting from game
play. The Borel hierarchy is defined over the complexity of sets with respect to
a topological space. Suppose that we have a winning condition characterizable
by basic open sets or unions of such sets, or which corresponds to a number of
possible such sets. Such a winning condition is Σ1, which amounts to a kind of
reachability condition.

(3) Suppose R is a subset of X. Then Reach(R) = {x ∈ Xω | R ⊆ occ(x)} is
the set of all strings which contain at least one element of R.

In our previous work, we showed that, given a vocabulary V = {P, I} (inter-
pretable as (P)olite and (I)nformal), a number of natural winning conditions
could be characterized as Σ1. For instance, consider an interaction which starts
out formally and remains formal indefinitely, one standard pattern among lan-
guages which utilize formal and informal pronouns. This amounts to a require-
ment that the sequence w consist of (some subsequence of) an infinite sequence
of P s; this is an open set, and hence Σ1.

Along with the Borel hierarchy, the complexity of winning conditions can
rise. The next level of complexity is Π1, which corresponds to winning conditions
which are complements of Σ1 conditions and equivalent to safety, as defined in
(4). Intuitively, Π1 conditions correspond to conditions which avoid conditions
of rank Σ1.

(4) SupposeS is a subset ofX (the ‘safe’ set). ThenSafe(S) = {x ∈ Xω | occ(x) =
S} is the set of all strings which contains elements from S alone. That is, the
strings remain in the safe set and do not move out of it.

One example of such a condition is a sequence {P, I, P, I, . . .}, so where player
1 always plays P and player 2 always plays I. This corresponds, for instance, to
a conversation between an employee and a boss in a company of a certain type.
Such situations are also common.

Next are Σ2 conditions, which correspond to countable unions of Π1 sets. An
example here is a conversation which begins in a formal mode and switches to
informal at some point, a very common (in fact canonical) kind of situation; as
the conversational participants become ‘closer,’ their formality decreases. This
corresponds to a union of sets of the form P i ∪ Ij for some i, j ≺ ω; since P i

and Ij are Π1 as we have just seen, the winning condition corresponding to this
kind of interaction is Σ2. As we will see, such conditions are very common in
politeness interactions, and most of the cases we will analyze in the next section
are either of this type or are Π1.
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There are still more complex winning conditions for politeness coordination,
as the hierarchy continues. Our previous work considered a case in which the
conversation moves from a sequence of P s then to a sequence of I, and then
back to P and then eventually back to I. Supposing that a win for player 1
requires the play to remain longer in I than in P , for instance, we have a set of
plays characterized by the intersection of a set of complements of Σ2 sets. This
characterizes a Π2 winning condition. Intuitively, we might see this sort of case
for someone who occasionally affronts his conversational partner 1, leading 1 to
use the formal register, but then gets 1 back eventually to a longer play in the I
register. We will not have much to say about conditions of this and higher levels
of complexity in the present paper.

5 Politeness, Formality, and Complexity

This section extends the model of [2,12], considering a wider range of strategies
and a more complex class of possible moves. Doing so requires a more articulated
set of types A from which the players can draw; after performing this extension,
we consider the effects it has on the complexity of strategies. We begin with
the extended vocabulary we will assume, which works along two dimensions:
distinguishing formal moves from polite ones, and distinguishing first and second
person polite pronouns. We then examine some strategies which can be used with
this enriched vocabulary, presenting them in order of complexity as understood
in terms of the Borel hierarchy for strategies outlined in the last section.

5.1 Vocabulary and Motivation

Recall that our original work made use of two types of move, P and I, so that
the GS games considered there involved only combinations of these two moves.
Here we will extend this strategy in two directions, both motivated already in
Sect. 3.

The first distinction is between polite and formal moves. As we showed ear-
lier, it is possible to find people being formal yet impolite, and equally possible
to find discourse moves which are informal but not in any sense rude. This moti-
vates a distinction between two kinds of moves, formal ones and polite ones.
We model this observation by using two binary ‘features’: F (ormal) and N(ot
formal) for formality, and P (olite) and I(mpolite) for politeness. The first type
of feature will be used here basically to model lexical content: our primary focus
being pronouns, most of our examples will be drawn from this domain, but the
same distinction should be used for morphological honorifics as well. The second
feature involves content, which can be genuinely rude, or not, irrespective of
the particular language chosen. We leave the characterization of politeness and
rudeness vague for the present, but most likely it simply involves some level of
face threat.

The result of this discussion is that each speaker move is some combination of
formal/informal and polite/impolite. This means that there are the four possible
moves shown in Fig. 1.
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Fig. 1. Formality versus politeness

The second distinction we draw is between the use of formal and informal first
and second person pronouns. As we also saw in Sect. 3, the possible combinations
also induce different politeness strategies, and ‘politeness profiles’ like the VIP
dialect. We will also use a pair of binary features to model this behavior, here
distinguishing formal and informal varieties of first and second person, so giving
1F/1N and 2F/2N and their possible combinations, shown in Fig. 2.

Fig. 2. First and second person pronominals and formality

We will use these possible moves to state winning conditions in the follow-
ing sections. In this paper, we will restrict attention to sequences of the moves
shown in Fig. 1, and sequences of those in Fig. 2, without attempting to com-
bine the two. We think that the choices made between the options in Fig. 2
constrain those in Fig. 1; in particular, it is difficult to make moves of type FP
or NP while using the VIP dialect, as it has impolite connotations. But these
interactions are beyond the scope of the present paper.

We should say something about the notation we will use to describe the
strategies. We are interested in winning conditions, and so in descriptions of
sets of sequences of moves of the general form {g|P}, where g is a string and P
some description that must be satisfied as usual. Because the game structure is
that of the natural numbers – each player moves, followed by the next, meaning
that we have an infinite sequence of moves with all odd-numbered ones those of
player 1 and all even-numbered ones those of player 2 – we’ll also sometimes use
the notation g(n) to describe the nth element of the string g. Where the formal
realization is obvious, we’ll sometimes also resort to simple descriptions.

5.2 Σ1 Conditions

We start with strategies of the Σ1 complexity class. Recall that such strategies
only require the play of a certain move at some point in the game. There seem
not to be so many of these in the domain of politeness, compared to the case
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of discourse with communicative intent, where there seem to be relatively many
[3]. We mention only two types of case.

The first involves status marking. Suppose that someone wants to indicate
their status relative to the other person, as higher or lower (in some domain).
One natural way to do so is to use a formal first-person pronoun together with
an informal second-person pronoun, i.e. to use the VIP dialect: this is the move
1F2I in our framework. Arguably, consistently sticking to this strategy isn’t
required. In many cases at least, seeing only one instance of this move is enough
to categorize the player as of the VIP type; supposing that one wants to be
so categorized, a single play of 1F2I is sufficient. Formally, this corresponds
for player 1 to the condition win = {g|∃n[g(n) = 1F2I ∧ odd(n)]}. It is easy
to imagine corresponding strategies for the courtship dialect: if one wants to
communicate that one is placing oneself metaphorically lower than the other
player, a single instance of 1N2F will be enough, a winning condition where
win = {g|∃n[g(n) = 1N2F ∧ odd(n)]}. Other possible realizations of this sort
of Σ1 strategy are cases where a speaker would like to indicate that she is
being formal, at least once as a formality, or being informal, to demonstrate
independence. We find these slightly less plausible as distinct strategies though,
as speakers most often remain consistent in their use of formal and informal
pronouns across discourse stretches, which corresponds to the more complex
kinds of strategies we will consider below. Still, it may be that there are strategies
of the form {g|∃n[odd(n) ∧ g(n) = NX]}, which yield a win for player 1 if she is
the first to make a move with an informal pronoun, or even {g|∃n[odd(n)∧g(n) =
XI]} (where X ∈ {F,N}), where player 1 wins if she manages to be impolite,
something which might be desirable in certain kinds of social situations.

5.3 Π1 Conditions

There are many winning conditions of the Π1 class in the domain of polite-
ness. This is to be expected; in this domain, Π1 merely amounts to the require-
ment that a speaker exhibit consistent politeness behavior. Such strategies are
expected to be quite common.

Thus, consider the following strategy: win = {g|∀n[g(n) = FP ]}, so each
element of the sequence is a move which is both formal and polite. This condition
characterizes a great deal of polite behavior in the standard sense. A related
condition is {g|∀n[g(n) = NP ]}, where we have an unchanging sequence of
moves which are polite yet informal, like much friendly discourse. In general,
{g|∀n[g(n) = XP ]} will be a winning condition as well, so either formal or
informal language is available as long as the interaction remains polite.

We can find something very similar in the domain of first and second person
pronominals. Suppose that consistent use of pronominals results in a winning
strategy. Then we arrive at the following set of winning conditions:

{g|∀n[g(n) = 1F2F ]} ∼ formal speech
{g|∀n[g(n) = 1F2N ]} ∼ VIP dialect
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{g|∀n[g(n) = 1N2F ]} ∼ courtship dialect
{g|∀n[g(n) = 1N2N ]} ∼ informal speech

The condition requiring sequences to be of the form {P, I, P, I, . . .} from
Sect. 4 is also of this type, of course, though here we must replace P -moves with
some variant of F -moves, and I-moves with some variant of N -moves. All these
will remain winning strategies in politeness. We take even the sequence of the
form {1F2F, 1F2N, 1F2F, 1F2N, . . .}, where player 1 is unfailingly polite and
player 2 uses the VIP dialect, to be a winning condition for player 1 in some
circumstances, for example when he needs something from player 2 badly enough
to be willing to grovel for it. Ultimately, regardless of the ‘justice’ or general
desirability of the strategy, it will count as winning if it assists the player to
achieve his objective; in this sense, even humiliation can yield victory.

5.4 Σ2 Conditions

Finally, we turn to Σ2 conditions. Recall our example of a Σ2 condition from
Sect. 4: a conversation that moves from a sequence of P -moves to a sequence
of I-moves at some point. As we saw there, a Σ2 condition is essentially just
one which involves one or more such transitions, since such conditions consist of
unions of Π1-characterizable winning conditions.

In the present extension of the vocabulary used in [2,12], the above condition
amounts to a winning condition of the form {g|∃n∀m[(m < n → g(m) = FX) ∧
(m ≥ n → g(m) = IX)]}, where X ∈ {P,N}, as expected. We can also have
less specified conditions of the form {g|∃n∀m[m ≥ n → g(m) = IX}, where no
requirement is placed on the sequence preceding n in the game. Nonetheless, such
sequences are still Σ2, because a transition between sequence types is induced
by the winning condition.

Finally, we can find winning conditions that we might characterize as recovery
strategies. Consider a winning condition of the form {g|∃n[g(n) = XI ∧∀m[m ≥
n → g(m) = XP ]}. Here, an impolite discourse move is made, and then all
is polite thereafter; In some sense, this amounts to the speaker acknowledging
having made an error; such strategies are natural, for there is always a risk
of error and misjudgment in conversation, since speakers are fallible in various
respects. A similar kind of case can be seen for the case of formality: it is easy
to get the timing wrong for the shift to the use of informal speech, and speakers
often must hastily revert to a more formal speech pattern. This corresponds to
the winning condition {g|∃n[g(n) = NX ∧ ∀m[m ≥ n → g(m) = FX]}.

5.5 Admissible Continuations

Finally, we want to briefly mention one additional thing we take to be needed for
a theory of discourse politeness. It seems to us that the set of moves available
to a player alters with what has come before. For instance, if player 1 plays
an impolite move in every turn, it eventually becomes bad strategy for player
2 to keep being polite. Indeed, we think that each move in some sense liter-
ally changes the game, by constraining the set of moves subsequently available.
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A means of formalizing this notion is already available in our definition of strate-
gies as functions from initial sequences to continuations, in that the particular
sequence can condition the continuation; a notion of admissible continuation just
amounts to constraining what the strategies can be.

We cannot go into details for reasons of space, but we want to consider one
particular special case, a kind of game-ender. We take utterances which are both
impolite and formal to, in some sense, take the game ‘out of bounds’; there is
no ‘best response’ to such moves, and they cannot be interpreted as intended to
indicate friendship or closeness, as impolite and informal moves can sometimes
be. We therefore take a play of FI to indicate a loss for the other player, and,
consequently, a win for the player who uses FI, given the zero-sum nature of GS
games.

This move can play into a number of strategy types at different levels of the
complexity hierarchy. A first Σ1 strategy involves just playing FI; this is an
automatic win for the user of this move. Still we would not want to say that
it’s an optimal move in most circumstances. Here the notion of an admissible
continuation comes into play; only certain kinds of discourses will allow a player
to use FI, for instance one where the other player is excessively impolite. A real-
life example might involve a drunken and rude student whose supervisor finally
loses patience and plays FI, leaving the student without a best response. For this
situation to be avoided, the student ought to play (have played) the Π1 strategy
whose winning condition disallows use of FI by the other player. A proper
formalization requires a spelled-out analysis of admissible continuations, though,
so we will not take it up here.

6 Conclusion

In this paper we have extended our previous analysis to a more complex vocab-
ulary, which we have used to discuss a much larger class of strategies than in
our initial work on the topic. In particular, we are now able to handle differences
in first and second person pronoun usage and the distinction between politeness
and formality. Of course, what we have done is far from exhaustive. There are
many more strategies of the Σ1,Π1 and Σ2 complexity classes than we have been
able to address here, and we have not even touched on higher complexity classes
such as Σ2, which has already been shown to have applications to the theory
of communicative interaction [3]. A full picture of politeness also requires the
development of the idea of admissible continuations which we briefly discussed
in Sect. 5.5. We will leave these issues for future work.
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Abstract. Chierchia’s comparative analysis of nominals based on the
two features [± arg] and [± pred] has lead to many discussions on the
semantics of nominals in argument positions and predicate positions. On
the other hand, many syntactic results about left dislocation and topi-
calization have been accumulated. In this paper, we will try to elucidate
possibilities of bare plurals in the left periphery and differentiate their
readings. By examining data from Italian and German we claim that
different demands on foregoing contexts are organized as constructions,
as far as the left periphery is concerned. In addition, those constructions
also reflect an organization of discourse.

Keywords: Bare plural · Kind-denoting nouns · Left periphery · Left
dislocation

1 Introduction

In this research, we will see whether bare plurals can appear in the left dislocated
position in German and Italian. We also compare bare plurals with definite
plurals in different left-dislocated construction. From the data we obtained, we
claim the followings: First, there is a difference in the interpretation of dislocated
nominals between in Italian and in German. Second, Italian bare plurals can be
licensed in the left periphery in a certain discourse condition.

In all, the aim of this research is to show that how constructions and contexts
interact with each other. In addition, we claim that nominals located in the left
periphery are interpreted differently from those located in argument positions or
predicate positions. This is because using a certain type of construction affects
nominal interpretation and the left periphery imposes a sort of specificity on
nominals located there.

This paper is organized as follows. First, we introduce some general descrip-
tion of German and Italian NPs. Then previous literature on nominal interpreta-
tion is reviewed in Sect. 2. In Sect. 3, we illustrate interpretation of nouns in the
left periphery, which cannot be anticipated from the previous research on nom-
inals in argument positions and predicate positions. Next, we show how Italian
bare plurals in the left periphery, which are problematic for the literature, can
be explained in Sect. 4. Finally we conclude in Sect. 5.
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1.1 German and Italian NPs

The main difference between German and Italian NPs is that Italian bare plu-
rals have restricted distribution whereas German NPs occur much more freely.
Moreover, although German bare plurals can be interpreted as kinds like those
in English, Italian bare plurals, which must be licensed by lexical or functional
heads, cannot denote kinds but they have only existential readings (Chierchia
1998).

(1) a. * Studenti
students

hanno
have

telefonato.
phoned

b. * Hanno
have

telefonato
phoned

studenti.
students

c. Luigi
Luigi

odia
hates

i
the

gatti.
cats

‘Luigi hates (the) cats.’
d. Luigi

Luigi
odia
hates

gatti.
cats.

(1a) and (1b) show that both preverbal and postverbal bare plural subjects
are disallowed in Italian. In addition, kind denoting nouns must accompany the
definite article at least in argument positions unlike English. This means that
Italian definite plurals are ambiguous between kind readings and definite ones.
For example, in (1c), a plural gatti ‘cats’ occurs with the definite article i. (1c) is
ambiguous between the reading that ‘Luigi hates cats in general’ and the reading
that ‘there are contextually salient cats which Luigi hates.’ Although bare plurals
cannot occur in subject positions, Italian bare plurals can be licensed in object
positions. However, they are always interpreted existentially unlike English. So,
(1d) has only the reading that ‘there are some cats such that Luigi hates.’ Here
gatti cannot refer to kinds as the English counterpart cats can.

We have seen that Italian bare plurals cannot occur freely in argument posi-
tions. According to Zamparelli (1995), even in the left periphery, bare plurals
are not good, either.

(2) ?Ragazzi,
boys

li
cl.3pl

ho
have.1sg

visti,
seen

(*ragazzi).
boys

(2) is an example of Italian CLLD (CLitic Left Dislocation). Zamparelli judges
left-dislocated bare plurals are marginal. On the other hand, right-dislocated
bare plurals are considered as clearly ungrammatical. However, bare plurals
become grammatical when left-dislocated elements are stressed and bear focus
(3a) or when left dislocation is accompanied by a clitic ne (3b) (Chierchia 1998).

(3) a. pollo
chicken

io
I

voglio,
want,

non
not

pesce.
fish

b. Soldi,
money

non
not

ne
ne

ho.
have
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(2) and (3) show that on some conditions bare plurals can be licensed. However,
as seen in (2), the instances of bare plurals discussed in the literature on the left
periphery (see Sect. 4) are not kind-denoting ones1. Whether kind denoting bare
plurals can survive in the left periphery is our main concern in this paper.

2 Previous Research on Interpretation of NPs

Before discussing nominals in the left periphery, let us review the previous
research on nominal semantics. There are now two main approaches to inter-
pretation of NPs. One comprises so-called ambiguity approaches, which con-
sider bare nouns ambiguous between kind readings and existential readings
(Gerstner and Krifka 1987). In this framework, the predicates determine which
of the two readings is available. The meaning of a sentence is calculated by a
generic operator or existential closure.

On the other hand, what we call neo-Carlsonian approaches consider that
bare nominals unambiguously refer to kinds following Carlson (1977). For this
type of approach, it is necessary to define how to derive existential readings from
kind readings when a predicate is not suitable for kind denoting nouns.

In this paper, the neo-Carlsonian approach is adopted to discuss nominal
interpretation since we are interested in how and in what environment a noun
phrase can get a kind reading.

Three theories on the nominal semantics are introduced hereafter. One is
Chierchia (1998), which is the seminal paper of this approach. We adopt his
idea and some basic operations to discuss the problems in this paper. Then we
review Dayal (2004), which adds some important modifications to Chierchia’s
theory, to discuss some problems which include German kind-denoting nouns.
Finally, Zamparelli’s analyses on Italian nominals will be introduced since he has
investigated a variety of Italian noun phrases, and being somewhat for Chierchia
and in some respects against him, his research sheds interesting insight on the
research of this area.

2.1 Chierchia (1998)

As mentioned above, Chierchia assumes that bare plurals refer to kinds based
on Carlson’s idea. Kinds are considered as ‘nominalizations’ of predicative com-
mon nouns, namely, properties of them. Conversely, properties are regarded as
‘predicativization’ of kinds. That is, there is a correspondence between kinds
and properties.

For the relationship between kinds and properties, Chierchia defines a func-
tion that maps properties into kinds and one that maps kinds into properties:
∩ and ∪, respectively. Let DOG be the property of being a dog, and d is the
1 Pollo and soldi in (3) seem to refer to kinds. However, pollo is a mass noun. Moreover,

although soldi is a plural form of soldo, this word is always used in a plural form in
this meaning. Therefore, it is not clear whether bare plurals can denote kinds in the
left periphery as well.



Bare Plurals in the Left Periphery in German and Italian 85

dog-kind, then ∩DOG = d and ∪d = DOG. More precisely, these functions are
defined as follows (Chierchia 1998:350–351):

(4) Let d be a kind. Then for any world/situation s,
∪d= λx [x ≤ ds ], if ds is defined

= λx [FALSE], otherwise
where ds is the plural individual that comprises all of the atomic

members of the kind

(5) For any property P and world/situation s,
∩P= λs ι Ps , if λs ι Ps is in K,

undefined, otherwise
where Ps is the extension of P in s

Meaning of nouns is calculated by these two operations and other type shifts
proposed by Partee (1987).

Besides, Chierchia introduces nominal mapping parameters to describe how
nominals are interpreted in a certain language. The two parameters are [± arg],
and [± pred]. Here [+arg] and [+pred] indicate that the category N can be
mapped onto the type of arguments and predicates, respectively.

For example, Italian is a [−arg, +pred] language. This type of language does
not allow N to be mapped onto arguments. That is, every noun is a predicate.
Therefore, a kind-denoting noun cannot occur in an argument position without
projecting D. As a result, kind referring nouns always occur with the definite
article.

On the other hand, English belongs to the [+arg, +pred] languages. In this
kind of language, bare plurals can freely occur in argument positions. Therefore,
in a sentence ‘Dogs bark.’, dogs can refer to the dog-kind without the definite
article. On the other hand, in English, the dogs cannot refer to the dog-kind
unlike Italian. An English definite plural only refers to a salient group of entities:
in this case, the dogs is interpreted as denoting a salient group of dogs. To explain
this difference in the meaning of the definite article between two languages,
Chierchia proposes a restriction called Blocking Principle.

(6) Blocking Principle (‘Type Shifting as Last Resort’)
For any type shifting operation τ and any X:*τ(X)
if there is a determiner D such that for any set X in its domain,
D(X) = τ(X)

This principle defines covert type shifting as last resort. That is, covert type
shifting is blocked when there are other overt tools for type shifting like the
definite article. If the English definite article could function ι and ∩, dogs could
not refer to kinds since covert ∩ would not be available. Therefore, it can be
concluded that the English definite article can function only as ι, and not as ∩.
As a result, the dogs can be interpreted only as a contextually salient group of
dogs and not as the dog-kind. Conversely, a bare plural cannot be interpreted
as a salient group of dogs.

Although the use of the definite article and the interpretation of nouns in a
language is largely explained by these parameters and the Blocking Principle,
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we should find out how to derive existential readings from kind readings in this
approach, since bare plurals can have existential readings as well as kind readings
in English.

(7) a. Dogs love to play.
b. Dogs are ruining my garden.

Dogs in (7a) refers to the dog-kind whereas the one in (7b) refers to indefinite
dogs. For Ambiguity Approaches, there is no problem to get these two readings
since they allow bare plurals to be ambiguous between kinds and indefinite plu-
rals, and predicates determine in which of these readings bare nominals should
be interpreted.

Following Carlson’s approach, however, we need to find some way to derive
the existential readings from kind readings when there is a mismatch between
nouns and the predicate. To derive existential readings from kind readings, Chier-
chia proposes an operation called DKP (Derived Kind Predication) defined as
follows:

(8) Derived Kind Predication:
If P applies to objects and k denotes a kind, then
P(k) = ∃ [∪k(x)∧P(x)]

By using this operation, we can get an appropriate meaning of dogs in (7b).
Moreover, this operation enables us not only to get the readings we want, but
also to explain the special behavior of scope regarding to bare plurals. It is well
known that bare plurals always take narrow scope in relation to other operators
like negations.

(9) a. Bob is not looking for ship parts.
b. Bob is not looking for ship parts of the “Titanic”.
c. Bob is looking for ship parts of the “Titanic”, and John is looking

for them, too.

Negation in (9a) always takes wide scope over the bare nominal, ship parts.
Therefore (9a) is unambiguously interpreted that ‘it is not the case that there
exist ship parts such that Bob is looking for them.’

Chierchia argues that this scope limitation is due to DKP. Applying DKP,
nominal interpretation ends up with taking narrower scope than other operators.
This is manifested by the fact that if there is no kind reading available, a bare
plural can take wide scope, too. In (9b–c), bare nominals even can take wide
scope although they usually cannot. This is because bare nominals are modified
with rigid modifiers, namely of the “Titanic” in (9b–c). In this case, modification
makes it impossible for bare plurals to get kind readings since modified nominals
are no longer well-established kinds. Therefore, it can be concluded that whether
nominals can be interpreted as kinds determines the scopal behavior of bare
plurals. This assumption also explains the fact that this scopal characteristic of
bare plurals is shared by both English and Italian.
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We have seen how Chierchia deals with nominal interpretation on the basis
of the assumption that bare plurals basically denote kinds. Whether bare plu-
rals can refer to kinds in argument positions and predicate positions depends
on language-dependent parameters. To derive existential readings we can utilize
DKP. Although his approach seems to treat nominal interpretation very well so
far, Chierchia’s argument has some problems as shown in the next section intro-
ducing subsequent work by Dayal, who is also following the neo-Carlsonian view.

2.2 Dayal (2004)

Dayal (2004) expands Chierchia’s theory to Hindi and Russian in order to study
whether it is cross-linguistically valid. Moreover, she looks into German, which
looks like a counterexample to Chierchia’s framework, because it seems to violate
the Blocking Principle. After she challenges these problems, she concludes that
Chierchia’s theory and neo-Carlsonian approaches are on the right track.

Dayal investigates two languages, Hindi and Russian, where the definite arti-
cle is missing. In these two languages, bare nominals are ambiguous between
kind readings and definite readings. However, they sometimes can have existen-
tial readings as well. In those cases, their distribution is restricted and the exis-
tential operator always takes narrow scope. That is, this bare nominal’s scopal
behavior is the same as that in Italian and English. Considering all these charac-
teristics, Dayal concludes that in these two languages, too, existential readings
are derived from kind readings by DKP and this explains the scope limitation
of bare nouns.

The other problem which Dayal tries to deal with in her paper is German
kind-denoting nouns.

(10) a. (Die) Pandabären sind vom Aussterben bedroht.
‘(The) pandas are facing extinction.’

b. (#The) pandas are facing extinction.

German is a [+arg, +pred] language like English. In English, bare plurals refer
to kinds and definite plurals do not as illustrated by (10b). By contrast, both
bare plurals and definite plurals have kind readings in German (10a). This looks
like a violation of the Blocking Principle, which prohibits the covert type shifts
when there are overt type shifts available.

Dayal proposes that the Blocking Principle applies only to a canonical mean-
ing of the definite article. That is, canonical meaning of the German definite
article is ι, and not ∩. As a result, German bare plurals have existential readings
by covert ∃ and kind readings by covert ∩, but they do not have definite readings
since covert ι is not available. On the other hand, definite plurals have definite
readings by overt ι and kind readings by overt ∩. This means that the Block-
ing Principle is actually working in German, too. It is the canonical meaning of
the definite article that decides to which meaning Blocking Principle might be
applied.

As far as we have seen, Chierchia’s theory combined with Dayal’s modifi-
cation looks very attractive to explain nominal interpretation since it almost
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correctly predicts possible nominal interpretation. Moreover, Chierchia’s analy-
sis now seems to be valid cross-linguistically with the support by Dayal, who
has shown that Chierchia’s approach works in other languages than English
or Italian, which Chierchia mainly investigated. However, Roberto Zamparelli,
a linguist who has been concentrating on Italian nominal phrases, casts some
doubt on Chierchia’s analysis.

2.3 Zamparelli

Zamparelli is not against all of Chierchia’s arguments. In Zamparelli (2002),
he indicates that DKP is actually necessary to analyze English. However, he
denies the idea that Italian bare plurals refer to kinds. First, as a matter of fact,
Italian bare plurals cannot denote kinds in argument positions as mentioned in
the preceding parts. To refer to kinds, the definite article is obligatory with both
singulars and plurals. This means that there is no evidence which shows that
Italian bare plurals refer to kinds.

In addition, Zamparelli argues that DKP, which is an operation which
assumes that bare plurals are kinds, is not necessary to give an explanation
to nominal interpretation. For example, Chierchia explains scopelessness of bare
plurals by using DKP. Once they are modified with other rigid modifiers, wide
scope readings become available. This is because nominals cannot be interpreted
as kinds any more, and DKP becomes unavailable in such a situation.

According to Zamparelli’s idea, it is some kind of projection in D that is
required to have wide scope readings. Bare plurals do not have any projection in
D. Therefore, bare plurals cannot take wide scope. On the other hand, when they
are modified with a rigid modifier like of the “Titanic”, this modifier works as D.
In his framework, ship parts of the “Titanic” is assumed to have a structure like:
[DP[D of the “Titanic”]i [NP ship parts ti ]]. Rigid modifiers play the same role
as articles, and this enables bare nominals to have both narrow and wide scope
readings. His arguments mean that DKP is no longer necessary for interpreting
bare plurals in Italian. Together with the fact that bare nominals cannot appear
as kinds in Italian, he concludes that bare nominals never denote kinds in Italian,
opposed to the traditional neo-Carlsonian approach.

3 Kind-Denoting Nouns in the Left Periphery

The papers cited in the previous chapter mainly discuss nominals in argument
positions. What we are interested in here is what happens to bare plurals in the
left periphery.

Before discussing NPs dislocated to the left periphery, it is important to first
clarify what we are interested in this research. The focus of this paper is how
bare plurals are interpreted in the left periphery. That is, what a dislocated noun
refers to as a topic or focus. Let us give some examples.

(11) a. Monkeys, I saw in the Ueno Zoo.
Reading: That kind of animal, I saw in the Ueno Zoo.
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b. The monkeys, I saw in the Ueno Zoo.
Reading: # That kind of animal, I saw in the Ueno Zoo.

In example (11a), monkeys refers to a kind. In this case, monkeys can be replaced
with that kind of animal under an appropriate context. It should be noted that
this kind interpretation is valid only in the topic position. After the bare plural
is reconstructed in the object position, it must be subject to type-shifting from
a predicate interpretation by the covert ∪-operator or some similar operation. In
contrast, the definite plural the monkeys in (11b) cannot be replaced with that
kind of animal without changing meaning. That is, the topic of this sentence
should be a set of contextually salient monkeys. In this case, the interpretation
in the topic position corresponds to that in the object position.

It should be noted that nouns can refer to kinds in topic position indepen-
dently of the predicate in the main clause. It is possible that the discourse topic is
a certain kind in general, and the main clause conveys more specific information.
So, predicates in the main clause need not to be so-called kind predicates.

If what the literature on nominals in argument positions predicts remains
the same in the left periphery, in German both definite plurals and bare plurals
should be able to refer to kinds, whereas in Italian only definite plurals should.
This prediction seems not to be borne out according to our informants.

(12) a. Mozartopern, die habe ich gesehen.
b. Die Mozartopern, die habe ich gesehen.

‘Operas of Mozart/The operas of Mozart, I saw’

To begin with, in German, when definite plurals are dislocated, kind readings
become unavailable. The definite plural die Mozartopern ‘The operas of Mozart’
in (12b) only refers to a contextually salient group of operas by Mozart. By
contrast, in (12a), a bare plural Mozartopern can refer to a kind. That is, operas
by Mozart in general. Therefore, in the left periphery, German is similar to
English in that definite plurals cannot refer to kinds but to some definite plural
individuals. In other words, the definite article does not work as ∩ in the left
periphery.

In Italian, on the other hand, the situation seems more complex.

(13) Le rivoluzioni , per fortuna, non le fanno i giudici.
‘Fortunately, revolutions , judges do not cause.’

(14) ... contar palle è una cosa che non mi viene bene, ... e io che dovrei fare?
Bugie , non mi va di raccontarne, non ci si può più prendere in giro.

‘...I do not feel like telling a lie, ... and what should I do? Lies , I do not
feel like telling about them.’

(15) Bambini , ne volete? Sono in programma. Abbiamo cominciato a
provarci un paio di mesi fa.
‘ Children , do you want? I am planning it. We began to try to do it a
few months ago.’



90 Y. Mori and H. Hirayama

According to the data from the Italian written corpus CORIS (CORpus di Ital-
iano Scritto), it seems possible that definite plurals can refer to kinds as they
can in argument positions as shown in (13). Moreover, when bare plurals are
dislocated with the clitic ne (ne-topicalization hereafter), they also refer to lies
or children in general as shown in (14) and (15). This is a violation of the Block-
ing Principle, which says, ‘Do not type-shift covertly when there is an overt tool
available.’

Based on this comparison, we have made a descriptive generalization that
definite and bare plurals are distributed differently in Italian and German topic
positions: In German, the bare plural is used for the kind reading, whereas
the definite plural prevailingly refers to individuals (anaphorically or situation
bound). By contrast, in Italian, definite plurals can be a kind expression. In
addition, bare plurals can also denote kinds2, even though they cannot do so in
argument positions. The permission of Italian bare plurals in the topic position
is problematic for the previous account for the nominal semantics we introduced
earlier.

We claim that this obvious difference between German and Italian in the
naturalness of bare plural topics is construction-dependent. For example in Ger-
man, as we have seen, bare plurals as well as definite plurals are compatible with
the kind-reading when it comes to the normal prefield topicalization as shown
by example (10). As for this sort of German dislocated nominals, it is possible to
explain this difference by the canonical meaning of the definite article as Dayal
(2004). That is, in the left periphery the only available meaning of the defi-
nite article is ι, which is the canonical meaning of the German definite article.
As a result, definite plurals cannot be interpreted as denoting kinds in the left
periphery in German.

What is problematic is Italian bare plurals in the left periphery. We claim that
this unique behavior of Italian bare plurals can be explained by the discourse-
sensitive properties of the left periphery. Next, we would like to show that there
are two types of discourse structures where bare plurals are licensed in Italian
left periphery.

4 Bare Plurals and Nominal Interpretation

4.1 Two Types of Licensing

Our data suggest that two conditions seem to govern the use of kind-denoting
bare plurals in the left periphery. In one case, bare plurals are introduced as
2 However, it is a little difficult to show that these bare plurals are kinds. We cannot

check whether bare plurals really denote kinds with kind predicates because the
predicate in the main clause does not have to be a kind-predicate. Moreover, in the
first place, bare plurals licensed by ne cannot occur with kind-predicates (Zamparelli
p.c.). For example Ratti, ne stermino ‘Rats, ne (I) exterminate.’ is ungrammatical.
We assume this ungrammaticality is due to the meaning of ne, which existentially
quantifies entities rather than denying that bare plurals are kinds. From contexts,
bare plurals seem to denote neither specific indefinite entities nor contextually salient
entities.
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topics when their superkinds have been introduced as a discourse topic in the
context as illustrated by example (16).

(16) a. Quale
which

animale
animal

hai
have.2sg

visto?
seen

‘Which animal did you see?’
b. (Di)

of
cani,
dogs

ne
ne

ho
have.1sg

visti.
seen

‘I saw dogs.’

This example shows that bare plurals in the left periphery become felicitous
when the preceding context provides a topic related to kinds. In this case, the
preceding context semantically licenses the bare plural.

In the second case, bare plurals are licensed as frame-setting topics, because of
accommodation between speech participants. This point is shown by the example
given in (17).

(17) a. Quando litighiamo mi viene sempre da pensare che l’unico motivo
per cui mi ha sposato sia che voleva la cittadinanza americana. Ma
non capita spesso. Nove giorni su dieci andiamo d’accordo. Sul serio.
‘When we argue, I always feel like thinking that the only motivation
for which she married me might have been that she wanted American
citizenship. But it does not happen often. Nine days out of ten days,
we reach agreement. Seriously.’

b. Bambini,
boys

ne
ne

volete?
want.2pl

‘Do you want children?’

In this sort of licensing, crucially, the preceding context is not related to a kind;
rather we argue that this irrelevance is the factor which licenses the bare plural.
In (17), an utterance (17b) suddenly changes the discourse topic and introduces
the bare plural bambini ‘children’ as the frame-setting topic.

In these two cases, we claim that bare plurals are licensed in different man-
ners. In the first case, bare plurals are licensed by the preceding context. On the
other hand, in the second case, the specificity attributed to the topic position
in the left periphery licenses kind-denoting bare plurals. In what follows, both
licensing mechanisms are explained in detail.

4.2 Question Under Discussion and Nominal Interpretation

In the first case, we claim that Question under Discussion (QuD) proposed by
Roberts (1996) can affect nominal interpretation. That is, the alternative answers
to a question license some sort of nominal interpretation: in this case, a reference
to kinds.

Here is an example to show what is QuD and how it is represented in the
construction.
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(18) a. Mario,
Mario

lo
him

rivedrò.
I will see again.

b. MARIO,
Mario

rivedrò
I will see again,

(non
not

Luigi).
Luigi

In (18), it should be the case that the addressee already knows the fact that the
speaker will see someone again, but does not know who they are. That is, Mario
is new information to the hearer in terms of the hearer’s knowledge about who
the speaker will meet again.

From another point of view, answering by (18a) and (18b) respectively assume
different types of questions. For example, (18a) is an appropriate answer to a
question ‘What will happen to Mario?’. However, (18b) seems not to be so.
Putting the focus on Mario and preposing it to the beginning of the sentence
indicates that the presupposed question is only ‘Who will you see again? ’. The
fact that (18b) is not compatible with more general question indicates that non-
focused parts must be known to he hearer.

We assume a kind-denoting bare plural in (16) is licensed in the similar way.
In this case, the question is ‘Which animal did you see?’. The question denotes
the set of possible answers. More generally, this question denotes a set of answers
A={x ∈ Q| I saw x}, where the variable x determines each possible answer in
a given domain Q, which corresponds to animal kinds in (1a). We claim that as
suggested by this example, kind-denoting bare plurals are licensed whenever the
domain of possible answers is composed of kinds.

To sum up, bare plurals can be semantically licensed when the QuD has
established a discourse topic related to kinds before bare plurals are introduced.
Adopting Roberts’ definition of information structure, we propose the following.

(19) Licensing Condition 1 3

Bare plurals in the topic position at mk can be licensed as kind-denoting
nominals when mi (n ≤ i ≤ k − 1) provides a question α where mn is
the move which starts a new domain goal of conversation, and D, which
is the domain of the model, is made up of by kinds.

This licensing condition states that appropriate kind-related topics must be
introduced so that bare plurals can denote kinds.

4.3 Frame Setting Topics and Bare Plurals

Next, let us see how bare plurals are licensed in the second case. In this case,
we claim that bare plurals are licensed to denote kinds due to the specificity
imposed by the topic position.
3 In representing discourse structure where bare plurals are licensed, we adopt the

definition of the information structure by Roberts (1996: 10). M is the set of moves
in the discourse. That is, M can be regarded as the set of utterances in the discourse.
The number attached to m indicates the precedence relation. The smaller the number
is, the earlier the m is uttered in the discourse.
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Although it is commonly assumed that a topic should be a discourse-old
entity, some linguists argue that this is not necessarily the case. For example,
Benincà (1988) and Brunetti (2009) argue that an aboutness topic does not
need to be discourse-old, even though their ideas are different from each other.
Benincà claims that the speaker must assume that the entity to which the topic
refers is known to the addressee. On the other hand, Brunetti claims that such an
assumption is not necessary, providing the example below (Brunetti 2009: 760).

(20) Sai?
know.2sg

Dante
Dante

lo
cl.3sg

hanno
have.3pl

bocciato
failed

all’esame
at the exam

di
of

chimica.
chemistry

Do you know? Dante failed the chemistry exam.

In Italian, ‘Sai ’ introduces an out-of-the-blue context. Therefore, in the exam-
ple (20), Dante is regarded as a discourse-new element. In addition, Dante is
dislocated by CLLD, so it is interpreted as an aboutness topic. Contrary to
the assumption that an aboutness topic should be discourse-old, to Brunetti
and Benincà, this sentence does not sound unusual at all. Therefore, they agree
to the idea that an aboutness topic does not need to be discourse-old. However,
they have different conditions which make this sentence felicitous in their minds.
According to Benincà, Dante should be known to the hearer even though it is
not necessary for him to have been introduced in the previous discourse. Con-
versely, according to Brunetti, such an assumption is not required. Therefore,
for Brunetti, example (20) is felicitous even when a hearer does not know Dante.

Although both arguments make sense, in this research we adopt Brunetti’s
account. For the utterance to be regarded felicitous, discourse-oldness is an ade-
quate condition although it is not a necessary condition. Moreover, the referent
that is situated as a topic does not have to be known to the hearer so that the
sentence itself sounds felicitous. However, at least it must be the case that the
speaker presupposes that the addressee knows the referent.

By contrast, from a viewpoint of the hearer, when an unknown entity is
introduced as a topic he has at least two strategies in the discourse. One is to
accommodate the information at stake into his knowledge without mentioning
that he does not know the referent, and the other is to interrupt the conversation
to clarify the topic. In both cases the hearer should modify his knowledge to
repair inconsistencies between actual common ground and the one assumed by
the speaker. In this accommodation, the addressee modifies his knowledge on
the assumption that the referent in the topic is specific.

There is another example which shows that the topic position imposes speci-
ficity. This characteristic of a topic is also manifested by the indefinite dislocated
as an external topic (Ebert et al. 2008). Let us examine the German example.

(21) a. [Einen
Some-ACC

Song
song

von
of

Bob
Bob

Dylan]t,
Dylan,

den
RP-ACC

kennt
knows

jeder.
everybody.

‘ Everybody knows some song of Bob Dylan. ’
b. Einen

Some-ACC
Song
song

von
of

Bob
Bob

Dylan
Dylan

kennt
knows

jeder.
everybody.
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‘ Everybody knows a song of Bob Dylan. ’

In (21a) and (21b), the indefinite noun phrase einen song von Bob Dylan is
located at the beginning of the sentence. However, there is difference in their
interpretation. In (21a), the indefinite is left dislocated by German Left Disloca-
tion (GLD). Therefore, this indefinite is interpreted as a topic of this sentence.
This dislocated indefinite has only a wide scope reading in relation to jeder
‘everybody’. It should be noted that this topic is located external to the sentence.
On the other hand, in (21b), the indefinite is simply located at the beginning
of the sentence without dislocation to an external topic position. That is, the
indefinite in (21b) cannot be interpreted as an external topic of this sentence.
This indefinite is ambiguous between a wide scope reading and a narrow scope
one unlike the indefinite (21a).

In addition, it should be noted that the topic in the second condition is
what is called frame-setting topic, a new topic used to mark the beginning of a
discourse.

It is important to bear in mind that the frame-setting topic should be dif-
ferentiated from the aboutness topic as the German example from Frey (2005)
suggests below.

(22) Ich
I

habe
have

etwas
something

in
in

der
the

Zeitung
newspaper

über
about

Hans
Hans

gelesen.
read

‘I read something about Hans in the news paper.’

(23) a. Den
the-ACC

Hans,
Hans

den
RP-ACC

will
wants

der
the

Minister
minister

zum
to

Botschafter
ambassador

ernennen.
(to) appoint

(GLD)

b. #Hans ↓ ,
Hans

der
the

Minister
minister

will
wants

ihn
him

zum
to

Botschafter
ambassador

ernennen.
(to) appoint

(HTLD)

Let us assume that each sentence in example (23) is uttered after the sentence
shown by (22), which explicitly introduces Hans as a discourse topic.

In this context, (23a) is natural while (23b) is not. Let us see what is a
difference. In each sentence, Hans is dislocated by different type of dislocation.
In (23a), Hans is left-dislocated by GLD, which marks an aboutness topic as we
have seen earlier. On the other hand, Hans is topicalized by HTLD (Hanging
Topic Left Dislocation) in (23b). The reason (23b) sounds unnatural is that
HTLD generally introduces a new discourse topic as a frame-setting topic. The
reason (23b) sounds inappropriate is that the topic is not changed between the
two utterances (22) and (23b). This example clearly illustrates that frame-setting
topics and aboutness topics are not the same, and some languages like German
have strategies to differentiate these topics.

We reviewed the specificity imposed by the topic position and the fact that
frame-setting topics should be differentiated. Based on these properties of topics,
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we claim that bare plurals can be licensed as kinds when it is dislocated as a
frame-setting topic due to the accommodation by the hearer. When a discourse
topic is suddenly changed and a bare plural is located at the topic position, it
is a kind that occurs to hearer’s mind as an interpretation of the bare plural. In
other words, kind names can always be called upon if necessary since they are
considered as a part of the common ground. We call this type of specificity as
kind-specificity distinguishing so-called “specificity” regarding individual entities
from one we discuss here.

In sum, we propose the following generalization, again adopting the formalism
in Roberts’ (1996):

(24) Licensing Condition 2
Bare plurals at mk can be licensed as kind denoting nouns when a domain
goal is achieved at mi (i ≤ k − 1), and they are left-dislocated as a topic
with ne.

This says that bare plurals can be interpreted as kinds when they are frame-
setting topics. It should be noted that frame-setting topics cannot be used any-
time. For the topic to be changed, it is necessary that speech participants have
achieved a domain goal, which is a part of the biggest goal of conversation, what
the world is like. To change the topic before achieving the domain goal would
violate Grice’s maxim of relation (Grice 1975). Therefore, a topic shift should
be made only after the speaker judges that he and the addressee should commit
to another domain goal.

4.4 The Difference Between Two Conditions

We would like to point out that these licensing conditions are different. First,
bare plurals are licensed through different processes. Licensing Condition 2
requires that speech participants have achieved their domain goal before a topic
bare plural is introduced. In other words, a bare plural licensed by Licensing
Condition 2 is a part of a new domain goal whereas Licensing Condition 1 indi-
cates that a bare plural is licensed by a domain goal which has already been
introduced in the context.

In addition, in each condition, dislocated nominals are different kinds of top-
ics. As Frey (2005) suggest, a topic cannot be considered as a unitary function.
Although the same construction, namely ne-topicalization is used in both licens-
ing conditions, we suggest that each topic works differently. On one hand, as we
have seen in the examples in Sect. 3, bare plurals licensed by Licensing Condition
2 serve as frame-setting topics, which introduce a new discourse topic.

By contrast, bare plurals in Licensing Condition 1 restrict a domain given
by the previous context like some adverbs which can serve as topics as shown
the example below from Ernst (2004: 104, underlines ours).

(25) What have they done in their last two years in office?
- Well, economically, they have passed new tax legislation; politically,
they have raised far more money for the party than was expected.
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In (25), the first sentence sets up a topic. Then the adverbs serve as restricting
the domain of the events. Similarly, we claim that bare plurals in Licensing
Condition 1 can restrict the domain which has already been introduced in the
previous context.

5 Conclusion

In this paper, we argued that both in German and in Italian, the nominal seman-
tics in the left periphery is different from that in argument positions and pred-
icative positions. Italian bare plurals can be a topic in the left periphery and
they can refer to kinds. To the contrary, German definite plurals cannot refer to
kinds in the left periphery unlike ones in argument positions.

We claim that this difference is due to the property of the left periphery,
which is very sensitive to information packaging. That is, different demands
on foregoing contexts are organized as constructions. From this viewpoint, the
information packaging is not only packaging of the own sentence, but also one
of the foregoing context. As a result, some constructions affect semantic inter-
pretation of nominals. This mechanism is responsible for why nominals in the
left periphery are interpreted differently from those in argument positions or
predicate positions, where Chierchia’s parameters are viable.
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Abstract. In a conversation, different kinds of speech acts are per-
formed. Logic for communication has to deal with these various kinds
of speech acts ([5]: 52). Additionally, for interpretation of conversations,
it will be appropriate to take shared beliefs among communication part-
ners into consideration. In this paper, we show that this problem can be
dealt with in a framework that is a dynamic extension of the logic for
normative systems.

Keywords: Speech acts · Dynamic normative logic · Logic for norma-
tive systems · Logic for communication · Shared attitudes · Common
belief

1 Introduction

It is an aim of this paper to propose a logical framework for communication. The
framework is based on dynamic normative logic (DNL) proposed in [19]. We
interpret a communication as a game played by communication partners.
A communication game consists of verbal and physical actions. Verbal actions
can be interpreted as speech acts. As physical actions change physical sates in
the world, successful performances of speech acts change normative states that
are shared by communication partners. It may update shared beliefs and shared
norms.

2 Logic for Normative Systems

In [12], I proposed a new logical framework that can be used to describe and
analyze normative phenomena in general. I called this framework Logic for Nor-
mative Systems (LNS).1 LNS takes not only assertive sentences but also norma-
tive sentences into consideration. In other words, LNS distinguishes two kinds
of information, namely propositional and normative information. Assertive sen-
tences, which express propositional information, are true or false. They describe
1 A characteristic of LNS is its dynamic behaviors. LNS is quite flexible, so that LNS

can be applied to describe complex normative problems including ethical problems.
See [12,13].
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physical facts and other kinds of facts such as social facts. If they properly
describe the corresponding facts, then they are true. In contrast, normative sen-
tences seem to have no truth value. They are related with social norms. They are
accepted or rejected by a certain group and they influence the decision making
of agents.

LNS is a quite flexible formal framework and can explicitly express both
propositional and normative constraints. In LNS, the validity of assertive sen-
tences remains independent of normative requirements, while that of normative
sentences depends on the presupposed set of assertive sentences. The explicitness
of LNS makes it possible to apply it to analysis of legal systems, paradoxes in
deontic logics, and ethical problems.

In this paper, we modify the previous version of LNS, so that we can express
mental states of agents.2 Here, we mainly deal with belief states and normative
states of agents. For the sake of simplicity, we use &, ⇒, and ⇔ as meta-logical
abbreviations for and, if . . . then, and if and only if.

Definition 1. Suppose that each of T and OB be a set of sentences in First-
Order Logic (FOL), more precisely a set of sentences in Many-sorted Logic.3

(1a) A pair 〈T, OB〉 consisting of belief base T and obligation base OB is called
a normative system (NS = 〈T, OB〉).

(1b) A sentence q belongs to the belief set of normative system NS (abbreviated
as BNSq) ⇔ q follows from T.

(1c) A sentence q belongs to the obligation set of NS (abbreviated as ONSq) ⇔
T∪OB is consistent & q follows from T∪OB & q does not follow from T.4

(1d) A sentence q belongs to the prohibition set of NS (abbreviated as FNSq) ⇔
ONS¬q.

(1e) A sentence q belongs to the permission set of NS (abbreviated as PNSq) ⇔
T∪OB∪{q} is consistent & q does not follow from T.

(1f) A normative system 〈T, OB〉 is consistent ⇔ T∪OB is consistent.
(1g) In this paper, we interpret that NS represents a normative system accepted

by a person or by a group in a particular time interval. Thus, we insert
what a person (or a group) believes to be true into the belief base and what
he believes that it ought to be done into the obligation base.

We read formulas of LNS as follows:

BNSq: “It is believed in NS that q.”
ONSq: “It is obligatory in NS that q.”
2 The main difference between two versions of LNS consists in the use of some notions

in (1a). We use now the notion belief base instead of propositional system. Some
effects of this change will become visible, when we start to analyze interactions
among normative systems of different agents.

3 The many-sorted logic is reducible to FOL. Thus, this difference is not essential.
4 In this paper, we require the consistency of T∪OB from two reasons, namely to

justify the claim that obligation implies permission and to smoothly describe rule-
following behaviors.
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FNSq: “It is forbidden in NS that q.”
PNSq: “It is permitted in NS that q.”

Based on Definition 1, we can easily prove the following main theorems that
characterize LNS.

Theorem 2. The following sentences are meta-logical theorems of LNS. Here,
we assume NS = 〈T, OB〉.
(2a1) (BNS(p → q) & BNSp) ⇒ BNSq.
(2a2) BNSp ⇔ T � p.
(2b1) (ONS(p → q) & ONSp) ⇒ ONSq.
(2b2) FNSp ⇔ ONS¬p.
(2b3) ONSp ⇒ PNSp.
(2b4) FNSp ⇒ not PNSp.
(2c) BNSp ⇒ (not ONSp & not FNSp & not PNSp).
(2d1) (ONS(p → q) & BNSp) ⇒ ONSq.
(2d2) (ONS(p ∧ q) & not BNSp) ⇒ ONSp.
(2d3) (ONS(p ∧ q) & BNSp) ⇒ ONSq.
(2d4) (ONS(p ∨ q) & BNS¬p) ⇒ ONSq.
(2d5) (ONS(p ∧ q) & FNSp) ⇒ ONSq.
(2e1) (ONS∀x1, . . . ,∀xn(P (x1, . . . , xn) → Q(x1, . . . , xn)) & BNSP (a1, . . . , an)

& not BNSQ(a1, . . . , an)) ⇒ ONSQ(a1, . . . , an).
(2e2) (FNS∃x1, . . . ,∃xn(P (x1, . . . , xn)∧Q(x1, . . . , xn)) & BNSP (a1, . . . , an) &

not BNS¬Q(a1, . . . , an)) ⇒ FNSQ(a1, . . . , an).

Proof. (2a1) is obvious, because modus ponens holds in FOL. To prove
(2b1), suppose that ONS(p → q) & ONSp. Thus, p → q does not follow
from T . Now, it is sufficient to show that q does not follow from T ,
because modus ponens shows that q follows from T ∪ OB. However,
since q → (p → q) is a theorem of FOL, q does not follow from T . In a
similar way, other theorems can be easily proved. �
In LNS, we have belief operator BNS and normative operators ONS , FNS ,

and PNS , where all of these operators are relativized by the given normative
system NS. This relativization is a main difference of LNS to modal logics.
The theorem (2a2) shows that the belief set is not influenced by normative
requirements. From Theorem 2, we can see how LNS differs from the doxastic
logic. For example, LNS presupposes a particular theory T , so that the belief
ascription becomes dependent on T , while doxastic logic characterizes belief in
a more abstract manner.

Within LNS, iterations of operators are forbidden, while modal logics usually
allow any iteration of modal operators. This is a limitation of LNS. However,
we can imitate iterations of operators, as we show this in Sect. 2 (See (3b) and
Table 1).

We will often use inference rule (2e1) in this paper. The content of (2e1) can
be paraphrased as follows: If ∀x1, . . . ,∀xn(P (x1, . . . , xn) → Q(x1, . . . , xn)) is an
obligation and you believe P (a1, . . . , an), then Q(a1, . . . , an) is an obligation,
unless you believe that it was already done. The last condition is reasonable,
because you need not do again what is already done.
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3 Dynamic Normative Logic

In a previous work [19], I extended LNS and proposed Dynamic Normative Logic
(DNL). DNL is a LNS complemented with information update device. Recently,
the Dynamic Epistemic Logic (DEL) has been established as a framework for
logical description of social interactions.5 There are many extensions of DEL and
some of them deal with communication problems and change of common beliefs
[23]. DNL can be considered as an alternative framework for the same purpose.
We can update normative system 〈T, OB〉 by extending the belief base T or
obligation base OB with new information p (i.e. Tnew = T ∪ {p} or OBnew =
OB ∪{p}). In [19], based on DNL, I gave a full description of social interactions
in a restaurant scene discussed by van Benthem ([2]: 4).

In this paper, we sometimes say normative state of an agent instead of nor-
mative system, when this agent has a particular normative system in certain
time interval.6 When NS is the normative system that A has in t, we say “A
believes in time interval t that q” instead of “It is believed in NS that q” and “A
believes in time interval t that it is obligatory that q” instead of “It is obligatory
in NS that q”. In general, we express ascriptions of beliefs and normative states
as follows.

(3a) We use ns(X, t) (ns(X, t) = 〈bel(X, t), ob(X, t)〉) to refer to the normative
system that person X has in time t, where bel(X, t) is the belief base of X
in t and ob(X, t) is the obligation base of X in t.

(3b) We use ns(X > Y, t) to refer to the normative system that X ascribes to Y
in time t. Furthermore, we use ns(X > Y > Z, t) to refer to the normative
system that X identifies in time t as the normative system that Y ascribes
to Z. In this way, you may construct more complex ascriptions of normative
systems.7

(3c) We require for any ns(X > X, t) the following three conditions:
1. bel(X > X, t) is consistent.
2. If bel(X, t) is consistent, then bel(X > X, t) = bel(X, t).
3. ob(X > X, t) = ob(X, t).

bel(X > X, t) is a normative system for an agent who has the ability of the
complete introspection. As a matter of fact, based on (3c), we can easily prove
the following fact: If bel(X, t) is consistent, then for any formula q, (Bns(X,t)q ⇔
Bns(X>X,t)q). Thus, the belief part of this kind of agents roughly corresponds
to the belief representation within the doxastic logic.8

5 For the development of the dynamic epistemic logic, you nay consult [2]. There, van
Benthem characterizes the epistemic logic as logic of semantic information ([2]: 21).
Compared to DEL, our approach in this paper is more syntactically orientated.

6 As we see in the next section, a normative state of a person can be influenced by
that of other persons.

7 Note that all of theorems in Theorem 2 are applicable to ns(X > Y, t) and ns(X >
Y > Z, t) as well, because they are all normative systems that satisfy all conditions
in Definition 1.

8 Note that Bq ↔ BBq is a theorem of the doxastic logic D45.
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In (multiple) doxastic logic, it is possible to have a belief about other per-
son’s belief state. For example, BiBjBkq means that i believes that j believes
that k believes that q. The corresponding content can be expressed within LNS
and DNL as Bns(i>j>k,t)q. Table 1 shows some examples of complex attitude
ascriptions.

Table 1. Examples of complex attitude ascriptions

DNL-formulas Reading of DNL-formulas

Bns(A,t)q A believes in time t that q

Bns(A>B,t)q A believes in time t that B believes that q

Bns(A>B>C,t)q A believes in time t that B believes that C believes

that q

Ons(A,t)q A believes in time t that it is obligatory that q

Fns(A>B,t)q A believes in time t that B believes that it is forbidden

that q

Pns(A>B>C,t)q A believes in time t that B believes that

C believes that it is permitted that q

In order to take intentional attitudes into consideration, we interpret
intention as a self-obligation. In DNL, a self-obligation has the form Ons(A,t)

∃t1(do(A, actionk, t1) ∧ t ≤ t1). This formula means: A believes in t that he
himself is obligated to perform actionk. This self-obligation may cause A’s perfor-
mance of actionk, while A’s knowledge of obligations of others, such as Ons(A,t)

∃t1(do(B, actionk, t1) ∧ t ≤ t1), has no such motivational power over A.
Now, we consider how to ascribe normative states to collective agents. We

assume thereby a mereological ontology and interpret a collective agent as a
mereological sum of atomic agents, because we want to avoid the use of set
conception. Note that a set is an abstract entity, while a mereological sum of
physical entities remains as physical.9

(4a) Let BEL(X, t) be the belief set of (possibly collective) agent X in t. That
means, any formula p that follows from BEL(X, t) is already included in
Bel(X, t) as its element.

(4b) Let A1, . . . , An be atomic agents. We construct the collective agent G as
the mereological sum of A1, . . . , An i.e. G = A1 + · · · + An. We assign G
the normative system ns(G, t), only if for any Ak(1 ≤ k ≤ n) and any time
t, (BEL(G, t) ⊆ BEL(Ak, t) and ob(G, t) ⊆ ob(Ak, t)).

9 In fact the notion of collective agent should be more carefully defined. See discussions
about extended agents in [17,18]. For mereology, you may consult [25]. For four-
dimensionalism, see [24]. For four-dimensional mereology, see [8,11].
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(4c) To refer to groups of people, we accept the axiom system for General Exten-
sional Mereology (GEM)10. We claim: For any time t, GEM is included in
bel(G, t).

(4d) From (4b) follows the following fact: For any atomic agent A who is a
member of the collective agent G and for any formula p, (Bns(G,t)p ⇒
Bns(A,t)p). This means that we may consider that Bns(G,t)p expresses a
shared belief of group G in time t.

(4e) We require for any ns(G > G, t) the following three conditions:
1. bel(G > G, t) is consistent.
2. If bel(G, t) is consistent, then bel(G > G, t) = bel(G, t).
3. ob(G > G, t) = ob(G, t).
When normative system ns(G > G, t) satisfies all of these conditions, we
call it common normative system for group G and its belief common belief.
In this case, it follows that ns(G > G, t) = ns(G, t).

To express simple anaphoric relations, we use Skolem-symbols in this paper.
We interpret (demonstrative) pronouns as a kind of Skolem symbols. So, not
only dk but also hek, itk, thisk, thatk, and thek are used as Skolem-symbols.11

Definition 3. Let M = 〈U, V 〉, S be a set of formulas in which some elements
of S contain Skolem-symbols, and μ be a variable assignment.

(5a) M∗ is a Skolem expansion of M with respect to S iff (if and oly if)
M∗ = 〈U, V ∗〉 & V ⊆ V ∗ &
For all Skolem constant symbols dk, V ∗(dk) ∈ U &
For all n-ary Skolem function symbols dk, V ∗(dk) is a function from Un

into U .
(5b) S is true according to M and μ iff

There is M∗ (M∗ is a Skolem expansion of M with respect to S & S is
true according to M and μ).

(5c) S is true according to M iff
S is true according to M and μ for all assignments μ.

Thus, Skolem-symbols are interpreted as constant symbols (or function sym-
bols) whose referents can be determined from the viewpoint of the interpreter.

4 Describing Speech Acts in Dynamic Normative Logic

In this paper, we accept, by and large, Searle’s analysis of speech acts [20] and
his classification of illocutionary forces [21]. In Chap. 3 of [20], he distinguished
preparatory, sincerity, and essential conditions for illocutionary acts. Prepara-
tory conditions formulate indispensable conditions for the success of a speech
act. The sincerity condition describes what kind of intentionality the speaker
must have in order to sincerely perform certain kind of speech act. We call these
10 GEM is the strongest mereological system. For GEM, you may consult [3] and [27].
11 I did this kind of proposal in [9].
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two kinds of conditions pre+sin-conditions. The essential condition expresses the
essential feature of a speech act. For example, the undertaking of an obligation
to perform a certain act is the essential condition of a promise ([20]: 60). This
essential condition is the one we try to analyze in this section.

In [21], Searle distinguished five illocutionary forces, namely Assertives, Direc-
tives, Commissives, Expressives, and Declarations. He explains these classes of
illocutionary forces in terms of a characterization of their illocutionary points.

(6a) [Assertives]. “The point or purpose of the members of the assertive class
is to commit the speaker (in varying degrees) to something’s being the case,
to the truth of the expressed proposition.” ([21]: 12)

(6b) [Directives]. “The illocutionary point of theses consists in the fact that
they are attempts (or varying degrees, and hence, more precisely, they
are determinates of the determinable which includes attempting) by the
speaker to get the hearer to do something.” ([21]: 13)

(6c) [Commissives]. “Commissives . . . are those illocutionary acts whose point
is to commit the speaker (again in varying degrees) to some future course
of action.” ([21]: 14)

(6d) [Expressives]. “The illocutionary point of this class is to express the
psychological state specified in the sincerity condition about a state of
affairs specified in the propositional content.” ([21]: 15)

(6e) [Declarations]. “It is the defining characteristic of this class that the
successful performance of one of its members brings about the correspon-
dence between the propositional content and reality, successful performance
guarantees that the propositional content corresponds to the world:” ([21]:
16–17)

Right now, there exist several formal approaches to speech act theory [26,29].
However, most of them failed to work as logic for communication. For example,
we should deal with anaphoric relations that keep referents over performances of
different types of speech acts, while most of existing frameworks failed to solve
this problem.

In this paper, we express a successful performance of a speech act through
an update of a normative system among communication partners. We also use
Skolem symbols in order to deal with anaphoric relations.

At first, we introduce a function tf that maps a time stamp to a time interval
(see (7)).

(7) ∀m∀n(tf (m) ≤ tf (n) ↔ m ≤ n).

In this paper, we represent a speech act through the following representation
schema:

[Speech act type, Speaker, Hearer, Time stamp, ok (or fail)] (Proposition).

Speech act types roughly correspond to Searle‘s classification of illocution-
ary forces in [21], while our classification is a little bit more detailed than
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Searle’s. The fifth element of the head of the schema expresses whether the
pre+sin-conditions for this type of speech act are fulfilled or not. For example,
‘[assertive, s, h, n, ok] (p)’ means that the speaker s performs an assertive speech
act to h in time tf (n) with the content that p, when the pre+sin-conditions
for this speech act are fulfilled. When the pre+sin-conditions are not fulfilled,
we write ‘[sa-type, s, h, n, fail](p)’. It is worth to note that this representation
schema also contains information about the context of the utterance which can
be used for interpreting the proposition stated in the same context. In other
words, a representation schema for a speech act contains information about the
speaker, the hearer, and the utterance time; this information can be used to
interpret demonstratives and indexicals.12

It is our first assumption that a collective observation creates a common
belief.

Definition 4. Presupposition and Observation as Common belief

(8a) [Common belief]. Let G be a group of agents. Then, [common-belief,
G,n](p) ⇔ Bns(G>G,t)p.

(8b) [Presupposition]. We stipulate: [presupposition,G, n] = [common-belief,
G,n]. This means that what is presupposed among G is also a common
belief of G.

(8c) [Observation]. We stipulate: [observation,G, n] = [common-belief, G,n].
This means that what is observed among G becomes a common belief of G.

Now, we express a performance of speech acts as (local) information update
of the given normative systems. The requirements in Definitions 5 and 6 express
the update rules that describe the effects of observations and performed speech
acts.

Definition 5. Update of normative states
Let p(∗s/s, ∗h/h, ∗t/tf (n)) be the formula that can be obtained from p by replac-
ing all of ∗s, ∗h, and ∗t by s, h, tf (n) respectively.13 In the following description,
s + h refers to the communication partners interpreted as the mereological sum
of the speaker and the hearer. Let ns(s + h, tf (n)) = 〈bel(s + h, tf (n)), ob(s +
h, tf (n))〉.
(9a) [Update of belief base]. The belief update of a normative state in con-

text of (s, h, n) is defined as follows: [[belief-update, s, h, n] (p(∗s, ∗h, ∗t))]
(ns(s + h, tf (n))) = ns(s + h, tf (n + 1)), where bel(s + h, tf (n + 1)) =
bel(s + h, tf (n)) ∪ {p(∗s/s, ∗h/h, ∗t/tf (n))} and ob(s + h, tf (n + 1)) =
ob(s + h, tf (n)). This means that a belief update changes only the belief
base of both communication partners and their obligation base remains
unchanged.

12 The classical work for semantics of demonstratives is formalized by D. Kaplan [7].
I proposed some improvements of Kaplan’s framework [13,15,16].

13 This replacement of *-terms by singular terms creates interpretations of demonstra-
tives and indexicals.
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(9b) [Update of obligation base]. The obligation update of a normative state
in context of (s, h, n) is defined as follows: [[obligation-update, s, h, n] (p(∗s,
∗h, ∗t))] (ns(s+h, tf (n))) = ns(s+h, tf (n+1)), where bel(s+h, tf (n+1))
= bel(s+h, tf (n)) and ob(s+h, tf (n+1)) = ob(s+h, tf (n)) ∪ {p(∗s/s, ∗h/h,
∗t/tf (n))}. This means that an obligation update changes only the oblig-
ation base of both communication partners and their belief base remains
unchanged.

Definition 6. Interpretations of simple speech acts

(0a) [Assertives]. We stipulate: [assertive, s, h, n, ok] = [belief-update, s, h, n].
This means that a successful performance of an assertive speech act can be
interpreted as a belief update among communication partners.

(10b) [Expressives]. We stipulate: [expressive, s, h, n, ok] = [belief-update, s, h,
n]. This means that a successful performance of an expressive speech act
can be interpreted as a belief update among communication partners. It is
a characteristic of expressive speech acts that their propositional content
expresses a mental state of the speaker.

(10c) [Directives]. We stipulate: [directive, s, h, n, ok] = [obligation-update,
s, h, n]. This means that a successful performance of a directive speech
act can be interpreted as an obligation update among communication part-
ners. It is a characteristic of directive speech acts that their propositional
content expresses an action of the hearer.

(10d) [Commissives]. We stipulate: [commissive, s, h, n, ok] = [obligation-
update, s, h, n]. This means that a successful performance of a commissive
speech act can be interpreted as an obligation update among communica-
tion partners. It is a characteristic of commissive speech acts that their
propositional content expresses an action of the speaker.

The above update rules show that we always update the normative state
of communication partners after a successful performance of a speech act. For
example, suppose that A said to B that B should immediately go to the school.
In this case, it is clear who is obliged, namely B. For the further inference, it is
important to confirm that the information of this obligation is shared by both
of the communication partners. This is the reason why we should update the
normative state of A + B. Now, based on (4b), we can justify that after A’s
performance of the directive speech act, both A and B know that B should
immediately go to the school.14

Questions can be interpreted as a kind of directive speech acts; they require
certain responses from the hearer.
14 From (4b) follows: Ons(A+B,t(n))∃t(go-to-school(B, t) ∧ t(n) ≤ t) ⇒

Ons(A,t(n))∃t(go-to-school(B, t) ∧ tf (n) ≤ t) & Ons(B,t(n))∃t(go-to-school(B, t) ∧
tf (n) ≤ t).



Analyzing Speech Acts Based on Dynamic Normative Logic 107

Definition 7. Speech acts for communication

(11a) [Yes/No question]. A Yes/No-question is a directive speech
act with a requirement of a Yes/No answer. We can, there-
fore, replace [interrogative-yn, s, h, n, ok] p(∗s, ∗h, ∗t) with [direc-
tive, s, h, n, ok] (answer-yes(∗s,∗h,∗t)(p) ∨ answer-no(∗s,∗h,∗t)(p)), where
answer-yes(∗s,∗h,∗t)(p) := (p(∗s, ∗h, ∗t) → ∃t (say(∗h, ∗s, ‘Yes’, t) ∧
∗t < t)) and answer-no(∗s,∗h,∗t)(p) := (¬p(∗s, ∗h, ∗t) → ∃t(say(∗h, ∗s,
‘No’, t) ∧ ∗t < t)). This means: Asked ‘p?’, the hearer should say ‘Yes’,
when she (or he) believes that p, and she (or he) should say ‘No’, when
she (or he) believes that ¬p.

(11b) [Which question]. [interrogative-which, s, h, n, ok] (p1 ∨ · · · ∨ pm) is
defined as the following obligation update: ob(s + h, tf (n + 1)) = ob(s +
h, tf (n)) ∪ {(pk → ∃t(say(h, s, �pk�, t) ∧ tf (n) < t)) : 1 ≤ k ≤ m}, where
�pk� denotes an English sentence for proposition pk! This means the fol-
lowing: Asked ‘which of {p1, . . . , pm}?’, the hearer should say �pk�, when
she (or he) believes that pk.

(11c) [Wh-question]. [interrogative-wh, s, h, n, ok](p(x)) is defined as the fol-
lowing obligation update: ob(s+h, tf (n+1)) = ob(s+h, tf (n))∪{(p(x/c)
→ ∃t(say(h, s, �p(c)�, t) ∧ tf (n) < t)): c is a singular term}. This means
the following: Asked ‘which x is p(x)?’, the hearer should say �p(c)�, when
she (or he) believes that p(c).

These proposals show that we interpret here questions as a kind of conditional
obligations. In other words, a question creates a certain kind of conditional
obligation to the hearer.

5 Describing Declarations in Dynamic Normative Logic

Searle interpreted a declaration as a speech act that creates facts. However,
some declarations, such as a declaration of a new law, create norms; a normative
requirement that is stated by an authority can be accepted by people as their
new norms. So, we distinguish, in this paper, two types of declarations.

Definition 8. Declarations
Let G be a group of people.

(12a) [Declaration of facts]. We stipulate: [declaration-fact, s,G, n, ok] =
[belief-update, s,G, n]. This means that a declaration of a fact can be inter-
preted as a belief update for a group. Usually, a declaration of a fact expresses
a social fact and not a physical fact, because a physical fact holds independent
of any collective belief.15

15 This claim implies a rejection of social constructivism of physical facts. For discussions
about this topic, see [10,22].
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(12b) [Declaration of obligations]. We stipulate: [declaration-obligation, s,G,
n, ok] = [obligation-update, s,G, n]. This means that a declaration of an
obligation can be interpreted as an obligation update for a group. The
amendment of laws deals with this kind of declaration of obligations. By
the way, in such a case, we usually have to contract some of old articles,
before we add the new articles, so that the law system remains consistent.16

Declarations are speech acts that are addressed to a group and used to create
social agreements and social norms. They are effective, only if the majority of
the group members accept the corresponding authority of the speaker.

6 DNL-Analysis of Simple and Complex Speech Acts

In English, there are two different uses of conjunction, namely static and dynamic
one. We can express this distinction in DNL. The statement ‘p1 andstatic p2’ can
be represented as [assertive, s, h, n, ok](p1∧p2). In this case, we obtain: bel(s+h,
tf (n+1)) = bel(s+h, tf (n))∪{p1(∗s/s, ∗h/h, ∗t/tf (n)) ∧ p2(∗s/s, ∗h/h, ∗t/tf (n))}.
The statement ‘p1 anddynamic p2’ can be represented as [assertive, s, h, n, ok](p1)
& [assertive, s, h, n + 1, ok](p2). Then, we obtain bel(s + h, tf (n + 2)) = bel(s +
h, tf (n)) ∪ {p1(∗s/s, ∗h/h, ∗t/tf (n))} ∪ {p2(∗s/s, ∗h/h, ∗t/tf (n + 1))}. In con-
clusion, the static conjunction is commutative, while the dynamic one is not.

N. Asher pointed out that speech acts, such as directives and questions,
embed under some of natural language sentential connectives ([1]: 211). To exam-
ine Asher’s claim, let us consider some of his examples:

(13a) Whoever stole this television bring it back.
(13b) Nobody move a muscle.
(13c) Get out of here or I’ll call the police.
(13d) Go to the office and there you’ll find the files I told you about.

DNL provides a straightforward analysis of these speech acts. Let stole(x, ∗h,
∗t) := (television(this1) ∧ atomic-parthuman(x, ∗h) ∧ ∃t(steal(x, this1, t) ∧
t < ∗t)) and bring(x, ∗t) := (it1 = this1 ∧ ∃t (bring-back(x, it1, t) ∧ ∗t ≤ t)).
Then, (13a) can be translated as [directive, s,G, n, ok] (∀x (stole(x, ∗h, ∗t) →
bring(x, ∗t))). When this normative requirement is consistent with the previous
normative state, according to (9b) and (10c), we obtain : Ons(s+G,tf (n+1)) (∀x
(stole(x,G, tf (n)) → bring(x, tf (n)))). Now, suppose that John is the person
who stole the television. Then, according to (2e1), when John believes that he
believes in tf (n) that he stole the television, he is obligated to bring it back,
unless he has already done it. Formally:

(Bns(John,tf (n+1)) stole(John,G, tf (n)) &
not Bns(John,tf (n+1)) bring(John, tf (n)) ⇒
Ons(John,tf (n+1)) bring(John, tf (n)).

16 The AGM theory is an established formal framework for belief revision [4]. However,
the revision of normative systems is quite complex and difficult to deal with the
AGM theory.
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(13b) can be analyzed in the same way as (13a). Let move(x, ∗t, t1) :=
(move-muscle(x, t1) ∧ ∗t < t1), where t1 is a future reference time. Then,
(13b) can be interpreted as [directive, s,G, n, ok] (∀x (atomic-parthuman(x, ∗h) →
¬move(x, ∗t, t1))). When this normative requirement is consistent with the pre-
vious normative state, according to (9b) and (10c), we obtain : Ons(s+G,tf (n+1))

∀x (atomic-parthuman(x,G) → ¬move(x, tf (n), t1)).Thus, because of (2e1), for
any person a who knows that he himself is a member of G: Ons(a,tf (n+1))

¬move(a, tf (n), t1), which is equivalent to Fns(a,tf (n+1)) move(a, tf (n), t1).
According to Searle’s taxonomy of illocutionary forces, (13c) should be inter-

preted as a disjunction of a directive and a commissive speech act. However, as
we saw in (10c) and (10d), we can interpret the both speech acts as two kinds of
obligation update: [obligation-update, s, h, n, ok] (∃t (get-out(∗h, here(∗s, ∗t), t)
∧ ∗t ≤ t) ∨ ∃t (call-police(∗s, t) ∧ ∗t ≤ t)). In this formula, here(∗s, ∗t) refers to
the place in which the speaker is located in ∗t. When this normative requirement
is consistent with the previous normative state, we obtain: Ons(s+h, tf (n+1)) (∃t
(get-out(h, here(s, tf (n)), t) ∧ tf (n) ≤ t) ∨ ∃t (call-police(s, t) ∧ tf (n) ≤ t)).
Based on (2d4), we can show that this formula implies a conditional meaning:
‘If you do not get out of here, I’ll call the police’. To show this, suppose that
both s and h recognize that h does not get out of here: Bns(s+h,tf (n+1)) ¬∃t
(get-out(h, here(s, tf (n)), t) ∧ tf (n) ≤ t)). Then, because of (2d4), we obtain
Ons(s+h,tf (n+1)) ∃t (call-police(s, t) ∧ tf (n) ≤ t), which means that the speaker
is self-obligated to call the police. In conclusion, if both s and h know that h
will not go out, then s is self-obligated to call the police.

In all of these three examples, I have shown that each of them can be inter-
preted as a single speech act with a complex content. Asher claims to interpret
them as embedded speech acts. For example, he interprets (13b) in the following
manner ([1]: 214): for all x ∈ G, Imperative (φ(x)). Contrarily, we interpreted
(13b) as [directive, s,G, n, ok] (∀x(x ∈ G → φ(x))), and we concluded from this
formal representation that every a in G is obligated to perform an action such
that φ(a). These results suggest that the interpretation of speech acts is quite
complex, because we have to consider the effect of normative inferences.

We interpret (13d) as a combination of a directive and an assertive speech act.
To show this, we introduce two abbreviations: go-office(∗h, ∗t) := (office(the1)
∧ ∃t (go-to(∗h, the1, t) ∧ ∗t < t)) and find-file(∗h, ∗s, ∗t) := (there1 = the1 ∧
file(the2) ∧ ∃t (tell-about(∗s, ∗h, the2, t) ∧ t < ∗t) ∧ ∃t (find(∗h, the2, t) ∧ ∗t <
t)). Now, we can interpret (13d) as follows: [directive, s, h, n, ok] (go-office(∗h, ∗t))
& [assertive, s, h, n + 1, ok] (in(∗h, there1, ∗t) → find-file(∗h, ∗s, ∗t)). Thus, we
obtain:Ons(s+h,tf (n+1)) go-office(h, tf (n))&Bns(s+h,tf (n+2)) (in(h, there1, tf (n+
1)) → find-file(h, s, tf (n+1))). This means that we read (13b) as an abbreviation
of the following sentence: ‘Go to the office! And if you are there, you’ll find the files
I told you about.’

7 DNL-Analysis of Speech Acts: Description of a Dialog

Our interpretation of speech acts can be applied to an analysis of dialogs. To
demonstrate this, let us consider the following conversation.
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A says, ‘Give me the book over there.’
B picks up a book and shows it to A. B asks, ‘This one?’

A answers, ‘No, it isn’t. The book behind it.’
B picks up another book and shows it to A. B asks, ‘This one?’

A answers, ‘Yes, that one.’
B brings this book to A.

This conversational scene contains different types of sentences, such as declar-
atives, imperatives, and interrogatives. It also contains actions and their obser-
vations. Collective observations play an important role for our representation
of the scene, because they bring change of belief states of the communication
partners.

We assume, at first, the following meaning presupposition for a linguistic
community LC that includes A and B as its members.

Elementary Theory for LC : ETLC = {(4c), (7), (14)}.
(14) ∀x∀y∀z∀n(bring(x, y, z, t(n)) → give(x, y, z, tf (n))).

We use Skolem constant symbols dk, thek, thisk, and thatk to express anap-
horic relations. For the sake of simplicity, we consider here only a case in which
pre+sin-conditions of all intended speech acts in the conversation are satisfied.
Furthermore, we assume: ETLC ⊆ bel(A + B, tf (0)).

Here, we interpret imperative sentence ‘Give me the book over there’ as a
conditional obligation ‘If the book exists over there, then you ought to bring it to
me’. This conditional obligation can be performed, only if the hearer understands
which book the speaker means. This is the reason why the hearer asks several
questions in order to identify which book the speaker means. TS in the left top
cell in Table 2 expresses the time stamp. When an action of the participants
takes place, the time stamp n is replaced by n + 1.

In tf (1), A orders B to bring him book d1 that is located in some place far
from A but in the vicinity of B. Through this order of A, B comes to be obligated
to bring book d1 to A. However, in tf (1), B is not sure which book is meant.
So, B makes some trials of identifying the book which A actually meant. Finally
in tf (5), B realizes which book he ought to bring to A. Thus, immediately after
tf (5), B brings the book to A, so that B fulfills the original requirement of A.

To describe the development of a conversation, we introduce a represen-
tation structure for normative systems (RSNS). A RSNS is a n-tuple com-
posed of the sets in form bel(X, tf (n)), and ob(X, tf (n)). Here, we take 〈ob(A +
B, tf (1)), bel(A + B, tf (6)), ob(A, tf (4))〉 as a RSNS of the above conversation.
We can directly obtain the content of this RSNS by applying local update rules,
namely (9a), (9b), (10a) ∼ (10d), and (11a) ∼ (11c), to the DNL-representation-
schemata described in the right column of Table 2.

Now, you can easily prove:Bns(B,tf (5)) (book(the1) ∧ over-there(the1, A, tf (1))
∧ this3 = the1). Because of the description of this situation, we may assume:
not Bns(B,tf (5))∃t(give(B,A, the1, t) ∧ tf (1) ≤ t ≤ tf (5)). Thus, Ons(B,tf (5)))

∃t(give(B,A, this3, t) ∧ tf (1) ≤ t). So, B tries to fulfill this obligation and
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Table 2. DNL-analysis of a conversation

TS Conversation DNL-Analysis of speech acts and observations

1 A : ‘Give me [directive, A,B, 1, ok] (book(the1)

the book ∧ over-there(the1, ∗s, ∗t)) →
over there’ ∃t(give(∗h, ∗s, the1, t) ∧ ∗t ≤ t))

[presupposition, A + B, 1] (book(the1)

∧ over-there(the1, ∗s, ∗t))

2 (B picks up [observation, A + B, 2] (pick-up (B, d1, ∗t)

a book and ∧ book(d1))

shows it to A.) [presupposition, A + B, 2] (this1 = d1)

B: ‘This one?’ [interrogative-yn, B,A, 2, ok] (this1 = the1)

3 A : ‘No, it isn’t. [assertive, A,B, 3, ok] (¬ this1 = the1)

The book [assertive, A,B, 3, ok] (book(the2)

behind it’ ∧ it1 = this1 ∧ behind(the2, it1, ∗t))

4 (B picks up [observation, A + B, 4] (pick-up (B, d2, ∗t)

another book and ∧ book(d2))

shows it to A) [presupposition, A + B, 4] (this2 = d2)

B: ‘This one?’ [interrogative-yn, B,A, 4, ok] (this2 = the1)

5 A : ‘Yes, that one’ [presupposition, A + B, 5] (that1 = this2)

[assertive, A,B, 5, ok] (that1 = the1)

6 B brings this [presupposition, A + B, 6] (this3 = that1)

book to A [observation, A + B, 6] (book(this3) ∧
bring(B,A, this3, ∗t))

Table 3. RSNS for the conversation described in Table 2

ob(A + B, tf (1)) = {. . . , (book(the1)∧ over-there(the1, A, tf (1)))
→ ∃t(give(B,A, the1, t) ∧ tf (1) ≤ t)}
bel(A + B, tf (6)) ob(A, tf (4))

. . . . . .

book(the1) ∧ over-there(the1, A, tf (1)), answer-yes(A,B,tf (2))

pick-up(B, d1, tf (2)) ∧ book(d1), (this1 = the1) ∨
this1 = d1, answer-no(A,B,tf (2))

say(A,B, ’No’, tf (3)), ¬this1 = the1, (this1 = the1)

book(the2)∧ behind(the2, it1, tf (3)),

pick-up(B, d2, tf (4)) ∧ book(d2), answer-yes(A,B,tf (4))

this2 = d2, that1 = this2, (that1 = the1) ∨
say(A,B, ’Yes’, tf (5)), that1 = the1, answer-no(A,B,tf (4))

this3 = that1, (that1 = the1)

book(this3) ∧ bring(B,A, this3, tf (6))
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brings the book to A in tf (6). Additionally, because of (2c), after the perfor-
mance of this obligation, bringing the book to A ceases to be an obligation
for B: Bns(B,tf (6))give(B,A, the1, tf (6)) & notOns(B,t(6))∃t(give(B,A, the1, t) ∧
tf (1) ≤ t).

The construction of RSNS is cumulative, which is similar to the construction
principle of Discourse Representation Structure (DRS) [6]. Thus, a RSNS can
be considered as a background context for interpretation of new speech acts and
new observations.

The original speech act theory of Austin and Searle analyzed utterances of
simple sentences. In this section, we analyzed speech acts in context of a con-
versation. Speech acts are actions among many other kinds of actions and these
actions and obligations change beliefs and normative states of the communi-
cation partners. As [19] points out, these kinds of social interactions can be
interpreted as a cooperative game for achieving a collective goal. In our conver-
sation example, getting a book that A wants to have is a shared goal for A and
B. They try to find the most efficient way to achieve this goal.

8 Concluding Remarks

Recently, the dynamic epistemic logic (DEL) has been established as a frame-
work for logical description of social interactions [2]. DNL can be considered as
an alternative framework for the same purpose.17 DNL can explicitly express
conditions for social behaviors and describe interactions between social actions
and normative inferences in detail. In this paper, we have shown how to describe
and analyze a conversational development within DNL. As [19] suggests, DNL
can be also used to describe games and simple language games described in
[28].18
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Abstract. This paper proposes a proof-theoretic definition for general-
ized quantifiers (GQs). Sundholm first proposed a proof-theoretic defini-
tion of GQs in the framework of constructive type theory. However, that
definition is associated with three problems: the proportion problem,
absence of strong interpretation and lack of definitional uniformity. This
paper presents an alternative definition for “most” based on polymor-
phic dependent type theory and shows strong potential to serve as an
alternative to the traditional model-theoretic approach.

1 Introduction

Since Sundholm [19], the type-theoretic approach in natural language semantics
has progressed considerably (Ranta [17], Dávila-Pérez [5]). To examine whether
the type-theoretic approach can serve as an alternative for the traditional model-
theoretic approach, one of the important issues that must be addressed is its
empirical coverage. From this point of view, the type-theoretic and constructive
formalization for generalized quantifiers (GQs) in Sundholm [18] is of interest.
By making use of the advantages of type theory, Sundholm presented a definition
of GQs which avoids the proportion problem while retaining internal dynamics,
thus providing a solution to a common problem associated with donkey sentences
(Geach [8]). However, three problems remain in his analysis. In this paper, we
resolve these problems and present a revised definition while maintaining the
proof-theoretic properties of the original definition.

2 Constructive GQs in Sundholm [18]

It is known that naive formalization for GQs results in the proportion problem
(Heim [9], Kadmon [12], Kanazawa [13]). We quote from Kanazawa [13]:1

Of the two types of donkey sentences, I confine myself to donkey sentences
with determiners and relative clauses, which I will simply call’donkey sen-
tences’ in what follows. (1)–(3) are standard examples involving farmers

1 Linguistics and Philosophy 17 (1994), pp. 109–111.

c© Springer International Publishing Switzerland 2014
Y. Nakano et al. (Eds.): JSAI-isAI 2013, LNAI 8417, pp. 115–124, 2014.
DOI: 10.1007/978-3-319-10061-6 8



116 R. Tanaka et al.

and donkeys, which share the general form (4) (Q stands for a quantifica-
tional determiner):

(1) Every farmer who owns a donkey beats it.
(2) No farmer who owns a donkey beats it.
(3) Most farmers who own a donkey beat it.
(4) Q farmer who owns a donkey beats it.

For convenience, let us use (4) as the general form of donkey sentences
with relative clauses in the following preliminary discussion. Of course,
the choice of specific lexical items farmer, own, donkey, and beat is not
important.[...]In the literature, one can recognize at least four proposals
as to the interpretation of sentences of the form (4):[...]

(6) Pair quantification reading:
Q{〈x, y〉|farmer(x) ∧ donkey(y)≈own(x, y)}{〈x, y〉|beat(x, y)}.

[...]The pair quantification reading (6) is the interpretation assigned to
(4) by the classical DRT/file change semantics (Kamp 1981, Heim 1982).
Here, the quantifier Q counts farmer-donkey pairs: (6) is true if and only
if Q holds of the set consisting of farmer-donkey pairs which stand in the
owning relation and the set consisting of pairs which stand in the beating
relation. This seems to give the correct truth conditions for sentences like
(1) and (2), but, as is well-known, it does not work with (3). Consider
the following situation:

(9) [[farmer]] = {f1, f2}
[[donkey]] = {d1, d2, d3}
[[own]] = {(f1, d1), (f1, d2), (f2, d3)}
[[beat]] = {(f1, d1), (f1, d2)}

In this model, there are three farmer-donkey pairs that stand in the own-
ing relation, and two of them, the majority, stand in the beating relation.
However, (3) is intuitively false in such a situation. In the literature, this
is known as the ‘proportion problem’ for the classical DRT/file change
semantics account of quantification and indefinites.

Sundholm [18] defined the GQ “most” in terms of constructive type theory
(Martin-Löf [16]) and proposed a way to avoid the proportion problem in that
setting.

Most men who own a donkey beat it.

This sentence is analyzed as “most donkey owners beat their donkeys” and the
restrictor is of the form “set of Bs such that C”. Thus, in the following definition
by Sundholm [18], restrictor A is assumed to be a set of the form Σ(B,C).
Most(A,φ), which is a semantic representation for “Most A are φ”, is defined as
follows:
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A : set φ : A → Prop a : A-finite(A)

Most(A, φ)
def≡ (Σk : N)(k ≥ [π1(a)/2] + 1 & (Σf : M(k) → A)

(f is an injection & (Πy : M(k))φ(π1(fy)))) : Prop

Here, we accommodate parts of this notation into our definition. Being con-
formable to a notation in constructive type theory, Σ stands for an existential
quantifier and a conjunction, while Π stands for a universal quantifier and an
entailment.

Constant a is a proof object for A-finite(A), that A’s first projection inhabits
at most a finite number of elements, which is defined as follows. Operator eq
means that the elements for the second and third arguments are equal.

B : type C : type (Σx : B)C : set

A–finite((Σx : B)C)
def≡

(Σk : N)(Σf : M(k ) → (Σx : B)C)(f is an A-bijection) : type

B : type C : type D : type f : D → (Σx : B)C

f is an A-injection
def≡

(Πy : D)(Πz : D)(eq(B, π1(fy), π1(fz)) → eq(D, y, z)) : type

Since a is a proof of A-finite(A), its first projection π1(a) is the number of
elements. Note that A-bijections are bijections which use A-injections in place
of general injections2. In the codomain of A-injections, only the first projection
of elements matters, namely, two elements of A whose first projections match are
identified. Using this A-injection in A-finite(A) means that π1(a) is the number
of pairs whose first projections differ, rather than simply the cardinality of A.
In the above case of the donkey sentence, π1(a) is the number of farmers rather
than the number of farmer-donkey pairs. The term [m] is the largest natural
number smaller than m. Thus, [π1(a)/2] + 1 represents the size of the least
possible majority in A and k is a number which can be interpreted as “most”.

M(k) is a set with cardinality k. Injection is defined as follows, and f maps
k elements in M(k) to elements of A which satisfy certain conditions. This intu-
itively means counting the number of elements in A and checking whether there
are at least k elements. According to the last condition for f in the represen-
tation, if f maps one element in M(k) to element (p, q) ∈ A, then the first
projection of the pair, p, must satisfy φ(p). In the above case of the donkey
sentence, a farmer-donkey pair (p, q) in A must satisfy the relation φ =“p beats

2 The fact that, in Sundholm [18], A-injections are defined as in the Appendix. Since
the type for f is obviously unsuitable for Sundholm’s purposes, we understand that
he intended to define it as we show in this section. What is more, Sundholm men-
tioned that injections should be simply replaced with A-injections, and did not
account for surjections. Therefore, we also define what we call A-surjections, whose
domain is of the form (Σx : B)C, and address that point. All of these definitions
are available in the Appendix.
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donkey q”, and thus f counts the number of donkey-owning farmers who beat
their donkey.

Sundholm also showed that other GQs, such as “finitely many” and “at least
as many ... as ...”, can be defined in a similar way. However, three problems
remain with this analysis.

Problem 1. The above definition cannot avoid the proportion problem.
Pairs in A are identified with their first projection in A-finite(A), but f is defined
simply as an injection in the definition of “most”, which simply counts farmer-
donkey pairs and leads to wrong prediction. In case there is a farmer who owns
several donkeys and beats all of them, f may map M(k)’s elements to all possible
pairs, which seems to lead to a situation which is the same as the proportion
problem.

Problem 2. The strong interpretation is not taken into account.Although
it is arguable whether the interpretation of a sentence with a quantificational deter-
miner has a weak reading and a strong reading, we follow the analysis in Chierchia
[4], Kanazawa [13] and Krifka [15]. According to them, “most farmers who own a
donkey beat it” has two readings. In the weak reading, it means that “most farm-
ers who own a donkey beat at least one donkey they own”, while the strong reading
leads to the analysis that “most farmers who own a donkey beat all donkeys they
own”. The definition by Sundholm [18] accounts for the weak reading. When f
maps elements in M(k) to those in A, such farmer-donkey pairs surely satisfy a
beating relation, and this ensures that those farmers beat at least one donkey they
own. To account for the strong reading, we additionally have to check whether the
farmers have other donkeys and whether they beat all of them.

Problem 3. The definition is not uniform. As Sundholm himself pointed
out, the definition is not uniform. The above definition of “most” only applies to
the case where A is of the form (Σx : B)C. When A is of the form Farmer(x) or
contains another relative clause, we require a separate definition for each case.
This redundancy is not empirically motivated, as criticized in Fox and Lappin [7].

3 Proposal

3.1 A Revised Definition

We define the quantifier “most” as follows. The definition is based on polymor-
phic dependent type theory (PDTT) (Jacobs [11]), which is well-known as an
instance of a λ-cube (Barendregt [2]). Definitions for M(k) and [ ] are provided
in PDTT in the same way as in Sundholm [18].
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The first argument for type of A, x, is an entity defined in the same manner as
above. The third argument, c, is a variable for context and represents previous
sentences. The type of c is passed together as the second argument, δ. (Σx :
Entity)Axδc is a representation for the restrictor, which is “a set of entities such
that Axδc”. Although the condition for the natural number k seems somewhat
complex, it is in fact defined as in Sundholm [18], and the proof object for
A-finite(A) provides the cardinality of the restrictor, as we explain below.

As mentioned above, f maps M(k) to (Σx : Entity)Axδc, which intuitively
means counting the number of elements in (Σx : Entity)Axδc. Here, the last
condition for f is defined in the same manner as in Sundholm [18] except for the
difference in notation.

3.2 Proportion Problem

Next, we show how the three remaining problems are solved in the above defini-
tion. In fact, the solution to the first problem is rather simple. We use A-injection
in place of injection in the condition for f . Thus, pairs whose first projections are
the same are identified when f counts the elements in the set (Σx : Entity)Axδc,
which entirely avoids the proportion problem.

3.3 Strong Reading

The representation for strong reading is given by adding simple conditions for f
as in the underlined part.
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Consider the sentence “Most farmers who own a donkey beat it”. Its strong
interpretation is that most farmers who own at least one donkey beat every
donkey they own. Since it is already known that farmer π1(fy) beats one of the
donkeys he owns, the added condition checks whether he beats all other donkeys
he owns. For all z in (Σx : Entity)Axδc, if its first projection, farmer π1z, is
identical to farmer π1(fy) then farmer π1z should beat the donkey he owns, too,
to make for a successful strong reading. Thus, the underlined part enables f to
map M(k) to the elements in (Σx : Entity)Axδc, which are suitable for strong
reading.

3.4 Uniformity

Regarding the third problem, a restrictor A has a type (Πx : Entity)(Πδ :
type)(Πc : δ)type in our treatment. Given the context and its type, the
restrictor is of the form (λx : Entity)φ. For the noun phrase “farmers”, for
example, its semantic representation is (λx : Entity)Farmer(x), while (λx :
Entity)(Farmer(x)∧ (Σy : Entity)(Donkey(y)∧ own(x, y))) for “farmers who
own a donkey”. Since A is of the form (λx : Entity)φ and (Σx : Entity)Axδc
is calculated in the definition, noun phrases are always treated as a form (Σx :
Entity)φ. This always allows us to use A-injection, and thus we have definitional
uniformity.

Now, we find that the abovementioned three problems remaining in Sundholm
[18] are eliminated in our formalization.

3.5 Existential Presupposition

In addition, we use the selection function (Bekki [3]) in the condition for k. The
selection function consists of projections. The index of the selection function
represents conditions which should be satisfied by the proof term extracted from
a previous context c by the selection function, and this represents presupposi-
tion. The selection function here has A-finite((Σx : Entity)Axδc) as its index,
and this presupposes that the set of (Σx : Entity)Axδc, the restrictor, is a
finite set. It is known that strong quantifiers such as “most” exhibit existential
presupposition (Heim [10]), and the sentence “most farmers who own a donkey
beat it” presupposes that there is at least one farmer who owns a donkey. This
presupposition can be predicted by replacing the following with the condition
for k and specifying that the cardinality is not less than 1. The number provided
by |(Σx : Entity)Axδc| ≥ 1 is 1 less than the cardinality of the set rather than
the actual cardinality, and thus we need to add “1” to the numerator.

k ≥ [
π1(sel|(Σx:Entity)Axδc|≥1(c)) + 1

2
] + 1

The representation for the presuppositions enables us to explain why the follow-
ing discourse is not preferred. We skip the details in this paper.

There are no unicorns. Most unicorns have special powers.
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3.6 Internal Dynamics

Internal dynamics is also considered in our definition. Variable c, the third argu-
ment of A, is a variable for context and is passed through the sentence. With c
and the selection function mentioned above, the pronouns in donkey sentences
can be interpreted properly by choosing the appropriate antecedent from previ-
ous context. See Bekki [3] for details about context passing.

4 Previous Approaches

Fox and Lappin [7], Kievit [14] and Fernando [6] also considered GQs in type-
theoretic frameworks.

Fox and Lappin [7] define “most” in the framework of property theory with
Curry typing. The proportion problem does not arise in their definition.

Most farmers who own a donkey beat it.

|{x ∈ B.Tman′(x) ∧ (|{y ∈ B.Town′(x, y) ∧ Tdonkey′(y)}|B >Num 0)
∧∀z(z ∈ A → ¬Tbeat′)(x, z))}|B
<Num

|{x ∈ B.Tman′(x) ∧ (|{y ∈ B.Town′(x, y) ∧ Tdonkey′(y)}|B >Num 0)
∧∀z(z ∈ A → Tbeat′)(x, z))}|B
where A = {y ∈ B.Town′(x, y) ∧ Tdonkey

′(y)}
The antecedent for “it” is provided by A, whose contents are copied from the

previous representation. However, this formalization is associated with certain
problems. For example, it cannot provide a proper antecedent for the pronoun
“it” in the following sentence.

Every man who owns a cat which has [a nice tail]1 loves it1.

|{x ∈ B.Tman′(x) ∧ (|y ∈ B.Tcat′(y) ∧ (|z ∈ B.Ttail′(z) ∧ Thas′(y, z)|B >Num 0)
∧Town′(x, y)|B >Num 0) ∧ ∀u(u ∈ A → Tlove′(x, u))}|B

What we can copy from the previous representation for the place of A is as
shown below, where variable y is unbound.

A = {z ∈ B.Ttail′(z) ∧ Thas′(y, z)}

What we see here is unboundness of variables, which can also be seen in
traditional donkey sentences. Many approaches have been developed in the past
to account for this type of anaphora. Sundholm [18] and Ranta [17] also proposed
a proper representation of donkey anaphora by making use of the advantages of
type theory. Therefore, it might be necessary to resolve the proportion problem
while providing correct analysis for anaphora at the same time.

We show the representation in our analysis for reference.

Πu : ((Σx : Entity)(Man(x) ∧ (Σy : Entity)(Cat(y)
∧(Σz : Entity)(Tail(z) ∧ has(y, z)) ∧ own(x, y)))(loves it)
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It is not difficult to extract the entity “a nice tail” by combining projections.
A similar discussion is provided in Kievit [14], who showed that his formal-

ization can derive “More than two men run” from “Most men run. There are five
men”. However, his definition does not support internal dynamics. Although he
provided successful treatment of cardinality, we cannot consider that he made
any substantial progress.

Fernando [6] defined left-projection for types, which allows us to consider only
the first projection of pairs. To implement this, a form of sub-typing is used in his
analysis. It is known, however, that introducing sub-typing generally makes sys-
tems unnecessarily complex and eliminates determinacy. Therefore, it is better
to adopt other systems without sub-typing if they can achieve similar perfor-
mance. In addition, the meaning of GQs is defined only in a model-theoretic
way. Since such model-theoretic analysis for GQs has been conducted in previ-
ous approaches, the next step would be to show how the corresponding complete
proof-theoretic definitions can be constructed in type theory.

The following table shows a comparison of different approaches, where “*”
stands for “not mentioned” and “X” stands for “fail”.

Sundholm Fox and Lappin Fernando Kievit

(1989) (2005) (2001) (1995)

Cardinality ok ok ok ok

Proportion problem X ok ok *

Weak/strong reading * ok ok *

Existential presupposition * * * *

Internal dynamics ok X ok X

5 Conclusion

Sundholm [18] attempted formalization of GQs which avoids the proportion
problem while retaining internal dynamics. In this paper, we resolved the prob-
lems remaining in Sundholm [18] and presented proof-theoretic definitions for
GQs. We made use of advantages of proof theory and showed that other linguis-
tic properties of GQs can be proven as well in this setting. Our formalization
has a broader empirical coverage of natural language than that in Sundholm
[18] and shows strong potential to serve as an alternative to the model-theoretic
approach.
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Appendix

Definition 1 (Construction of the Natural Numbers). Sundholm [18] pre-
sented the construction of natural numbers with the Mr sequence proposed by
Aczel [1]. First put

f(a) = R(a, eq(N, 0, 0), (x, y)(y + eq(N, 0, 0))) : U.
(a : N,U is the universe of small types,+ is a disjoint sum.)

and
f(0) = eq(N, 0, 0) : U
f(s(a)) = f(a) + eq(N, 0, 0) : U (a : N).

Finally, put
M(a) = R(a,⊥, (x, y)f(x)) : U (a : N)

then
M(0) = ⊥ : U
M(1) = eq(N, 0, 0) : U
M(s(s(a))) = M(s(a)) + eq(N, 0, 0) : U (a : N).

Definition 2 (Primitive Recursive Functions).

sg(0) = 1
sg(s(a)) = 0

{

rem(0/2) = 0
rem(s(a)/2) = sg(rem(a/2))

[

0/2
]

= 0
[

s(a)/2
]

=
[

a/2
]

+ rem(a/2)

Definition 3 (| |).

A : type B : type

|(Σx : A)B| def≡ π1(A–finite((Σx : A)B)) : N

Definition 4 (≥).

m : N n : N

m ≥ n
def≡ (Σk : N)eq(N, m, n + k) : type

Definition 5 (Surjection).

f : A → B

f is a surjection
def≡ (Πy : A)(Σx : A)eq(B, fx, y) : Prop

Definition 6 (Bijection).

f : A → B

f is a bijection
def≡ f is an injection & f is a surjection : Prop
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Definition 7 (Finite).

A : set

F inite(A)
def≡ (Σk : N)(Σf : M(k) → A)(f is a bijection) : Prop
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Abstract. This work deals with sentiment analysis on a corpus of
French product reviews. We first introduce the corpus and how it was
built. Then we present the results of two classification tasks that aimed at
automatically detecting positive, negative and neutral reviews by using
various machine learning techniques. We focus on methods that make
use of feature selection techniques. This is done in order to facilitate
the interpretation of the models produced so as to get some insights on
the relative importance of linguistic items for marking sentiment and
opinion. We develop this topic by looking at the output of the selection
processes on various classes of lexical items and providing an explanation
of the selection in argumentative terms.

Sentiment analysis and opinion mining cover a wide range of techniques and
tasks that are oriented towards the classification and extraction of the opinions
and sentiments that can be found in a text (see e.g. Pang and Lee (2008) for an
extensive review). Interestingly, these tasks are sufficiently different from those
of information extraction that they deserve specific approaches. For example,
sentiments are seldom expressed overtly in a text, and a keyword based approach
for sentiment detection is not very effective, even though it yields some results
for information extraction, cf. Cambria and Hussain (2012). One classical task
in opinion mining is that of opinion classification. Given a text, the aim of
the task is to assign it a label from a pre-determined set (e.g. positive, negative
or neutral/balanced). Successful attempts usually involve the use of machine
learning techniques, see e.g. Pang et al. (2002) and Pang and Lee (2008).

In this work we pursue two objectives. First, we deal with the task of opin-
ion classification on a corpus of French texts extracted from the web (Sect. 1).
We begin by presenting the results of a binary classification task which aims at
setting apart positive and negative reviews. In a second experiment, the classi-
fication is ternary with the introduction a middle class of neutral (or balanced)

This research was supported in part by the Erasmus Mundus Action 2 program
MULTI of the European Union, grant agreement number 2010-5094-7.

c© Springer International Publishing Switzerland 2014
Y. Nakano et al. (Eds.): JSAI-isAI 2013, LNAI 8417, pp. 125–140, 2014.
DOI: 10.1007/978-3-319-10061-6 9



126 M. Vincent and G. Winterstein

reviews. To enhance the performances of our classifiers we use dimension reduc-
tion techniques and show that they have a positive impact.

In the second part of the paper, we try to interpret the output of these
selection algorithms from a linguistic point of view (Sect. 2). To carry this out,
we look at the elements that “survive” the selection process, and show that there
are some similarities between the elements selected in various lexical classes such
as coordinating conjunctions, prepositions and adverbs.

1 Opinion Classification

1.1 Corpus

The corpus used for the opinion classification task is based on the automatic
extraction of 14 000 product reviews taken from three websites that allow their
users to post their opinion online. Along with the textual content of the reviews,
the score attributed by the users to the product was also extracted. All three
websites use a 5 point scale to measure the product quality (1 being the lowest
grade and 5 the highest). The origin and number of reviews per grade is given
in Table 1.

Table 1. Contents of the corpus (total number of reviews: 14 000)

Product type Source N. reviews (per grade)

Hotels tripadvisor.fr 1000

Movies allocine.fr 1000

Books amazon.fr 800

Besides the contents of the reviews and the grade (or score) attributed by
the author, we also extracted other information for future use (only from the
Amazon and TripAdvisor reviews):

– A one sentence summary of the review (as written by the author of the review).
– A measure of usefulness of the review, indicated by the number of users who

judged the review useful.

The TripAdvisor part of the corpus also offers some scores on specific attributes
of the hotels reviewed such as the cleanliness of the rooms, the service etc. The
complete corpus is available upon request to the authors.

For each grade, the diversity of products and authors was maximized, i.e. one
given class of notation contains as many different products and authors as pos-
sible. This is to ensure the generality of the models produced by the learning
algorithms.
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1.2 Classification Method

We tried two different opinion classification tasks on this corpora:

1. A binary classification task to differentiate positive and negative reviews.
For this task only reviews with a score of 1 (negative) and 5 (positive) were
considered.

2. A ternary classification task with three possible levels: positive (scores 4 and
5), negative (scores 1 and 2) and neutral (score 3).

The set of features used in each task was determined in identical ways:1

– Each review was first lemmatized using the state of the art POS tagger and
lemmatizer MElt by Denis and Sagot (2012).

– Only the lemmas that were successfully recognized by the tagger were used
to produce a bag of words representation of the reviews.

– In order to minimize the domain sensitivity of the models produced, all items
tagged as proper nouns were removed from the feature set.

– The lemmas that appeared less than 10 times were also ignored because they
were deemed too specific.

1.3 Results

The binary classification task was carried out by using three different techniques:

1. Support Vector Machines (using SVMlight, Joachims (1999)).
2. Logistic regression with elastic net regularization (cf. Zou and Hastie (2005)).
3. SVM on a reduced feature set obtained with the output of the elastic net

regularization.

For both tasks the performances were estimated by 10-fold cross validation. The
parameters for each approach (i.e the gaussian kernel size and the c coefficient
for SVM, and (α,λ) for the elastic net regularization) were optimized inside each
fold by a subsequent 5-fold cross validation.

The results of each approach are given in Table 2. As can be seen, the regu-
larization with elastic net not only greatly reduces the number of initial features
(by more than half) but also helps to improve the performance of the classifiers.

Given the results of the binary task, we focused on logistic regression with
elastic net regularization for the ternary classification task.

The approach we used is to learn a multinomial logistic regression model
with an elastic net penalty, meaning that three binary classifiers were produced
concurrently, each classifying one class (its associated positive class) against the
other two and so that the output class probabilities sum to one. The final clas-
sifier is a combination of these three, it predicts the class which is associated
1 Some approaches use the presence of negation as a feature. This was experimented

with, but it did not improve the results and it added a great number of features
which slowed down the learning. Therefore it was abandoned.
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Table 2. Binary classification task: results

N. features Precision Recall F-value

SVM 2829 88.18 % 89.54 % 88.84

Logistic reg. + elastic net sel. 1219 88.78% 91.61% 90.16

SVM+ elastic net sel. 1219 88.22 % 90.32 % 89.25

to the binary classifier that outputs the highest probability. By analogy to the
one-vs-rest multiclass approach (cf. Bishop (2006)), we will refer to the perfor-
mances obtained on each binary classification subtasks as one-vs-rest classifier
perfomances.

Models were fitted using the glmnet package by Friedman et al. (2010) avail-
able for the R environment (R Development Core Team (2011)). The results are
given in Table 3.

Table 3. Ternary classification task: results. Precision, recall and F1-score are macro-
averaged over classes. The micro averaged F1-score is also given (F1 µ). All measures
are averaged over the 10 final test folds.

N. features Precision Recall F1 F1 µ

1,2 vs. 3 vs. 4,5 2082.5 63.56 61.35 60.11 69.94

1,2 vs. rest 1147.3 71.52 80.57 75.77 -

3 vs. rest 645.2 46.80 18.39 26.35 -

4,5 vs. rest 1026.6 72.37 85.09 78.20 -

1.4 Discussion

The results of Table 2 show the great benefit in using feature selection techniques
both for reasons of dimension reduction and for the improvement of the final
performance. The results prove superior to the baselines usually reported for
English (e.g. by Pang et al. (2002), who report a F1 score of about 83 on a
similar task).

The results of the ternary task appear poorer. This is essentially due to the
poor performance of the 3 vs. rest classifier who sports a very low recall. To
explain these poor performances we had a closer look at the reviews scored 3
by the users and manually re-labeled them. This manual reclassification was
done on a subset of 1 667 reviews (mainly for reasons of time) and it led to
the reclassification of about 24 % of the reviews. This means that on average,
one review out of four that was labeled “neutral” because of its grade of 3
was manually reassigned either to the “positive” or “negative” class due to its
content. The Table 4 gives the number of reviews with score 3 whose labels were
manually checked, for each of part of the corpus.
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Table 4. Manual classification of a subset of reviews with a score of 3

Manual tag Allocine Amazon TripAdvisor Total

Neutral 458 418 394 1270

Negative 15 36 61 112

Positive 97 135 53 285

It is worth noting that depending on the origins of the reviews, the relabeling
is different. Reviews from Allocine and Amazon were mainly done from the
neutral towards the positive, with much fewer towards the negative. In contrast,
reviews from TripAdvisor are roughly equally divided between the positive and
negative.

Decomposing the classification performances of our classifiers with respect
to the source of the test data provides some further insights into the meaning of
these relabeling statistics. As showed in Table 5, the three corpora are not equal
in that matter, with TripAdvisor reviews being clearly better classified than
reviews of the other two sources. Although the differences in lexicons used to
characterize cultural products and travel accommodations may be responsible,
this also correlates intriguingly well with the previous observation that while
“mistaken” labels of Amazon and Allocine are biased toward the positive class,
those same labels are fairly well balanced between positive and negative class
for TripAdvisor. This provides further motivation to investigate the effect of
potential mislabeling.

Table 5. Performances by corpus measured by the F1 score (macro averaged for the
ternary classification problem). AMZ: Amazon reviews, TA: TripAdvisor reviews, AC:
Allocine reviews

F1 1,2 vs. rest 3 vs. rest 45 vs. rest 12 vs. 3 vs. 45

AMZ 73.39 19.27 76.13 56.26

TA 83.62 35.50 84.41 67.84

AC 69.81 21.43 73.90 55.05

To assess the usefulness of our recoding, we ran a quick comparison between
the results of the ternary classification task using a maximum entropy algorithm
(using the megam software, Daumé III (2004)). The choice was mainly due to the
fact that this algorithm is fast, even if less efficient than the other techniques
we used. The results comparing the overall performance before and after the
manual relabeling are given in Table 6.

Although the improvement is small, it seems that manually reclassifying the
reviews with a score of 3 has a positive effect on the classification task. We
therefore ran a classification similar as the previous one on the relabeled corpus.
The results are however not up to the expectations.
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Table 6. Ternary classification task: original vs. partially relabelled corpus (Max. Ent.
algorithm)

Precision Recall F1

Original corpus 64.03 48.45 55.16

Partially manually relabeled corpus 64.52 49.74 56.00

Table 7. Ternary classification task after reclassification of reviews with a score 3:
results. Precision, recall and F1-score are macro-averaged over classes. The micro aver-
aged F1-score is also given (F1 µ) All measures are averaged overed the 10 final test
folds.

N. features Precision Recall F1 F1 µ

1,2 vs. 3 vs. 4,5 2136 64.67 61.05 59.94 72.19

1,2 vs. rest 1171.1 73.26 81.35 77.07 -

3 vs. rest 632.5 46.51 15.23 22.84 -

4,5 vs. rest 1083 74.23 86.56 79.90 -

As can be seen from Table 7 by looking at macro scores, the prediction per-
formance of the three classes altogether is almost identical to the one before the
relabeling. In detail, looking at binary classifiers it is more difficult to predict
the partially re-labelled third class while the prediction of the two other classes
improves, although by a smaller margin. Looking at the micro-F1 scores gives
the other side of the story, i.e. since these latter classes are more populated, the
modest improvement in their prediction performances is sufficient to increase
the number of instances that are correctly classified. Still, our original goal to
improve the classification of the middle class is not satisfied and we lose in recall
compared to what we had before reencoding (while keeping the same precision).

However, it must be remembered that all these observations have to be rela-
tivized by the fact that only 1 667 of the 2 800 reviews scored 3 have been man-
ually checked. This means that about 300 reviews are still incorrectly labeled as
“neutral”. The completion of the manual check should therefore further help to
improve the classifiers. Another factor to take into account is that the classes are
fairly imbalanced while the models produced aim at producing an overall best
fit, therefore favorishing these classes. It is possible that giving a reasonably big-
ger weight to the middle class examples would help improve the classification of
its instances.

On a final note, it should however be pointed out that even with the poor
performance of one of the classifiers, the global classifier achieves results that can
be compared with the usual baselines for French on this particular task (cf. the
results of the DEFT’07 challenge by Grouin et al. (2007) who report a F1 of
60.3 on a corpus that is comparable, although less general in the range of topics
covered). In order to confirm this observation and to provide a fair compari-
son, we obtained the DEFT’07 challenge dataset, then trained and tested our
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classifier with the same restrictions than participants in the challenge (i.e. using
the same test set, previously unseen during training and validation). Our classi-
fier performance on this unique test set, with a F1 of 58.3, was less than reported
by Grouin et al. (2007) but this difference was reasonnably small and the quality
of the models produced can be seen as roughly equivalent. This is all the more
true given that our classifier’s performance displayed a standard deviation of 3.5
(measured by cross validation using all the DEFT dataset). Moreover, the main
advantage of this classifier is the use of the elastic net penalty that dramatically
reduces the number of features used (460 features for the DEFT dataset after
selection, vs. 17246 before) and allows us to give an interpretation of the models
produced. By comparison, the solution proposed by Grouin et al. (2007), while
performing better, is a mixture of experts based on six classifiers, such as SVMs,
producing black box models much less amenable to interpretation.

2 Interpreting the Models

The reviews that form the corpus used here express more than just opinions: they
are also argumentative because they (usually) provide rationales to back up the
opinions expressed by their authors. Therefore, the study of these reviews can be
of some interest for the study of the way people use argumentative connectives
and schemes to convey a positive or a negative opinion. One of the upshots
of the elastic net regularization is a reduction of the feature space that retains
only those features that are relevant for the classification task. Therefore, by
studying the features that come out of this feature selection phase, one can try
to get an idea of the argumentative strategies employed by the authors, or at
least use them as a way to profile classes of expressive items (in the same vein
as has been done by Constant et al. (2009) on the topic of expressive items,
although with a different methodology).

We also compared the output of the selection derived from the elastic net with
another selection method based on bootstrapping. This section first introduces
the technique of bootstrapping and then presents the output of the selection
processes by distinguishing between elements belonging to open categories and
those belonging to closed categories.

2.1 Bootstrapping

Following the general method of the non parametric bootstrap (cf. Efron (1979)),
200 bootstrap samples were generated by sampling with replacement from the
original dataset. Sampling was done for each stratum separately to ensure that
bootstrap samples had the same number of examples from each stratum as in
the original dataset. Logistic regression models were learnt from each of these
samples, using an elastic net penalization with α and λ parameters chosen using a
3 folds cross-validation. Distribution of each regression coefficient βi with respect
to the bootstrap samples is used to qualify the robustness of the corresponding
feature fi.
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The results of the bootstrap offer a way to test the robustness of a feature:
if the feature gets consistently selected over the samples, this means that its
contribution is general. Therefore, to determine the general relevance and impact
of a feature, we first begin by looking at the percentages of bootstrap samples
where its coefficient is non null. If this percentage is high enough, we look at two
values:

1. the value of the coefficient coming from the elastic net regularization
2. the average of the coefficients coming from each of the bootstrap samples.

It is expected that these two values are rather similar, but for reasons of com-
pleteness we report both of them in the following tables.

2.2 Closed Categories

In this section we focus on two specific closed categories: coordinating conjunc-
tions on one hand and prepositions on the other. The elements in those classes
are few in number and usually very frequent. We are thus mainly interested in
knowing which of these elements are the most relevant for the classification task.

Coordinating Conjunctions. Coordinating conjunctions are obvious discourse
connectives, and as such it is interesting to check which of those prove to be the
most relevant for sentiment analysis.

We begin by looking at the binary classification task. Table 8 shows for each
conjunction: the proportion of bootstrap samples where its coefficient was not
null, the average of its bootstrap coefficient, its elastic net coefficient and the
number of occurrences of the conjunction in the corpus.

Table 8. Coordinating conjunctions: coefficients selection (Binary task).

Conjunction Proportion Bootstrap avg. Elastic Net N. occ.

et 0.97 0.157 0.139 4284

ou 0.27 0.019 0.0 864

donc 0.15 −0.049 0.0 11

sinon 0.30 −0.052 0.0 44

voire 0.23 −0.069 0.0 33

soit 0.4 −0.095 −0.028 69

car 0.73 −0.103 −0.076 549

puis 0.57 −0.129 −0.075 120

mais 1 −0.335 −0.245 1889

ni 0.99 −0.511 −0.464 169

or 0.83 −0.528 −0.693 21
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Only four conjunctions seem to have a significant contribution here, i.e. get
selected in more than 75 % of the bootstrap samples and have non-null coef-
ficients. On the positive side there is the conjunction et (≈and), while on the
negative are mais (≈but), the correlative ni (≈neither/nor) and the adversative
or (≈yet/as it turns out).2

The presence of the negative ni is expected to be correlated with negative
reviews as it has an intrinsically negative meaning.

Mais and or can be grouped together: they both are adversative, i.e. they
introduce a sentence that is opposed in one way or another to the left argu-
ment of the connective. From the argumentative point of view, it is considered
that these items connect opposed arguments (cf. Anscombre and Ducrot (1977);
Winterstein (2012)).

On the other hand et has been described as a connective that conjoins two
arguments that argue for the same goal and are (at least) partly independent
arguments for this goal (cf. Jayez and Winterstein (2013)).

Therefore, it seems that negative reviews tend to involve opposed arguments
more often than positive reviews (as marked by the significance of adversa-
tive connectives for these reviews). On the other hand, positive reviews involve
sequences of arguments that target the same goal, but are independent (as
marked by et).

One way to interpret this is to consider that positive and negative reviews
involve different argumentative strategies. Arguing positively requires more effort
to convince. A successful positive argumentation will have more chance of being
persuasive if it gives several independent arguments in favor of its conclusion. On
the other hand, in order to argue negatively, a single negative argument appears
to be enough, even if it is put in perspective with a positive one.

This interpretation is further confirmed if one looks at the results of a Naive
Bayes approach to the classification task. While such an approach does not give
results as good as those reported in Table 2, it can easily be used to detect bigrams
that are correlated to positive or negative reviews. Among the ten bigrams whose
significance for the classification is the highest one can find the bigram point positif
(“positive point”). Contrary to what could be expected, this bigram is a strong
indicator of a negative review. This is in line with our previous observation on the
use of but : mentioning a positive point usually entails also mentioning a negative
one. In case of conflicting arguments, it is expected that the negative one will win.

We now turn to the ternary task. Tables 9 and 10 present the same infor-
mation as Table 8 but for the ternary task. Table 9 presents the results for the
classifier of the positive class (scores 4 and 5) against the rest, whilst Table 10 is
for the classifier of the negative class (scores 1 and 2) against the rest. Features
for which the elastic net coefficient is null have been omitted from the tables. The
middle classifier is ignored because of its poor performances (cf. the discussion
on Table 7 above).

For the positive classifier, we see that the positive role of the conjunction
et remains: our hypothesis about the preference to use additive argumentative
2 We ignore the borderline case of car (≈because/since).
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Table 9. Coordinating conjunctions: coefficients selection (Ternary task, positive
classifier).

Conjunction Proportion Bootstrap avg. Elastic Net N. occ.

et 1 0.108 0.121 10693

car 1 −0.155 −0.075 1539

puis 0.975 −0.207 −0.049 329

mais 1 −0.367 −0.203 6003

ni 0.98 −0.228 −0.003 407

Table 10. Coordinating conjunctions: coefficients selection (Ternary task, negative
classifier).

Conjunction Proportion Bootstrap avg. Elastic Net N. occ.

or 0.99 0.647 0.664 39

voire 0.95 0.344 0.135 89

puis 0.98 0.224 0.135 329

ni 0.1 0.247 0.094 407

comme 0.92 −0.73 −0.328 12

strategies in positive reviews appears confirmed. However the case of mais has
to be somehow refined. The adversative is still an indicator of a non-positive
review as seen in Table 9, but it is no longer an indicator of a negative one.
Therefore we can still consider that positive reviews tend to eschew balancing
positive and negative arguments, but we can no longer assume that this is the
hallmark of negative reviews. This appears quite sensible: middle reviews should
form the prototypical case of balanced arguments and thus are good candidates
for involving the use of adversative markers. However negative reviews still use
adversative strategies: the adversative connective or is the strongest indicator
for the negative class amongst all conjunctions.

In the end, the study of the output of the feature selection processes on
the case of conjunctions outlines the fact that positive, balanced and negative
reviews do not use the same argumentative schemes. Further investigation of the
reviews, for example at the sentence level and by using a polarity lexicon such
as Senticnet (cf. Cambria and Hussain (2012)), should help to strengthen these
claims.

Prepositions. We look here at prepositions in the same perspective as the
conjunctions. To keep the presentation short, we only present the results of the
binary task in Table 11 where we only mention those for which both selection
methods produced non-null coefficients.

The main point we wish to underline here is that the selection is consistent
with that of the coordinating conjunctions. On one hand the additive preposition
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Table 11. Prepositions: selection coefficients (Binary task)

Preposition Proportion Bootstrap avg. Elastic Net N. occ.

avec 0.97 0.165 0.139 1804

chez 0.58 0.131 0.115 167

selon 0.42 0.101 0.005 74

en 0.88 0.087 0.051 2537

pour 0.67 0.051 0.025 2736

sous 0.39 −0.053 −0.050 210

de 0.76 −0.083 −0.075 4879

jusque 0.5 −0.086 −0.031 193

envers 0.3 −0.089 −0.098 30

sans 1 −0.340 −0.264 1035

malgré 0.94 −0.344 −0.281 208

sauf 0.96 −0.511 −0.416 106

avec (≈with) is an indicator of positive reviews, like the additive conjunction et.
This remains true in the ternary classification task for the positive classifier.

Regarding the prepositions that have a negative impact, the case of the adver-
sative malgré (≈in spite of ) appears similar to the adversative conjunctions of
the previous sections. It is a marker of negative review in the binary task, and in
the ternary task it is a mark of a non-positive review, but it does not specifically
mark negative reviews.

Finally, the case of sauf (≈except) and sans (≈without) also prove to be
interesting. These two prepositions have the same profile as the adversative ele-
ments. So far these elements have not been described in these terms, but the
results presented here suggest that these elements might also be appropriately
be described in argumentative terms as carrying an adversative value. Roughly
both these prepositions are exceptive, i.e. they indicate that an element is not
included in some predication. If the excepted element is important, then it is
expected that the use of these prepositions carries an argumentative reversal
effect similar to what the exclusive adverb only conveys in some contexts.

2.3 Open Categories

We briefly focus here on the case of elements belonging to open categories, i.e. on
lemmas that are either verbs, nouns, adjectives or adverbs.

Class Distribution. First, we look at how the relative importance of each of
the four open categories is affected by the selection process. For this we look
at the number of items in each class before and after the selection process. The
numbers in Table 12 correspond to the binary task. The number of items after
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Table 12. Open categories: number of items before and after selection.

Category Before selection Proportion After selection Proportion

Adjective 543 20.03 % 148 35.41 %

Adverb 158 5.83 % 28 6.7 %

Noun 1398 51.57 % 164 39.23 %

Verb 612 22.57 % 78 18.66 %

Total 2711 100 % 418 100 %

selection correspond to the number of items which have non null coefficients in
more than 75 % of the bootstrap samples and for which the elastic net coefficient
is not null.

The differences in the distribution of the categories before and after the
selection are quite significant (χ2 = 57.71, p-value � 1.0−10). They show that
adverbs and adjectives are more represented after the selection process, whereas
nouns and verbs see a strong decrease in their frequencies. This strongly supports
the opinion that adjectives and adverbs are the most likely elements to convey
sentiment in a text, as has been claimed previously (e.g. by Turney (2002) or
Benamara et al. (2007)).

Adverbs. For reasons of space and relevance, we only develop the case of
adverbs here. Table 13 gives the list of the 28 adverbs that were selected.

Negation. A first feature to be noted is that these results are consistent with
those found about English by Potts (2011) concerning the “negativity” of nega-
tion. Potts underlines that negation is more than just a logical switch for truth-
values, but also seems to carry an intrinsic negative tone. He shows how this is
confirmed by the fact that the distribution of negative markers is not homoge-
neous across notations: elements like not appear more often in negative reviews
than in positive ones. According to Potts, this is explained by the fact that a
negative sentence is usually less informative than a positive one, and is thus
more likely to be used as a rebuttal rather than as an informative statement.

We find the same situation for French in the reviews of our corpus: the
markers of negation ne and pas both appear as strong indicators of negative
reviews, selected in all the bootstrap samples, with relatively strong coefficients.

From the methodological point of view our approach slightly differs from
the one of Potts. In both cases, we adopt a reader-oriented perspective: given a
lexical item, we evaluate which kind of opinion is the most likely (i.e. positive or
negative), so the general goal is the same for Potts and us.

However, Potts typically starts by selecting some elements which he assumes
have a specific profile and uses the data as a way to confirm his hypotheses
(e.g. as was done with negation). In a related work and using similar data,
Constant et al. (2009) use the profiles of known elements as a way to discover
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Table 13. Selected adverbs (Binary task)

Adverb Proportion Bootstrap avg. Elastic Net N. Occ.

magnifiquement 0.99 1.44 1.05 13

agréablement 0.92 0.71 0.70 21

bientôt 0.97 0.78 0.69 34

absolument 1.00 0.62 0.42 253

très 1.00 0.51 0.37 2247

vivement 0.96 0.43 0.37 118

bien 1.00 0.37 0.29 1543

toujours 0.95 0.25 0.21 406

aussi 0.99 0.25 0.21 588

peu 0.85 −0.15 −0.09 710

même 0.93 −0.18 −0.16 749

là 0.87 −0.22 −0.17 358

mieux 0.95 −0.31 −0.24 319

totalement 0.87 −0.32 −0.26 130

bref 0.96 −0.30 −0.27 212

alors 0.98 −0.31 −0.28 381

sûrement 0.87 −0.46 −0.34 53

ne 1.00 −0.40 −0.35 2915

franchement 0.89 −0.33 −0.36 129

vite 0.97 −0.48 −0.40 128

non 1.00 −0.54 −0.40 421

pourtant 0.99 −0.53 −0.41 182

pas 1.00 −0.66 −0.49 2791

plutôt 0.99 −0.59 −0.50 211

trop 1.00 −0.82 −0.62 465

strictement 0.90 −1.03 −0.73 16

heureusement 1.00 −1.08 −0.88 102

mal 1.00 −1.21 −0.93 308

other elements which share the same profile, aiming at automatically discovering
classes of expressive elements.

Our approach is different in that we do not make any preliminary assumption
on the profile of lexical items. The learning and selection processes automatically
provide us with classes of elements which behave similarly regarding the task
at hand. One drawback is that the classes have to be coarser than the ones one
can obtain by Potts’s approach. This comes as a consequence of the fact that
predicting notations beyond the positive/negative dual case is difficult (cf. the
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discussion on the ternary classification task). This means that elements that are
not characteristic of either the positive or negative notation class will be harder
to detect since this implies dealing with three or more classes of notation.

Nevertheless, the fact that our approach and that of Potts give similar results
for negation gives credence to both as ways to get some pragmatic insights by
relying on large corpora and meta-textual data.

Other elements. Apart from the case of negation other features of Table 13
appear striking:

– Positivity intensifying adverbs such as magnifiquement (≈beautifully) or agré-
ablement (≈pleasantly) are strong positive indicators. This is expected since
those elements are non-controversially positive.

– Heureusement (≈fortunately) might appear as a counter-example because of
its apparent positive undertone. However, the use of this adverb usually marks
a counter expectation akin to an adversative reading. This is again consistent
with our observations on conjunctions and prepositions. The presence of pour-
tant (≈yet) as a negative indicator is also coherent.

– Purely intensifying adverbs have mixed profiles:
• très (≈very) and absolument (≈absolutely) are positive indicators.
• totalement (≈totally) is negative.
Initially, one could have thought that those intensifying adverbs have no polar-
ity bias since their essential meaning is to indicate a high degree of the prop-
erty they modify, without further constraints on the kind of property it can
act on (in the same way that one could initially expect negation to have no
specific orientation on its own). However, it seems that speakers have prefer-
ences for using some adverbs for intensifying positive properties and others for
negative properties. We leave the question of why this happens to future work.

– Finally, the adverb aussi (≈too) is often described as being additive (e.g. by
Winterstein and Zeevat (2012)) and is shown here to be a positive marker. This
is consistent with the previous hypothesis about positive reviews involving
multiple parallel arguments since aussi indicates that the speaker is using
two sentences that are related and argumentatively co-oriented.

3 Conclusion

The work reported here underlined the importance and usefulness of feature
selection techniques when tackling a problem like opinion classification. Not
only do these techniques improve the performances of the classifiers, they also
offer some insight on the way the classifiers work and on which elements have
the same profile regarding the task at hand.

In future work, we intend to try to further enhance the ternary classifier.
First, we will complete the manual check of the reviews scored 3 to get a final
evaluation of the usefulness of this relabeling. Another improvement direction
is in the detection of irony which appears rather common, especially in nega-
tive reviews. Finally, an analysis of the reviews at the sentence level, by using a
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polarity lexicon, is also a potential solution to improve the performances. How-
ever, such a resource is not readily available yet for French and needs to be
constructed beforehand.

Another direction of research is testing the general character of the argumen-
tative strategies we have characterized. First, we intend to determine whether
the same conclusions can be reached on other languages, notably English for
which resources of the type we need already abound. Another fruitful compar-
ison is to compare our results with insights gathered on reviews of a different
kind. For example, reviews of scientific papers might exhibit different profiles.
There we would expect negative reviews to be more thorough and involve par-
allel, independent negative arguments. This is because, at least intuitively, a
negative review should be strongly motivated and usually cannot be reduced to
a single negative point.

Finally, regarding the interpretation of the models, a further investigation
of the ternary models should be carried out once they have been improved,
especially regarding the middle classifier.

References

Anscombre, J.-C., Ducrot, O.: Deux mais en français. J. Lingua 43, 23–40 (1977)
Benamara, F., Cesarano, C., Picariello, A., Reforgiato, D., Subrahmanian, V.S.: Sen-

timent analysis: adjectives and adverbs are better than adjectives alone. In: Pro-
ceedings of the International Conference on Weblogs and Social Media (ICWSM)
(2007)

Bishop, C.M.: Pattern Recognition and Machine Learning. Springer, Berlin (2006)
Cambria, E., Hussain, A.: Sentic Computing: Techniques, Tools, and Applications.

Springer, Heidelberg (2012)
Constant, N., Davis, C., Potts, C., Schwarz, F.: The pragmatics of expressive content

evidence from large corpora. Sprache und Datenverarbeitung 33(1–2), 5–21 (2009)
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Abstract. I show that the exhaustive interpretation of answers can be
explained as a conversational implicature through the Maxim of Rela-
tion, dealing with the problematic epistemic step (Sauerland 2004). I
assume a fairly standard Maxim of Relation, that captures the same
intuition as Roberts’ (1996) contextual entailment. I show that if a richer
notion of meaning is adopted, in particular that of attentive semantics
(Roelofsen 2011), this Maxim of Relation automatically becomes strong
enough to enable exhaustivity implicatures. The results suggest that
pragmatic reasoning is sensitive not only to the information an utterance
provides, but also to the possibilities it draws attention to. Foremost,
it shows that exhaustivity implicatures can be genuine conversational
implicatures.
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1 Introduction

Responding to a question with one of its possible answers may convey that the
answer is exhaustive, i.e., that the other possible answers are false.

(1) Of blue, red and green, which colours does John like?
John likes blue. � He doesn’t like red

The exhaustive interpretation of answers is often considered a prime example
of Gricean conversational implicature, but so far no theory exists that wholly
explains it as such. A conversational implicature of an utterance is information
that must be supposed in order to maintain the assumption that the speaker is
cooperative [8]. The typical ‘Gricean’ approach to the exhaustive interpretation
of the response in (1) goes as follows:1

1 For brevity, I will typically use the word ‘know’ (and, likewise, ‘knowledge’) as if
saying ‘taking oneself to know’, i.e., without requiring the usual factivity associated
with knowledge as being ‘true belief’.
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1. The speaker didn’t say John likes red.
2. She should have said so, had she been able to.
3. She must lack the knowledge that John likes red.

. . .
4. She knows that John doesn’t like red.

The exhaustivity in 4. is obtained from the Quantity implicature in 3. through a
strengthening known as the epistemic step [15]. Chierchia et al. [3] argue that the
epistemic step does not follow from the assumption of cooperativity, i.e., that
exhaustivity is not a case of conversational implicature (instead, they defend
a ‘grammatical’ approach to exhaustivity, which I briefly discuss in Sect. 4).
I argue, instead, that the epistemic step does follow from the assumption of
cooperativity, i.e., that exhaustivity is a genuine case of Gricean conversational
implicature.

My starting point is the idea that a pragmatic theory can be only as good
as the stuff one feeds into it, i.e., meanings. Perhaps our pragmatic theories
are fine as they are; rather, it is the underlying, classical semantics that is too
coarse for an account of exhaustivity implicatures. Classical semantics models
only the informative content of utterances, but the following example suggests
that this is insufficient foothold for a theory of exhaustivity:

(2) Which colours does John like?
John likes {at least blue / blue or red and blue}. �� John doesn’t like red.

The response in (1) is just as informative as the responses in (2), but only the
former is interpreted exhaustively.2 Intuitively, the difference between (2) and
(1) lies not in the informative content, but in the possibilities that the responses
draw attention to, in particular, whether the response draws attention to the
possibility that John also likes red. The responses in (2), but not (1), draw
attention to this possibility, and perhaps pragmatic reasoning is sensitive to this.
This intuition also underlies the account by Alonso-Ovalle [1], who proposes that
only in (1), and not in (2), that John likes red can be innocently excluded.

The idea that pragmatic reasoning is sensitive to attentive content has been
entertained before by [5], in their account of ‘might’. It entails that, if we study
pragmatic phenomena, we should be using a semantics that models not only the
informative content of utterances, but also their attentive content. I show that if
we thus enrich the underlying semantics, the Maxim of Relation as it occurs in
the literature [13] automatically inherits this sensitivity. That is, the response in
(1) will come out as being not entirely related to the question, because it leaves
the possibility that John also likes red, unattended. This increased sensitivity of
the Maxim of Relation will result in a Relation implicature that will enable us
to take the epistemic step.
2 Groenendijk and Stokhof [10] already argued that exhaustivity cannot be derived

through the Maxim of Quantity alone. After all, the Quantity implicature says ‘this
is as informative as I can safely be’, hence it can never be used to strengthen what
is said, as is required for the epistemic step. The contrast in (2) supports this view
from a different angle: it’s not only quantity of information that matters.
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Section 2 introduces the main building blocks - an attentive semantics and
a set of fairly standard conversational maxims. Section 3 shows how exhaustiv-
ity implicatures are accounted for. Section 4 discusses the results in a broader
context.

2 Ingredients

2.1 Attentive Semantics

As the enriched semantic backbone for pragmatics, I adopt Roelofsen’s [14] atten-
tive semantics, designed to model informative and attentive content. Attentive
semantics is closely related to basic inquisitive semantics [9], which is aimed at
modeling informative content and inquisitive content, and unrestricted inquisitive
semantics [4,5], which has been taken to model all three components at once.

In attentive semantics, the meaning of a sentence, called a proposition, is
a set of sets of worlds, i.e., a set of classical propositions. The proposition [φ]
expressed by a sentence φ is conceived of as the set of possibilities that the
sentence draws attention to. The union of these possibilities corresponds to the
sentence’s informative content, i.e., the information provided by the sentence.
Hence, attentive semantics models two semantic components - attention and
information - in a single semantic object, which is called a proposition.

Let W be the set of all possible worlds, assigning truth values to the atomic
formulae of a language of choice. Following [14], I define:

– A possibility α is a set of worlds, α ∈ ℘W.
– A proposition A is a set of non-empty possibilities, A ∈ ℘℘W.
– [φ] denotes the proposition expressed by φ.
– Informative content : |ϕ| :=

⋃

[ϕ]
– A restricted to a set of worlds s: As := {α ∩ s | α ∈ A,α ∩ s �= ∅}

The relevant fragment of propositional logic (without implication) is given
in Backus-Naur Form:

Definition 1 (Syntax). For p a propositional letter, φ formulae: φ :: ⊥ | p |
¬φ | (φ ∧ φ) | (φ ∨ φ)

For all formulae φ, the proposition it expresses, [φ], is defined recursively as:

Definition 2 (Attentive semantics). For p a proposition letter, φ, ψ for-
mulae:

1. [p] = {{w ∈ W | w(p) = true}}
2. [¬ϕ] = {⋃

[ϕ] | ⋃

[ϕ] �= ∅}
3. [ϕ ∨ ψ] = ([ϕ] ∪ [ψ])|ϕ|∪|ψ| (= [ϕ] ∪ [ψ])
4. [ϕ ∧ ψ] = ([ϕ] ∪ [ψ])|ϕ|∩|ψ|
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I will briefly translate this definition into natural language: atomic formulae draw
attention only to one possibility, namely the possibility that the formula is true;
the negation of a formula draws attention only to the single possibility where
its argument is false; a disjunction draws attention to what both disjuncts draw
attention to, and provides the information that at least one of them is true; and
a conjunction draws attention to each possibility that a conjunct draws attention
to, when restricted to the information of the other conjunct.

With this richer-than-usual semantics, entailment becomes sparser than usual:

(3) For all propositions A,B, A entails B, A |= B, iff:
a.

⋃

A ⊆ ⋃

B; and
b. ∀β ∈ B, if β ∩ ⋃

A �= ∅, β ∩ ⋃

A ∈ A

Item a. requires, just like classical entailment, that A is at least as informative
as B. Item b. requires that A is, in addition, at least as attentive as B. That
means that every possibility that B draws attention to, must be a possibility
that A draws attention to, insofar as this is compatible with the information
provided by A. Intuitively, A entails B if you can get from B to A by removing
worlds and adding possibilities.

Despite the richer semantics, attentive semantics treats informative content
fully classically, in the following sense:

Fact 1 (Classical treatment of informative content). For all formulae φ,
|φ| (=

⋃

[φ]) is its classical meaning.

This shows that, entirely in the spirit of Grice [8], I try to account for implicatures
without giving up the classical treatment of information.

2.2 Translating the Examples into Logic

To avoid having to assume anything about the semantics of ‘which’-questions,
I will replace the ‘which’-question in (1) by the existential sentence in (4), for
which the same exhaustivity implicature obtains:

(4) Among blue, red and green, there are colours that John likes.
Yes, he likes blue. � He doesn’t like red

Of course, the fact that this existential sentence behaves completely like the
‘which’-question does suggest that ‘which’-questions, likewise, have existential
force, i.e., draw attention to the set of their non-exhaustive, mention-some
answers. I will briefly return to this in Sect. 4.

Without loss of generality, we can furthermore assume that there exist only
two colours, blue and red. Since existential quantification over a finite domain can
be translated using a disjunction, this enables the following minimal translations
into propositional logic:

(5) a. There are colours that John likes. p∨q∨(p∧q)
b. John likes blue. p
c. John likes at least blue / blue or red and blue. p∨(p∧q)
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Translations (5b) and (5c) are straightforward, where the latter is in line with
Coppock and Brochhagen’s account of ‘at least’ in inquisitive semantics [6].

Attentive semantics assigns to the formulae in (5) the propositions depicted
in Fig. 1. In the figure, circles represent possible worlds, where, e.g., p�q marks
the world where p is true but q is false, i.e., where John only likes blue. Shaded
regions represent possibilities, i.e., sets of worlds. It should be clear that, in these
simple examples, the possibilities that a sentence draws attention to correspond
exactly to the sentence’s disjuncts. This is true more generally for formulae in
disjunctive normal form.

pq �pq

p�q �p�q

pq �pq

p�q �p�q

pq �pq

p�q �p�q

Fig. 1. The attentive propositions expressed by, from left to right, p∨ q∨ (p∧ q), p and
p ∨ (p ∧ q). Circles represent worlds, shaded areas represent possibilities.

With a richer semantics, entailment is more sparse than usual. Whereas clas-
sically (5b) and (5c) would both entail (5a), now only (5c) does. This is easily
seen: one cannot get from the left diagram in Fig. 1 to the middle one by remov-
ing worlds or adding possibilities, due to the |p∧q| possibility (which would have
to be removed). This reflects the fact that (5b), though more informative than
(5a), is strictly less attentive. This is not the case for (5c).

2.3 The Maxims

Following Grice [8], what it means to be cooperative in a typical context is spelled
out in terms of a set of conversational maxims that require the speaker to be
truthful (Quality), as informative as possible and required (Quantity), relevant
(Relation), and clear (Manner). Following a long tradition (at least since [10]; see
also [13]), the maxims of Quantity and Relation are defined in terms of a question
under discussion Q (which in the examples under consideration is always given
as the initiative).

Definition 3 (The relevant maxims). For all propositions A,Q, a speaker
with information state s (a set of worlds), responding A to Q, is cooperative iff:

– Quality: s ⊆ ⋃

A;
– Quantity: for all Q′ ⊆ Q, if

⋃

A �⊆ ⋃

Q′ then s �⊆ ⋃

Q′;
– Relation: As |= Q; and
– Manner: the speaker thinks she is being clear, concise, etc.

I will briefly explain the maxims of Quantity and Relation.
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The Maxim of Quantity. The Maxim of Quantity requires that the speaker
gives enough information to establish all (sets of) possibilities that she knows (or
takes herself to know) contain the actual world. If a speaker is fully informed, this
means that the Maxim of Quantity requires that she gives a positively exhaustive
answer (i.e., an answer that decides for every possibility of the question that is
the case, that it is the case), and not necessarily a positively and negatively
exhaustive answer (i.e., an answer that decides for every possibility whether
it is the case). This choice (i.e., that the Maxim of Quantity asks only for a
positively exhaustive answer) is based on a remark by Groenendijk and Stokhof
[10] that, if it would ask for a positively and negatively exhaustive answer,
then giving a non-exhaustive answer could never implicate exhaustivity, for it
would implicate, instead, the speaker’s inability to give an exhaustive answer.3

In addition, this choice is supported by the observation that negative answers
are generally marked as deviant, requiring contrastive topic (CT) intonation, a
rising pitch accent, which has been assumed to mark a change in question under
discussion [2]:

(6) A: Which colours does John like?
B: [Not]CT blue...

The present Maxim of Quantity explains why this is deviant: the fact that John
does not like blue does not support any possibility, or set of possibilities, of the
question under discussion.

The Maxim of Relation. The Maxim of Relation requires that an utterance,
together with some piece of information known by the speaker, entails the ques-
tion under discussion. This maxim is meant to account for examples like the
following:

(7) A: Did John come to the party?
B: It was raining.

Here, the response is only relevant if it is known that (and how) John’s atten-
dance depends on the rain, for instance that if it was raining, he wasn’t at the
party. The Maxim of Relation requires that such a dependency is known, because
only together with such a dependency does the response entail the question (as
I will formally show later).

My Maxim of Relation is slightly different from two very similar notions in
the literature:
3 The difference between positively and negatively exhaustive answers fades if the

question under discussion is a partition. Given Groenendijk and Stokhof’s argument,
I take this as strong evidence that, in general, questions (at least those in response
to which a non-exhaustive answer would implicate exhaustivity) are not partitions;
i.e., they have existential force, i.e., draw attention to their mention-some answers,
rather than universal force.
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– Groenendijk and Stokhof’s [10] notion of ‘pragmatic answer’, which requires
that the utterance, relative to the hearer’s knowledge state, entails an answer
to the question; and

– Roberts’s [13] ‘contextual entailment’, which requires that the utterance, rel-
ative to the common ground, entails an answer to the question.

First, note that my Maxim of Relation follows logically from Roberts’s notion,
for if the required dependency is common knowledge, then it is also the speaker’s
knowledge. Second, my maxim can be said to ‘typically’ follow from Groenendijk
and Stokhof’s, in the following sense: if the speaker has to know that the hearer
knows a dependency between answer and question, then under normal conditions
of thrust, the speaker will share this knowledge. In other words, my maxim is
not that different.

What my Maxim of Relation lacks, however, is a requirement that the hearer
should be able to figure out how the speaker intends her response to be related
to the question. I will leave such a requirement implicit (though one might think
of it as part of the Maxim of Manner, which is left informal anyway), with the
additional remarks that (i) compared to [10] and [13], I think it is cleaner to
separate this kind of ‘transparency’ requirement from the Maxim of Relation,
and (ii) the requirements imposed by [10,13] are definitely too strong: as I will
show, exhaustivity implicatures are a prime example of a case where the listener
need not already know how the Maxim of Relation is complied with, but, rather,
can figure it out on the spot by combining it with the Quality and Quantity
implicatures.

3 Results

3.1 Examples

Example (7): The Rainy Party. Before generalizing, let us look at the exam-
ples discussed so far. Example (7), which I used solely to illustrate how the
Maxim of Relation works, is accounted for as follows. Let the question (whether
John was at the party) translate as p∨¬p, and the response (that it was raining)
as r. Attentive semantics assigns to these formulae the following meanings:

(8) [p ∨ ¬p] = {|p|, |p|}
[r] = {|r|}

The response does not entail the question. For the response to be related to the
question, therefore, the speaker must have some knowledge, relative to which it
does entail the question. This requirement can be met in two ways:

– The speaker thinks that if it rained, John was there (s ⊆ |r|∪ |p|; the response
restricted to this information yields {|r| ∩ |p|}, which entails {|p|, |p|}); or

– The speaker thinks that if it rained, John wasn’t there (s ⊆ |r| ∪ |p|; the
response restricted to this information yields {|r|∩|p|}, which entails {|p|, |p|}).
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Furthermore, given that the speaker thinks that it was raining (s ⊆ |r|), it follows
that she must know whether John was at the party (s ⊆ |p| or s ⊆ |p|).4

Example (5c): No Exhaustivity. Example (5c) is predicted to yield the
following implicatures:

(9) 1. The speaker knows that p(s ⊆ |p|) (Quality)
2. She lacks the knowledge that q(s �⊆ |q|) (Quantity)

Because the response entails the question, it automatically complies with the
Maxim of Relation as it is, i.e., no Relation implicature occurs, and as a conse-
quence the epistemic step cannot be taken, and no exhaustivity is implicated.

Example (5b): Exhaustivity! Example (5b) yields the same Quality and
Quantity implicatures as (5c) (to which it is, after all, informatively equivalent).
Unlike in (5c), however, here the response doesn’t entail the question, hence it
does not automatically comply with the Maxim of Relation. For this to be the
case, the response must entail the question relative to the speaker’s information
state. This can be complied with in two ways:

– The speaker thinks that if John likes blue, he likes red (s ⊆ |p| ∪ |q|; the
response restricted to this information yields {|p| ∩ |q|}, which entails the
question); or

– The speaker thinks that if John likes blue, he doesn’t like red (s ⊆ |p| ∪ |q|;
the response restricted to this information yields {|p| ∩ |q|}, which entails the
question).

Combining this disjunctive implicature with the Quality and Quantity implica-
tures yields the following:

1. The speaker knows that p (s ⊆ |p|) (Quality)
2. She lacks the knowledge that q (s �⊆ |q|) (Quantity)
3. s ⊆ |p| ∪ |q| or s ⊆ |p| ∪ |q| (Relation)

————————————–
4. She knows ¬q (s ⊆ |q|) = exhaustivity!

That is, exhaustivity is derived as a conversational implicature.
4 This shows that, in this case, the Relation implicature in fact clashes with the

Quantity implicature: for if the speaker really knows whether John was at the party,
then why didn’t she just say so? As a consequence, the example will likely trigger
additional implicatures to explain this clash, e.g., that the speaker wants to test
the hearer’s knowledge. (Understandably, therefore, the example under discussion
is more natural with a final rising pitch contour, which has been argued to convey
uncertain relevance/relatedness [18].) Regardless of this, the example suffices for
merely illustrating how the Maxim of Relation works.
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At a more intuitive level, the following is going on in this example. For any
possibility of the question that the speaker, in her response, leaves unattended
(in this case |q|), the Maxim of Relation, with its increased sensitivity due to
attentive semantics, requires that the speaker knows whether it or its negation
follows from the information that she did give (i.e., the information that |p|).
Or in other words, the Maxim of Relation requires that the speaker is competent
about every possibility she leaves unattended. This implicated competence is what
enables the epistemic step.5

3.2 General Results

While the implicatures due to the maxims of Quantity and Quality are quite easy
to spell out, the Maxim of Relation is rather more complex - and yet that is where
the key to exhaustivity lies. In order to better understand it, the implicatures
due to the Maxim of Relation can be generally characterized as follows:

(10) Relation implicature
A cooperative speaker with information state s, responding A to Q, com-
plies with the Maxim of Relation iff:
a. s ⊆ ⋃

A ∪ ⋃

Q; and
b. for all γ ∈ Q: s ⊆ ⋃

A ∪ γ, or there is an α ∈ A s.t.
s ⊆ (γ ∩ ⋃

A ∩ α) ∪ (γ ∩ ⋃

A ∩ α)

Item (a) requires that the speaker knows the material implication from A to Q,
which ensures that the response together with the speaker’s information, is at
least as informative as the question. Item (b) requires that the response, together
with the speaker’s information, is at least as attentive as the question. This
amounts to the following: for each possibility that the question draws attention
to, the speaker knows either that it is incompatible with the response, or that,
when restricted to the response and the speaker’s information, it coincides with
a possibility α that the response draws attention to.

For responses that select exactly one of the possibilities of the question, which
are interesting from the viewpoint of exhaustivity, this amounts to the following
more readable result:

(11) Relation implicature for singleton answer
A cooperative speaker with information state s, responding {α} to Q for
some α ∈ Q, complies with the Maxim of Relation iff:
for all γ ∈ Q, s ⊆ α ∪ γ; or s ⊆ α ∪ γ.

5 The speaker can be competent in two ways, and in the case of exhaustivity, the
Quality and Quantity implicatures together settle how (something which did not
happen in the rainy party example). This shows that, as mentioned above, it would
be too strict to require that the hearer already knows how a response is related to the
question; in the case of exhaustivity, the Quality and Quantity implicatures enable
her to figure it out.
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That is, for every possibility that the question draws attention to, the speaker
should know how it depends on the information provided - which is exactly the
kind of Relation implicature that enables the epistemic step.6

4 Discussion

Using standard conversational maxims, but assuming that they are sensitive to
attentive content, I have shown that exhaustivity implicatures are genuine con-
versational implicatures. The current section discusses further links to the
literature.

4.1 Against the Competence Assumption

In the literature, the epistemic step is often taken by invoking the contex-
tual assumption that the speaker is competent, e.g. [15–17], but basically every
‘Gricean’ approach since John Stuart Mill [12].

1. She lacks the knowledge that q (Quantity)
2. She knows either q or ¬q (Competence)

——————————————
3. She knows ¬q

Aside from being very unsatisfying (it demotes exhaustivity to a case of under-
specification), these approaches predict that removing the competence assump-
tion from the context would cancel the exhaustivity implicature, which is not in
fact borne out:

(12) A: I’m probably asking the wrong person - you’re probably not competent
about this at all - but of red, green, blue, and yellow, which colours does
John like?
B: He likes red and blue. � He doesn’t like green, yellow.

This shows that the competence is not a contextual assumption, but, rather,
something conveyed by the speaker herself. Indeed, in my approach, the Quality
and Relation implicatures together entail that the speaker is competent about
every possibility she leaves unattended. To my awareness, my approach is the
first Gricean approach of exhaustivity that can account for this.

4.2 Other Suitable Semantics

Attentive semantics is not the only suitable backbone for a pragmatic account of
exhaustivity, and thinking of these richer meanings in terms of attentive content
6 In the future I hope to give such general descriptions of the Relation implicature

also for cases where the response is any (potentially non-singleton) subset of the
question, as these are all and only the cases that may yield exhaustivity implicatures.
However, so far the results for such question-response pairs have not turned out any
more readable than the general characterisation in (10), and I will omit them.
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is not the only way. For instance, in previous work [19] I used Ciardelli’s [4] unre-
stricted inquisitive semantics (I chose attentive semantics this time because it is
conceptually better motivated). A detailed comparison, also with, e.g., alterna-
tive semantics [1], will have to wait for another occasion. Minimally, however,
a suitable semantic backbone for a pragmatic theory of exhaustivity must lack
the absorption laws:

Definition 4 (Absorption laws). φ ∧ (φ ∨ ψ) ≡ φ ≡ φ ∨ (φ ∧ ψ)

This is seen very easily: (5b) and (5c) can be semantically distinguished only if
the absorption laws do not hold, and this is precisely the distinction to which
the maxims should be sensitive for an account of exhaustivity.

4.3 Alternatives and Scales

All existing Gricean approaches in the literature treat exhaustivity as an answer
to the question: ‘why did the speaker not utter a more informative alternative?’.
The problem is that mere ignorance is sufficient excuse for not giving a more
informative answer, hence no exhaustivity implicature is predicted. One way
to think of my approach, however, is that exhaustivity is treated as an answer
to the question: ‘why did the speaker not utter a more attentive alternative?’.
Because one can draw attention to possibilities without committing to them
(such as |p ∧ q| in (5c)), mere ignorance is insufficient reason for not uttering
the more attentive alternative, and therefore something stronger is implicated:
exhaustivity.

One can (but need not) think of the present approach as relying on scales of
alternatives, that are ordered by entailment just as in the original work of Horn
[11], with the difference that entailment is now sensitive to attentive content.
However, the notion of a scale is unnecessary: what counts as an alternative in a
particular context is fully determined by what counts as cooperative in that con-
text. This is defined by the maxims, which do not themselves refer to this kind
of alternative. It also entails that speakers need not reason in terms of alterna-
tives; they can just apply the maxims directly (as I did for the examples above).
This perspective might be relevant for experimental work on the processing of
implicatures.

4.4 The Grammatical Approach to Exhaustivity

In the introduction I mentioned the ‘grammatical approach’ to exhaustivity.
This approach aims to attribute exhaustivity to the presence of optional, silent
‘exhaustivity operators’ in the grammar. The motivation for this kind of app-
roach, which is certainly dispreferred compared to a Gricean approach for reasons
of parsimony, comes mainly from two claims (as formulated by Chierchia et al.
[3]). First, that the Gricean approach cannot solve the epistemic step. Second,
that there are cases of exhaustivity that seem to ‘arise from’ an embedded posi-
tion (such as the ‘not all’ interpretation of an existential embedded under a
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universal quantifier) that a Gricean theory cannot account for. I will not spend
too much time on this debate, but I will briefly show why I think that both
claims, in fact, bite their owner (see also [7]).

Regarding the first claim, I have of course shown at length that a Gricean
approach can, in fact, account for the epistemic step. As for the grammatical
approach, it is completely unclear to me how it could avoid the epistemic step,
as its followers seem to believe it could. For how can a speaker convey, or a
listener know, when and where an optional, silent exhaustivity operator should
be inserted? The answer, I think, can only be: through some kind of Gricean
inference schema - but this makes the grammatical approach just as susceptible
to the problem of the epistemic step as existing Gricean approaches.

The second claim is of course susceptible to the same criticism: how does a
speaker convey, or a hearer infer, that a silent, optional exhaustivity operator
should be inserted in an embedded position? Again, the only answer can be:
through some kind of Gricean inference schema (and the same objection holds
to approaches that assume exhaustivity operators are inserted by default – how
should the set of default usages be characterised?).7 (Ironically, this shows, quite
unintended by those who have been gathering evidence for embedded impli-
catures, that a Gricean theory must be able to account for ‘embedded impli-
catures’.) It has never been shown that a Gricean theory cannot in principle
account for implicatures that target embedded positions. The general intuition
seems to be that because Gricean reasoning is post-compositional (it operates on
speech acts), it cannot have access to sub-sentential structure, which would be
required for ‘embedded implicatures’. But clearly this doesn’t hold. For instance,
in attentive semantics, the possibilities in a proposition reflect the disjuncts in a
sentence, and the maxims have access to those, even if the disjuncts are embed-
ded under, say, a conjunction. More generally, why would a post-compositional
pragmatic reasoner ever wilfully ignore the constituents of a sentence, or its
derivational history, or the words that were used?

A wide range of cases of ‘embedded implicature’ is reported on in the liter-
ature, but also met with scepticism, and space does not permit a more detailed
discussion. I am confident that my theory already accounts for some cases of
embedded implicature, but also that it cannot yet account for all cases. At the
same time, I am confident that the grammatical approach does not explain any
of them – even though it may well describe them.
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1 Introduction

In this study, we define the neighborhood-sheaf semantics (NSS) of V C+, a first-
order conditional logic system [10, Chaps. 5 and 19]. NSS was proposed in [5].
Additionally, we prove that the traditional Kripke semantics of V C+ can be
constructed in terms of NSS.

Neighborhood semantics is more general than Kripke semantics because it
allows a family of sets of possible worlds “near” a certain world to have more
than two members. On the other hand, Kripke semantics of conditional logic uses
special Kripke frames in which accessibility relations of a world vary depending
on formula. This special frame is properly represented by NSS.

Sections 2 and 3 provide an overview of NSS and first-order conditional logic.
In Sect. 4 we define NSS of V C+ and prove the equivalence between NSS and
Kripke semantics of V C+.

2 First-Order Conditional Logic

Conditional logic [7,8,12] is a kind of modal logic. It can represent implicit
premises, which is impossible with classical logic. This is necessary for the analy-
sis of conditional sentences because of the examples given below.

Classical logic has a property known as antecedent strengthening :

A → B � A ∧ C → B

According to this property, the following inference is predicated to be valid [10]:

(1) If it does not rain tomorrow we will go to the cricket. Hence, if it does not
rain tomorrow and I am killed in a car accident tonight then we will go to
the cricket.

However, this is unnatural because a dead person cannot go to the cricket.
Formally, the unnaturalness arises from adding an antecedent which includes
states that contradict the consequence.

Conditional sentences omit states implicitly contained in the antecedent.
Classical logic cannot express implicit states, and thus fails to exclude unnatural
c© Springer International Publishing Switzerland 2014
Y. Nakano et al. (Eds.): JSAI-isAI 2013, LNAI 8417, pp. 154–164, 2014.
DOI: 10.1007/978-3-319-10061-6 11
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inferences such as in the example above. Conditional logic represents clauses that
include implicit premises known as ceteris paribus clauses.

C was proposed as a conditional logic system [7,8,12], and different systems
have been designed by extending C.

2.1 Modal Logic and Possible-World Semantics

This section reviews the definitions of three systems of propositional modal logic
and their semantics.

Modal logic represents necessity and possibility. It introduces a propositional
modal language L with two unary operators:

– �ϕ : necessarily ϕ
– ♦ϕ : possibly ϕ (♦ϕ ≡ ¬�¬ϕ)

Generally, possible-world semantics is used as semantics of modal logic [6].
The interpretation of the modal operator [[�]] varies in accordance with the
semantics.

[[�]] in each semantics is defined as follows:

– In Kripke semantics, equip X with a binary relation RX ⊆ X × X referred to
as accessibility relation. Define [[�]] : PX → PX as follows:

w ∈ [[�]](A) iff u ∈ A for all u ∈ X such that RXwu

(X,RX) is known as a Kripke frame.
– In topological semantics, define [[�]] = int : PX → PX (an interior opera-

tion).
w ∈ int(A) iff there exists U ∈ OX such that w ∈ U ⊆ A
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– In neighborhood semantics, define [[�]] = int as follows by using the neigh-
borhood function NX : X → PPX:

w ∈ int(A) iff A ∈ NX(w)

(X,NX) is known as a neighborhood frame.

The hierarchy among systems of modal logic arises depending on whether a
system employs each of the following five rules:

ϕ � ψ
�ϕ � �ψ

M

� ϕ
� �ϕ

N

�ϕ ∧ �ψ � �(ϕ ∧ ψ) C

�ϕ � ϕ T

�ϕ � ��ϕ 4

Since each of the five rules can be rephrased as a property of a neighborhood
function, each of the various modal logic systems has a corresponding neighbor-
hood frame. Accessibility relations and interior operations can be constructed
by neighborhood functions.

– An accessibility relation in Kripke semantics is represented by a Kripke neigh-
borhood frame, which has the following property [1]:

There exists a map R : X → PX such that (A ∈ N (w) iff R(w) ⊆ A)

This equivalence implies

w ∈ int(A) iff R(w) ⊆ A iff u ∈ A for all u ∈ X such that RXwu

– An interior operation in topological semantics can be replaced with a neigh-
borhood function which satisfies five rules given above.

w ∈ int(A) iff A ∈ N (w)

Neighborhood frames add certain properties that can represent accessibility
relations or interior operations. As mentioned above, neighborhood semantics
generalizes Kripke and topological semantics.
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2.2 First-Order Conditional Logic Systems

Priest [10]1 introduces several conditional logic systems. First, consider a set of
formulas L in C, which is a language with a binary connective >. Its semantics
is defined by a Kripke frame formed as (X, {RX,A : A ∈ F}). Unlike an ordinary
Kripke frame, the accessibility relation changes in accordance with the formula.
Define Nw

X,A = {x ∈ X : RX,Awx}. Then the truth condition for A > B is as
follows:

w ∈ [[A > B]] iff Nw
X,A ⊆ [[B]]

The system C+ is constructed by adding the following conditions to C [3]:

1. Nw
X,A ⊆ [[A]]

2. If w ∈ [[A]], then w ∈ Nw
X,A.

CC and CC+ are first-order versions of C and C+, respectively, each of
which has a constant domain that does not vary with respect to possible worlds.
V C and V C+ are systems constructed by extending CC and CC+ by allow-
ing the domain to vary according to possible worlds. Such systems can consider
situations where existing objects vary with the possible worlds. For the vari-
able domain, introduce an existential predicate E. Ea can be considered as ‘a
exists’. Interpretation of quantifiers is allowed only within [[E]]. An advantage of
such systems is that rules of quantifiers are formalized for nonexistent objects
as well.

3 Neighborhood-Sheaf Semantics (NSS)

Neighborhood-sheaf semantics (NSS) is possible-world semantics of first-order
modal logic and generalizes Kripke-sheaf and topological-sheaf semantics.

There are propositional versions of these three types of semantics, and similar
generalizations hold. This relation is extended to the first-order level in [5].
Figure 1 shows nine semantics and their extended relations. In [5], NSS (2 in the
figure) is proposed as an extension of 5 and a generalization of 1 and 3. The
third row corresponds to semantics of propositional logic, and the other rows
correspond to semantics of quantified logic. In this regard, [1] extended 7 to 5
via 8. [6] extended 7 to 4, and [4] extended 4 to 1. Furthermore, [11] and [9]
extended 9 to 8, and [2] extended 9 to 5 and 9 to 3 via 6.

In Fig. 1(a)–(d) next to the arrows indicate how systems are extended or
generalized:

(a) Generalization of topological semantics by considering interior operations
that are more general than topological ones.

1 In this section, conditional logic is described along the lines of NSS for convenience
in order to represent the semantics of conditional logic using NSS after this section.
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(b) Generalization of accessibility relations in Kripke semantics with the notion
accessibility in neighborhood semantics.

(c) Interpretation of first-order vocabulary with a domain D of possible indi-
viduals; in particular, interpreting the “transworld identity” of individuals
with the identity of elements of D.

(d) Interpretation of first-order vocabulary and transworld identity on the basis
the structure of a sheaf over the set of possible worlds.

Fig. 1. Semantics of modal logic

3.1 Bundle Interpretation

The semantics of first-order modal logic corresponding to Kripke, topological and
neighborhood semantics are Kripke-sheaf, topological sheaf and neighborhood-
sheaf semantics, respectively. Generalizations hold in the three semantics based
on generalizations at the propositional level [5]. To define the three semantics, we
start by introducing semantics for operators in first-order logic. This is referred
to as bundle interpretation, which is common to all three semantics systems,
as described in the top row of Fig. 1. The interpretation of the modal operator
[[�]] varies depending on the semantics. This section introduces the concept of
bundle interpretation.

In bundle interpretation, a domain of first-order logic is interpreted on the
basis of the structure of a sheaf over the set of possible worlds. Bundle inter-
pretation uses a slice category Sets/X, where X is a set of possible worlds.
Consider a surjection π : D → X ∈ ob(Sets/X)2. Each w ∈ X has its inverse
image Dw = π−1[{w}] (known as fibre over w). A domain D is the bundle of all
fibres taken over X, written as D = Σw∈XDw. This means that D is the disjoint

2 For a category C, ob(C) means a set of all objects of C and mor(C) means a set of all
morphisms of C.
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union of all Dw. Fixing a world amounts to semantics of ordinary first-order
logic. Products and operators are similarly defined as follows:

– n-fold product of D : Dn = Σw∈XDn
w

(n-fold fibred product of D over X)
– An operator f ∈ mor(Sets/X)

(an arrow from πD : D → X to πE : E → X) is a map represented as
f = Σw∈Xfw where fw : Dw → Ew

– A structure M is defined as M = Σw∈XMw

(Mw is a structure of first-order logic on w)
– An interpretation is defined as [[·]] = Σw∈X [[·]]w

([[·]]w is an interpretation on w)

Bundle interpretation is determined by a model (M, [[·]]).

M

⎧

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

A surjectionπ : D → X

FM ⊆ Dn(F is an n-ary predicate)
Arrows of Sets/X

fM : Dn → D(f is n-ary function)
A constant c

An arrow of Sets/X cM : D0(= X) → D

[[·]]3

⎧

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

An n-ary predicate F : [[x̄|F x̄]] = FM (x̄ ∈ Dn)
n-ary operators ⊗ :

[[⊗(ϕ1, . . .ϕn)]] = [[⊗]]([[ϕ1]], . . .[[ϕn]])
Connectives :

[[∧]] = ∩, [[∨]] = ∪, [[¬]] = Dn\ − (n ∈ N)
Quantifiers : [[x̄|∃yϕ]] = pn[[[x̄, y|ϕ]]]

( pn : Dn+1 → Dn :: (a1, . . . , an, b) → ā )

Validity is the same as described in Definition 2.1.

3.2 Sheaf Semantics

Kripke-sheaf, topological-sheaf and neighborhood -sheaf semantics are
constructed as follows. Conditions vary depending on the semantics.

– Replace Sets/X with a more limited slice category. This limitation adds con-
ditions to components of the structure.

– Define [[�]].
To interpret �, define transworld identity, which is the relation between iden-
tified objects which live in different worlds.

Kripke-sheaf semantics uses Krsh/(X,RX), a slice category of Kripke sheaves
over a Kripke frame (X,RX). All objects and arrows in the structure are Kripke
sheaves.
3 ā means (a1, . . . , an).
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The definition of [[�]] is the same as for Kripke semantics. Accessibility rela-
tions on Dn, RDn are defined by using RD:

RDn(ā, b̄) iff for all i ≤ n, RDaibi

Topological-sheaf semantics uses LH/X, which is a slice category of sheaves
over a space X. All objects and arrows in the structure are sheaves.

Definition of [[�]] : PDn → PDn :: [[x̄|ϕ]] → [[x̄|�ϕ]] is intDn .
NSS uses LI/X (a slice category of neighborhood sheaves over MC neighbor-

hood frame (X,NX), which satisfies modal logic rules M and C), and all objects
and arrows in the structure are neighborhood sheaves.

[[�]] on Dn is defined in the same way as for neighborhood semantics, [[�]] =
intDn . NDn is defined by using ND as follows:
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Given ā ∈ Dn, define B : Dn → PPDn such that

B(ā) = {∩i≤n(qin)−1[Ui]|∀i ≤ n,Ui ∈ ND(ai)}
(qin : Dn → D :: (a1, . . ., an) → ai)

And then set.

For a set A, A ∈ NDn(ā) iff there is B ∈ B(ā) such that B ⊆ A.

MC neighborhood frames subsume Kripke frames and topological spaces, and
neighborhood sheaves subsume Kripke sheaves and topological sheaves. Similar
generalization holds for transworld identities. From the above, we can conclude
that NSS generalizes Kripke-sheaf and topological-sheaf semantics. As in the
case of propositional logic, NSS can freely decide what modal logic rules it con-
tains, and thus corresponds to the semantics of various systems of first-order
modal logic.

4 Neighborhood-Sheaf Semantics of First-Order
Conditional Logic

This section defines NSS of V C+ by assigning formula indices to neighborhoods
of possible worlds. From Sect. 2, the high generality of NSS is based on the
following features:

– The family of neighborhoods for each world is allowed to have more than two
members
(in Kripke semantics, every family is a singleton.)

– Neighborhood frames requires few rules
(topological spaces do not require all the five rules.)

As mentioned in Sect. 2, the semantics of conditional logic uses a special
Kripke frame in which there is an accessibility relation for each formula. NSS
and Kripke semantics of conditional logic shows a similarity that leads us to
the idea of describing semantics of first-order conditional logic by using NSS.
Furthermore, NSS has the advantage that it can immediately formalize the exis-
tential predicate and the variable domain. These notions are obviously important
for formalization of natural language semantics because otherwise at a world we
cannot formalize sentences including non-existent objects. But in Kripke seman-
tics in [10], these notions are defined additionally by introducing a set of objects
and defining the relation between the set and truth value. In this respect, NSS
is more proper semantics than Kripke semantics for natural language.

The construction of NSS of first-order conditional logic proves the higher
generality of NSS, namely that it subsumes Kripke semantics of conditional logic
as well as ordinary Kripke semantics. In the next section, we define NSS of V C+

and prove that Kripke semantics of V C+ can be constructed from proposed NSS.



162 H. Yamamoto and D. Bekki

4.1 NSS of V C+

The basic idea behind the definition of NSS of V C+ is to assign formula indices to
neighborhoods such that the accessibility relation in each world varies depending
on the formula.

Let us restate the syntax of first-order conditional logic:

F ::= p | P (τ1, . . . τn)(P : n-ary predicate) | ¬F | F ∧ F | F ∨ F | F → F
| �F | ♦F | F > F | ∀xF | ∃xF | Eτ

τ ::= c | x

Several additional conditions (denoted with (*)) must be added to the rules
in Definition 3.1 to obtain NSS.

– For every ā ∈ Dn (n ∈ N), NDn(ā) has at most countable members. This
condition stems from the fact that formulas are at most countable.

– Formulas assigned as indices to each point in Dn (D0 = X) have n free vari-
ables. This is because the interpretation of each formula with n free variable
is a subset of Dn in NSS, whereas [10] defines the accessibility relation only
in X. Thus NSS differs from Kripke semantics in this respect.

– The interpretations of formulas assigning a constant to a free variable are
defined as follows. Consider a formula A whose only free variables are (x̄, y)
(x̄ ∈ Dn). Let A(x̄, y)[c/y] be a formula such that a constant c is assigned to
a free variable y in A. Then

[[x̄|A(x̄, y)[c/y]]] = Σw∈X{x̄ ∈ Dn
w|(x̄, cM(w)) ∈ [[x̄|Ax̄]]}
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The following lemma holds immediately:

Next, we construct Kripke-sheaf semantics of V C+ from NSS in a similar
way as mentioned in Sect. 3.1.

Consider a family of maps as follows:
{

RA : Dn → PDn|
A has n free variables (n ∈ N), for ā ∈ Dn, RA(ā) = Na

Dn,A

}

A∈F

Define ā ∈ [[x̄|(A > B)x̄]] iff RA(ā) ⊆ [[x̄|Bx̄]]. Then, the following equivalence
holds:

ā ∈ [[x̄|(A > B)x̄]] iff for all b̄ ∈ Dn such that RDn,Aāb̄, b̄ ∈ [[x̄|Bx̄]]

It is constructed in a similar way as 3.1 such that in every Dn(n ∈ N),
and thus semantic equivalence between Kripke semantics and NSS holds. This
completes the proof of equivalence between NSS and Kripke-sheaf semantics.

5 Conclusion and Future Work

In this study, we defined NSS for first-order conditional logic. Kripke-sheaf
semantics for first-order conditional logic was constructed from the NSS. The
two systems of semantic systems were proven to be equivalent. A further investi-
gation would be needed in order to give NSS for stronger conditional logics than
V C+, to see if NSS is also applicable to such extended systems.
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Abstract. This paper discusses the challenges of legal norms in special-
ist domains - the interplay between industry/professional standards and
legal norms, the information gap between legal and specialist domains
and the need for interpretation at all stages of compliance - design,
operation and justification. We propose extensions to the Eunomos legal
knowledge management tool to help address the information gap, with
particular attention to aligning norms with operational procedures, and
the use of domain-specific specialist ontologies from multiple domains to
help users understand and reason with norms on specialist topics. The
paper focuses mainly on medical law and clinical guidelines.
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1 Introduction

The objects of legal norms are non-legal, real-life entities. In practice, complying
with norms involves interpreting real life from a legal perspective. It follows that
legal practitioners need to understand real life entities to evaluate legal compli-
ance. However, specialist domains such as healthcare, finance and architecture
have their own lexicon, ontologies and standards of behaviour. In practice, stan-
dards of behaviour have different normative status (absolute, defeasible, advice),
and this difference can be attributed to the relative unpredictability of events in
a particular domain as well as the level of authority and expertise expected of
particular roles. In general, industrial or professional standards and legal norms
can exist separately and independently, until some event triggers the need to
analyse the specialist standards from a legal point of view.
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The motivation for our research is to find a pragmatic way to bridge the gap
between legal and specialist knowledge by enriching legal knowledge management
systems with domain-specific ontologies and rules.

In this paper we address the following research questions:

1. What is the relationship between specialist and legal domains?
2. How does legal reasoning in specialist domains differ from legal reasoning in

general?
3. How can legal knowledge management systems provide authoritative and

comprehensive information to assist legal reasoning in complex specialist
areas of law?

The paper is structured as follows. In Sect. 2 we describe different situa-
tions where standards from legal and specialist domains interact. In Sect. 3 we
describe a legal knowledge management system that is a suitable starting point
for cross-domain analysis, norm representation and retrieval, mapping to busi-
ness processes and professional standards, and viewing ontologies from different
domains. In Sect. 4 we compare our proposed solution with other related work.
Finally, in Sect. 5 we summarise the contribution of the paper.

2 Specialist Domains in Law

There are many specialist legal rules governing aspects such as quality of products,
procedures or organizational roles. They are often complemented by industry-
wide guidelines. Failure to comply with such guidelines may or may not have legal
consequences. Other possible consequences are social disapproval or professional
expulsion. Such guidelines may influence legal reasoning, but they must not explic-
itly contravene norms or legal principles. Guidelines may be written for a range of
different reasons - to introduce new improved standards, to standardise and jus-
tify cost-cutting procedures or to make practical recommendations on how to ful-
fill legal obligations. The latter is becoming increasingly important due to a recent
trend for goal-based legal norms, where the details of compliance are largely left
to industry and monitoring bodies to resolve [1–3].

2.1 Independent Specialist and Legal Norms

Industry standards and legal norms can exist separately and independently, until
some event triggers the need for industry standards to become legally relevant.

Example 1. A cookie factory may prescribe a rule stating that a cookie is only
acceptable if its shape is almost perfectly round with a 0.1% margin of error.
This rule concerns a feature that is usually irrelevant for the law e.g. the relative
roundness of a cookie is unlikely to be the subject of consumer complaint. How-
ever, if an employee is dismissed because (s)he cannot produce cookies to the
required standard of roundness, the reasonableness of the roundness rule could
be analysed in a trial for unfair dismissal.
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2.2 Goal-Based Norms for Specialist Domains

Regulatory compliance in the financial sector has been increasing in volume and
complexity in recent years. It is a highly international sector, and the fact that
norms can come from different sources (European directives, national legislation,
regulators), and are frequently updated, makes it very difficult for organisations
to keep track of their legal obligations. Moreover, organisations have to inter-
pret and adapt norms to their own business processes, which are multiple and
differ from those of other organisations. Companies and auditors, who carry out
audits to verify that a company is adhering to regulations, have to navigate
compliance problems in an environment of uncertainty [4]. Companies and audi-
tors have to decide between different interpretations of norms and legal concepts
used in the domain and how these apply to specific business processes. Moreover,
both parties have to decide which aspects of legislation to focus on in adoption
or enforcement. The details of such decisions matter. These details need to be
tracked regularly, as both the business processes or the legislation are subject to
frequent change. From a compliance point of view, interpretation of how norms
apply to specific processes takes place at two separate stages: first by the audi-
tee in designing and adapting business processes, and secondly by the auditor
when assessing the compliance of the auditee. The auditee usually attempts to
interpret the law in a way that anticipates how the auditor is going to interpret
it. The auditees task is made difficult by the fact that auditors can interpret
norms more or less strictly, depending on public opinion and the policies of the
day. Occasionally, auditees may decide it is not worth conforming to certain
norms when the cost of implementation is great compared to the fine or loss of
reputation they would face in case of non-compliance.

Compliance involves assessing the organisation’s business processes to see
whether they comply with norms - which is often difficult to do with certainty.
Norms are purposefully general so that they can cover a range of different sce-
narios, including unanticipated future developments [5,6]. By contrast, business
processes and the computer systems that support them are specific to a situation.

Example 2. The Markets in Financial Instruments Directive (MIFID) is an EU
directive that aims to increase competition and provide consumer protection in
investment services. The directive covers most tradeable financial products, such
as brokerage, advice, dealing, portfolio management, underwriting etc. MIFID
requires financial institutions to archive and provide frequent reports about
transactions. The following article has been subject to much debate to deter-
mine how much information and advice organisations are required to ensure the
most favourable terms:

(33) It is necessary to impose an effective best execution obligation to
ensure that investment firms execute client orders on terms that are
most favourable to the client. This obligation should apply to the firm
which owes contractual or agency obligations to the client (Directive
2004/39/EC).
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2.3 Soft Legal Norms in Complex, Unpredictable Specialist
Domains

The interplay between legal and medical standards is complex. In most juris-
dictions, physicians have to adhere to a set of rules on professional behaviour
defined by an Order of Physicians, and the Order of Physicians can expel those
who fail to follow these rules. Victims of medical malpractice or maladministra-
tion also have the right to compensation, and this is a matter to be determined
by a court of law. The required standard of care, however, refers to professional
standards (as is the case for accountants, notaries and lawyers). In recent years,
best practice is increasingly codified by domain experts in the form of clinical
guidelines.

Clinical guidelines (CG) are carefully designed procedures that have been
subject to scrutiny by domain experts. The key reason for their popularity is the
difficulty for medical practitioners to keep abreast with latest developments in
medical research, as medical knowledge bases continue to expand and the scruti-
nability of scientific research suffers. Clinical guidelines also seek to address the
issue of variable patient care, and the presumption that at least some of this vari-
ation is due to inferior service [7, p. 527], by standardising procedures. Other
benefits attributed to clinical guidelines are that they “offer explicit recommen-
dations for clinicians who are uncertain about how to proceed, overturn the
beliefs of doctors accustomed to outdated practices, improve the consistency
of care, and provide authoritative recommendations that reassure practition-
ers about the appropriateness of their treatment policies.” Nevertheless, clinical
guidelines also pose risks. Woolf et al. [7, p. 529] claim that “[g]uideline devel-
opment groups often lack the time, resources, and skills to gather and scrutinise
every last piece of evidence. Even when the data are certain, recommendations
for or against interventions will involve subjective value judgements when the
benefits are weighed against the harms. The value judgement made by a guide-
line development group may be the wrong choice for individual patients.”

The development, usage and prescriptive status of clinical guidelines varies
according to medical topic and jurisdiction. The United Kingdom develops
guidelines in consensus conferences. In the United States, some evidence-based
guidelines are produced by government panels and medical societies but many
healthcare organisations purchase commercially produced guidelines that empha-
sise shortened lengths of stay and other resource savings. In common law coun-
tries such as Canada, adherence to clinical guidelines is not necessarily regarded
as an indication of reasonable standard of care, since the guidelines may be over-
idealistic, novel, or less than the expected standard [8]; nevertheless, there have
been some cases where clinical guidelines have been used successfully both by
plaintiff and defendant lawyers [9] to support arguments for and against convic-
tion for malpractice.

Italy is an interesting example of how recommendations from clinical
guidelines can become legal norms. While there are national legislation about
medical practice, most norms come from regional law, and they often incorpo-
rate international CGs while taking into account the local healthcare system.
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Each hospital trust has internal regulations and procedures designed to be com-
pliant with these regional norms. The norms are written from a management
rather than medical point of view - they are more about performance, out-
comes, and efficient use of resources than the precise details of what physicians
should do.

In practice, norms from clinical guidelines are treated in different ways by
different actors. Hospital managers and clinicians have different permissions of
interpretation. Managers have to show that their operations strictly align with
the letter of the norm(s) as can be seen in the following example from a clinical
guideline on minimal staff requirements for intensive care departments [10]:

Example 3. Minimal requirement for intensive care department - Functional cri-
teria - Multidisciplinary approach. Besides the 24 h coverage of the medical staff
of the ICU (Intensive Care Unit), the following physicians should be on call and
available:

Specialization 1 2 3
Anaesthesiologist E E E
General surgeon E E E
Neurosurgeon E E O
Cardiovascular surgeon E D O
Thoracic surgeon E D O
... . . .

E = essential, D = desirable and O = optional, and 1, 2 and 3 level of intensity
of care (1 is the highest).

The CG specifies staff requirements for three levels of intensity for intensive care
units. Those requirements specify the competence of physicians and the strength
of the requirement, defined as essential, desirable or optional. In a typical hos-
pital, it is always possible to find most of the specialisations above from other
units, but it can be difficult to find a neurosurgeon. If the hospital claims that it
has an ICU 1 or 2, it implies that the hospital has one or more physicians with
a specialization in neurosurgery who have a contract as a neurosurgeon which
contains a clause of availability. We can read this guideline as a way to say that
an intensive care unit 1 or 2 cannot be opened in hospitals without all the units
marked as essential.

In contrast, physicians are permitted to reason more freely. They can choose
to implement the guidelines or adhere to the overall goal in another reasonable
way. Indeed, they are obliged not to follow the guidelines if there are good
medical (but not efficiency) reasons for doing so. Bottrighi et al. [11] point out
that in practice, CGs are integrated with basic medical knowledge (BMK) to
cope with real cases and uncertain conditions. The following example from [11]
shows a conflict arising in recommendations from clinical guidelines and basic
medical knowledge (BMK):

Example 4. CG: Patient with acute myocardial infarction presenting with acute
pulmonary edema; before performing coronary angiography it is mandatory to
treat the acute heart failure.
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BMK: The execution of any CG may be suspended, if a problem threatening the
patient‘s life suddenly arise. Such a problem has to be treated first.

If the physician does not adhere to the guidelines with negative consequences,
the physician may seek to justify his/her actions by claiming that the relevant
clinical guidelines do not convey a ‘reasonable standard of care’. Such a claim
that would only be accepted in law if also accepted by the medical community.
However, there may be different opinions in the medical community, leading to
a “battle of experts” [12]. The legal domain would become the ultimate arbiter
among different medical standards in this scenario.

Traditionally, legal norms are often classified [13] as prescriptive norms (oblig-
ations), constitutive norms and specialist norms (procedures). Many guidelines
are more in the form of advice than obligations, and for open norms in particular,
there is much professional judgement required to implement them in the best
way depending on the context. The current tendency in law is to interpret CGs
as terms of a contract between health care service providers and patients. This
interpretation only partially captures the meaning of CGs. CG describe ideal
conditions, which may be fine for hospital management, but can cause problems
in the application of medical standards. In real life, a patient can have more
than one illness, a physician can concurrently follow more than one CG, there
can be unexpected reactions, and so on. Moreover, physicians are supposed to
keep up to date with the latest research so that they employ the best practice,
even if these practises are not yet implemented as CGs. It is evident that medical
procedures in clinical guidelines are not created to be used like legal norms, and
following CGs is not sufficient to avoid negligent behaviour. CGs are intended to
reduce the waste of resources generated by bad organization and, more impor-
tantly, to reduce risks for patients [14] by providing recommendations based on
ideal conditions.

3 The Eunomos Legal Knowledge Management System
in Specialist Domains

The above scenarios are challenging for legal research. Legal professionals have to
evaluate not only the law but also local and specialist rules. The latter involves
evaluating whether the rules are reasonable and legally relevant, whether the
rules have been applied, and - where local rules conflict with each other or with
legal norms or legal principles - determining which rules should have priority.
Moreover, evaluating whether the rules are reasonable and legally relevant means
looking at different aspects of the rule (preconditions, rule, goals) from a legal
perspective (scope of the norm, relation to legal norms, and legal principles), as
schematized in Fig. 1. Are the preconditions such that the rule can reasonably
be followed e.g. does the factory have suitable equipment, does the hospital have
the right medicine? Do the specialist rules and their goals correspond in any
way with legal rules or legal principles, or are they beyond the scope of the
law? Do the specialist rules contravene legal norms or principles? What are the
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Fig. 1. Evaluating specialist rules from a legal perspective

rights, duties and responsibilities attributed to different roles, and who has legal
accountability for any transgressions?

This is all compounded by the fact that finding and interpreting any area
of the law is difficult, as it requires understanding of legislative text taking into
account jurisprudence and legal doctrine. Moreover, the increasing level of regu-
lation in specialist domains makes it difficult for professionals and organisations
to keep up to date with the law and ensure compliance with requirements for
ethical and legal conduct.

To address this problem, the Eunomos Legal Management System [15] was
developed - the result of a collaboration between the University of Turin’s Law
and Computer Science Departments in the context of the ICT4LAW1 project.
Eunomos is a web-based system enabling legal researchers and practitioners to
manage knowledge about laws and legal concepts in different sectors and different
jurisdictions. The system currently focusses on providing authoritative explana-
tions of legal norms and concepts. The question this paper seeks to address is:
how can legal knowledge management systems provide authoritative and com-
prehensive information to assist legal reasoning in complex specialist areas of
law? Below we outline the main elements of the Eunomos system as well as
extensions required to handle specialist domains.

3.1 Norm Retrieval

The Eunomos system makes it easier to find and understand norms on specific
issues. The system makes clever use of legislative XML and ontologies to enable
expert contributors to analyse legislation and organise norms and legal defin-
itions. Legislation in the Eunomos database are downloaded from government
websites and stored in accordance with the Norme in Rete (NIR) legislative XML
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standard. Where XML files are not available from official portals, Eunomos can
download text-based laws from the official portals and convert them into XML,
using the ITTIG CNR parser1. This means that each piece of legislation, docu-
ment, article and paragraph is assigned an XML tag with an Unique Reference
Number (URN), and each element can be easily accessed - a useful feature for a
highly cross-referential domain such as the law.

Terms within the legislation are linked to relevant definitions in a Legal
Taxonomy Syllabus [16] ontology. Legislation-specific and generic definitions can
co-exist, linked by a group by relation.

While constitutive norms are used for definitions of concepts in the Legal
Taxonomy Syllabus ontology, prescriptive norms are used to create complex
objects called “prescriptions” [17]. Each prescription is necessarily connected to
terminological concepts in the ontology with the following relations:

– Deontic clause: the type of prescription: obligation, prohibition, permission,
exception.

– Active role: the addressee of the norm (e.g., director, employee).
– Passive role: the beneficiary of the norm (e.g., customer).
– Crime: the type of crime resulting from violation of the prescription, often

defined in other legislation such as the Penal Code.
– Sanction: the sanction resulting from violation (e.g., a fine of 1 quote, where
quote is defined in other legislation).

The arrangement of prescriptions and their constituent elements makes it
possible to conduct semantic, and not just keyword, searches on norms. The
Eunomos system also uses classification and similarity tools to help users find
related and similar norms [18].

3.2 Compliance Monitoring

Applying norms to specific and variable contexts is a complex process involv-
ing many actors. In [19], we provided a methodological compliance decision-
making workflow involving several key actors - compliance managers, lawyers,
business process management designers, operational managers and senior man-
agers - and showed how modelling alternative interpretations of prescriptions in
Eunomos systems can facilitate discussions among key actors on what kind of
changes should be done to business processes. Moreover, in dynamic environ-
ments, it can be useful to map norms to business processes, so that they can be
re-evaluated when either legal norms or business processes change.

3.3 Cross-Domain Information Management

The normative search and compliance monitoring features described above are
well-suited for resource and general management issues in hospital trusts, where
1 http://www.ittig.cnr.it

http://www.ittig.cnr.it
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procedures are planned to adhere to compliance requirements in advance. Clini-
cal decisions, on the other hand, involve complex analysis on individual patients
in specific situations. Planning is important here too, but the norms are essen-
tially soft constrains [20].

Clinical guidelines management systems such as GLARE [21] help physicians
work effectively by formalising clinical guidelines in a workflow fashion. The
GLARE system is suitable for use by physicians after brief training. The sys-
tem uses knowledge from specialist databases - the Clinical Guidelines DataBase
(CG-DB) where the guidelines are modelled, the Pharmacological DB, storing a
structured list of drugs and their cost; the Resources DB, listing the resources
available in a given hospital; the ICD DB, containing an international coding
system of diseases; and the Clinical DB, providing a standard restricted termi-
nology to be used when building a new guideline; and a Patient DB which con-
tains data about individual patients. Different kinds of control relations establish
which actions should be executed next and in what order - sequence, any-order,
alternative and repetition - with temporal reasoning to ensure actions respect
temporal constraints specified in the guidelines. The GLARE system enables
physicians to make and record decisions taken for individual patients, and tie
this with patient records. The tool checks the well-formedness of guidelines when
input into the system, and highlights any inconsistencies arising from using more
than one guideline. It shows alternative paths available to physicians and can
suggest the most appropriate course of action based on decision theory classical
algorithms for calculating utility and evaluating optimal policy. Most interest-
ingly, the tool provides a mechanism for handling the discrepancy between sce-
narios envisaged in the design of clinical guidelines (ideal patients with only one
disease, ideal physicians and ideal resource availability) and the real world where
physicians use their Basic Medical Knowledge (BMK) to make alternative deci-
sions. In GLARE, the BMK is modelled in Prolog as logical rules. They can be
used formally to “defeat” prescriptions in clinical guidelines where preconditions
for actions prescribed are not satisfied or some other abnormality occurs.

Eunomos can complement this system, most effectively to assist with post
facto normative reasoning. Medical lawyers can use the valuable evidence accu-
mulated in GLARE to analyse decisions taken at the time based on guidelines or
basic medical knowledge. Eunomos can be used to map generic norms from med-
ical law as modelled in the prescriptions ontology to norms in clinical guidelines.
Regional guidelines and source international clinical guidelines can be processed
as legislative XML, and clinical terms linked to specialist medical ontologies. The
availability of knowledge from both legal and medical domains enables lawyers
to construct arguments based on substantive evidence to justify actions taken.

3.4 Cross-Domain Ontological Alignment

Medical norms use established concepts from the domains of law and medicine.
There is an intersection of concepts used in both domains, due to ‘borrowing’
from either direction, but usually from medicine to law. There are several differ-
ent branches of medicine, and they may use terms in the same or different ways.
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Ontology alignment means showing the relationship between terminology in dif-
ferent domains [22]. Legal Taxonomy Syllabus, which is part of the Eunomos
legal management system, is a suitable framework for managing and visualising
multiple ontologies [16].

Legal Taxonomy Syllabus was originally designed to define legal terms in dif-
ferent jurisdictions. It contains a suite of different ontologies for national jurisdic-
tions as well as an ontology for European law. Concepts within European law are
linked to terms in different languages. Recognising that the relationship between
terms and concepts are rarely one-to-one, concepts may be linked to multiple
terms, and vice versa. Moreover, concepts from national jurisdictions can be
mapped to European concepts. We assert that this multi-level ontology frame-
work is highly suitable for mapping ontologies from different domains, such as a
legal ontology to a medical ontology. Just as in comparative law, the mapping
between ontologies can help an expert from one jurisdiction understand concepts
from another jurisdiction, Syllabus could help lawyers understand concepts from
the medical domain.

To work effectively, the Eunomos system needs to integrate data about several
sub-domains: medical practice (MP), patient conditions (PC) and the adminis-
tration of healthcare systems (HCS). Note that:

– the medical domain is highly structured, and MP, PC and HCS have their
own ontologies;

– MP norms are included in Basic Medical Knowledge and Clinical Guidelines,
their purpose is to reduce risks;

– rules for PC are expected and defeasible, causal relations supported by prac-
titioner experience and research;

– CGs are applied to HCS as the minimum level of resources required to provide
health care services;

– CGs are applied to MP as suggestions of safe behaviour and taken into account
in medical decisions;

– CGs are applied in PC as explanations that connect medical decisions, medical
evidence of the patient conditions and treatments.

To give an intuition of the entities in a CG, we consider GLIF3: a representa-
tion format for shareable computer-interpretable clinical practice guidelines [23].

In GLIF3, guidelines are represented as flowcharts of temporally ordered
nodes called Guideline Step. This class has the following subclasses:

– The Decision Step class represents decision points in the guideline. Decisions
can be automatic, like information delivering, or approved by an external
agent, such as a physician, or another healthcare employee. A non-automatic
decision may involve significant risks, ambiguous criteria and other clinical
considerations. A decision step may have multiple options with their own
selection criteria.

– The Action Step class is used for modelling recommended actions or tasks.
The action specification hierarchy is divided into two major types of actions:
automatic actions such as invoking a subguideline, performing inferencing
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(e.g., stage of a tumor from a set of observations), or computing values for
data (e.g., age of patient); clinical actions that are carried out by a care-
provider, such as changing a medication for a patient.

– Patient State Step, the clinical state that characterizes a patient: the clinical
state of a patient and an entry point into the flowchart.

– Multiple concurrent paths through the guideline.
– Flow control entities like trigger events or exceptions.

The flowchart structure defines the relations among the medical concepts
(actions, decisions, patient state). It describes the agents’ involvement: respon-
sibility (the decision) and evaluation (decision criteria) of different options. This
view is relevant for legal reasoning, for instance to understand what is negligence
and what is a wrong but legitimate decision. Where can norms and CG entities
relations be founded? For instance:

– from norms for medical procedures, norms references can be extended with
the medical entities in the CGs related with the ruled procedures;

– from judgements about health care trials, including procedures, patient con-
ditions and other medical concepts;

– from domain norms that refers to legal concepts like roles in health care orga-
nizations, timing of procedures or resources.

We believe that the ontology that provides the widest coverage of the sub-
domains above is SNOMED2, a clinical healthcare multilingual terminology
ontology used in over 50 countries to provide the core general terminology
for electronic health records (EHR). SNOMED CT descriptions link appropri-
ate human-readable terms to concepts. A concept can have several associated
descriptions, each representing a synonym that describes the same clinical idea.
Concepts are related via traditional “is-a” relations as well as semantic relations
such as ‘causative agent’, linking e.g. the concept “viral pneumonia “to the con-
cept “virus”. SNOMED CT is a terminology that can cross-map to other inter-
national standards and classifications. Specific language editions are available
which augment the international edition and can contain language translations,
as well as additional national terms. Despite its strengths, it has been noted that
“neither the labels nor the description logic definitions in SNOMED CT are easy
for users to understand” [24]. It would therefore be useful to access additional
ontologies such as the Unified Medical Language System (UMLS)3, which inte-
grates a number of standard medical terminologies and contains straightforward
definitions. For example, the definition for Diagnostic Procedure is ‘A method,
procedure or technique used to determine the nature or identity of a disease or
disorder. This excludes procedures which are primarily carried out on specimens
in a laboratory’ [25, p. 83]. Fortunately, the UMLS Metathesaurus now contains
the complete International Release of SNOMED CT in English and Spanish4.
2 http://www.ihtsdo.org/snomed-ct/snomed-ct0/
3 http://www.nlm.nih.gov/research/umls/
4 http://www.nlm.nih.gov/research/umls/Snomed/snomed faq.html

http://www.ihtsdo.org/snomed-ct/snomed-ct0/
http://www.nlm.nih.gov/research/umls/
http://www.nlm.nih.gov/research/umls/Snomed/snomed_faq.html
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Medical lawyers will also need to be able to refer to legal conceptualisations of
legal and medical terms from legislation. To extract terms from a new specialist
area of law we could integrate an unsupervised technique called TMine [26],
which is able to automatically bootstrap a domain ontology from a set of plain
texts making use of statistical techniques such as Latent Semantic Analysis. This
can help both with exploration of the data and creation of initial categorizations
to be verified by experts. The technique could be improved by considering entire
noun phrases as well as single terms.

There are a number of software tools that aid ontology matching such as
SAMBO, Falcon, DSim, RIMOM, ASMOV, Anchor-Flood and AgreementMaker
which were analysed in [27]. Most of these systems require input ontologies to
be formulated in OWL or RDFS. Entities in different ontologies are compared
for similarity based on terminological similarity (using edit distance or Word-
net), structural similarity (based on is-a hierarchies or sibling similarities) and
background knowledge from corpora. The [27] analysis of the results of recent
ontology matching evaluations concluded that the best performing of these sys-
tems was AgreementMaker5. We envisage that this tool would be useful for semi-
automatically mapping the GLARE, UMLS and Medical Law ontology in Legal
Taxonomy Syllabus. We expect that much manual work would be required to
evaluate the results, and therefore its sophisticated user interface for evaluating
alignment quality is an important feature. Eunomos has an OWL conversion tool
which would facilitate the import of ontologies into Legal Taxonomy Syllabus
and alignment of domain-specific ontologies.

3.5 Evaluation

The assumption behind this work is that the improved knowledge from medical
(specialistic) domain can help lawyers to defend their clients, judges to evaluate
cases and in general legal scholars to reconstruct legal cases from a medical point
of view. As far as we know, there are no benchmarks for legal knowledge man-
agement systems integrating knowledge from other domains or other systems
that we can reasonably compare with. Evaluation must therefore be on the fea-
sibility or usefulness of such a system in a general sense. We propose to involve
expert users at each stage of design and realization steps to evaluate the imple-
mentation decisions and the system results. We can include some quantitative
measures in our evaluation. For instance, we could look at norms from legislation
and clinical guidelines and evaluate how many terms in the norms can be linked
to specialist glossaries or ontologies such as SNOMED. This should be followed
by qualitative analysis with legal professional end users of just how useful such
definitions are to their understanding of the medical point of view.

4 Related Work

The Eunomos system has some similarities with Bianchi et al. [28] in that it
is a legal knowledge management system designed to help users view laws and
5 http://agreementmaker.org/

http://agreementmaker.org/
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classify terms. While Bianchi et al. [28] takes XML files as input, Eunomos can
download text-based laws made available in official portals and convert them
into XML, where XML files are not available. The use of ontology in the two
systems are also quite different. Bianchi et al. [28] use the Semantic Turkey
ontology [29], where definitions can be taken from any source and arranged in
any order. The Eunomos product is more careful, designed as it was to address
real problems in accessing and managing information by lawyers and their strict
demand for accuracy and transparency. Eunomos has user-friendly interfaces to
help expert contributors create links to definitions in legislation, judgment and
official journals, and to track the evolution of terms in a systematic manner.

Eunomos makes much use of the NormeInRete legislative XML and Unique
Reference Numbers to cross-reference different parts of legislation and onto-
logical definitions. Legislative XML is an important technology in legal infor-
matics. A review of various legislative XML standards developed for different
jurisdictions is provided in “Legal informatics and management of legislative
documents” [30].

Ontology alignment is an important topic in medical ontologies, and a num-
ber of systems have been tried and tested in this domain. Please refer above
(Sect. 3.4) to a fuller discussion. In the legal domain, SEKT [31] is an example
of ontology alignment in the legal domain using Semantically Enabled Knowl-
edge Technologies (SEKT) to semi-automatically learn ontologies and extract
metadata. Ontologies derived from general jurisprudence (Ontology of Profes-
sional Judicial Knowledge (OPJK) were merged with ontologies derived from
Frequency Asked Questions (Question Topic Ontology, QTO), the overall goal
being to assist young judges find information based on queries in natural text.
The EU Employee Legal Ontology by Despres and Szulman [32] is an exam-
ple of an ontology developed with a bottom-up approach with terms selected
from two European directives about employees, and structured into two differ-
ent micro-ontologies. The two micro-ontologies were then merged, and connected
by subsumption to higher-level concepts defined formally in the LRI-Core Legal
Ontology [33], and the DOLCE ontology [34]. The ontologies were constructed
using the SYNTEXT term extractor in the TERMINAE system, and the merg-
ing was carried out manually within the same system. We do not know of any
work aligning legal ontologies with specialist domains.

In our proposal, we don’t merge ontologies from the same domain nor col-
lapse two domains into one. Even when there is a connection, legal terms and
specialist terms differ in their meaning, usage and context. Eunomos provides
a framework for aligning ontologies to describe relations between classes from
domains that remain separate. In particular, we propose to align the restricted
vocabulary in GLARE with equivalent terms and elaborate definitions in general
purpose medical ontologies, as well as to link the terms to legal terms which have
similar meanings. This will help mainly legal experts to evaluate medical cases
from a legal and medical perspective. Eunomos is the only legal knowledge man-
agement system we know of which enables users to explore terms from different
independent domains.
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5 Conclusions

This paper discussed the interplay between specialist and legal domains using
case scenarios to show factors that influence normative reasoning. Our discussion
brings out three main issues for integration between law and specialist domains:

a. ontological differences in domain description,
b. different status of norms (absolute, defeasible, advice),
c. different permissions for normative reasoning (goals vs procedures).

It follows that a legal knowledge management system covering specialist domains
need to include domain-specific ontologies, model specialist rules and describe
their normative status, link rules to goals and legal principles, and describe the
level of permissions and accountability assigned to different roles. In this paper
we have provided some tentative proposals for extending the Eunomos legal
knowledge management systems to facilitate not only monitoring norms [15],
mapping norms to business processes [17], but also de facto reasoning on actual
cases, but further work is needed on the practicalities of linking rules to permis-
sions and roles as well as providing different views for different roles (hospital
managers, physicians, lawyers) to reflect their areas of interests and normative
reasoning permissions. Our objectives for future work are:

1. a general methodology for integrating specialist rules into Eunomos,
2. integrating Eunomos with GLARE and possibly other clinical guideline man-

agement systems,
3. studying other specialist domains to test the general methodology.

On a theoretical level, this paper has described the issue of cross-domain
research only in a general sense. Further research is required to analyse the rela-
tionship between different specialist domains and law considering their specific
features. Theoretical work is also needed on the different kinds of deontic status -
advice as opposed goal-based or procedural obligations.
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Abstract. In this paper we propose ArgPROLEG, a normative frame-
work for legal reasoning based on PROLEG, an implementation of the
Japanese “theory of presupposed ultimate facts”(JUF). This theory was
mainly developed with the purpose of modelling the process of deci-
sion making by judges in the court. Not having complete and accurate
information about each case, makes uncertainty an unavoidable part of
decision making for judges. In the JUF theory each party that puts for-
ward a claim, due to associated burden of proof to each claim, it needs
to prove it as well. Not being able to provide such a proof for a claim,
enables the judges to discard that claim although they might not be cer-
tain about the truth. The framework that we offer benefits from the use
of argumentation theory as well as normative framework in multi-agent
systems, to bring the reasoning closer to the user. The nature of argu-
mentation in dealing with incomplete information on the one hand and
being presentable in the form of dialogues on the other hand, has fur-
thered the emergence and popularity of argumentation in modelling legal
disputes. In addition, the use of multiple agents allows more flexibility
for the behaviour of the parties involved.

Keywords: Legal reasoning · Normative framework · Argumentation ·
Agents

1 Introduction

Legal reasoning is a rich application domain for argumentation inwhich exchanging
dialogues and inferencing are combined [17]. On the other hand, legal reasoning is
a rich domain for agent modelling in which agent can model individual parties [14].
In the past two decades, the combination of argumentation and agents technology
has provided a great modelling tool for legal disputes, in which multiple parties
are involved in a dispute and they each try to prove their claims [3,16].

In this work, we offer a normative framework for the JUF theory by means
of argumentation and multi-agent systems. This allows an easier presentation of
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this theory, compared to the previous implementation in logic called PROLEG
[22]. The JUF theory is a decision making tool that has already been successfully
used in modelling civil litigation [20]. However, having the users - lawyers and
judges - of the system in mind, some of the semantics of logic programming
does not seem to be fully accessible to the users. We, therefore, have changed
the architecture and algorithm of PROLEG in a way that brings the reasoning
process closer to the users. For this purpose, we have used the dialectical proof
procedure as a reasoning mechanism for parties involved in an argumentation-
based dialogue [25]. The advantage of this mechanism is being close to the human
reasoning process as well as being representable in form of dispute trees.

This paper is organised as follows. In Sect. 2 we give an overview of the JUF
theory and PROLEG, followed by a brief introduction to argumentation theory
and norms. Section 3 provides the main contribution of this paper, which is a nor-
mative architecture, called ArgPROLEG. ArgPROLEG is designed for reasoning
about JUF theory and in essence, it is an argumentation based implementation
of PROLEG. The architecture and algorithm of ArgPROLEG are both included
in this section. This section also includes an example of a legal dispute modelled
by ArgPROLEG. We then provide a survey of related work in Sect. 4. Finally
we conclude and point out some directions for future work in Sect. 5.

2 Background

In this section, we provide a brief introduction to JUF, PROLEG and other key
concepts used throughout the paper.

2.1 PROLEG: An Implementation of the Ultimate Fact Theory
of Japanese Civil Code

PROLEG [20] is a legal reasoning system based on the Japanese theory of pre-
supposed ultimate facts (JUF). This theory is used for interpreting the Japanese
civil code. It was mainly developed to assist judges to make decisions under the
incomplete and uncertain information they face in the court. This uncertainty
is mainly the result of one party asserting a claim, which is unable to prove due
to the lack of evidence. In such a situation, the judge cannot deductively decide
whether the claim is true or false since the “deductive” civil code is based on
the complete information [22].

The JUF theory helps the judge to handle these cases by attaching a burden of
proof [17] to each claim. The burden of proof is assigned to the party that makes
the claim and the judge is not responsible for that. Thus, if a party makes a
claim that is unable to prove, the judge can discard the claim without trying to
assign a certain true or false value to it. This way the judge can evaluate the
correctness of a legal claim under a set of incomplete information.

PROLEG was introduced in an attempt to replace an existing translation of
the JUF theory into logic programming [22]. The reason of this shift was the
unfamiliarity of the users, namely judges and lawyers, with logic programming
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and negation as failure [5] in particular. According to negation as failure, if a
claim is unknown or not known to be true, it is considered to be false. By defini-
tion, negation as failure makes a perfect choice for a mathematical formalisation
of the JUF theory in which failing to provide a proof for a claim results in dis-
carding the claim. However, the fact of not being conceptually accessible for the
users, led to a new implementation of JUF called PROLEG.

Instead of negation as failure, PROLEG uses the Professor Ito’s explanation
of JUF which is based on the openness of the ultimate facts [20]. In openness
theory, facts are divided into two categories; those that result in a conclusion
and those that represent an exceptional situation. The latter category are open
to challenge meaning they do not have a certain truth value and are therefore
undecided form the judge point of view. The burden of proof of these facts is on
the party claiming them. Judges are therefore able to make decisions based on
known facts and exceptions that are explicitly proven by one of the parties.

PROLEG consists of a rulebase and a factbase. The former stores the rules
and the exceptions while the later stores the performed actions of both parties
as well as the judge’s judgement about their truth value. Eqs. 1, 2 and 3 are
examples of a rule, an exception and a fact in PROLEG, respectively.

deliver good(X,Y,Good) <= purchase contract(X,Y,Good, Price) (1)

exception(deliver things(X,Y,Good, Price),
claim of simultaneous performance(Y,X, Price)) (2)

allege(claim of simultaneous performance, plaintiff) (3)

Rule (1) states that party X can expect party Y to deliver a Good if there
is a purchasing contract between them including the agreed Price and Good.
However there could be an exception to this expectation, which is defined in
rule (2). The exception is as follows: if there is a contract between two parties,
one may refuse to perform her/his obligation until the other party performs
her/his obligation. Moreover, Eq. 3 shows a performed action by the plaintiff
party, which is claiming an exception to deliver things(X,Y,Good, Price) by,
claim of simultaneous performance.

According to the claims and proofs that two parties - Plaintiff and Defendant -
assert, PROLEG produces a trace of derivation in the form of an dialogue between
them. The plaintiff tries to prove a claim while the defendant tries to find an excep-
tion for that claim. If the exception is proven successfully, the plaintiff has to find
another exception for the former exception and so on.

2.2 Argumentation

Argumentation theory was initially studied in philosophy and law, and during
the past two decades it has been extensively researched in distributed systems.
Argumentation Frameworks (AF) have particularly gained a popularity in multi-
agent systems as an aid for the agents’ reasoning and decision making process.
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a b

c

d

Fig. 1. A graphical representation of AF

The first AF was introduced by Dung [7] and it is known as Dung’s Argumen-
tation Framework (DAF)1. According to DAF, an AF is a pair AF = 〈Ar,R〉
where R ⊆ Ar × Ar. Ar is a set of arguments and R is a set of attack relations
between arguments. We assume a attacks b if (a, b) ∈ R. Figure 1 displays an AF
with four arguments and three attack relations between them. Nodes represent
the arguments, while edges represent the attack relations among them.

AF = 〈{a, b, c, d} , {(b, a), (c, b), (d, b)}〉

The evaluation of arguments in an AF depends on the argumentation seman-
tic of choice. The purpose of argumentation semantics is to determine a set of
justified and coherent arguments based on the arguments’ interactions. If two
arguments attack each other then an entity - which could be an agent for exam-
ple - cannot believe in both of them at the same time. Therefore, the role of
argumentation semantics is to examine the acceptability of a set of arguments.

The most basic argumentation semantic is the conflict-free semantics [7] in
which none of the arguments attack each other. This is the minimum criteria
for a set of arguments to be considered as coherent. The rest of argumentation
semantics (e.g. complete extension, preferred extension, stable extension and
etc.) are a version of conflict-free semantic that satisfy some form of optimality
[6]. As an example, the conflict-free extensions of Fig. 1 are provided below:

C F : {{} {a} {b} {c} {d} {a, c} {a, d} {c, d} {a, c, d}}

One of the reasons of developing argumentation theory in multi-agent society
is being able to present interactions in the form of dialogues, specially among
participants with potentially conflicting viewpoints. Dung [8] states argumenta-
tion as a form of reasoning for dispute resolution in which two parties, proponent
and opponent, engage in a discussion as a form of proof for their claims. In fact,
dialectical proof procedure can be viewed as a reasoning mechanism for parties
involved in an argumentation-based dialogue [25]. In such a dialogue, the pro-
ponent puts forward an argument with the purpose of proving it. However, the
opponent tries to attack this claim. The dispute goes on by the proponent and
1 DAF can also be referred to as an Abstract AF because it abstracts away the internal

structure of arguments and instead, it merely focuses on attack relations among
arguments.
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Sara (a): The weather is sunny so we should go running today
John (b): But the weather is too hot so we should not go running
Sara (c): The weather is not hot in the evening, so we should go running
John (d): ?!

a

Proponent

b

Opponent

c

Proponent

Fig. 2. Dialectical Proof Procedure

opponent alternating in attacking each other’s previous arguments until one of
them runs out of arguments. The winner of the dispute is the party who speaks
last. Therefore, the original claim by proponent is proved if the dialectical proof
procedure ends with an argument by proponent. Figure 2 shows an example of
this nature, in which the proponent claim is accepted.

2.3 Norms

Norms are defined as social rules which control the agent society by regulat-
ing agents’ behaviour and following them benefits multi-agent systems as a
whole [26]. They help multi-agent systems to cope with the heterogeneity, the
autonomy and the diversity of interests among agents [27]. Therefore, a nor-
mative framework for multi-agent systems, comprises a set of normative agents
whose behaviour is governed by norms [27]. If these norms are legal norms,
then we have a legal normative framework which is the focus of this work. Free
Online Encyclopedia defines legal norms as “mandatory rule of social behaviour
established by the state”. As this definition suggests, legal norms are normally
imposed to the society through an external entity such as the state. We have
thus, adopted the same concept and modelled the legal norms external to the
agents.

We define each norm as a rule of form (4) consisting of literals Li.

L0 ← L1 ∧ · · · ∧ Lm m ≥ 0 (4)

The left hand side of the arrow L0 is called head or conclusion of the rule and
the right hand side L1 ∧ · · · ∧Lm is called body or premises of the rule. L0 holds
if L1, L2, · · ·, and Lm are all true. Take for example the norm:

payfine(AgX, Y ) ← delay(AgX, Y ) ∧ reserved(Y ) (5)

This norm can be read as: Agent AgX has to pay fine if it delays returning book
Y to the library and the book is reserved by someone else.

Since we aim to use norms in a legal reasoning context, as it has been used
in the JUF approach presented by PROLOG, we require a second type of norm
called an exception norm.

Exception(Q,P ) (6)
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Equation 6 states, that there is an exception, namely P for Q which is the head
of another norm.

Exception norms substitute the facts representing exceptional situations in
PROLEG (see Sect. 2.1).

Exception(payfine(AgX, Y ), available(Y, Y
′
)) (7)

For example, assuming Y
′
is a second version of book Y , the above norm reads

as: AgX does not have to pay fine if another version of book Y , Y
′
is available.

3 ArgPROLEG: A Normative Framework for Legal
Reasoning

The JUF theory was first implemented in logic programming followed by an
implementation in prolog called PROLEG. The main advantage of PROLEG
over the original system is its accessibility to lawyer and judges. In this section
we propose a normative framework to model the JUF theory which is even
closer to the natural human reasoning process, since it benefits from multi-agent
systems and argumentation theory to represent a legal dispute between two
parties, namely plaintiff and defendant.

Arguing is one of the human skills that we learn from early ages. Naturally,
the argumentation process between two humans starts with one of them raising
an issue which is subject to disagreement of the opposite party. The rest of
process is followed by exchanging further arguments with the purpose of reaching
an agreement. The agreement could be mutual or could be the result of one party
not being able to reject the other party’s argument. Similarly, we have tried to
reflect the human reasoning process in ArgProleg in a way that even a non expert
user can instinctively relate to it. In what follows, We first introduce the overall
architecture of ArgPROLEG followed by its algorithm.

3.1 The Framework Architecture

We suggest an architecture (see Fig. 3) in which the two parties in a legal dispute,
plaintiff and defendant, are presented by two agents A and B, respectively. The
arbitrator plays the role of the judge in the court and the set of norms models
the law book. The arbitrator receives the claims and evidences of each parties
and judges them by referring to the set of norms.

Please note that the connection between two agents happens through the
arbitrator (See Fig. 3) and there is no direct connection between agents. A legal
case in the court normally commences with an agent, namely plaintiff raising an
issue against another agent, namely defendant. It is then the judge’s responsibil-
ity to investigate the raised case and ask for defendant’s testimony. According to
both the original claim by plaintiff and the provided response by defendant, the
judge decides whether the dispute is over in favour of one of the parties. If the
status of the dispute is still unclear to the judge, it will be more argumentation
back and forth between two parties through the arbitrator. Below is a narrative
on how the communication works between the various parties:
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Fig. 3. The framework architecture

– The session starts by agent A submitting a claim to the arbitrator.
– The arbitrator checks the set of norms to find out how agent A should support

this claim. In other words, what are the requirements of this claim from the
legal viewpoint.

– The arbitrator passes the requirements to agent A.
– If agent A fails in providing the requirements, the claim is rejected.
– If it succeeds then, the arbitrator contacts the set of norms to see if there are

any exceptions for this claim. If not, the claim is accepted.
– Otherwise the arbitrator passes the exceptions to agent B to see if it can

provide any of them2.
– If agent B has any of those exceptions, it will then pass it to the arbitrator.
– Subsequently, the arbitrator tries to find out how this exception can be sup-

ported from the law viewpoint by referring to the set of norms.
– The arbitrator informs agent B about the required support.
– If agent B cannot provide the necessary support for any of the exceptions,

agent A’s claim is accepted.
– But if agent B can prove at least one of the exceptions, the arbitrator tries to

find out what are the exceptions for that by checking the set of norms.
– If there is any they will be passed to agent A and the same procedure will be

repeated.
– This procedure is repeated until either an exception to the original claim

cannot be ignored (the plaintiff cannot counteract) or all exceptions to the
original claim turn out to be unsupported by the defendant.

2 We assume that a party can use all the exceptions available exhaustively, one-by-one,
to make a successful counter attack. Thus, if the party cannot provide the required
support for the first exception, it has the opportunity to try the second exception
and so on.
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3.2 The ArgPROLEG Algorithm

The ArgPROLEG algorithm (Fig. 4) consists of six functions: Main(C),
prove(S,P), provide-evidence(M), claim(A,B), reverse(X) and except
(F,Q). The task(s) that each function fulfils is explained below.

The Main(C) function returns the output of prove(S,P) function for the
plaintiff’s original claim, C. The prove(S,P) function is used to prove a claim
or the support of an exception by either parties. If a party P puts a claim or an
exception forward, the arbitrator will check the set of norms to see how the claim
or exception can be proven. The arbitrator then asks the agent to provide the
proof of the claim by showing evidence. If the agent can provide the necessary
evidence by means of provide-evidence(M) function, the evidence is passed
to the claim(A,B) function to see if there is any indirect attack to the original
claim C. By indirect attack, we mean an exception to any part of the evidence of
C. Therefore, the proof is successful if evidence is provided and all claims against
it are rejected. The provide-evidence(M) function is a function that is used
by each single agent collecting all the rules that have M as their head. It then
recursively, traces back each rule to find all its atoms. The output of this function
is a set of sets. Each set provides a possible way to proof the claim. For example
in the case provided below, the agent has to provide {p1, p2, p3, p4, p5, p6,M} or
{q1,M}.

R1 : M ⇐ p1, p2 R4 : p2 ⇐ p4, p5 R7 : p3 ⇐
R2 : M ⇐ q1 R5 : p4 ⇐ p6 R8 : p5 ⇐
R3 : p1 ⇐ p3 R6 : q1 ⇐ R9 : p6 ⇐

Function claim(A,B) takes the responsibility of the rest of the dispute after
the first claim by plaintiff is proven to be true. This function then gives chances to
the defendant and the plaintiff to attack each other’s last announcement. If any
of the exceptions against an argument remains unattacked by the other party,
that means the dispute is over and the winner is the claimer of this argument.
The output of this function is true if A who made the first claim/argument is
the last who speaks. Otherwise the output is false.

The reverse(X) function takes one of the parties, either the plaintiff or
the defendant as input and returns the opposite party as output. This function
will be called in claim(A,B) function, when the parties have to take turn in
attacking each other.

The except(F,Q) function tries to find the exceptions for a certain claim
or exception, F. If F is provided by one party, the opposite party Q needs to
show evidence and consequently prove the exceptions for F. Thus, the arbitrator
checks the set of norms to see whether there is any exceptions for F. In case of
existence, the exceptions will be passed to Q. This party has to firstly show
an evidence of such an exception and secondly prove it by calling prove(S,P)
function. If it fails either of them, then the exception is rejected. The output of
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Plaintiff-Arbitrator: Main(C)
begin

return(prove(C,P laintiff))
end

prove(S,P)
begin

Arbitrator-P: Provide evidence for S
V = provide − evidence(s)
if V = Ø then return(false);
for every v ∈ V

begin
proven = true
for every vi ∈ v

begin
if claim(vi, P )
proven = false
break

end
if proven = true
return(true)

end
return(false)

end

provide-evidence(M)
begin

Result = {}
Ru = {M ⇐ D ∈ R}
if Ru = Ø then return(Ø)
for every Ri ∈ Ru

begin
if D = Ø then add {} to all sets in Result
else if for all Di ∈ D

begin
add provide − evidence(Di) to all sets in Result

end
add {D} to all sets in Result

end
return(Result)

end

claim(A,B)
begin

e = except(A, reverse(B))
if e = Ø then return(true)
else for all ei ∈ e

begin
result = claim(ei, reverse(B))
if result = true then return(false)

end
return(true)

end

reverse(X)
begin

if X = Plaintiff then return(Defendant);
else return(Plaintiff);

end

except(F,Q)
begin

Arbitrator-Norms: collect all the exceptions for F: exception(F,Ei) in E
if E = Ø then return(Ø)
provenE = Ø
else for every Ei ∈ E

begin
Arbitrator-Q: evidence(Ei)
if Q can provide the evidence

then Arbitrator-Q: prove(Ei, Q)
if prove(Q,Ei) = true

then provenE = provenE ∪ Ei

else return(Ø)
end

return(provenE)
end

Fig. 4. The ArgPROLEG algorithm
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this function is either Ø, which means there is no exception or not any proven
one for F; or it is set provenE which is a set of proven exceptions for F.

3.3 Contract Scenario

In this scenario, we aim to model a legal dispute between two parties by means of
the architecture and the algorithm we introduced in Sects. 3.1 and 3.2. Imagine a
situation in which a lessor wants to cancel his property contract with the lessee.
She claims that the lessee has subleased the property to somebody else and
therefore, she wants to end the contract. Both the lessor and the lessee agree that
there was a contract between them in first place and subsequently the property
was handover to the lessee. The lessee also admits her contract of sublease with
a third person which was followed by handing over some parts of the property to
the sublessee. The lesser believes that the sublease has used the property to make
profit, thus she makes the announcement of cancelling the contract. However,
the lessee believes that she already informed the lessor and she has approved
of the sublease before she made the announcement of cancelling the contract.
Moreover, the period of subleasing was so short that does not count as abuse
of confidence of the owner. However, the owner considers the case as abuse of
confidence since she has received some complaints from the neighbours regarding
the noise during the subleasing period. Figure 5 displays the formalisation of this
case based on the ArgPROLEG architecture.

Figure 6 illustrates the graphical representation of Contract Scenario based
on the ArgProleg algorithm. The plaintiff claims that she wants to cancel the
contract. The arbitrator then checks the set of norms to find out the support
for this claim. N1 provides this information which will be passed to the plain-
tiff. Plaintiff is able to provide the required support. Thus the first argument
(a) appears. The arbitrator checks the set of norms to see if there is any excep-
tions for this claim. Exceptions 1 and 2 provide two options for the defendant
to make an attack against the plaintiff’s claim. The options obtained from the
exceptions are b : get approval of sublease and c : nonabuse of confidence. N2
and N3 contains the necessary supports for each of the exceptions, respectively.
The attack (b) and (c) to (a) remains as a potential attack unless the defen-
dant can provide the requested support for them. Defendant can only provide
this support in case of argument (c). Therefore, the defendant attacks argument
(a) by argument (c). Now, based on the algorithm, the arbitrator checks the
set of norms to find an exception to this exception. This is going to make a
potential case for the plaintiff to perform an attack to the defendant. There is
one exception available, namely Exception 3, abuse of confidence. N4 states
the requirement for this argument, which is fact of abuse of confidence. The
plaintiff successfully supports this argument which results in an attack from
argument (d) to argument (c). The arbitrator looks for another exception to
this later exception. Since such an exception is not available the dispute is over.

The last graph in Fig. 6 shows the final argumentation framework for this
dispute. Going back to Sect. 2.2, in a dialectical proof procedure, the party who
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Fig. 5. Contract scenario

makes the last utterance is the winner, which similarly makes the plaintiff the
winner of this case.

4 Related Work

The closest work to ours is PROLEG [20] which is an implementation of JUF
theory by means of the burden of proof. ArgPROLEG has fulfilled two future
plans of PROLEG discussed and listed in [20]. These two features are, bringing
the knowledge representation closer to the natural human reasoning (see Sect. 3)
and also including a diagrammatic representation of reasoning in the JUF theory.
Using argumentation in designing ArgPROLEG has served both these purposes.

Apart from PROLEG and ArgPROLEG, another translation of the JUF
theory is also available in logic programming [22]. In contrast to PROLEG and
ArgPROLEG, this version uses negation as failure instead of the burden of proof.
Negation as failure is a non-monotonic form of negation that enables logic pro-
gramming to formulate problems of non-monotonic reasoning. Kakas [15] has



194 Z. Shams et al.

Fig. 6. Contract scenario argumentation framework

already used negation as failure for default reasoning. The idea of using nega-
tive literals as abductive hypotheses has also been pointed out by Eshghi and
Kowalski [9]. However, among burden of proof and negation as failure, the con-
cept of the former seems to be easier to grasp for lawyers and judges.
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In terms of formalisation of the burden of proof, other works exist [13,18,
23,28]. Gordon et al. offer an argumentation-based system, called Carneades
[13], which implements the burden of proof as well as the burden of persuasion.
The main difference of this approach to ours is, that the burden of proof for a
premise can be assigned to a different party rather than the one who has uttered
the claim. The plaintiff has the burden of production for the facts of its claim,
whereas the defendant has the burden of production for exceptions. The same
applies to the burden of persuasion.

Another example of logic programming being used for expressing and apply-
ing legislation is [24]. This work however, focusses on specific legal cases related
to British Nationality Act. They describe how complicated regulations such as
British Nationality Act can be translated into simple form of logic so that the
consequences of each act can easily be determined.

5 Conclusion and Future Work

In this paper we introduced ArgPROLEG, a normative framework for legal rea-
soning, that uses dialectical proof procedure to support legal parties in resolving
their conflicts. ArgPROLEG offers an alternative approach to PROLEG [20].
We believe that ArgPROLEG is closer to human reasoning compared with PRO-
LEG. Additionally, it is able to offer a diagrammatic representation of the plain-
tiff’s and the defendant’s reasoning, which enhances the ability of non-expert
users to follow the procedure as it unfolds.

For the future, we would like to extend our framework to be able to cope
with more than two parties. In real cases, a dispute can involve multiple parties,
which all need to be able to bring forward their arguments. If there are more
than two agents involved, but we are still able to divide them into two main
opposing parties, the argumentation graph keeps its linear shape. However, in
each step, there is more than one agent that can put forward an argument. For
instance, if it is the defendant party’s turn to put forward an argument and
the defendant party includes more than one agent, any of them can make the
argument. Although from the argumentation graph viewpoint, the dialectical
structure does not change, there are some other issues that need to be taken
into consideration. The most important issue is the consistency of knowledge
bases of different agents belonging to the same party. At the moment we assume
each agent’s knowledge base is self-consistent, which results in consistency of
claims put forward by the agent. However, if a party consists of more than
one agent, defending the same viewpoint, their claims have to be consistent
too. One possible way of achieving consistency is to merge agents’ knowledge
bases and resolve possible conflicts to prevent any inconsistent arguments. One
example of such an approach is discussed in [10]. Another issue is the method of
constructing an argument. Arguments can be put forward by various individual
agents belonging to the same party, as well as by a combination of agents. The
process of construction of an argument in such cases, results from the reasoning
of multiple agents. On the other hand, if there are more than two agents and we
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cannot simply divide them into two main opposing parties, the argumentation
graph would not be linear any more. As a result the argumentation graph can
take any shape and the winner of the dispute is not necessarily the party who
speaks last. In addition, applying different argumentation semantics, as discussed
in Sect. 2.2, would have a different outcome, whereas in linear graphs all the
argumentation semantics coincide.

For the implementation, we consider an architecture similar to the Governor
approach presented in [1]. Balke et al. use an institution to collect the norms and
the normative results of an agent’s actions. To make this information accessible
via queries, the authors introduce the Governor, an agent that acts as a relay
between the norms and their (possible) consequences and the agent’s query. In
our case, the arbitrator would take the role of the Governor. Apart from simply
relaying queries to the institution/norms, the arbitrator will actively retrieve
information to pass on to the agents, e.g. the exception to the claim. Reference
[1] uses the Jason BDI architecture [4] for setting up the multi-agent system and
InstAL based on answer set programming [2,12] for the institution/norms. The
use of a BDI architecture [19] has the added advantage of being able to model
agent reasoning in more detail. Currently, our agents’ mental model contains only
beliefs or a knowledge base. In a BDI architecture, we could express the goals
and intentions of the agents more effectively and take them into account when
they put forward their claims. In addition, with an institution rather than a set
of norms, we would be able to keep track of normative states and allow agents to
reason about conflicts that appear after a period of time. Having more expressive
agents, gives us the chance to investigate different strategies for agents to deal
with norm compliance as well. Agents can check the reward and punishment
associated with adhering to a norm, or violating a norm, and decide whether the
gain from breaking a norm is worth the sanction. In such cases, the agent has to
decide between the importance of individual goals hindered by normative goals
compared to individual goals hindered by punishment [27].

For the dialectical proof procedure, we also consider an implementation using
answer set programming (ASP). Dung’s argumentation framework and semantics
have already been implemented in answer set programming [11], giving us a good
indication that this approach is worth considering.

Finally, this paper only investigates the use of argumentation for conflict
resolution in a legal domain. In particular, it is aimed at mimicking court pro-
cedure. However, it has been proven [21], that the PROLEG inference structure
can be used for general rule - exception patterns (see Sect. 2.3). This argument
applies to ArgPROLEG as well since it borrows PROLEG inference structure.
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Abstract. The development of Question Answering (QA) systems has become
important because it reveals research issues that require insight from a variety of
disciplines, including Artificial Intelligence, Information Extraction, Natural
Language Processing, and Psychology. Our goal here is to develop a QA
approach to answer yes/no questions relevant to civil laws in legal bar exams.
A bar examination is intended to determine whether a candidate is qualified to
practice law in a given jurisdiction. We have found that the development of a
QA system for this task provides insight into the challenges of formalizing
reasoning about legal text, and about how to exploit advances in computational
linguistics. We separate our QA approach into two steps. The first step is to
identify legal documents relevant to the exam questions; the second step is to
answer the questions by analyzing the relevant documents. In our initial
approach described here, the first step has been already solved for us: the
appropriate articles for each question have been identified by legal experts.
So here, we focus on the second task, which can be considered as a form of
Recognizing Textual Entailment (RTE), where input to the system is a question
sentence and its corresponding civil law article(s), and the output is a binary
answer: whether the question sentence is entailed from the article(s). We pro-
pose a hybrid method, which combines simple rules and an unsupervised
learning model using deep linguistic features. We first construct a knowledge
base for negation and antonym words for the legal domain. We then identify
potential premise and conclusion components of input questions and documents,
based on text patterns and separating commas. We further classify the questions
into easy and difficult ones, and develop a two-phase method for answering yes/
no questions. We answer easy questions by negation/antonym detection. For
more difficult questions, we adapt an unsupervised machine learning method
based on morphological, syntactic, and lexical semantic analysis on identified
premises and conclusions. This provides the basis to compare the semantic
correlation between a question and a legal article. Our experimental results show
reasonable performance, which improves the baseline system, and outperforms
an SVM-based supervised machine learning model.
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1 Introduction

The last decade has challenged many disciplines with a deluge of written information,
typically in digital form. In the legal domain, this situation was anticipated and referred
to as the “information crisis” in law, and served as the impetus for the development of
legal full-text information extraction systems [1].

Our immediate goal is to automatically answer yes/no questions relevant to civil
law in legal bar exams. Legal bar examinations are intended to determine whether a
candidate is qualified to practice law in a given jurisdiction. The task can be conceived
as the first of evaluating the semantic equivalence between input questions and relevant
law articles. This task is related to Recognizing Textual Entailment (RTE), where the
task is to confirm whether a question sentence is entailed by a corresponding civil law
article; the output is a binary classification decision, “yes” or “no”. Since the input
questions and articles are all domain-specific, they share the same technical terms, and
therefore detecting semantic relationship is easier than for open-domain questions.

Earlier studies have concluded that simple word overlap measures (e.g., bag of
words, n-grams) have a surprising degree of utility [3], but they still need to be
improved. A common problem identified in these earlier systems is the lack of
understanding the semantic relation between words and phrases. Later systems that
include more linguistic features extracted from resources such as WordNet showed
better performance [4]. Previous studies have also shown that syntactic features from
parse trees are also helpful in this task [5]. Even more recent studies gained further
leverage from systematic exploration of the syntactic feature space through analysis of
parse trees [6]. Our methods also extract some deep linguistic features, such as lexically
semantic information from thesauri, and syntactic dependency information.

An interesting recent development in the area of recognizing textual entailment
(RTE) has been the application of so-called natural logics [7]. Natural logics provide a
form of meaning representations that are essentially phrase-structured natural language
sentences; from these one can compute entailments as substitutions for constituents
(words or phrases). Any implementation of a natural logic will require the specification
of conditions for monotonicity, subsectiveness, subsumption and exclusion properties
of the predicates and modifiers identified in the vocabulary of the text, as well as
vocabulary-independent meta-axioms that support reasoning with these properties. In
addition, the natural logic inference systems need to incorporate a lot of background
domain-dependent subsumption facts (e.g., walking and running are both subsumed by
some kind of human locomotion). In our study, since the questions and corresponding
documents are all in a restricted legal domain, they share the same technical terms.
Because it is easy to compare lexical terms in this domain, we do not implement a
general logic which needs to supply general, vocabulary-independent meta-axioms, but
instead use unsupervised learning by constructing a domain-specific knowledge base
and extracting deep linguistic features.

Question answering system comprises the extraction of a relevant paragraph of a
source text that somehow aligns with the information need expressed by a natural
language question. In order to automatically answer the bar exam yes/no questions, we
first have to find the corresponding articles based on the Q/A technologies, and then we
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have to compare the meaning of the input question and the corresponding article. We
can then produce yes/no answers. In our case here, legal experts have already annotated
corresponding civil law articles for questions. So for now, we focus only on comparing
the meaning of the input questions and corresponding articles, to provide the basis for
our yes/no assessment.

The rest of our paper is structured as follows. First, we explain the details of our
method in Sect. 2, and we describe experimental setup, results, and error analysis in
Sect. 3. Section 4 explains related work, and finally our future work and conclusions
are described in Sect. 5.

2 Our Method

In order to answer yes/no questions according to the corresponding legal articles, we
have to align structures and words embedded in the sentence pairs. These alignments
are not given as inputs, and to determine them is a non-trivial task. This alignment-
based approach has been shown effective by many RTE, QA, and MTE systems [6, 8].
But alignment is not the only approach. Other studies have successfully applied the-
orem proving and logical induction techniques, translating both sentences to more
abstract knowledge representations and then doing inference on these representations
[9]. In comparison to previous work that exploits various ad hoc or heuristic methods,
we intend to build on more principled techniques.

Part of our method is to classify the yes/no questions into a spectrum from simple to
difficult, according to the observations on the data. Table 1 shows “no” question types

Fig. 1. Overall procedure of our method

Table 1. ‘No’ question types in legal bar exam

‘No’ question types Proportion ‘No’ question types Proportion

Negation 0.32 Constraints in premise 0.2
Using (semi-) anonym word 0.176 Constraints in conclusion 0.04
Paraphrasing of a phrase 0.12 Etc. 0.08
Exceptional case written in article 0.064
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in our data. “Negation” is the highest proportion with 32 %, and the second largest
category is when there are different constraints in the premises between question and
article. The third largest category arises when a word in the article is replaced with an
“antonym” word or “different-meaning”-word. The fourth is a question with para-
phrasing that cannot be resolved without expert knowledge, and the fifth are those
where there is a difference of constraints in the conclusion between question and
corresponding article. We notice that the categories of negation and antonym make up
about 50 % of the total.

To address these two categories, we first construct two kinds of knowledge bases: a
negation dictionary and an antonym dictionary. When an input pair (question, corre-
sponding article) is given, we look for the premise and conclusion parts of the input
question and corresponding civil law article. We then use a rule-based method to solve
easy questions. Subsequent categories are addressed by exploiting some machine

Table 2. Examples of negation types

Negation type Example

Negation affix not, no, less…
Negation words Unreasonable, block, withdraw, cancel, shrink, forbid, prohibit..
Negation concepts n457, n444 …

Table 3. Examples of antonym dictionary

Term (Semi)
Antonym

Term (Semi-)
Antonym

Principal Interest Creditor Debtor
Employer Employee Credit Debt
Creditor Third-Party Debtor Third-party

Fig. 2. Concept hierarchy of the Kadokawa thesaurus
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learning, based on exploiting some deeper linguistic information. We describe each
process in detail in the following subsections. The overall workflow of our method is
shown in Fig. 1.

2.1 Constructing Supportive Knowledge Bases

The most important features in determining semantic equivalence or near-equivalence,
are accurate attribution of negation and confirming the use of antonyms. In our
approach, we construct a negation knowledge base from the civil law articles.
We identify two types of negation expressions: one is to note negation prefixes such as
“not”, “no”, etc. The other is the case where the word itself conveys negative infor-
mation. To extend our identification of negation words, we also use the Kadokawa
thesaurus [10] which has a 4-level hierarchy of about 1,100 semantic classes, as shown
in Fig. 2. Concept nodes in level L1, L2, and L3 are further divided into 10 subclasses.
Table 2 shows examples of negation types.

We also manually collect the legal terms that can be used as antonyms or semi-
antonyms having the same named entities from the civil law articles. Table 3 shows
examples of the antonym dictionary. In a preprocessing phase, we add features “NEG”
for the negation words in the questions and articles, and add features “ANT” for the
(semi-) antonyms in the questions by comparing the words in the corresponding articles.

2.2 Premise and Conclusion Detection

The general idea of determining alignment between question and law article is easier if
we first divide the question and articles into premise and conclusion. We compare the
premise (conclusion) of a question and that of the corresponding article, and then
examine negation or contradiction of intended meaning if it exists. Sentences in the
legal law articles are usually long (average 21.25 words/sentence according to our
data), and a comma is the most common delimiter between phrases.

Based on commas and keywords of a premise, we segment sentences. The key-
words of premise are as follows: “in case(s)”, “if”, “unless”, “with respect to”, “when”,
and comma. After segmentation, the last segment is considered to be a conclusion, and
the rest of the sentence is considered as a premise as follows:

conclusion :¼ segmentlastðsentence; keywordÞ;
premise :¼

X

i 6¼last

segmentiðsentence; keywordÞ;

In our context, it is typical that a law article consists of two sentences. The first
sentence is the main explanation of the law, and the second is for any exceptions. The
second sentence only includes specific terms in the exceptional case and conclusion of
the case. Consider the following example:

<Civil Law Article 295-1>: If a possessor of a Thing belonging to another person has
a claim that has arisen with respect to that Thing, he/she may retain that thing until
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that claim is satisfied. Provided, however, that this shall not apply if such claim has
not yet fallen due.

Our central task here is to determine if a question belongs to the overall case or to
the exceptional case. To do so, we cannot simply use the count of overlapped words as
features, because typically the first article sentence, which represents the overall case,
has more overlapping words with the question than the second article sentence, which
represents the exceptional case. Since the second sentence typically includes only terms
specific to describing exceptional cases and the conclusion in the case, we first compare
the premise of the second sentence and that of the question: if the content words in the
premise of the exceptional sentence are included in the question above a threshold, then
we conclude that the question belongs to the exceptional case. Our measure for this is
as follows:

if ðnðwiðarticlen exception; premiseÞ 2 Wðqn; premiseÞÞ
nðWðarticlen exception; premiseÞÞ [ ¼ thresholdÞ

then; articlen :¼ articlen exception

otherwise; articlen :¼ articlen main;

where we define articlen_main as the main sentence of the corresponding article of n-th
question, and articlen_exception as the second sentence describing exceptional case. We
use only the lemma of each word for comparison, and consider only contents words
(verb, adjective, and noun). We currently set the threshold to 0.7 based on a 10 % of
random sampling of all data in our experiments.

2.3 Applying Rules for Easy Questions

Because our language domain is restricted for both the input questions and law articles,
there are some questions that can be answered easily using only negation and antonym
information. If the question and article share the same word as the root in each syntactic
tree, we consider the question as easy, which means it can be answered using only
negation/antonym detection. Here is an example:

Question: If person A sells owned land X to person B, but soon after, sells the same
land X to person C then if the registration title is transferred to B, then person B can
assert against C in the acquisition of ownership of land X.

Fig. 3. Answering rule for easy questions
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Article 177: Acquisitions of, losses of and changes in real rights concerning
immovable properties may not be asserted against third parties, unless the same
are registered pursuant to the applicable provisions of the Real Estate Registration Act
and other laws regarding registration.

Conclusion of the question : then person B can assert against C in the acquisition of 
ownership of land X.

Premise of the question : : If person A sells owned land X to person B, but soon after, 
sells the same land X to person C then if the registration title is transferred to B,

Conclusion of the article : Acquisitions of, losses of and changes in real rights 
concerning immovable properties may not be asserted against third parties,

Premise of the article : unless the same are registered pursuant to the applicable 
provisions of the Real Estate Registration Act and other laws regarding registration.

In the above example, the conclusions in both the question and the article use the
root word “assert” of the syntactic tree. So, this example can be answered using only
the confirming negation and antonym information. If the sum of the negation levels of a
question is the same with that of the corresponding article, then we determine the
answer is “yes”, and otherwise “no”.

The negation level is computed as following: if [negation + antonym] occurs an odd
number of times in a premise (conclusion), its negation level is “1”. Otherwise if the
[negation + antonym] occurs an even number of times, including zero, its negation
level is “0”. In the above example, the negation level of the premise of the question is
zero, and that of the conclusion of the question is also zero. The negation level of a
premise of the article is one, and that of a conclusion of the article is also one. Since the
sum of the negation levels of the question is the same with that of the corresponding
article, we determine the answer of the question is “yes”.

Our precise description for this rule is shown in Fig. 3. The output of our rule-based
system is also used below in an unsupervised learning model for assigning labels of
premise (conclusion) clusters for non-easy questions.

2.4 Unsupervised Learning for the Non-easy Questions

For the questions not confirmed as easy, we need to construct deeper representations.
Fully general solutions are extremely difficult, if not impossible; for our first approx-
imation to the non-easy cases, we have developed a method using unsupervised
learning with more detailed linguistic information. Since we do not know the impact
each linguistic attribute has on our task, we run a machine learning algorithm that
‘learns’ what information is relevant in the text to achieve our goal.

The types of features we use are as follows:

Word matching Having the same lemma.
Tree structure features Considering only the dependents of a root.
Lexical semantic features Having the same Kadokawa thesaurus concept code.

We use our learning method on linguistic features to confirm the following
semantic entailment features:
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Feature 1 : if wrootðqn; premiseÞ ¼ wrootðarticlen; premiseÞ
Feature 2 : if wrootðqn; conclusionÞ ¼ wrootðarticlen; conclusionÞ
Feature 3 : if wdep iðqn; conclusionÞ 2 Wdepðarticlen; conclusionÞ
Feature 4 : if crootðqn; premiseÞ ¼ crootðarticlen; premiseÞ
Feature 5 : if crootðqn; conclusionÞ ¼ crootðarticlen; conclusionÞ
Feature 6 : if neg levelðqn; premiseÞ ¼ neg levelðarticlen; premiseÞ
Feature 7 : if neg levelðqn; conclusionÞ ¼

neg levelðarticlen; conclusionÞ

Features 1, 2, 3 consider both lexical and syntactic information, and Features 4 and
5 consider semantic information. Features 6 and 7 incorporate negation and antonym
information. Features 1 and 2 are used to check if premises (conclusions) of a question
and corresponding article share the same root word in the syntactic tree. Feature 3 is to
determine if each dependent of a root in the conclusion of a question appears in
the article. We heuristically limit the number of dependents as those three nearest to the
root. Features 4 and 5 confirm if the root words of premises (conclusions) of the
question and corresponding article share the same concept code. We use some mor-
phological and syntactic analysis to extract lemma and dependency information.
Details of the morphological and syntactic analyzer are given in Sect. 3.

The inputs for our unsupervised learning model are all the questions and corre-
sponding articles. The outputs are two clusters of the questions. The yes/no outputs of
easy questions which have been already obtained are used as a key for assigning yes/no
label of each cluster. The cluster which includes higher portion of “yes” of the easy
questions is assigned the label “yes”, and the other cluster is assigned “no”. For the
non-easy questions, we determine their yes/no answers following their clustering
labels. For the easy questions, we use results of the rule of Fig. 3, regardless of the
clustering labels of the questions, because the rule produces more accurate answers for
easy questions than the clustering output.

3 Experiments

3.1 Experimental Setup

In the general formulation of the textual entailment problem, given an input text
sentence and a hypothesis sentence, the task is to make predictions about whether or
not the hypothesis is entailed by the input sentence. We report the accuracy of our
method in answering yes/no questions of legal bar exams by predicting whether the
questions can be entailed by the corresponding civil law articles.

There is a balanced positive-negative sample distribution in the dataset (49.8 % yes,
and 50.2 % no), so we consider the baseline for true/false evaluation is the accuracy
when returning always “no”, which is 50.2 %. Note that other systems that give state-
of-the-art performance on RTE use non-comparable techniques such as theorem-
proving and logical induction, and often involve significant manual engineering
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specifically for RTE. It is thus difficult to make meaningful comparisons with the
methods employed in our model.

Therefore the basis for our calibration is with the yes/no questions of legal bar exam
sentences related to civil laws. The experts (law school students) annotated corre-
sponding articles for each question. The correspondence type of (question, article) can
be divided into three categories: The first is (one question, one article), the second is
(one question, multiple articles), and the last is (one question, precedence which is not
an article). The proportion of (one question, one article) is 25.63 % of overall ques-
tions, and we target only the first case, which is a one-to-one correspondence between
question and article. Our data has 247 questions, with total 1044 civil law articles.

The original examinations are provided in Japanese, and our initial implementation
used a Korean translation, provided by the Excite translation tool (http://excite.translation.
jp/world/). Because most of our study team members are not proficient in Japanese, we
translated the Japanese data into Korean. The reason that we chose Korean is that the
characteristics of Korean and Japanese language are similar, and the translation quality
between two languages ensures relatively stable performance. In addition, because our
study team includes a Korean researcher, we can easily analyze the errors and intermediate
rules in Korean. We used a Korean morphological analyzer and dependency parser [11],
which extracts enriched information including the use of the Kadokawa thesaurus for
lexical semantic information. We use a simple unsupervised learning method, since the
data size is not big enough to separate it into training and test data.

We compare our method with SVM, a supervised learning model. Using the SVM
tool included in the Weka [27] software, we performed cross-validation for the 247
questions using 7 features explained in Sect. 2.4. We used a linear kernel SVM because
it is popular for real-time applications as they enjoy both faster training and classifi-
cation speeds, with significantly less memory requirements than non-linear kernels
because of the compact representation of the decision function.

3.2 Experimental Results

Evaluation of question answering systems is in general almost as complex as question-
answering itself. So one must make the choice to consider several features of QA

Table 4. Performance of our system

Our method Accuracy
(%)

Baseline 50.20
Rule-based model for easy questions 68.36
Rule-based model for all questions 60.02
Unsupervised learning for difficult questions (K-means) 54.62
Unsupervised learning (K-means) for all questions 56.73
Rule for easy questions + unsupervised learning for difficult questions 61.13
Supervised learning (SVM) for all questions 58.01
Supervised learning (SVM) for difficult questions 55.78
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systems in the evaluation process, e.g., query language difficulty, content language
difficulty, question difficulty, usability, accuracy, confidence, speed and breadth of
domain [12].

Table 4 shows our results. A rule-based model for easy questions showed accuracy
of 68.36 %, and it covered 117 questions, which is 47.18 % of all questions. When we
applied the rule-based method for all questions, the accuracy was decreased into
60.02 %. We use a K-means clustering algorithm with K = 2 for unsupervised learning
for the rest of the questions, and it showed accuracy of 54.62 %. The overall perfor-
mance when combining the use of rules and unsupervised learning showed 61.13 % of
accuracy which outperformed unsupervised learning for all questions, and even SVM,
the supervised learning model we use with a linear kernel. According to p-value
measures between the baseline and each model in the true/false determination, all
models significantly outperformed the baseline. Since previous methods use supervised
learning with syntactic and lexical information, we consider the supervised learning
experiment with SVM in Table 4 approximately represents the performance of previous
methods.

3.3 Error Analysis

From unsuccessful instances, we classified the error types as shown in Table 5. The
biggest error arises, of course, from the paraphrasing problem, which should be solved
by expert knowledge and much larger corpora. The second biggest error is because of
complex constraints in conditions. As with the other error types, there are cases where a
question is an example case of the corresponding article, and the corresponding article
embeds another article. In further work, we will need to complement our knowledge
base with some kind of paraphrasing dictionary, perhaps with the help of experts.
We also found cases that indicate the need to do more extensive temporal analysis.

It will be interesting if we compare our performance using Korean-translated
sentences with that using original Japanese sentences. We would expect the system
using original sentences will show better performance than ours, because there exist no
translation errors. As future work, we will construct a Japanese system using para-
phrase/synonym/antonym dictionaries for Japanese, and then analyze how the trans-
lation affects performance.

Table 5. Error types

Error type Accuracy
(%)

Error type Accuracy
(%)

Specific example case 7.45 Paraphrasing 42.55
Exceptional case 8.09 Constraints in premise 28.09
Condition, conclusion
mismatch

3.19 Reference to another
article

3.19

Etc. 7.45
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3.4 Using PROLEG

Of course the capture of legal concepts and their relationships is central to the
improvement of systems such as ours, but the automatic construction of this kind of
knowledge is equivalent to the general problem of open information extraction.
However, in the legal domain, there are examples of legal representation systems that
have already been used to capture some of this knowledge [24–26].

The one we know best is PROLEG [2], which is a PROLOG-based legal reasoning
system. A PROLEG program is a general description of a legal reasoning case, which
outputs a trace of derivation, and this trace is represented in the form of an argument
between plaintiff and defendant. The main function of PROLEG is to capture and
simulate the judge’s decision process, and a derivation trace is a by-product of legal
reasoning performed by a judge in the form of argument. We have constructed
PROLEG logics for civil laws, and we intend to use PROLEG in our base system to
improve performance by exploiting the deeper legal knowledge captured in PROLEG.

Here follows an example of PROLEG usage. We have a question <18-16-B> and
the corresponding civil law article No. 333 as follows:

<Question 18-16-B>
In cases where movable X was delivered from person A to person B, and then from

person B to person C based on a sale, the transfer of movable, person A can deter
movable X as exercise of statutory liens for sale of movables.

<Civil law article 333>
Statutory liens may not be exercised with respect to the movables that are the

subject matter of the same after the obligors have delivered those movables to third-
party acquirers.

We have the following PROLEG rules and exceptions related with the article 333:

For readability, we express the above PROLEG rules and exceptions using the
letters A, B, C, D, E and F.

(1) A <= B.
(2) B <= C.
(3) exception (A, D)
(4) D <= E, F.

<PROLEG>
1. 'effect of statutory lien'(Obligee,Obligor,Third_Party,Object)<=

'statutory lien over movables'(Obligee,Obligor,Cause).
2.'statutory lien over movables' (Obligee, Obligor,contract ('Sales',Obligee,

Obligor, Object, T_contract))<=
contract(Obligee,Obligor,contract('Sales',Obligee,Obligor,Object,T_contract)).

3. exception('effect of statutory lien'(Obligee, Obligor,Third_Party, Object),
'exception of third party acquirers'(Obligor,Third_Party,Obligee,Object)).

4. 'exception of third party acquirers'(Obligor,Third_Party,Obligee,Object)<= 
contract(Obligor,Third_Party,contract('Sales',Obligor,Third_Party,Object,
T_contract)),
delivery(Obligor,Third_Party,contract('Sales',Obligor,Third_Party,Object,T_contract),
T_delivery).
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In rule (3), we have the “exception” meta-predicate which takes two arguments.
The former of the arguments is the head of default rule, and the latter is the head of
exceptional rule. Then, “exception(A, D)” means “if D, then not A”.

We can represent the above question into the following PROLEG:

'effect of statutory lien'(personA,personB,personC,movableX) <= 
,

, t_contract2)),  
delive movableX, t_contract2), 

t_delivery),

which means A <= C, E, F.
Since we have E and F in the premise of the question, we also have D according to

rule 4). Therefore “not A” is derived according to rule 3). Since “not A” contradicts the
conclusion of the question, which is “A”, the answer of this question is “no”. This kind
of logical reasoning will likely improve performance.

However, to do this, we need to confirm correspondence between words in a
question and predicate names and arguments in PROLEG. To find the corresponding
PROLEG rules and fill the argument variables correctly, we need more extensive
natural language processing techniques, including some general information extraction
processes like co-reference resolution, query expansion, paraphrasing, synonym dic-
tionary construction, and syntactic graph matching. As we augment our NLP tools, the
PROLEG-based text entailment will provide a deeper level understanding of the
questions/articles, and improve performance.

4 Related Work

W. Bdour et al. [13] developed a Yes/No Arabic Question Answering System. They
used a kind of logical representation, which bridges the distinct representations of the
functional structure obtained for questions and passages. This method is not appro-
priate for our task. If a false question sentence is constructed by replacing named
entities with terms of different meaning in the legal article, a logic representation can be
helpful. However, false questions are not simply constructed by substituting specific
named entities, and any logical representation can make the problem more complex.
Kouylekov and Magnini [14] experimented with various cost functions and found a
combination scheme to work the best for RTE. Vanderwende et al. [15] used syntactic
heuristic matching rules with a lexical-similarity back-off model. Nielsen et al. [16]
extracted features from dependency paths, and combined them with word-alignment
features in a mixture of experts classifier. Zanzotto et al. [17] proposed a syntactic
cross-pair similarity measure for RTE. Harmeling [18] took a similar classification-
based approach with transformation sequence features. Marsi et al. [19] described a
system using dependency-based paraphrasing techniques. All previous systems uni-
formly conclude that syntactic information is helpful in RTE, and we also use syntactic
information combined with lexical semantic information.
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There are also many QA studies in the legal field. The first one is ResPubliQA 2009
[20]. It describes the first round of ResPubliQA, a Question Answering (QA) evalu-
ation task over European legislation, proposed at the Cross Language Evaluation
Forum (CLEF) 2009. The ResPubliQA 2009 exercise is aimed at retrieving answers to
a set of 500 questions. The answer of a question is a paragraph of the test collection.
The hypothetical user considered for this exercise is a person interested in making
inquiries in the law domain, specifically on the European legislation. There is another
system for QA of legal documents reported by Monroy et al. [21]. They experiment by
using natural language techniques such as lemmatizing and using manual and auto-
matic thesauri for improving question based document retrieval. In addition, there was
a method based on syntactic tree matching [22], and knowledge-based method using a
variety of thesaurus and dictionaries [23]. As further research, we can enrich our
knowledge base with deeper analysis of data, and add paraphrasing dictionary getting
help from experts.

5 Conclusion

We have proposed a method to answer yes/no questions from legal bar exams related to
civil law. We construct our own knowledge base by analyzing negation patterns and
antonyms in the civil law articles. To make the alignment easy, we first segment
questions and articles into premise and conclusion. We then extract deep linguistic
features with lexical, syntactic information based on morphological analysis and
dependency trees, and lexical semantic information using the Kadokawa thesaurus. Our
method consists of two phases. First, we apply our own simple rules for easy questions,
and then adopt unsupervised learning for other questions. This achieved quite
encouraging results in both true and false determination. To improve our approach in
future work, we need to create deeper representations (e.g., to deal with embedded
articles and paraphrase), and analyze the temporal aspects of legal sentences. In addi-
tion, we will complement our knowledge base with paraphrasing dictionary with the
help of experts. We also have access to a logic-based reconstruction of legal rules in a
system called PROLEG [2], which we believe can augment our unsupervised learning
process with more precise legal information.
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Abstract. This paper presents a study on exploiting reference infor-
mation to build a question answering system restricted to the legal
domain. Most previous research focuses on answering legal questions
whose answers can be found in one document (The term ‘documents’
corresponds to articles, paragraphs, items, or sub-items according to the
naming rules used in the legal domain.) without using reference infor-
mation. However, there are many legal questions whose answers could
not be found without linking information from multiple documents. This
connection is represented by explicit or implicit references. To the best
of our knowledge, this type of questions is not adequately considered in
previous work. To cope with them, we propose a novel approach which
allow us to exploit the reference information among legal documents to
find answers. This approach also uses requisite-effectuation structures of
legal sentences and some effective similarity measures to support finding
correct answers without training data. The experimental results showed
that the proposed method is quite effective and outperform a traditional
QA method, which does not use reference information.

1 Introduction

A question answering (QA) system is a system that is able to automatically
respond answers to questions posed by human in a natural language by retriev-
ing information from a collection of documents. This is an important task and
has drawn much attention in natural language processing research. Particularly,
there are several top conferences which have organized special tracks for the
topic of QA such as Text Retrieval Conference (TREC1) and Cross Language
Evaluation Forum (CLEF2).

When considering an application of QAs in a specific domain, especially the
legal domain, we saw that there is little work particularly devoted to this kind of
research, despite its wide uses and applications. In the legal domain, QAs could
be applied to help citizens and law-makers have easier access to legal information.
Previous works [1,5,12] showed that a common problem is that traditional QAs

1 http://trect.nist.gov
2 http://www.clef-campaign.org
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are not adequate to find the correct answers to legal questions. This was mostly
caused by special structures, specific terms and long sentences.

In many laws, it is common that specific terms, legal objects, provisions,
etc. are first defined in one document and then referred many times in other
documents by using briefer expressions. This, as a result, helps to guarantee the
soundness as well as the consistency in a law system. In order to link documents,
references are used to identify the position as well as the fragment of texts
referred to. These references bring precious information and their resolution
helps interpreting the law. This is a useful characteristic of legal texts which can
benefit the process of finding correct answers to many legal questions. Until now,
however, there is no research on using this advantage of references to help finding
correct answers. Of several work dedicated to legal QAs [1,5,12,18], they mostly
focus on legal questions whose answers can be found from merely one document.
However, the fact is that many legal questions requiring answers are combined
from multiple documents which are linked based on references (as we can see
later in Sect. 3). This type of questions is not adequately considered in previous
research [1,5,12,18]. Building a good reference resolver is not a trivial task.
Therefore, for some languages, authors usually find an alternative solution to
help indirectly representing the relationship between documents [9] rather than
using the reference information.

In this paper, we investigate an application of reference resolution to a legal
QA system. We focus on one type of questions which can be benefited from the
reference information such as the example in Fig. 1. In this example, to answer
the question, it is necessary to link the information from two documents to find
the answer. The linking information is expressed via the relation of the reference-
referent in the colored italic texts. The italic texts bounded in angle brackets of
the document ‘Article 12, Paragraph 4 ’ is a reference, which refers to the italic
texts bounded in square brackets of the document ‘Article 12, Paragraph 1 ’.
Such questions are quite popular in the legal domain.

Sometimes, users are not only interested in obtaining just an answer, but also
want to know its evidence. In this paper, we also provide proofs of the answer.
The main contribution of our work can be concluded in the following points:

– Building a legal QA system by adequately considering one type of legal ques-
tions that can be benefited from reference information.

– Testing the proposed system on several legal questions yields promising results,
and it also outperforms a traditional QA system.

This paper is organized as follows. Section 2 presents related work. Section 3
describes important characteristics of legal texts exploited in this research, i.e.
references-referents structures between documents. In this section, we also
describe in more details the type of legal questions considered in this work.
Section 4 presents a proposed framework, which exploits the characteristics of
legal texts, especially the reference information shown in Sect. 3. Section 5
presents experiments to compare the proposed system with a traditional QA
system. Finally, Sect. 6 concludes the paper and discusses future research.
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Fig. 1. A question is solved in this paper. In this figure, references are bounded in
angle brackets (〈〉) while their referents are bounded in square brackets ([ ]).

2 Related Work

In the legal domain, there is not much research dedicated to QAs. To the best
of our knowledge, there exists no work on legal QA, which focuses directly on
making use of reference information between legal documents.

In [12], Paulo et al. present a QA system for Portuguese juridical documents.
The proposed approach is based on computational linguistic theories: syntac-
tical analysis followed by semantic analysis; and finally, a semantic/pragmatic
interpretation using ontology and logical inference. The QA system was applied
to the complete set of decisions from several Portuguese juridical institutions.
It uses very expensive sources. This work was applied to the judge texts rather
than the statute texts as in our work. Therefore, it cannot use the characteristic
of the statute texts.

Monroy et al. [9] focus on building a QA system for Spanish at the shallow
level by using graphs. The system gives answers which consist of a set of arti-
cles related to the question and also the relevant articles related with them to
complement the answer. This method represents the link between documents by
using the similarity (i.e. TF.IDF) between them via terms in documents. They
also limit questions that mainly ask if it is possible to perform certain action.

Recently, Tomura et al. [18] present a study on building a QA system for
Japanese legal texts. In this work, they deal with 5 types of questions whose
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answers can be found from one document using the requisite-effectuation struc-
tures of law sentences. This work shares the same type of law with our work -
the Japanese National Pension Law (JNPL).

3 A Type of Legal Questions Raised from Characteristics
of Legal Texts

Firstly, we introduce some important characteristics of legal texts. Then, we de-
scribe a type of legal questions, which is mostly raised from these characteristics.

3.1 The Characteristics of Legal Texts

One important characteristics of legal texts is that they usually have some spe-
cific structures at both sentence and paragraph levels. At sentence levels, law
sentences usually have some specific structures [3]. At paragraph levels, sen-
tences in the same paragraph usually have close relations. Another important
characteristic of legal texts is that, at the discourse level, legal documents con-
tain many reference phenomena which need solving in order to understand their
contents.

Reference Phenomena in Legal Texts. Legal texts contain many reference
phenomena within them. Legal references relate to terms, definitions, provisions,
etc. For example, when law-makers describe conditions of a law in Article 12,
Paragraph 4 of the JNPL, they recall the definition of a type of notification by
using a reference ‘the notification in the provisions of Para 1 or Para 2’. If this
reference is resolved, we can fully understand which notification (explained in
Article 12, Paragraph 1 ) is actually referred to in this document.

References (Mentions) [19] in legal texts have their own structures, which are
different from mentions in general texts. A mention usually consists of two main
parts: a position part and a content part. The later part may be a noun or a noun
phrase, which determines the referred object. The former part conforms to some
regular expressions which locate the position of the referred object. Referents
(Antecedents) are definitions or explanations of related terms or provisions. They
can be nouns, noun phrases, sentences, paragraphs of articles or even whole
articles in some cases. They help readers fully comprehend the law, and also
help lawmakers create concise and easy-to-understand legal texts.

Logical Parts and Logical Structures of Legal Texts. At the sentence
level, a law sentence can roughly be divided into two high-level3 logical parts:
requisite part and effectuation part [3,4,17] in the form of:

requisite part ⇒ effectuation part

Each requisite part or effectuation part consists of several logical parts.
A logical part is a clause or a phrase in a law sentence that conveys a part
3 The reason why they call them high-level is that each requisite part or effectuation

part consists of several logical parts.
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Fig. 2. An example of law sentences and their logical parts (A: Antecedent part;
C: Consequent part; T: Topic part).

of the meaning of legal texts. Each logical part contains a specific kind of infor-
mation according to its type. Three main types of logical parts are antecedent
part, consequent part, and topic part. A logical part in consequent type describes
a law provision; a logical part in antecedent type indicates cases (or the con-
text) the law provision can be applied; and a logical part in topic type describes
subjects related to the law provision. In a simple case4, the requisite part only
consists of a topic part or an antecedent part ; and the effectuation part only
consists of one consequent part.

Figure 2 shows four cases of law sentences and their logical parts. Logical
structures in four cases can be seen more in the paper of [4].

At the paragraph level, a paragraph usually contains a main sentence and
one or more subordinate sentences [16]. To be concrete, in a paragraph, the first
sentence presents a law provision, and the other sentences describe cases in which
the law provision can be applied.
4 To understand more about four cases of legal sentences and their logical parts, please

check the paper of Bach et al. [2].
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Fig. 3. A proposed framework to extract answers for this type of legal questions.

3.2 A Type of Question Raised from the Characteristics of Legal
Texts

Generally speaking, to find correct answers, a QA system should have the ability
to interpret content of documents. At the discourse level, legal documents are
highly related by references, which usually bring precious information. A law
cannot be correctly interpreted without reading some of the referenced items
within it. These references can be placed on requisite parts or effectuation parts
of sentences. This means that if a sentence contains a reference, the real content
of its requisite or effectuation parts actually lie in a different document. For
example, the sentence in ‘article 12, paragraph 4 ’ of the tracing example has its
requisite part lying in ‘article 12, paragraph 1’ because it imports the definition
of the notification in that document. The challenge for us is to be able to identify
references and to jointly interpret them. Therefore, a good QA system should
have the ability to follow these connections, which are represented via the relation
of the references and their referents.

There are many legal questions falling under this type of questions because
many users tend to ask about the beneficial conditions of laws, or the beneficiaries
that can be achieved if some conditions of laws are satisfied5.

4 A Proposed Framework for a Legal QA System

Based on the above analyses, we propose a novel framework to solve the prob-
lem as presented in Fig. 3. This framework includes five steps. In the first step,
each input question is split into two parts, i.e. a requisite part and an effec-
tuation part. In the next step - Article Retrieval, two collections of relevant
articles are retrieved by using the content words and their synonyms of two
parts respectively. Next, in the passage pairing step, a passage of articles in the
first collection is aligned to a passage of articles in the second one by using the
reference-referent if available. The result is a set of paired-passages which are
likely to contain evidence for finding the correct answer. To determine the best
pair, we rank pairs by using effective similarity measures derived from previous
work [7]. The best pair will be used to extract the correct answer by using logical
structures of legal texts.
5 We can use these characteristics for a QA system as shown in Tomura, K., A study

on a question answering system for laws, Master thesis, JAIST, 2013. The system
answers to a question based on only one document.
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Fig. 4. A true example of the proposed system.

Figure 4 illustrates a running example of the proposed system. The question
was first processed via the first step to divide it into two parts, i.e. requisite part
and effectuation part. The next step retrieved 2 article collections correspond-
ing to two logical parts. With N equals to 5, Cr includes 5 articles (A12, A5,
A105, A94-3, A10) and Ce includes 5 articles (A12, A105, A137-13, A125, A96).
Passages in the articles of Cr are paired with passages in the articles of Ce if
they contain at least one reference which refers to the other passages or vice
verse. This step leaded to the results including 22 passage pairs. The next step
measured the similarity scores between these pairs and the question. The pair,
A12P1 and A12P4, with the highest score is chosen as containing the answer.
The question word lies in the effectuation part and the reference lies in A12P4,
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Fig. 5. An example of the question processing step (A: Antecedent part; C: consequent
part; T: Topic part).

so the system extracted the effectuation part of A12P4 as the correct answer. In
the following sub-sections, we will present in more details about these steps.

4.1 Question Processing

The goal of this part is to split the question into two parts, i.e. the requisite
part qr and the effectuation part qe. We exploit an implementation of Bach
et al. [2] to recognize these parts. An example is given in Fig. 5. Each part is
then preprocessed by word segmentation, POS tagging, and dependency parsing
using Cabocha tool6. We keep content words and remove stop-words by using a
list downloaded from this website7. Removing stop-words helps the model ignore
function words and high-frequency, but low-content words.

In fact, the forms and words in user’s questions might be different from real
laws ‘s. Therefore, the exact wording of the answers might look nothing like the
questions. Thus, it is necessary to expand the question by adding terms in hopes
of matching the particular from of the answer as it appears. In other words,
to increase the number of relevant articles, we also use the synonyms of each
keyword in the question by using a Japanese synonym list8.

4.2 Article Retrieval

Based on the content words extracted from the previous step, we retrieved rele-
vant articles from the corpus using Boolean AND and OR queries. The informa-
tion retrieval system selects a set of potentially relevant articles that are likely
to contain the evidence for finding correct answers. To retrieve, we implemented
cosine similarity between the question and an article. In the vector space model
[6], articles and questions are represented as vectors of features representing the
terms (keywords) that occur within the collection. The value of each feature is

6 http://code.google.com/p/cabocha/
7 http://www.ranks.nl/stopwords/japanese.html
8 We used synonym list extracted from Japanese WordNet Copyright 2009, 2012 by

National Institute of Information and Communications Technology (NiCT).

http://code.google.com/p/cabocha/
http://www.ranks.nl/stopwords/japanese.html
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called the term weight. Here, we use conventional tf-idf [8] term weighting which
is very useful and popular in many information retrieval tasks [10,11,20].

This step returns two article sets Cr and Ce. Cr contains a set of relevant
articles for the requisite part of the question, qr. Ce contains a set of relevant
articles for the effectuation part of the question, qe.

4.3 Passage Pairing

The purpose of this step is to link passages of articles in two sets Cr and Ce

using the reference-referent information. Two passages in two sets are linked if
one passage contains at least one reference, which refers to a referent in the other
passage. In more detail, we pair each paragraph pr in an article of the set Cr

to a paragraph pe of an article in the set Ce if there exists one reference in pr
referring to a fragment of texts in the paragraph pe and vice verse.

4.4 Paired-Passages Ranking

In this step, all pairs in the form of (pr, pe) are ranked using a ranking function.
The ranking function is a linear combination of some similarity scores between
the passage pair and the question. The similarity score of each passage pair
(pr, pe) with the question (qr, qe) is calculated using the following equation:

TotalScore((pr, pe), (qr, qe)) = TotalScore(pr, qr) + TotalScore(pe, qe) (1)

Each TotalScore(, ) between an answer passage px and a question part qx is
calculated using the following equation:

TotalScore(px, qx) =
n

∑

i=1

λi × scorei(px, qx) (2)

where λi is the weight of scorei; each scorei(px, qx) corresponds to one score
in the following sets of scores derived from the work of Surdeanu et al. [7].
Accordingly, n is the total number of scores derived from that work. For the
sake of simplicity, we set all λi equal to 1.

– Similarities
The similarity between an part of a question q and the passage p is measured
using the length-normalized BM25 formula [14,15]. For completeness, we also
include the value of the tf.idf measure as presented in the article retrieval step.
To understand the contribution of the syntactic and semantic processors, we
compute the above similarity measures using three different representations
of the question and passage content as follows:

• Words (W) - the text is considered as a bag of words.
• Dependencies (D) - the text is represented as a bag of binary syntactic

dependencies. We extract dependency paths of length 1, i.e., direct head-
modifier relations.
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Fig. 6. An example of the answer extraction step (A: Antecedent part; C: consequent
part; T: Topic part).

• Bigrams (B) - the text is represented as a bag of bi-grams. This view is
added to ensuring a fair analysis of the above syntactic views.

– Density and frequency scores
These scores measure the density and frequency of question terms in the
passage text.

• Same word sequence - computes the number of non-stop question words
that are recognized in the same order in the passage.

• Answer span - the largest distance (in words) between two non-stop ques-
tion words in the passage.

• Same sentence match - number of non-stop question terms matched in a
single sentence in the passage.

• Overall match - number of non-stop question terms matched in the com-
plete passage. These scores are normalized into [0,1]. These last two scores
are computed also for the two remaining text representations.

• Informativeness - models the amount of information contained in the
answer passage by counting the number of non-stop nouns, verbs, and
adjectives in the passage that do not appear in the question.

4.5 Answer Extraction

At the paragraph level, a paragraph usually contains a main sentence and one
or more subordinate sentences. Here, we used an implementation of Bach et al.
[2,3] to recognize the logical structures of paragraphs to extract the answer.

– If the question part lies in the effectuation part of the question, we extract
the effectuation part of the main paragraph9 as the answer and vice versa.
To determine this, we use clues of question words such as dare, itsu, doko,
desuka, masenka, masuka, dono, nani, etc.

– If the answer contains references, we also extract their referents to help people
fully understand it.

Figure 6 shows an example of this step for the input question. Because the
question asks about the consequence of an action, we extract its consequence
part (including the topic part and the consequent part) as the final answer.

9 The paragraph which contains the reference referring to the referenced paragraph.
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5 Experimental Results of the QA System

In this section, we first present experimental setups including testing data, eval-
uation measure and a traditional QA system. The purpose of implementing this
traditional QA system is to compare the performance of our QA system using
reference information and not using them. Then, we present experimental results
of our QA system using the proposed method and a traditional QA system.

5.1 Experimental Setups

This sub-section presents the testing legal questions and evaluation measure to
estimate the system’s performance. We also briefly present a traditional QA
system to prove that using reference information in answering this special type
of questions yields better results.

Data. We tested our system using 51 legal questions on the Japanese National
Pension Law. To help us understand more about the behavior of the systems,
we categorize these questions into two main classes based on how they use the
reference information in determining the answers.

1. Obligatory references-resolving questions: Relevant sentences, which provide
evidence to answers, lie in different documents. These sentences are linked
through the reference information. This class is sub-divided as follows:
(a) Bi-document-linking questions: Only two documents are linked using ref-

erence information to provide evidence to answers. A majority of legal
questions falls into this case.

(b) Multi-document-linking questions: more than two documents are linked
to find answers using reference information.

2. Optional references-resolving questions: In this case, the referenced docu-
ments play the role of explaining more about the terms/phrases in the users
questions. Therefore, QA systems can still find the answers without using
reference information.

The class of each question is given in Table 1.

Evaluation Measure. To evaluate the performance, we use the evaluation
measure of ResPubliQA 2009 [13] which is a QA evaluation task over European
Legislation, proposed at the CLEF 2009. Because the two systems always output
answers to all questions, the evaluation measure c@1 [13] becomes the accuracy
measure calculated as follows:

Accuracy =
#CorrectlyAnsweredQuestions

#Questions
(3)

A Traditional QA System. The traditional QA system consists of four steps
as presented in Fig. 7. In the question processing step, the question is processed as
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Fig. 7. The framework of the traditional QA system.

same as in the proposed method except for dividing it into its logical parts. The
second step, article retrieval, retrieves top N relevant articles as in our method
by using all question words and their synonyms. The third step, the passages
ranking, ranks all passages in each relevant articles based on their similarity
scores with the question. In this step, we use all two sets of scores as in our
methods. The last step is as same as the answer extraction step of the proposed
method.

5.2 Experimental Results Using the Traditional QA System
and the Proposed System

Table 1 presents the experimental results using the traditional QA system and
the proposed system on 51 legal questions. Table 2 presents the experimental
results of the two systems using two evaluation criteria. The first criterion is
to measure the performance based on the extracted paragraphs. This means
that if the systems correctly determine the main paragraphs (which contain
the answers). The second criterion is to measure the performance based on the

Table 1. Experimental results of two QA systems using the traditional method and
the proposed method on 51 legal questions.
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Table 2. Accuracy of the QA system using two methods on 51 questions.

Traditional system Proposed system

Paragraphs Answers Paragraphs Answers

#CorrectQuestions 15 12 32 31

Accuracy(%) 29.4 23.5 62.7 60.8

extracted answers. This means that if the systems correctly find the answers.
Next, we describe the performance of each QA system in more details.

The Traditional QA System. Although, the traditional QA system did not
use the reference information, it still correctly found the main paragraphs for
15 questions and correctly extracted answers for 12 questions. The reasons are
high word overlaps between the questions and the main paragraphs. Another
reason is that in some questions, the usage of reference information is optional
to the process of finding their answers (i.e. in Question 2 in Fig. 8, it is not
necessary to link the information from the main para A92-4P2 to the referenced
para A92-4P1. But, the information in A92-4P1 helps us understand more about
the situation). There are 24 questions that the traditional system finds out the
referenced paragraphs instead of the main paragraphs (i.e. the tracing example
question). The reason is that their majorities of question words contained in
the referenced paragraphs (as in the example question). Because their answers
are not contained in these paragraphs, the system is impossible to extract their
correct answer.

For the remaining questions, the traditional system could not determine rel-
evant paragraphs. Hence, it is unable to find their answers.

In questions 20, 26, and 50, the system correctly finds the main paragraphs.
However, because the correct answers lie in the referents of the references con-
tained in these main paragraphs, it cannot extract their correct answers. The
accuracy of the traditional system, therefore, is 23.5 %.

The Proposed QA System. There are 20 questions whose answers could not
be found. The reason may be that the similarity measures could not capture the
entire context between questions and the paragraphs, which contain the answers;
or the errors of the processing tools. For examples, in question 48, the system
correctly determines the paragraph pair, which contains the answer. However,
it extracts the wrong answer because of the error of the requisite-effectuation
tool10 (in Q.48, the answer is ‘14.6% per year ’ instead of the extracted answer
bounded in tags 〈C〉 and 〈/C〉.

There are 13 questions, in which finding their answers requires that the main
paragraph must be linked to more than one document to provide the contexts
for the correct answers (i.e. to find the answer of Question 5 in Fig. 4, it is
necessary to link the information from the document A96P3 to the document
10 This tool got the accuracy of ∼ 90 %.
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Fig. 8. Some typical examples of the systems.

A96P1 via the document A96P2). Although the proposed framework does not
allow us to process on more than two documents, it can still find the correct
main paragraph containing the correct answers (in 5 questions). In these cases,
the system correctly determines one linking pair between the main paragraph
and one of the referenced paragraphs. Because the main paragraphs are correctly
determined, the proposed method can extract the correct answers. This method
also provides concrete evidences of the answers by showing the paragraph pairs,
which contain the answers.

The accuracy of the proposed system, therefore, is 60.8 %. It can be seen
that the proposed system outperformed the traditional system, which did not
exploit the reference information. Even if the traditional system can find the
main paragraph because of high word overlaps, it cannot provide the evidence
to help users believe in the systems output. However, our method can do this.
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6 Conclusion and Future Work

This paper presented an application of reference information to build a legal QA
system. We focused on one type of questions whose answers can not be found
from merely one document. To find their correct answers, it is necessary to link
documents via the relation of reference-referent. To achieve the goal, we first
built a reference resolver. Based on that, we proposed a novel framework which
allows us to exploit the reference information between legal documents to find
answers. This approach also uses the requisite-effectuation structures of legal
sentences and some effective similarity measures based on legal terms to support
finding correct answers without training data. The experimental results showed
that the proposed method was quite promising and outperformed a traditional
method which did not use reference information.

In our framework, there is an assumption that questions and related para-
graphs can be divided into two parts. Therefore, the proposed system is restricted
to legal questions asking about the requisite and the effectuation problems. In
fact, there are many questions falling under this category because users tend
to ask about the beneficial conditions of laws, or the beneficiaries that can
be achieved if some conditions are satisfied. As an initial step, we selected
these questions manually. In the future, we aim at building a question clas-
sifier, which can automatically filter this type of questions. In addition, the
assumption about dividing a paragraph into its logical structure is also quite rea-
sonable. We counted the frequency of paragraphs having requisite-effectuation
structures in the JPL corpus which are not definitions, and got 537 paragraphs
among 547 paragraphs11. Hence, the ratio of paragraphs having the requisite-
effectuation structure is very high (98.2 %). In our corpus, definition sentences
are also marked using requisite and effectuation tags where a defined term is an
effectuation and an explanation part a requisite. Therefore, our method is also
applied to definition paragraphs. Another aspect is that we focused on provid-
ing the QA system with questions which are more easier to find the answers. In
fact, natural questions are usually ambiguous, therefore they need complicated
preprocessing techniques. These two problems will be further considered in the
future work. Moreover, we also plan to extend the framework so that the system
can handle more than two-linked documents.
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Abstract. We propose a formalization of legal judgment revision in
terms of dynamic epistemic logic, with two dynamic operators; commit-
ment and permission. Each of these operations changes the accessibility
to possible worlds, restricting to personal belief as local announcement.
The commitment operator removes some accessible links for an agent to
come to believe an announced proposition, while the permission opera-
tor restores them to tolerate former belief state. In order to demonstrate
our formalization, we analyze judge’s belief change in Chivalry Case in
which a self-defense causes a misconception. Furthermore, we show an
implementation of our logical formalization to demonstrate that it can
be used in a practical way.

Keywords: Belief revision · Belief change · Legal case · Dynamic
epistemic logic · Logic of belief

1 Introduction

Many studies [1–3] described the use of logical approaches in the legal systems.
Recently, there are several theoretical and technical developments in modal logic,
and among them, dynamic epistemic logic (DEL) [4–6] is significant as a logical
tool to study belief change. In the real world, the knowledge or belief changes
through the time, e.g., observations by agents, communication between agents,
and so on. This paper focuses on belief change of a judge in a court.

Thus far, the previous work [7] introduced a dynamic operator for formalizing
belief change of a judge, where the dynamic operator represented an agent’s com-
mitment. In that work, the formalization provided only the process of removing
links but did not include the process of restoring new links. In other words, that
work only dealt with monotonic changes of agent’s belief but this work can also
cover non-monotonic changes of them. For this reason, we employ the notion of
belief re-revision. In the conventional settings, belief revision simply abandons
former belief states and we cannot revive those former states in the later stage.
In our proposal, however, we intend to get back to the former state; that is, the
belief re-revision is not only a sequence of multiple belief revisions but also a
restoration of former belief.

In this paper, we consider Chivalry case, which concerns a self-defense, i.e.,
an act of defending oneself or any other person from attacking by others. If an act
© Springer International Publishing Switzerland 2014
Y. Nakano et al. (Eds.): JSAI-isAI 2013, LNAI 8417, pp. 230–245, 2014.
DOI: 10.1007/978-3-319-10061-6 16
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is considered to be the self-defense, Article 36-1 of Penal Code will be applied,
however, if the act is considered to be an excessive defense, Article 36-2 of Penal
Code will be applied (see Sect. 2 for more details). In this case, the judgment
consists of three trials with different judges. However, in this paper, the judges
of all trails are considered as a single agent.

The remainder of the paper is organized as follows. Section 2 describes the
details of Chivalry case. Then, a logical formal tool for analyzing Chivalry case is
presented in Sect. 3. In Sect. 4, we propose a dynamic logical analysis of Chivalry
case. After that, Sect. 5 provides an implementation of logical formalization.
Finally, our conclusion and future works are stated in Sect. 6.

2 Target Legal Case

2.1 Outline of Chivalry Case

First, we summarize an outline of Chivalry case [8, pp.58–59] as follows.

One day, while o was drunken, her friend f was helping her. Then, d, a
passer-by, accidentally met them. Since they looked wrestling, d misun-
derstood that f was assaulting o, d jumped in them, and tried to help o.
Then, d came to near to f with both hands open. When f looked at d, f
crossed his hands with fists in front of him to protect himself from d. On
the other hand, d misunderstood that f posed to fight, d, who happened
to be a karate (Japanese martial arts) master, quickly tried to kick f ’s
face with an art of karate, also to protect himself. However, his left leg
strongly kicked f ’s face, which made f fall down on the ground, and as
a result, f ’s skull was crushed. Eight days later, f was dead by breeding
cerebral dura mater and its crushed wound.

This story can be further summarized as the following sequences.

(1) f came to help o who was drunken.
(2) d misunderstood that f was assaulting o.
(3) d came to help o.
(4) f posed to protect himself.
(5) d misunderstood that f posed to fight.
(6) d attacked f .
(7) f was dead.

From the above summary of the story, the defendant has two misconceptions
with f as follows.

– d misunderstood that f was assaulting o.
– d misunderstood that f posed to fight.
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The story shows that the defendant believed that f would attack him, so he
kicked f to protect himself. Thus, an act of the defendant might be thought as
a self-defense in terms of the following Article 36 of Penal Code:1

Article 36 (self-defense)
(1) An act unavoidably performed to protect the rights of oneself or
any other person against imminent and unlawful infringement is not
punishable.
(2) An act exceeding the limits of self-defense may lead to the punishment
being reduced or may exculpate the offender in light of the circumstances.

Nevertheless, the defendant’s attacking is not an actual self-defense or called as
a virtual self-defense because the defendant attacked f by misconception that f
posed to fight; in fact, f just posed to protect himself. That is, f did not really
intend to attack the defendant. To judge this case, there were three trials as
follows.

The first trial was conducted at Chiba regional court on February 7, 1984.
The court judged the defendant to be innocent by the following reasons.

– Based on the supposed misconception of the defendant, his act belongs to a
category of tolerable self-defense. Although the result is significant, this does
not affect the adequacy of the defensive act.

– As the defendant is English, such a misconception cannot be his fault.
– Since his defensive attack by misconception is not intended, and it is not his

fault, the defendant is innocent by the above Article 36-1 of Penal Code.

Since the prosecutor appealed the court ruling, the judge of the second court
re-interpreted claims and evidences of the first trial. In principle, an appeal court
may admit new claims and evidences than those of the first trial. In the second
trial, Tokyo High Court judged the defendant to be guilty on November 11, 1984.
The defendant was sentenced to be imprisonment for 18 months with parole of
three years. The reasons of the judgment were as follows.

– The defendant possessed other alternative methods to protect himself. Notwith-
standing this, the act of kicking by the defendant is such dangerous that the
attack would be lethal.

– The act of the defendant is comparable to an excessive defense resulting in
death. Therefore, the following Article 205 of Penal Code(see Footnote 1) is
applied to this case. However, because of Penal Code Article 36-2, the penalty
is reduced.

Article 205 (Injury Causing Death)
A person who causes another to suffer injury resulting in death shall be
punished by imprisonment with work for a definite term of not less than
3 years.

1 An English translation of the article can be referenced from http://www.
japaneselawtranslation.go.jp/.

http://www.japaneselawtranslation.go.jp/
http://www.japaneselawtranslation.go.jp/
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At last, in the final trial, Japan Supreme Court adopted the result of the
second trail on March 26, 1987; it is obvious that the defendant’s act of kicking
f is the excessive self-defense, by misconception of f ’s intended attack, and the
case is accidental mortality. However, the Penal Code Article 36-2 is also applied
and the penalty is reduced, based on the preceding case of Jury 7, 1966.

In short, the judge first believed that the act of the defendant was a rea-
sonable self-defense, so the defendant was innocent by applying Article 36-1 of
Penal Code. After that, the judge changed his/her evaluation about the defen-
dant’s act. Since the kicking of the defendant was such dangerous enough to kill
f , the defendant’s act was not the reasonable self-defense or could be called as
an excessive self-defense. Thus, Article 205 of Penal Code was applied to judge
that the defendant was guilty because his act caused f ’s death. Nevertheless,
the penalty was reduced as a result of Article 36-2 of Penal Code.

2.2 Our Perspective of Analyzing Chivalry Case

In order to analyze the judge’s belief change in Chivalry case, it is clear that we
need a logical tool satisfying the following two requirements at least:

(R1) To represent the misconception of the defendant.
(R2) To represent the judge’s belief on the defendant’s belief, i.e., iterated beliefs

between agents.

We also need to analyze the changes of the judge’s belief. Let us extract
two belief changes from Chivalry case. In the decision of the first trial, the
judge believed that the defendant’s act belonged to the reasonable self-defense. In
the beginning of the trial, however, the judge did not have such belief, i.e., he/she
should not have any biases for the defendant. Let us symbolize ‘the defendant’s
act belonged to the reasonable self-defense’ by q. Then, we can summarize this
belief change of the judge as follows: q was not in the belief of the judge but later
q was in the belief of the judge. Let us say that the proposition ϕ is monotonic
with respect to an agent j’s belief if, once ϕ becomes a j’s belief, then ϕ continues
to be in the j’s belief.

However, the above proposition q is not monotonic with respect to the judge
j in Chivalry case, if we regard the judge of the first trial and the judge of
the second trial as a single agent j. This is because the second trial decided
that the defendant’s act did not belong to the reasonable self-defense, i.e., ¬q
is in the belief of the judge j. In this sense, j has a different belief ¬q from
the previous belief q. If q is monotonic with respect to the j’s belief, then the
decision of the second trial implies that j believes both q and ¬q, in other words,
j comes to have a contradictory belief. In practice, the most of the propositions
are non-monotonic in the legal context.

Now, we can specify our final requirement of analyzing the judge’s belief
change.

(R3) To represent the judge’s belief change on non-monotonic propositions.
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3 Formal Tool for Analyzing Target Legal Case

3.1 Static Logic for Agents’ Belief

In order to analyze the previous Chivalry case from logical point of view, we
introduce a modal language which enables us to formalize the agent’s belief,
which satisfies the requirements (R1) and (R2) in the previous section.

Let G be a fixed finite set of agents. Our syntax L consists of the following
vocabulary: (i) a set Prop = { p, q, r, ... } of propositional letters, (ii) Boolean
connectives: ¬, ∧, (iii) belief operators Bi (i ∈ G), as well as (iv) the global
modality E and (v) the modal constant n, denoting the actual state. A set of
formulas of L is inductively defined as follows:

ϕ:: = p | n | ¬ϕ |ϕ ∧ ψ | Bi ϕ |Eϕ,

where p ∈ Prop and i ∈ G.
We define ∨, →, ↔ as ordinary abbreviations and use Aϕ to mean ¬E¬ϕ.
As before, let f , d, and j be agents of a friend of the observed drunken, a

defendant who is a highly ranked karate (Japanese martial arts) master, and
the judge of Chivalry Case, respectively. Let us also denote ‘f posed to fight
against d’ by p and ‘the kick of d was beyond the self-defense’ by q, respectively.
We can provide some formalization which is relevant to our legal example as in
Table 1. Note that we can regard ‘¬p ∧ Bd p’ as a formalization of the sentence
‘d misunderstood that f posed to fight against d.’

Table 1. Examples of static logical formalization for Chivalry case

Let us provide Kripke semantics with our syntax. A model M is a tuple

M = (W, (Ri)i∈G,@, V ),

where W is a non-empty set of states, called domain, Ri ⊆ W × W , @ ∈ W
is a distinguished element called the actual state, and V : Prop → P(W ) is a
valuation. Given any model M, any world w ∈ W , and any formula ϕ, we define
the satisfaction relation M, w |= ϕ inductively as follows.2

2 In this paper, we treat the notion of belief as an ordinary model operator. However,
we note that there is also another approach by Baltag and Smets [9]. They proposed
a notion of plausibility models to deal with agents’ beliefs.
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M, w |= p iff w ∈ V (p)
M, w |= n iff w = @
M, w |= ¬ϕ iff M, w �|= ϕ
M, w |= ϕ ∧ ψ iff M, w |= ϕ and M, w |= ψ
M, w |= Bi ϕ iff Ri(w) ⊆ �ϕ�M
M, w |= Eϕ iff M, v |= ϕ for some v ∈ W ,

where Ri(w) := { w′ ∈ W |wRiw
′ } and �ϕ�M = { w ∈ W |M, w |= ϕ } (we drop

the subscript M from �ϕ�M, if it is clear from the context). We say that ϕ is
valid on M if M, w |= ϕ for all w ∈ W . As for Aϕ, we have the following derived
semantic clause:

M, w |= Aϕ iff M, v |= ϕ for all v ∈ W.

3.2 Dynamic Operators for Belief Change of Judge

In the first trial of Chivalry case, a judge should be open to several possibilities of
the defendant’s belief. In the process of the trials, the judge receives some new
evidences and/or rejects some confirmed evidences, and then, he/she removes
and/or sometimes adds some possibilities to reach his/her own decision. We
want to simulate the effect of this process by introducing two dynamic operators
for action to our static syntax. These two operators allow us to satisfy the
requirement (R3) of Sect. 2.

We introduce two kinds of dynamic operators [comj(ϕ)] and [perj(ϕ)].3 Our
intended reading of [comj(ϕ)]ψ is ‘after the agent j commits him/herself to
ϕ, ψ’, and we read [perj(ϕ)]ψ as ‘after the agent j permitted ϕ to be the case,
ψ’. Semantically speaking, [comj(ϕ)] restricts j’s attention to the ϕ’s states,
and [perj(ϕ)] enlarges j’s attention to cover all the ϕ’s states. We denote the
expanded syntax with all [comj(ϕ)] and [perj(ϕ)] by L+. Table 2 demonstrates
the dynamic logical formalization of the judge’s belief, where we keep the same
reading of agents and propositions as in Table 1.

Table 2. Examples of dynamic logical formalization for Chivalry case

[comj(¬p ∧ Bd p)]Bj Bd p : After j’s commitment of d’s misunderstanding of p,
j believes that d believes that p.

Bj q ∧ [perj(¬q)]¬Bj q : j first believes that q, but
after j’s permission of ¬q, j does not believe that q.

Let us fix a Kripke model M = (W, (Ri)i∈G,@, V ). A semantic clause for
[comj(ϕ)]ψ on M and w ∈ W is defined as follows.

M, w |= [comj(ϕ)]ψ iff Mcomj(ϕ), w |= ψ,

3 This study assumes that, when an agent receives a piece of information ϕ, the agent
has already decided if he/she uses the commitment or the permission operator for
ϕ. Thus, we will not analyze a process of the decision in this paper.
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where Mcomj(ϕ) = (W, (Ri)i∈G\{ j }, Sj ,@, V ) and Sj is defined as: for all x ∈ W ,

Sj(x) :=

{

Rj(x) ∩ �ϕ�M if x = @,
Rj(x) otherwise.

Let us move to a semantic clause for [perj(ϕ)] on M and w ∈ W .

M, w |= [perj(ϕ)]ψ iff Mperj(ϕ), w |= ψ,

where Mperj(ϕ) = (W, (Ri)i∈G\{ j }, S′
j ,@, V ) and S′

j is defined as: for all x ∈ W ,

S′
j(x) :=

{

Rj(x) ∪ �ϕ�M if x = @,
Rj(x) otherwise.

Note that the effects of the agent j’s commitment and permission of ϕ are
restricted only at the distinguished element @. While [comj(ϕ)] is compatible
with the monotonicity of j’s belief (i.e., once a formula Bj ψ holds, it continues
to be true), [perj(ϕ)] may break this monotonicity. This is because an addition
of new j’s links allows the belief change from Bj ψ into ¬Bj ψ. In this sense,
[perj(ϕ)] can capture the non-monotonic change of agent’s belief.

The formulas of Table 3 are called reduction axioms, which can be regarded as
a necessary criteria for reducing the semantic completeness result with dynamic
operators to the one without them. With the help of the necessitation rules
for [comi(ϕ)] and [peri(ϕ)]: from ψ, we may infer [comi(ϕ)]ψ and [peri(ϕ)]ψ,
reduction axioms allow us to rewrite a formula of L+ to an equivalent formula
in L with no occurrence of [comi(ϕ)] and [peri(ϕ)].4

Table 3. Reduction axioms for [comi(ϕ)] and [peri(ϕ)]

Proposition 1. All the formulas of Table 3 are valid on all models.
4 Remark that we cannot obtain the reduction axioms for iterated commitments

[comi(ϕ)][comj(θ)]ψ or iterated permissions [peri(ϕ)][perj(θ)]ψ for different agents i
and j. This is one of the main differences of our operators from the public announce-
ment operator (see, e.g., [10]).
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Proof. We only establish the equivalence for [peri(ϕ)]Bi ψ here. Let us fix any
model M and any state w of M. We can proceed as follows: M, w |= [peri(ϕ)]Bi ψ
iff Mperi(ϕ), w |= Bi ψ iff S′

i(w) ⊆ �ψ�Mperi(ϕ) iff
{

Ri(w) ∪ �ϕ�M ⊆ �ψ�Mperi(ϕ) if w = @
Ri(w) ⊆ �ψ�Mperi(ϕ) if w �= @

iff

{

Ri(w) ∪ �ϕ�M ⊆ �[peri(ϕ)]ψ�M if w = @
Ri(w) ⊆ �[peri(ϕ)]ψ�M if w �= @

iff

{

Ri(w) ⊆ �[peri(ϕ)]ψ�M and �ϕ�M ⊆ �[peri(ϕ)]ψ�M if w = @
M, w |= Bi[peri(ϕ)]ψ if w �= @

iff

{

M, w |= Bi[peri(ϕ)]ψ and M, w |= A(ϕ → [peri(ϕ)]ψ) if w = @
M, w |= Bi[peri(ϕ)]ψ if w �= @

The final line can be easily shown to be equivalent with the right-hand side of
the equivalent axiom for [peri(ϕ)]Bi ψ in Table 3. �

For a complete axiomatization of our dynamic logic with two operators, the
readers can refer to Appendix A.

4 Dynamic Logical Analysis of Target Legal Case

Let us describe our semantic idea to construct a model for analyzing Chivalry
case. Firstly, we assume that all possibilities are represented by a square W as
in Fig. 1(a). Secondly, when the judge obtains a piece of information ‘f posed to
fight against d’ (p), W is divided into two equal horizontal parts, i.e., p and ¬p
as shown in Fig. 1(b). From Chivalry case, in fact, f did not pose to fight against
d (¬p), so we focus on the possibility of ¬p. Thirdly, the judge considers a piece
of information ‘d believes that f posed to fight against d’ (Bd p) by dividing the
possibility of ¬p into two equal horizontal parts, i.e., Bd p and ¬Bd p as shown
in Fig. 1(c). Finally, the judge considers a piece of information ‘the kick of d was
beyond the self-defense’ (q) by dividing W into two equal vertical parts, i.e., q
and ¬q as shown in Fig. 1(d), where we assume that each of the partitions of the
¬p-states is non-empty.

Fig. 1. A concept to construct a model for analyzing Chivalry case
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Fig. 2. A model M1 of Definition 1 Fig. 3. Update M1 by [comj(¬p ∧ Bd p)]

In this section, we will not analyze the result of the final trial because the
final trail only adopted the result of the second trial, i.e., the result of the final
trail is the same as that of the second trial.

4.1 First Trial

In order to analyze the result of the first trial, we simplify the model from the
above idea and introduce the following specific model M1 (for the graphical
representation, see Fig. 2, where the solid circles around the states w1, w2 and
w5 mean that they are reflexive states with respect to Rd-relation).

Definition 1. Let G = { d, j }, where recalls that d and j mean the defendant
and the judge, respectively. Define M1 as follows:

W = {w0, w1, w2, w3, w4, w5 }.
Rj = { (w0, w1), (w0, w2), (w0, w3), (w0, w4) }.
Rd = { (w1, w1), (w2, w2), (w1, w5), (w2, w5), (w3, w5), (w4, w5), (w5, w5) }.
@ := w0.
V (p) = {w5 } and V (q) = {w1, w3 }.

We regard the state w0 as j’s viewpoint at the initial stage of the first trial.
In our model, we have

M1, w0 |= ¬Bj(¬p ∧ Bd p) ∧ ¬Bj ¬q,

i.e., the judge does not believe that d’s kick was not beyond the self-defense,
and the judge does not believe that d misunderstood p, either. In the first
trial, the judge admitted that f did not pose to fight against d but d mis-
understood that f posed to fight against d (i.e., p). Based on this, the judge
also committed him/herself to ¬q, i.e., d’s kick was not beyond the self-defense.
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Those processes can be formalized by the successive updates of the model M1 by
[comj(¬p ∧ Bd p)] and [comj(¬q)]. Let us see the effects of the updates step by
step (Figs. 3 and 4). By the update of [comj(¬p ∧ Bd p)], we delete all the links
from w0 into the states where ¬p ∧ Bd p is false. That is, we eliminate (w0, w1)
and (w0, w2) from Rj (see Fig. 3). The result becomes { (w0, w3), (w0, w4) }. After
this, the update of [comj(¬q)] requires us to delete all the links from w0 into
the states where q is true. Therefore, we furthermore need to delete (w0, w3).
Then, the final accessibility relation for j becomes { (w0, w4) } and the judge j
now believes both ¬p ∧ Bd p and ¬q (see Fig. 4). Therefore,

M1, w0 |= [comj(¬p ∧ Bd p)][comj(¬q)]Bj((¬p ∧ Bd p) ∧ ¬q).

4.2 Second Trial

Let us denote by M2 the updated model of M1 by [comj(¬p ∧ Bd p)] and
[comj(¬q)], i.e., the model of Fig. 4. Precisely, M2 is defined as follows.

Definition 2. Define M2 is the same model as M1 except Rj = { (w0, w4) }.
We can regard M2 as a model of the beginning of the second trial. The judge of
the second trial also committed him/herself that d misunderstood p but there is a
difference between the first and the second trials, i.e., whether the judge accepts q
or not. As we have seen in the previous section, the judge of the first trial accepts
¬q. On the other hand, the judge of the second trial rejects ¬q but accepts q
instead. In order to overturn the decision, the judge of the second trial first needs
to permit the possibility of q, i.e., the possibility that d’s kick was beyond the
self-defense. This was done by the operator [perj(q)] in our logical framework.
[perj(q)] allows us to ‘revive’ the older links from w0 to the states where q is
true. By the update of [perj(q)], Rj becomes { (w0, w1), (w0, w3), (w0, w4) } (see
Fig. 5). Then, the judge becomes undetermined on q, i.e., ¬Bj q and ¬Bj ¬q
hold at w0, i.e.,

M2, w0 |= Bj ¬q ∧ [perj(q)](¬Bj q ∧ ¬Bj ¬q).

After this reviving the links into the q-states, the judge successively commits him/
herself to ¬p∧Bd p (the same as in the first trial) and then q (instead of ¬q in the
first trial) (Figs. 6 and 7, respectively). By the update of [comj(¬p ∧ Bd p)], j’s
accessibility relation is changed into { (w0, w3), (w0, w4) } (see Fig. 6). Further-
more, the update of [comj(q)] deletes j’s accessibility relation into { (w0, w3) },
which implies that j now believes that q at w0 (see Fig. 7). To sum up, we obtain
the following non-monotonic change of j’s belief from Bj(¬q) into Bj q:

M2, w0 |= Bj ¬q ∧ [perj(q)][comj(p ∧ ¬Bj p)][comj(q)]Bj q.
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Fig. 4. Update Fig. 3 by [comj(¬q)] Fig. 5. Update M2 by [perj(q)]

Fig. 6. Update Fig. 5 by [comj(¬p∧Bd p)] Fig. 7. Update Fig. 6 by [comj(q)]

5 Implementation

This section introduces three algorithms calculating the truth value of the formu-
las Bj ψ and the updates by [comj(ϕ)] and [perj(ϕ)] (Algorithm 1, Algorithm 2
and Algorithm 3, respectively, see below), and demonstrates the algorithms in
our example of Chivalry case.

First, let us explain Algorithm 1. findall finds all the accessible worlds from
w, i.e. findall includes those w′ such that wRjw

′ into X. Then Algorithm 1
investigates if ψ holds for all w′ ∈ X, to judge if Bj ψ holds or not.

Second, Algorithm 2 concerns an agent’s commitment operator [comj(ϕ)].
findall collects all the accessible worlds w′ from the actual world (@), to build
set X. Next, findall finds all those in W ′, in which ϕ holds, to build set Y .
Then, the accessibility for j is renewed to be a set Sj of accessibility, in which
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all the accessible worlds from ‘@’ are restricted to those where ϕ holds. Finally,
we output a new model for evaluating (W,Sj , Rd,@, V ), w |= ψ by using Algo-
rithm 1.

Third, Algorithm 3 concerns an agent’s permission operator [perj(ϕ)]. findall
collects all the accessible worlds w′ in W , in which ϕ holds, to build set Y . Then,
the accessibility for j is renewed to be a set Sj of accessibility, in which all the
accessible worlds from ‘@’ are enlarged to those where ϕ holds. Finally, we output
a new model for evaluating (W,Sj , Rd,@, V ), w |= ψ by using Algorithm 1.

We have implemented the above algorithms in SWI-PrologTM 6.5.2. This
program outputs the veridicality of propositions, together with world accessibil-
ity relations in dot format. Thus, we can visualize the dot file by GraphvizTM .

Algorithm 1. Evaluation of the truth of Bj ψ

input M = (W, Rj , Rd, @, V ), Bj ψ, w
findall (w′ ∈ W, wRjw

′)
add w′ to X

end findall
forall (w′ ∈ X, M, w′ |= ψ)

M, w |= Bj ψ
else

M, w �|= Bj ψ
end forall

Algorithm 2. Calculation of [comj(ϕ)]
input M1 = (W, Rj , Rd, @, V ), [comj(ϕ)], w
findall (w′ ∈ W, @Rjw

′)
add w′ to X

end findall
findall (w′ ∈ X, M1 , w

′ |= ϕ)
add w′ to Y

end findall
Sj := (Rj \ {(@, w′)|w′ ∈ X}) ∪ {(@, w′)|w′ ∈ Y }
output M2 = (W, Sj , Rd, @, V )

Algorithm 3. Calculation of [perj(ϕ)]
input M1 = (W, Rj , Rd, @, V ), [perj(ϕ)], w
findall (w′ ∈ W, M1 , w

′ |= ϕ)
add w′ to Y

end findall
Sj := Rj ∪ {(@, w′)|w′ ∈ Y }
output M2 = (W, Sj , Rd, @, V )
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Let N1 be a model which is defined as follows.

W = {w0, w1, w2, w3, w4, w5 }
Rj = { (w0, w1), (w0, w3) }
Rd = { (w1, w1), (w2, w2), (w1, w5), (w2, w5), (w3, w5), (w4, w5), (w5, w5) }
@ := w0

V (p) = {w5 } and V (q) = {w1, w3 }

Example 1. This example shows a process for performing the permission opera-
tor composing of three steps (see Fig. 8) as follows. First, we input a model N1

by load. Second, our permission operator [perj(q)] is represented by per q. In this
example, [perj(¬q)] is calculated by input(per ~q). In Fig. 8, we can find that three
links {[w0,w0],[w0,w2],[w0,w4]} are added during the execution. After calcu-
lating the permission operator, we have a new modelN2 which is the same model as

Fig. 8. Execution Log 1

Fig. 9. Kripke model before [perj(¬q)] Fig. 10. Kripke model after [perj(¬q)]
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N1 except Rj = { (w0, w0), (w0, w1), (w0, w2), (w0, w3), (w0, w4) }. Third, we are to
verify if N2, w0 |= Bj q represented by input($q, w0) in Prolog syntax. As a result,
the system can find five links {[w0,w1],[w0,w3],[w0,w0], [w0,w2],[w0,w4]},
that is w0Rjw1, w0Rjw3, w0Rjw0, w0Rjw2, w0Rjw4. Then, the system recursively
verifies {w1, w3, w0, w2, w4} ⊆ V (q), i.e., input(q,w1), input(q,w3), input(q,
w0), input(q,w2) and input(q,w4), and finally answers false. Moreover, the
system can automatically visualize the resultant states, as in Fig. 9 and in Fig. 10,
each of which corresponds to the models before and after the permission [perj(¬q)]
in Fig. 8.

6 Conclusion

In this research, we have provided the permission operator [perj(ϕ)], together
with the commitment operator [comj(ϕ)]; the former operator tolerates a propo-
sition, restoring the accessibility to those worlds in which the proposition holds.
With these equipments, we have shown an example of Chivalry case, where an
action might look the spirit of chivalry though the action was actually done by
misconception. In the process of the trials, a court gave firstly a decision, but
after then, with a different interpretation of penal code, the second judgment
overturned the first. We could successfully depict this process by revising belief
state in multiple times.

Our contribution in this paper is two-fold. One is that we have formalized
the accessibility restoration; that is, we can re-revise one’s belief, in terms of
dynamic epistemic logic. The other is that we have actually implemented the
process in a computer system to show its adequacy.

In order to obtain more fine-grained theory of belief re-revision, one may
employ the idea of Evidential Logic by van Benthem and Pacuit [11]. Their
basic idea is to provide a set of sets of states, regarded as evidences, with each
state, and propose a rich variety of dynamic operations for evidences. In their
paper, we can find update operations of public announcement [!ϕ] and evidence
addition [+ϕ] for neighborhood models, which are similar to commitment and
permission operators, respectively. However, the above update operations change
all the agents’ knowledge and belief. In this sense, their operations are public
one. Also, their update operations change a frame structure (i.e., neighborhood
structure) not only of the current state but also all of the other states. Unlike
our commitment and permission operations, the above operations are not local
in this sense. This means that the framework in [11] does not fit well with our
purpose.

Note that our model aims at the formalization of belief change in a court, and
not at that of norms; thus, the objective of our paper does not directly concern
a reasoning system. Instead, we contribute to clarify agents’ belief states, with
which we obtain an accountability of judgment. In this paper, the commitment
and permission operators could capture belief change of only one agent. Thus,
the change of judgment was not triggered by agent communication, e.g., with
an appearance of new evidence; in our case the second adjudication was merely
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a reinterpretation of the first judgment. In order for us to develop our formal-
ization furthermore, our next target should be to employ the notion of agent
communication as an announcement to other agents.

A Complete Axiomatization of Dynamic Logic with
Commitment and Permission Operators

In this section, we give an axiomatization of our dynamic logic with two operators
and sketch its completeness proof.

Table 4. Axiomatization of static logic in L

Theorem 1. The set of all the valid formulas of L is completely axiomatized by
all the axioms and the rules of Table 4.

Proof. (Sketch) Soundness is easy to establish. So, let us concentrate on the
completeness proof. We can regard our syntax L as a syntax H(E) of hybrid
logic [12, p.72] by the following identification: n as a nominal and E as the
global modality, where a ‘nominal’ means a new sort of propositional vari-
able which is true at exactly one state. Our axiomatization of Table 4 is the
equivalent axiomatization of hybrid logic with nominals and the global modality
in [12, p.72], provided the set of nominals consists of n alone. Then, [12, The-
orem 5.4.2] implies that our axiomatization is strongly complete with respect
to the class of all models, since the proof of [12, Theorem 5.4.2] does not
depend on the number of nominals in the syntax (in fact, we could obtain the
stronger result to cover the additional axioms for Bi called Sahlqvist axioms
[12, p.87, Theorem 5.4.2]). �

Theorem 2. The set of all the valid formulas of L+ is completely axiomatized
by all the axioms and the rules of Table 4 and 3 as well as the necessitation rules
for [comi(ϕ)] and [peri(ϕ)]: from ψ, we may infer [comi(ϕ)]ψ and [comi(ϕ)]ψ.

Proof. (Sketch) By � ψ (or �+ ψ), we mean that ψ is a theorem of the axiomati-
zation for L (or, L+, respectively.) The soundness part is mainly due to Proposi-
tion 1. One can also check that the necessitation rules for [comi(ϕ)] and [peri(ϕ)]
preserve the validity on the class of all models. As for the completeness part, we
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can reduce the completeness of our dynamic extension to the static counterpart
(i.e., Theorem 1) as follows. With the help of the reduction axioms of Table 3,
we can define a mapping t sending a formula ψ of L+ to a formula t(ψ) of L,
where we start rewriting the innermost occurrences of [comi(ϕ)] and [peri(ϕ)].
We can define this mapping t such that ψ ↔ t(ψ) is valid on all models and
�+ ψ ↔ t(ψ). Then, we can proceed as follows. Fix any formula ψ of L+ such
that ψ is valid on all models. By the validity of ψ ↔ t(ψ) on all models, we
obtain t(ψ) is valid on all models. By Theorem 1, � t(ψ), which implies �+ t(ψ).
Finally, it follows from �+ ψ ↔ t(ψ) that �+ ψ, as desired. �
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Abstract. Cooking and eating on a table is known as a Japanese dining style.
As we cook “monja-yaki” on a table, how do we communicate with others? This
paper indicates that cooking acts cause utterances to overlap and generate silence
more frequently than when not cooking. The order of overlaps in table cooking is
shown in two aspects: (1) accidental overlaps are not always repaired in cooking,
and (2) co-telling of how to cook sometimes allows utterances to overlap. Besides,
while cooking, there occur some kinds of sequence organization with bodily actions:
(1) adjacency pairs are organized not only by language but also bodily actions, and
(2) even if adjacency pairs are not sufficiently organized with language, bodily
actions could complement the absence or insufficiency. Such orders of sequence
organization of actions may make silence occur more frequently. Repeated occur-
rences of overlaps and silence in cooking may result from embodied interaction.

Keywords: Table cooking � Overlap � Silence � Repair � Co-telling �
Embodied sequence organization � Adjacency pair

1 Introduction

1.1 Japanese Table Cooking Style

It is often the case that we participate in conversations with our body engaged in some
activities. A table talk is one of the most frequent examples of interaction accompanied
by bodily motions in our daily life. In a table talk, each participant has to coordinate
one’s own utterances and eating acts, as well as the others’ utterances and one’s own
utterances [1]. That is why a table talk is a very complicated and intelligent activity.

In Japan, we often cook and eat dishes on a table (not in a kitchen), such as nabe-ryori
(one-pot meal), yakiniku (grilled meat), okonomi-yaki (Japanese-style pancake with various
ingredients), or monja-yaki (Japanese-style pancake thinner and laxer than okonomi-yaki).
Cooking and eating on a table is known as a traditional Japanese dining style. In this
research, we call a dining style of this sort table cooking. The Japanese often say that a table
cooking such as nabe-ryori enhances social relationships among the participants. However,
how we can coordinate cooking and talking simultaneously has not been studied yet.
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In coordinating cooking and talking, there seems to occur a little different order of
interaction from when eating and talking. In eating, we have to use one mouth both to
eat dishes and to talk with the other participants. Mukawa [2] and Tokunaga [3] found
that we tend to try to speak even when our mouth is filled with food, so that eating acts
may not hamper our conversation. Such preference for coordinating conversations may
be because eating is an individual activity while talking is an interactive one. On the
other hand, in table cooking, we have to coordinate both cooking and talking, with the
other participants. In addition, not only the conversation but also co-cooking seems to
have some kinds of sequence organization as interaction.

In this paper, we investigate situatedness of interaction in cooking acts by exam-
ining the relationship between overlaps of utterances and silence and cooking acts, and
clarify the “order of interactions” brought about by a table cooking.

1.2 Multiparty Interaction in Cooking Monja-Yaki

A table cooking of monja-yaki (often called “monja”) is very interesting to observe.
In analyzing interaction in table cooking, there are unlimited variables to observe, e.g.
the kind of dish cooked on the table or cooking tools used that influence the way and
the process of cooking. For instance, in cooking nabe-ryori (one-pot meal), it is likely
that one of the participants monopolizes cooking. That is because only one pair of
chopsticks and/or one ladle is often used in cooking nabe-ryori, and one of the par-
ticipants becomes a “chair person” (called “nabe-bugyo” in Japanese) of cooking.

On the other hand, monja-yaki needs to be cooked by several participants, because the
process of cooking monja-yaki is complicated. While one is pouring the ingredients into a
hot plate, another has to hash them up so that they can be cooked well. Monja-yaki is more
difficult to cook than nabe-ryori, and that difficulty could make troubles or encourage
participants to teach each other how to cook. The “order of interactions” generated by a
table cooking of monja-yaki depends on the number of participants and/or the relationships
among them. It is possible that general features of multimodal interaction, e.g. the order of
turn-taking, influence the way we cook and talk. In this paper, we observe a table cooking
of monja-yaki by the three participants close to each other. Those who are not necessarily
close to each other would show another order of interactions in table cooking.

1.3 Overlaps and Silence in Cooking

The first author invited two friends to a restaurant and conducted an experiment of
cooking monja-yaki. Observing the interaction as a participant, the first author got an
impression that a table cooking may cause overlap of utterances and cause silence to
occur more frequently than when not cooking.

While cooking, we have to engage in both cooking acts and a conversation. Never
can we cook without gazing at cooking tools or ingredients of the dishes. Therefore, we
look at the others’ faces less frequently than while not cooking. Generally, in Japanese
conversations, a hearer gazed at by the current speaker is likely to be the next
speaker [4], and it is indicated that the participants’ gaze exchanges can realize smooth
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turn-taking. Cooking on a table could hamper smooth turn-taking, which may result in
the increase of overlaps and silence.

There seems to be another reason, too, for which our utterances tend to overlap in a
table cooking. When several participants are engaged in cooking, all the participants do
not always have equal amount of knowledge about how to cook. In a multiparty
interaction, where more than two participants are involved, two or more advanced
participants sometimes tell their knowledge collaboratively to less advanced one(s).
This type of tutoring is called “co-telling”. In co-telling, it is known that two partici-
pants frequently co-create one sentence, repairing each other’s utterances, and that is
why overlapping utterances are often produced (e.g. [5]).

In addition, while cooking and talking, there seems to be some kinds of sequence
organization by both language and bodily actions. For instance, when asked a question
or offered something by others while cooking, instead of answering them with lan-
guage, the participants often responded to them with some actions. Schegloff [6]
pointed out that sequence of actions could be dealt with by conversation analysts. In
such cases, we may speak less frequently than when not cooking, which leads to the
increase of longer gaps or silence.

Despite many overlapping utterances and silence for a long time, we do not feel that
cooking acts disturb conversations. Although turn-taking rules are designed to prevent
too many overlaps and too long gaps or silence [7], there are likely to be lots of
overlaps and silence in conversations, especially when we are engaged in cooking.

In this paper, first, we analyze how often overlaps and silence occur in three phases,
e.g. when people choose the dishes from the menu, wait for arrival of dishes, and cook
monja-yaki. Second, referring to transcripts, we analyze some interesting cases of
sequence organization with overlaps or gaps in cooking.

2 Method

2.1 The Data

The first author (called S) invited two friends (called U and H) to a monja-yaki
restaurant in Kanagawa, Japan. We recorded our conversations on the table with two
ultra-small digital video cameras and three voice recorders (Fig. 1). Three-party con-
versation is appropriate for observation of a table talk, for conversations by three
participants are not likely to be split into more than one group [2]. In order to generate
daily life conversations and not to put pressure on the participants to talk without any
silence, we did not tell the participants what topics to talk about.

Hot 

plate

U

HS

Monja-
yaki

Camera 1   Camera 2

H                        U

S

Camera 1

Camera 2

Fig. 1. Capture image of video data and top view of the table.

How Do We Talk in Table Cooking? 251



2.2 Excerption and Annotation

The conversation data was excerpted and divided into three phases: (1) seeing the menu
and deciding what to eat, (2) waiting for the dishes to arrive, and (3) cooking monja-
yaki. In phases (1) and (3), the participants talked with their bodies engaged in seeing
the menu or cooking monja-yaki. In phase (2), the participants could focus on talking
without any bodily acts, except non-verbal communications, such as gestures or
exchanging glances. We compare the phases with bodily acts and the other from a
viewpoint of the frequency of overlaps and silence.

Using annotation software ELAN1, we made annotations of utterances and cooking
acts for each participant. We also composed Japanese transcripts [8] of some suggestive
examples. Overlapping utterances are put in [ ] in the transcripts2.

2.3 Combination of Quantitative Analysis and Conversation Analysis

In this research, we analyze the interactions by means of both quantitative analysis and
qualitative analysis, i.e., conversation analysis (CA). As for quantitative analysis, the
length and the number of overlaps and silence are calculated and compared among the
three phases mentioned above. Regarding qualitative analysis, some noteworthy
examples concerning overlaps and silence are transcribed in detail, following the tra-
ditional method of transcription in CA.

It is notable that in this research both quantitative and qualitative analyses contribute to
each other, indicating remarkable perspectives of analysis. For instance, calculating the
frequency of overlapping utterances, we can see whose utterances are likely to overlap
more frequently than the others’, or which combination of the participants generates more
overlaps. If two skilled participants’ utterances overlap more frequently in the cooking
phase, co-telling of how to cook may be occurring many times there. Or, in transcribing
fine-grained interactions, similar phenomena are observed several times in the same phase
and that tendency may be represented in the quantitative patterns as well. We try to
combine the results of quantitative analysis with the CA findings suitably.

3 Overlaps

3.1 Quantitative Analysis

In this section, calculating the total hours and the number of overlapping utterances
about each phase (Table 1), we analyze the frequency of overlaps. Overlaps are the
time when more than one participant is talking for 100 ms or more3.

1 http://tla.mpi.nl/tools/tla-tools/elan/
2 Transcript symbols are explained at the end of this paper.
3 Although overlapping of back-channeling expressions is ruled out as examples of overlapping
utterances in general, we call all the overlaps including back-channeling expressions “overlapping
utterances” in this paper.
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First, we calculated the length and the number of overlaps among the total length
and the number of utterances by all the participants (Fig. 2). In phases (1) and (3), the
percentages of the length and the number of overlaps were respectively higher than
those in phase (2). It is possible that the participants were forced to turn their gaze on
the menu or the dishes being cooked and they had difficulty in exchanging glances and
coordinating their utterances.

Second, the length and the number of overlaps of each participant were calculated
(Fig. 3). In phase (1), the percentages of the length and the number of all the partic-
ipants were almost the same. In phase (2), all the percentages except the length of
participant H were lower than phase (1). In particular, the number of overlaps of S in
phase (2) is much less than that of the previous phase, and it is the same as that of U. In
phase (3), the length and the number of S, and the number of U were especially high.
While only the percentage of the length of H was lower than the previous phase, that of
the number of hers was as high as in phase (1).

In general, our hypothesis that overlaps are more frequent while cooking than when
not cooking was mostly supported. Then, why are overlapping utterances more likely
to occur while cooking or looking at a menu? In the following sections, with several

Table 1. Length and number of overlaps in each phase.

(1) Deciding what to eat S&H S&U H&U S, H&U Total

Length of overlaps (sec.) 7.73 3.18 7.05 0 17.96 

Length of overlaps among total length of utterances 
by the concerned participants (%) 7.02 3.37 6.34 0.00 12.89 

Number of overlaps (time(s)) 16 7 17 0 40

Number of overlaps among total number of utterances
by the concerned participants (%) 14.16 7.61 15.32 0.00 25.95 

Average length of overlaps (sec.) 0.48 0.45 0.41 - 0.45 

(2) Waiting for the dishes S&H S&U H&U S, H&U Total

Length of overlaps (sec.) 3.11 2.62 4.04 0.33 9.43 

Length of overlaps among total length of utterances 
by the concerned participants (%) 4.63 3.04 6.16 0.00 9.44 

Number of overlaps (time(s)) 8 9 5 2 20

Number of overlaps among total number of utterances
by the concerned participants (%) 12.12 10.84 9.09 0.02 19.61 

Average length of overlaps (sec.) 0.39 0.29 0.81 0.16 0.47

(3) Cooking monja-yaki S&H S&U H&U S, H&U Total

Length of overlaps (sec.) 5.92 12.42 3.91 0.87 21.38 

Length of overlaps among total length of utterances 
by the concerned participants (%) 6.08 10.28 3.01 0.00 14.08 

Number of overlaps (time(s)) 13 19 10 3 39

Number of overlaps among total number of utterances
by the concerned participants (%) 13.13 16.96 8.55 0.02 25.61 

Average length of overlaps (sec.) 0.46 0.65 0.39 0.29 0.55 
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transcripts, we will indicate the order of overlaps in a table cooking in two aspects:
(1) accidental overlaps do not always need to be repaired in cooking, and (2) co-telling
of how to cook sometimes causes utterances to overlap.

3.2 Accidental Overlaps and Insufficient Repair

Although the frequencies and lengths of overlapping utterances in phases (1) and (3)
were somewhat similar, the qualitative features of the overlaps were different between
the two phases.

Overlapping utterances can be classified into five types (Fig. 4), from a viewpoint
of when the latter utterance starts and stops overlapping with the former4: (a) Simul-
taneous Start (two utterances are started simultaneously, and either of them is com-
pleted before the other), (b) Included in the Other (the latter is started after the former is
started, and the latter is completed before the former is completed), (c) Turn-taking

0 

10 

20 

30 

(1) Deciding what 
to eat 

(2) Waiting for 
the dishes 

(3) Cooking 
monja-yaki 

Length of overlaps among total length of 
utterances by all the participants (%) 
Number of overlaps among total number of 
utterances by all the participants (%) 

Fig. 2. Length and number of overlaps among total utterances.
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Fig. 3. Length and number of overlaps by each participant.

4 In this paper, “simultaneously” means that the latter utterance is started less than 100 ms after the
former utterance is started, and “One utterance is started after (completed before) the other” means
that one utterance is started (completed) 100 ms or more after (before) the other.
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with Overlap (the latter is started after the former is started, and the former is completed
before the latter is completed), (d) Simultaneous End (the latter is started after the
former is started, and the two utterances are completed simultaneously), (e) Simulta-
neous Start and End (two utterances are started and completed simultaneously)
(modified after [9]).

Among the five types, type (a) and (e) have a different feature from the others.
In general, when a hearer starts to overlap with the speaker’s utterance, the latter
speaker, more or less, intends or expects to make his/her own utterance overlap with the
former’s utterance. However, as for type (a) and (e), two utterances consequently
“accidentally” overlap, for neither of the two speakers can anticipate the beginning of
the other’s utterance. When two participants start to speak at the same time, one of them
or both of them may not be heard or understood completely. In such cases, the speaker
him/herself or the others often “repair” the insufficiently understood utterances [10].

Nevertheless, in table cooking, it may not be frequent that an accidental overlap of
utterances (type (a) or (e)) is repaired either by the participant who made the trouble or
by the other participant(s). In fact, in our experiments of conversations with monja-
yaki, all the accidentally overlapped utterances were not repaired. Of all the overlaps,
3 examples in phase (1) and 4 examples in phase (3) were type (a). There were no

(a) Simultaneous Start

(b) Included in the Other

(c) Turn-taking with Overlap

(d) Simultaneous End

(e) Simultaneous Start and End

* F: the former speaker, L: the latter speaker

Fig. 4. Five types of overlapping utterances.

Table 2. Number of accidental overlaps in phases (1) and (3).

Total of
overlaps (time
(s))

Accidental
overlaps
(time (s))

Repaired
accidental
overlaps
(time (s))

Not repaired
accidental overlaps
(time (s))

(1) Deciding
what to eat

40 3 3 0

(3) Cooking
monja-yaki

39 4 2 2
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examples of type (e) in phases (1) and (3). While all the 3 examples of (a) in phase (1)
were properly repaired, 2 in phase (3) were not repaired (Table 2), which is likely to be
one of the interesting aspects of interactions in table cooking.

In the transcript of phase (1)-1 (Excerpt 1), when an example of type (a) appears,
self-repair is smoothly accomplished (in the transcripts, overlapping utterances are
put in [ ], and [[ indicates the point at which two or more utterances start
simultaneously).

Excerpt 1 (Phase (1)-1).

01  H:  watashi mon- (.) monja ni sichauto (0.4) monja no chigai ga wakaranain desuyone (.)
When I,     I try to have monja,    I don't recognize the d

02  H:  imi wa(h)ka(h)ri(h)masu? ((turning her eyes on participant S))=

03  U:  =[[ e: douiu koto ]::?(0.4)

04  S:  =[[nan no chigai?]

05  U:  aji no [chigai tte kanji?]
Is 

06  H:       [ zenbu monja  ] tte monja (.) ni naru

Answering the question “Imi wakarimasu? (Do you understand?)” by H in the
second line, U in the third line and S in the fourth line started to speak simultaneously.
Judging from her eyes on S and the polite expression “wakarimasu”, H in the second
line seems to have addressed S5. However, soon after H in the second line, U in the
third line and S in the fourth line began to ask questions, in order to clarify H’s
question. U said, “E, douiu koto? (Well, what does it mean?)” and S said, “Nan no
chigai? (Difference of what?)” These two utterances overlapped accidentally, and their
utterances may not have been properly heard by H. 400 ms after U in the third line, U
in the fifth line tried to repair the trouble for herself, saying, “Aji no chigai tte kanji? (Is
it the difference of the taste?)” Since the expression of U in the third line was more
abstract than S in the fourth line, U in the fifth line may have combined her previous
question with more specific question of S’s. The question by U in the fifth line, which
was a yes-no question, seems to have been easier for H to answer than U in the third
line and S in the fourth line, which were wh-questions. Realizing it was necessary to
repair incomprehensibility due to the overlap of utterances and to make the question
easier to answer for H, U succeeded in repairing for herself.

On the other hand, in the transcript of phase (3)-1 (Excerpt 2), the trouble caused by
an overlap was left without being repaired by any participants. The trouble was due to
overlapping utterances of type (a).

5 Participant S is one year older than H and U, and H usually uses polite expressions to S, not to U.
Though U is also younger than S, U does not use polite expressions to S so often.
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Excerpt 2 (Phase (3)-1).

01  U:  ruisan wa (.) e (.) monja tte kansai? (.) kanto? (.)
Rui*,    well, are monjas from the Kansai ((region))? Or the Kanto ((region))?

Gaze :  (1            )(2 )(3            )(2     )

02  S:  kanto [dayo]
((It is from)) the Kanto.

03  U:       [ a:  ]: (0.6)
Oh.

Gaze :  (2        )(1   )

04  S:  [[ kansai  na ] i
((There are)) not ((any monjas)) in Kansai.

05  H:  [[tsukishima?]
((Is it from)) Tsukishima?

Gaze :  ( 1 )( 4 )(  2  )(1)

06   :  (8.4) ((No one answered H or repaired the trouble.))

* Rui is participant S.

In this transcript, the participants were engaged in turning their eyes on the monja-
yaki cooked on the hot plate. Caused to look at the monja, the participants do not seem
to have focused on smooth turn-taking, exchanging glances with each other. First, all
the participants were looking at the monja ((1) in Fig. 5). U in the first line addressed S
and asked a question to him, “Monja tte Kansai? Kanto? (Are monjas from Kansai? Or
Kanto?)” At the same time as U started to ask the question, U turned her eyes on S ((2)
in Fig. 5), and immediately, S also turned his eyes on U ((3) in Fig. 5). U seems to have
looked at S in order to have S answer her question, and S was preparing to answer it,
with his eyes on U. S, however, turned his eyes on the monja again, before U com-
pleted the question ((2) in Fig. 5). S in the second line answered U, saying, “Kanto
dayo. (It is from the Kanto.)” While S was answering it, S’s eyes remained on the
monja. As soon as S finished answering, U also turned her eyes on the monja ((1) in
Fig. 5). 0.6 ms after U in the third line responded to S, S in the fourth line and H in the
fifth line started to speak simultaneously. S told an additional answer to U, “Kansai nai
(There are not any monjas in Kansai)” and H was to tell new information about the
birthplace of monja, “Tsukishima? (Are monjas from Tsukishima6?)”. This was an
accidental overlap, but no one answered H or repaired the trouble. S was speaking
while H in the fifth line was speaking, so S may not have heard H clearly and answered

(1)                                      (2)                                      (3)                                       (4)

 Hot   
 plate 

U

HS

Bowl

Monja

U

HS

U

HS

U

HS

Fig. 5. Gaze direction (all the participants) in the transcript of phase (3)-1.

6 Tsukishima is the place in Tokyo (in the Kanto region), which is said to be the birthplace of monja-
yaki.
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her. On the other hand, U seems to have noticed H saying something. Just after H
started to speak, U looked at H in a moment (less than 300 ms) ((4) in Fig. 5). Nev-
ertheless, U neither answered H nor asked H to repeat the utterance. S and H were
looking at the monja while they were speaking. Hearing S and H, U turned her eyes on
H, S, and finally the monja in a short time. It is possible that U’s intention to realize
smooth turn-takings was diminished on account of S and H concentrating on cooking,
and U gave up talking about it with S and H. This kind of closure of topics may be
typical of interaction in table cooking.

In phase (3), a different interaction of overlaps of type (a) was also observed. In the
transcript of phase (3)-2 (Excerpt 3), two overlapping troubles in the sixth, seventh, and
eighth lines were not repaired. One of the troubles is due to overlapping utterances of
type (a).

Excerpt 3 (Phase (3)-2).

01  H:  monja tte saki guzai nose- (0.2) nanka (0.4) gusha tte yarun deshita k[ke?]
In ((cooking)) monja, first, the ingredients are put...well...

02  S:                            [sou]ssuyo(.)

03  U:  gusha tte yarun dakke (0.6) a[re dayone(.)konaida tsukutta no-]

04  S:                          [ ano::  (.)  shita  ni::  shiru ] ga arunde: (0.6)
Well, the paste is below the ingredients,

05  S:  sore wo [nokoshi-]

06  U:        [ toriaezu ] (0.6) [[  dasun  dayone  ]
For the present, ((we)) have to put ((them on the hot plate)).

07  S:                 [[sore wo nokoshite da]su- a chotto matta](.)
Leave it and put ((them)), oh, wait a moment.

08  H:                    -
Oh, 

09  S:  are ga iru (.)

10  U:  a:[abura da]

11  H:   [abura [ abura abura (.) abu- ]

12  S:         [abura wo (.) abura ga]

In this transcript, the participants were about to start cooking monja-yaki, con-
firming and deciding how they should cook it. First, H, not so skilled, asked a question
about what to do first in cooking monja, “Gusha tte yarun deshitakke? (Are they to be
in a muddle?)” S in the second line, a little more skilled, answered H, saying,
“Soussuyo. (That’s right.)” While S agreed to H’s remark, U in the third line doubted
whether H was really correct, and raised a question, “Gusha tte yarun dakke? (To be in
a muddle?)” 600 ms after, U continued to tell her opinions, by telling her recent
experience of eating monja, “Are dayone, konaida tsukuttano (Say, the other day I
made…)” However, right after U began to tell the story, S in the fourth line started to
tell the information about how to cook monja, without hesitating to overlap with U. As
S did not seem to stop speaking, U gave up telling her experience. Why was S allowed
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to override U’s story telling? While U’s utterance in the third line is merely intended to
tell her previous experience, S’s utterance in the fourth line is a directive or an
instruction, which is a talk-in-the-service-of-cooking. A talk regarding what to do next
in the process of cooking is more or less urgent. If S had waited for a transition relevance
place [7] to come until U finishing telling her experience, S might have missed the exact
timing to give the directive. Similarly, in endodontic instructions with video broadcast, it
is shown that detailed questions posed by the students take precedence over general
lessons and they are allowed to break the flow of the instructor’s talk [11].

U in the sixth line started to help S in the fifth line to tell what to do for the present7,
and the two utterances were partly overlapped. The latter part of U in the sixth line, S in
the seventh line and H in the eighth line started to speak simultaneously and were also
overlapped. U and S were trying to negotiate what to do at the present, U saying,
“Dasun dayone. (We have to put them on the hot plate.)” and S saying, “Sore wo
nokoshite dasu… (Leave it and put them…)” Just after the utterance, S found that the
hot plate had not been oiled yet and said, “A chotto matta. (Oh, wait a moment.)” At
the same time, H was trying to suggest to S that H should participate in cooking instead
of S. However, because of the trouble of oil, H in the eighth line was not heard properly
and all the participants were forced to begin solving the trouble (S in the ninth line, U
in the tenth line, H in the eleventh line and S in the twelfth line). As a result, the
suggestion by H was not shared with the others, and no one tried to repair the trouble.

In phase (3), among all the overlaps of type (a) (4 examples), 2 examples were not
properly repaired by anyone. On the other hand, in phase (1), all the 3 examples were
adequately repaired (all of them were self-repaired). While table cooking, if two par-
ticipants start to speak simultaneously, the trouble of overlapping may not always be
repaired properly. That may be because dealing with cooking acts is regarded as pref-
erable to coordinating all the utterances. Especially when an urgent utterance such as a
directive overlaps in the process of cooking, the overlap seems to remain unrepaired.

3.3 Overlaps Accompanied with Co-telling

Another reason why overlaps occur more frequently while cooking may be that more
skilled participants tell how to cook monja-yaki to the less skilled. While cooking, the
participants taught how to cook to each other several times. In this section, we show a
case that two more skilled participants (S and U) told how to cook to the other (H), and
then the utterances of the former two overlapped. This type of tutoring is called “co-
telling”. In a three-party conversation, when two speakers co-tell something to the third
person, their utterances seem to overlap frequently [5].

In the transcript of phase (3)-3 (Excerpt 4), S and U co-told H how to cook monja.

7 At this point, the utterances of S in the fifth line, U in the sixth line, and S in the seventh line are
overlapped and this overlapping is regarded as co-telling of how to cook. As for “co-telling” in table
cooking, we will mention in detail in the next section.
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Excerpt 4 (Phase (3)-3).

01  S:         kore (.) [ ano : : : (.) dote wo tsukura ] naito
This, say... ((

02  U:               [dote tsukutte (maru tsukutte)]
Please make a

Gaze : (1 )(2 )(1 )(3  )(4  )(3                 )(5     )

First, U (the most skilled) found that it was time to make a “dote” (a bank) and pour
the ingredients, and reached her hand to the bowl of the ingredients. Seeing a series of
her cooking acts ((1) and (2) in Fig. 6), S (intermediately skilled) tried to tell H (not so
skilled) to make a “dote”. However, S in the first line was not able to vocalize the word
“dote” quickly. He started a “word search (e.g. [12])”, trying to express it with a gesture
and saying, “Kore anoo… (This, say…)” Then, U in the second line moved her gaze
from the bowl to the monja ((3) in Fig. 6), and said, “Dote tsukutte. (Please make a
‘dote’.)” This utterance of U was meant to be a collaborative instruction to H. As a
result, the two utterances overlapped by 1500 ms. In the situation that the more skilled
had to tell H how to go on cooking as soon as possible, S and U realized “co-tellership”
of instruction. That is why their utterances were allowed to overlap here and not
repaired by anyone.

In phase (3), among all the overlapping utterances (39 examples), 4 examples were
regarded as co-telling. On the other hand, in phase (1), there were no examples of co-
telling. This result indicates that, in a three-party table cooking of monja-yaki, which is
difficult to cook, overlapping while cooking may be partly responsible for two more
skilled participants’ co-telling about how to cook.

In fact, as was mentioned in Sect. 3.1 (Table 1), in phase (3), the length and the
number of overlaps between S and U, who are more skilled than H, were much larger
than those of the other combinations. In phases (1) and (2), on the contrary, the
overlaps between S and U were not so frequent, compared to the other combinations
(though the number of overlaps between them in phase (2) was more than the others).
Further analysis is needed that investigates how many examples of overlaps by S and U
resulted from collaborative instructions.

 Hot   
 plate 

U

HS

Bowl

Monja

U

HS

U

HS

U

HS

U

HS

(1)                                      (2)                                      (3)

(4)                                      (5)

Fig. 6. Gaze direction (S and U) in the transcript of phase (3)-3.
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4 Silence

4.1 Quantitative Analysis

In this section, we analyze the frequency of silence in the three phases. We define
“silence” as the time when none for 100 ms or more. The total length of silence in each
phase (Table 3), the percentages of silence among total length of each phase (Fig. 7),
and the average length of the silence in each phase (Fig. 7) were calculated.

In phase (3), the percentage of silence was higher than in the other phases. Simi-
larly, the average of silence in phase (3) was longer than in the other phases. It is
indicated that silence occurs more often while cooking monja-yaki than when not
cooking.

Although in both phases (1) and (3) the participants talked with their bodies
engaged in some acts, silence in phase (1) was not so often, as well as in phase (2). In
phase (1), the participants had to look through the menu, talk about what to eat, and
decide it in a short time. It is possible that silence for a long time was not allowed
because of the urgent task of decision-making.

On the other hand, silence in phase (3) occurred more frequently than the other
phases. Our hypothesis that cooking acts make us silent was roughly supported. Even
when long time silence occurred in cooking, we were not necessarily embarrassed. In
phase (3), we observed several interesting examples of sequence organization related to
cooking actions. In the next section, we will analyze two examples of sequence
organization with bodily actions “adjacency pair”.

Table 3. Total length of silences in each phase.

(1) Deciding
what to eat

(2) Waiting for
the dishes

(3) Cooking
monja-yaki

Total length of silence (s) 93.33 59.91 256.9
Length of silence among total
length of each phase (%)

39.74 37.72 62.21
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Fig. 7. Total length and average length of silences.
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4.2 Embodied Sequence Organization in Cooking

In the cooking phase, we observed several cases of sequence organization that consist
of both utterances and bodily actions. Goodwin (e.g. [13]) has investigated how the
visibility of our body accomplishes sequential embodied interactions. Mondada [14]
stated that “sequentiality is a general principle governing not only talk but also action.”

Adjacency pair [15] is a typical concept of sequence organization. Clark [16]
proposed “projective pair”, in order to expand adjacency pair into the wider concept
including not only language but also actions. Schegloff [6] also discussed “sequences
of actions”, in which talk is accompanied by embodied action organized sequentially
like adjacency pairs. In order to discuss sequences of actions, Schegloff offered an
example in which one participant said, “Butter, please.” and another participant passed
butter to him. Mondada [14] transcribed embodied interactions called “multiactivity” in
a surgical operating room, and revealed how “coagulation” in the operation is “col-
lectively achieved” by a surgeon and an assistant, sequentially organized as “a paired
action”. Enomoto [17] analyzed passing and receiving interactions by a shopkeeper and
a customer in a convenience store. She confirmed that, in bodily sequence organization
of passing and receiving, each phase of first pair parts8 appropriately occurs before that
of second pair parts in the same way as adjacency pair in talk.

In table cooking, there seem to occur several types of sequence organization by
both oral utterances and bodily actions. In this section, we analyze two examples
typical of interactions in table cooking.

The transcript of phase (3)-4 (Excerpt 5) is an example where a projective pair
involving bodily actions that is an instance of “offer-acceptance” occurred.

Excerpt 5 (Phase (3)-4).

01  S:  ((S finished spreading oil all over the hot plate.)) hai

02  H:  ((Putting the oil bottle back and not having anything to do, H stretched out her hand
to receive the turner from S, but H put her hand back for a while without receiving
it.))

((Right after this, H received the turner from S.))

In this scene, participant H offered to receive a turner from participant S, and S
accepted the offer and passed it to her. First, H poured oil onto the hot plate from the
bottle, and S was spreading it all over the hot plate with the turner. Finishing it, S said,
“Hai. (OK.)”, meaning that it was time to move on to the next cooking phase. At the
same time, putting the oil bottle back and having nothing else to do, H stretched out her
hand to receive the turner from S, without saying anything. S was about to put the

8 “First pair part (i.e., the first part of a pair)” and “second pair part” are concepts suggested by
Schegloff et al. [13] that compose an “adjacency pair”. The first pair part is an utterance produced by
a speaker and should be followed by the second pair part, an utterance by another speaker.
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turner back onto the table, but noticing that H was ready to receive the turner, S began
to pass it to H. Just after saying, “Hai. (Here you are.)” quietly, S passed it to H.

In this interaction, there occurred an adjacency pair of offer-acceptance by not oral
utterances but bodily acts of the two participants. In fact, in the third line, S said “Hai.”
and this utterance may have been meant to be acceptance by language. However, even
if S had passed the turner to H without saying anything, it would not have been
regarded as the absence of the second pair part. The utterance of S in the third line was
not so loud and seems to have been an additional one. Fundamentally, this interaction
was organized with two kinds of bodily actions, H’s offering to receive the turner and
S’s passing it to H.

H’s outstretched hand seems to be interpreted as an “offer” to receive the turner,
rather than as a “request” to give her it here. In the previous scene, H had already tried
to receive the turner from S and the attempt was to fail. H is a year younger than S, and
she seems to have been embarrassed to have elderly S conduct cooking acts, so H
“offered” to take turns to spread the oil.

The next example is a little more complicated than the previous one. In the tran-
script of phase (3)-5 (Excerpt 6), H asked S a question, and S did not answer it at all.

Excerpt 6 (Phase (3)-5).

((While U was speaking, H began to pour oil onto the hot plate. Just after it, in response to H, S 
started to spread the oil all over the hot plate with a turner.))
01  H:  konna mon desuka (ne)

((This is a polite expression, with which H seems to have been addressed S.))
((On asking the question, H turned her eyes on the rack of seasoning in a moment,

and gazed at the hotplate again.))
02  S:  ((Without saying anything, S continued spreading the oil.))
03  H:  ((H is holding the oil bottle.))
04  H:  ((After a while, H stopped holding the bottle and put it back.))

In this scene, H was pouring oil onto the hot plate, and S was spreading it all over
the hot plate. H asked a question “Konnamon desukane (Is oil enough?)”, with a polite
expression, which is interpreted to have been addressed to S (in the first line in Excerpt
6). However, instead of answering it, S continued spreading the oil for a while. This
would be regarded as an absence of an answer from the viewpoint of adjacency pair of
“question-answer”. Nevertheless, H did not repeat the question to S, but instead kept on
watching S to spread oil silently.

Why did H not repeat the question to S? When H asked the question, S was not able
to answer it immediately, because S was not sure about whether the amount of oil was
enough or not. Holding the oil bottle, H expected S to answer it before long, but H
watched S spreading oil and became sure that the oil was sufficient, and then H stopped
holding the bottle and gazing at the hot plate. In this interaction, because H assumed
that oil was enough, watching the condition of the hot plate, the absence of S’s answer
to H’s question was not regarded as a trouble.

In table cooking, (1) adjacency pairs are organized not only by language but also
with bodily actions, and (2) even if adjacency pairs are not sufficiently organized with
language, it is often the case that bodily actions complement the absence or
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insufficiency. Such orders of sequence organization of actions may make gaps or
silence occur more frequently than in the other phases.

5 Conclusion and Future Work

In this paper, we analyzed how a table cooking influences the order of interaction. We
indicated that cooking acts cause overlaps of utterances and generate silence more
frequently than when not cooking. Showing several transcripts, we analyzed the order
of overlaps in two aspects: (1) accidental overlaps are not always repaired in cooking,
and (2) co-telling of how to cook sometimes allows utterances to overlap. In addition,
we indicated some kinds of sequence organization with bodily actions: (1) adjacency
pairs which are organized not only by language but also with bodily actions, and (2)
even if adjacency pairs are not sufficiently organized with language, bodily actions
could complement the absence or insufficiency. Repeated occurrences of overlaps and
silence in cooking may result from the order of embodied interaction.

Our experiment has presented evidence suggesting that interactions in table
cooking are situated in cooking acts. We conjecture that bodily motions irrelevant to
the contents of a conversation generate an order of interaction different from a normal
conversation; we are not necessarily supposed to exchange glances with each other,
which would be a “social rule” in normal conversations, because of the obligation to
engage in cooking acts. In addition, since monja-yaki is not so easy to cook and need to
be cooked by more than one participant, we cannot help instructing each other or
confirming how we should cook, instead of the most skilled one monopolizing
cooking. In a three-party table cooking of monja-yaki, each participant making a
commitment to cooking acts, there seems to be a kind of interactions in which a goal is
achieved by all the participants.

As for sequence organization with bodily actions, there are a lot of subjects we have
yet to take up and discuss. For example, how many types of sequence of actions could
be regarded as an adjacency pair? Adjacency pair is the concept with which we have
analyzed sequence organization in verbal conversations. Then, when dealing with
sequence organization of bodily actions, we may have to revise the previous concept of
adjacency pair or generate new concepts we could use appropriately. In verbal com-
munications, we hear the others’ utterances and gaze at them in order to realize smooth
turn-takings. On the other hand, in bodily interaction, we must see the others’ hand or
body parts constantly (cf. sign language), and then it will matter where the participants
are seated. In conversations, overlaps of utterances are regarded as inadequate, but in
spatial interaction, how many participants can simultaneously act and interact with each
other? For instance, Mondada [14] showed that a second pair part of actions of
“coagulation” in an operation room can be “collectively accomplished” by a surgeon
and an assistant, either “simultaneously” or “slightly dissociated”. We will have to
examine a lot of issues and form new theories different from those of conversations.

We will continue the study of multiparty interactions in table cooking and accu-
mulate fundamental knowledge for analyzing dining table environment.
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Appendix: Transcript Symbols

[ The point of overlap onset.
[[ The point at which two or more utterances start simultaneously.
] The point at which two overlapping utterances end.
= No break or gap.
(0.0) Elapsed time by tenths of seconds.
(.) A brief interval within or between utterances.
:: Prolongation of the immediately prior sound.
ºwordº The sounds softer than the surrounding talk.
(h) Plosiveness with laughter.
(word) Dubious utterances or words.
(( )) Transcriber’s descriptions.
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Abstract. To deal with the question of what a sociable robot is, we describe
how an educational robot is encountered by children, teachers and designers in a
preschool. We consider the importance of the robot’s body by focusing on how
its movements are contingently embedded in interactional situations. We point
out that the effects of agency that these movements generate are inseparable
from their grounding in locally coordinated, multimodal actions and interac-
tions.

To define a sociable robot (e.g., [1]) one could discuss its computational architecture,
the mechanics of its body, or its expected function. We engage this task by going
beyond the robot’s body: we think about the robot by attending to its relation to
humans and the setting in which it dwells (see also [2]). As our interest is in describing
how the robot is experienced in moment-by-moment practical encounters, we draw
from ethnomethodology [3] and conversation analysis [4, 5], and turn to everyday,
local, embodied practices that comprise actual situations in robotics research. This
allows us to consider multiparty engagements in the local environment of situated
practice [6] (rather than focus on the typically assumed unit of analysis where a single
user interacts with technology). But even though we look beyond the robot’s physical
body, our intention is to highlight its relevance in interaction. We show how this
relevance is achieved in particular instances of design practice and is inseparable from
its situational grounding.

Sherry Turkle [7] reported that—when the gaze of the sociable robot Cog followed
her as she walked around—she “had to fight [her] instinct to react to ‘him’ as a person”
(85). Talking about her encounter with the same robot, Lucy Suchman [6] pointed out
that its agency is not simply inherent to its body; it concerns an “extended network of
human labor and affiliated technologies” (246). Here we look at effects that a move-
ment of a robot’s body generates by focusing on interaction. As we describe details of
an everyday encounter with a sociable robot, we point out how the agential effects of
the robot’s movement are supported through an interactional coordination of people,
objects and technologies in a preschool setting.

Our descriptions are thus aimed at accounting for the multimodal and sensory
interactional organization of everyday practice. We consider how the interacting par-
ticipants use talk, gesture, gaze, prosody, facial expressions, body orientation and
spatial positioning as they engage the material aspects of the setting in which their
action is lodged (e.g., [8, 9]).

© Springer International Publishing Switzerland 2014
Y. Nakano et al. (Eds.): JSAI-isAI 2013, LNAI 8417, pp. 267–281, 2014.
DOI: 10.1007/978-3-319-10061-6_18



In the tradition of laboratory studies (e.g., [10]), we ground these descriptions in a
long-term participant observation of a machine-learning laboratory. The observational
study was conducted by the first author. The other two authors are roboticists, who also
engage in observational activities. They observed events at a university preschool
located in the Western United States, where they – between 2004 and 2013 – immersed
a robot in classroom activities. Their observations were part of the so called “iterative
design cycle” method, where they continually updated the current version of the robot
according to what they saw at the preschool. The first author has ethnographically
participated in this project since 2005, and by following the robotics team, has often
found herself at the preschool as well.1 There, in Classroom 1, a group of 12–24-
month-old children, together with their teachers and the robot’s designers, engaged the
robot. The robot is called RUBI, which stands for “Robot Using Bayesian Inference”
[11], and is a low-cost, child-sized robot designed to function indoors as educational
technology.

This long-term design endeavor2 has seen the robot change through various
instantiations [12]. The humanoid robot featured in this paper is equipped with a
computer screen and two cameras that stand in for its eyes. The cameras are used to
track people who interact with the robot. When involved in tracking human faces, the
robot’s head moves. The robot also has a radio-frequency identification (RFID) reader
implanted in its right hand to recognize objects handed to it. The interaction with the
robot, however, is expected to mainly revolve around its touch-sensitive screen. When
in “running” mode, the screen displays educational games or a real-time video of the
robot’s surroundings, captured through its cameras. By displaying what the cameras
record, the robot’s screen allows its interlocutors to see what the robot “sees.” Here we
are concerned with what the robot sees/senses inasmuch as this seeing/sensing indicates
how humans see the robot and its seeing of them. We track how “looking” and
“sensing” is interactionally organized, and how it plays a part in the enactment of the
robot’s aliveness. Thus, we propose that the robot is an actor when it is treated as such
in a specific interactional setting.

We focus on an excerpt from interaction that illustrates some of the complexities of
the robot’s agency. First, the toddlers’ actions indicate the impact of the robot’s
movements for the experience of the robot’s agency. At the same time, the excerpt also
shows the situational grounding of this movement. The movement—grounded in a
spatial organization of bodies and technologies and the dynamics of the multimodal
semiotic interaction—participates in enacting the technological object as an actor.

The excerpt comes from the roboticists’ third visit to the preschool. The toddlers
had already become familiar with the robot during the two previous visits. During the

1 Since this process of design and construction is meant to respond, at least in part, to the preschool
visits, its contingencies do not only concern the work of the roboticists but also the classroom’s
interactions between the children and their teachers.

2 Each of the RUBI robots can be mapped on a “project” ([10], pp. 53–80) as it participates in
organizing laboratory practices within a temporal context. The appearance of the project’s unity and
sequential organization is achieved through local production and in situ activities of obtaining
funding, responding to grant cycles, writing up results, as well as designing and building physical
instantiations of the robotic machine.
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third visit, the robot is accompanied by the laboratory’s director or the principal
investigator (PI), two graduate students (GS1 and GS2), and the ethnographer (Et). As
the team enters the preschool, the ethnographer turns on her camcorder, aiming to
capture a complex web of gazes and gestures that articulate and are articulated by the
activities in Classroom 1.

Classroom 1 is a space for two-year-olds to play and learn while their parents are
not present. Yet, because the preschool is part of the university, Classroom 1 is also
predisposed as a research space. As depicted in Fig. 1, the classroom is divided into
three areas where the two main areas—Area A and Area B—are connected by a door
and a big window. The window allows for a direct monitoring between the two spaces.
In addition, there is a small room—Area C—which has a one-way screen opening into
Area B. This multifunctional space—both a classroom and an experimental space—is
further organized as a setting [13]3 for research sessions. The presence and arrangement
of multiple pieces of technology (e.g., the ethnographer’s video camera, the roboticists’
computers and the robot itself), their mingling with the objects that exist in Classroom
1, and the interactional engagements between the research team and the preschool
inhabitants articulate the space as a laboratory [10].

Following the team’s arrival to the preschool, the roboticists engage in a ritual
preparation of Area B for a research session. The PI asks one of the educators to keep
the children busy elsewhere so that they can join the activity only once the scene has
been set up. To stage the scene for the session, first the robot’s computers have to be
turned on and connected to an external laptop, then, the room’s furniture needs to be
appropriately arranged. Since the robot is not expected to perform any locomotion
during the session, the PI places the robot in a corner of Area B, just in front of Area C.
As he plugs the robot’s computer into the wall socket, the PI arranges large, colorful
cushions around the robot to cover any visual access to the wires, while allowing the
children to be comfortably positioned in front of the robot. By arranging the barriers to
perception, the PI’s work is part of the “backstage” and “frontstage” ([14], pp. 22, 106,

Fig. 1. The layout of Classroom 1

3 Setting for activity is repeatedly experienced, personally ordered and edited version of a more
durable and physically, economically, socially organized space-in-time ([13], p. 71).
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112; see also [6], p. 246) preparation. The arrangement in which the robot and the other
classroom props are positioned sets the stage for certain kinds of actions. For example,
it is almost impossible to stand behind the robot to observe its computers and wires
(which would suggest that the robot is a piece of technology rather than a social actor.)
Because these elements of the set up may “discredit the impression” of being in a
presence of a live social actor, they are “suppressed” ([14], p. 111). When toddlers
enter the room, they find the familiar environment, namely the playroom that grew into
a research setting. There, they are expected to engage with the researchers and the robot
as interlocutors. The organization of the cushions, the clearance in front of the robot,
and the positioning of other actors who also face the robot make them not only notice
the robot, but direct them to its face, hands, and the computer screen. This front region
—where the robot is enacted as an interlocutor—is also managed through the use of
gesture, talk, gaze, expressions of emotion and body orientation on the part of the
roboticists and other preschool’s inhabitants.

Concurrently, some of the members of the robotics team—together with the
computers and wires—serve as back regions for the performance of the robot’s agency.
One of them is GS1, a graduate student, who, while the director organizes the space
around the robot, positions herself in Area C. GS1’s location allows her to observe the
events around the robot through a window that looks like a mirror from the other side.
She uses this location to remain invisible to the toddlers’ gaze while being able to
observe the robot as she directs its head movements and vocalizations from a
laptop. GS1’s work—carefully orchestrated in response to the children’s conduct—is
considered by robotics practitioners to be a methodological tool to develop autonomous
robots. Even though practitioners regard the operator’s work as necessary only until the
robot regains the capacity to act autonomously (e.g., [12]), the operator’s actions are
also significant because they indicate the knowledge expected to be embedded in the
robot’s design.

As the team goes through the preparation routine, it encounters a problem: the robot
will not run the programs designed for the research sessions, and the robot’s operator
has to reboot her laptop a couple of times. To diagnose the issue and coordinate the
entire set up, the principal investigator swiftly moves between the operator’s computer
(in Area C) and the robot’s body (in Area B) while the ethnographer continues to
videotape the scene. As the roboticists struggle to turn on the robot’s program, the
toddlers—in particular Perry (P) and Tansy (T)—are visibly intrigued by the event.
Even though one of the team’s members—GS2—tries to prevent the toddlers from
entering, they don’t give up. Finally, they enter Area B. As the activity around the robot
increases, and the adults have to manage the robot’s appearance while they deal with
the inopportune presence of the toddlers, it becomes clearer that the transformation of
Area B is not under the absolute control of the adults.

At the beginning of the excerpt, the principal investigator closely monitors the
robot’s screen. As he turns around, he notices Tansy seated on the floor in front of the
robot. By initiating a conversation with the toddler, the principal investigator accepts
the arrangement of bodies and technology suggested by Tansy’s presence (Fig. 2). He
seats himself on the floor next to Tansy (as is usually done during the research sessions
at the preschool), allowing this transformation of the scene to change the mode in
which he engages the robot. He no longer treats the robot as a nonfunctioning thing, but
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also as an actor. At the same time, the PI and his team continue to prepare the robot for
its “proper” functioning. In what follows, we see how this ad hoc management of the
front- and back-stage regions is accomplished.

We follow the PI, the toddlers, and the rest of the team as they witness the moment
in which the robot starts to “function properly.” The situational grounding makes the
robot’s movements publicly available as relevant. They can then be recognized as
meaningful events to be acted upon. Even though the toddlers do not yet exhibit a full
linguistic mastery, their interactional capacities are remarkable. Their vocalizations,
gestures and facial expressions indicate their co-participation in the robot’s enactment
as an actor. In describing the scene, we pay specific attention to how the robot achieves
its agency through its movements grounded in the preschool interaction.

Each line of the transcript (marked by Arabic numerals - 1, 2, 3, …) is divided by
the participant contributions—human and non-human: PI (Principal Investigator), R
(Robot), and the three toddlers—T (Tansy), P (Perry), and J (Joy). The contribution of
each participant is further divided in a line of talk which follows the name of the
participant, line of gaze—g, and line of hand gesture, where “rh” stands for “right
hand” and “lh” stands for “left hand.”

The line of talk is transcribed following Jefferson’s [4] conventions:
= Equal signs indicate no interval between the end of a prior and start of a next

piece of talk.
(0.0) Numbers in brackets indicate elapsed time in tenths of seconds.
(.) A dot in parentheses indicates a brief interval within or between utterances.
::: Colons indicate that the prior syllable is prolonged. The longer the colon row, the

longer the prolongation.
- A dash indicates the sharp cut-off of the prior word or sound.
(guess) Parentheses indicate that transcriber is not sure about the words contained

therein.
(( )) Double parentheses contain transcriber’s descriptions.
.,? Punctuation markers are used to indicate ‘the usual’ intonation.

Fig. 2. The principal investigator, the robot and Tansy (from left, clockwise)
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To transcribe the dynamics of the gaze (the second line), we adopted transcription
conventions from Hindmarsh and Heath [15]:

PI, R, T, P, Te Initials stand for the target of the gaze.
_________ Continuous line indicates the continuity of the gaze direction.
The transcription conventions in the third line are used to depict the hand gesture,

and are adopted from Schegloff [16], and Hindmarsh and Heath [15]:
p indicates point.
o indicates onset movement that ends up as gesture.
a indicates acme of gesture, or point of maximum extension.
r indicates beginning or retraction of limb involved in gesture.
hm indicates that the limb involved in gesture reaches ‘home position’ or position

from which it departed for gesture.
…. Dots indicate extension in time of previously marked action.
,,, Commas indicate that the gesture is moving toward its potential target.
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Fig. 3.

Fig. 4.
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Fig. 5.
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14 
 PI Oh,              Hi RUBI,              Hi RUBI, 
 g _____________________________________________P_R________________ 
 lh    ,,p..r hm ((points to the robot)) 

 T  
 g ________________________________________________________________ 

 P                   ((retracts backwards and leaves the room)) 
 g ____PI______R___________________________________________________ 

 R ((video appears on the screen)) 
 g                          T______________________________________ 

15 
 PI          ((changes seating position to engage in face-

recognition activity with the robot)) 
 g ________________________________________________________________ 

 T  
 g __  R________________________Te_________________________________ 
 rh                      ,,p  r………hm ((points toward the robot)) 

 R                ((displays facial expressions in coordination 
with the PI)) 

 g ______________PI____________________________________ 
16 
 PI                  RUBI is there.  
 g ___________________T___Te_____R_((one of the teachers entered 

the room and observes the scene)) 
 rh              ,,,,p…...r hm ((points toward the robot)) 

 T   Uh     Uh Uh 
 g ____PI_____R____________________________________________________ 
 rh  ,,p………………p……………………………………………………r hm ((points and stretches her 

arm two times toward the robot)) 

17 
 PI                              
 g _______________________________________________________________ 

 T     
 g _______________________________________________________________ 

 R Ha ha ha   Ha ha ha((laughs)) 

 J              Ha              Ha ((entered the room and laughs)) 
 g R______________Te____R_________________________________________ 

Fig. 6.
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The excerpt shows how the robot’s attraction is materialized in the children’s subtle
body movements, facial expressions, and their not-yet-linguistic vocalizations. Perry’s
reaction to the robot’s movement is emblematic (see Fig. 6). The robot starts to move in
line 14: Its head tilts down to then pan across the room, while its computer starts to
display a real-time video of its surrounding. Just after the onset of the robot’s move-
ment, Perry swiftly but cautiously retracts. Aiming for the door, she keeps a close eye
on the robot as she moves backwards. She then leaves the room in a hurry. Tansy’s
conduct in lines 14–15 is similar: When the robot turns its head toward her, Tansy
looks down (line 15). Once she drops her gaze and the robot moves its head away,
Tansy looks back at it. Somewhat analogous is Joy’s reaction in line 17: When the
robot starts to emanate laughing sounds, Joy laughs back.

The toddlers’ conduct indicates the importance of the robot’s physical features to its
status [17]. The excerpt shows how the timing and morphology of the robot’s move-
ments impact the reaction to its presence. As soon as the robot moves, Perry leaves the
room while Tansy initiates a “looking” action. But is this all? In other words, can we
account for aliveness and the social character of the machine entirely in terms of its
physical body and the response to its movements?

In her study of children’s relationships with computers, Sherry Turkle [18] refers to
the work of Jean Piaget to discuss the emotional experience of very young children
regarding their tendency to attribute life to physical objects on the basis of behaviors
such as autonomous motion or reactivity:

Young children see almost everything in the world as alive in one way or another. This
“animism” pervades the child’s thinking until the development of concepts that help draw the
line between the alive and the not-alive. Childhood animism has two faces: it makes the world
friendly and understandable, but it can make it frightening as well. Emerging from animism is
more than a chapter in the intellectual development of the child—it is a struggle against the
insecurities that come from not knowing what objects can act independently and potentially
antagonistically. Children spend a great deal of energy trying to get such matters under control,
and thus it is not surprising that they are disturbed when a computer behaves halfway between a
person and a thing ([18], pp. 33–34)
While Turkle studies children’s responses to animate objects through interviews,

here we see a group of toddlers enacting such responses through their prelinguistic,
embodied conduct as they accomplish close coordination with the robot at the level of
spatial positioning and gaze management. In this setup, the robot’s movements—and
their achievement of the agential effects—are inseparable from their situational
grounding. The doings of the research team, the arrangements of the multiple pieces of
technology, the spatial organization of Area B, the subtle semiotic acts of the pre-
school’s inhabitants, and their coordination participate in the articulation of the robot’s
agency.

The way the robot moves has to do with a chain of careful decisions and ad hoc
design solutions that are not only about technological specifications, but also concern
cultural modes of present-day significations [19]. For example, when building the
robot, the researchers’ goal was to construct an inexpensive, easily assembled robot
that would quickly appeal to children. To do so, they built the robot’s body themselves:
They assembled, mended, took apart and put together the pieces of the robot’s future
body as they spent hours of work in what they call the “tinkering room.” The PI’s
children and the preschool educators also got involved: While the PI’s six-year-old
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daughter considered the robot a girl, the educators denominated the robot “Mama
RUBI.” In building this version of the robot, the goal for the practitioners was to design
a sociable machine that can move around the room. Because this made the robot much
larger and heavier the researchers were worried that the bulkier size made the robot
appear threatening. In designing the following model, they opted for a smaller design
and gave up on locomotion for the time being. These expectations placed into the
construction and imagining of the technology clearly put it apart from other objects,
such as children’s toys (dolls, for example) and functional equipment (door closers and
hammers).

Yet, in addition to the robot’s movements, humanoid morphology, the inscriptions
of its gender, social role and age-markers [20, 21], the effects of the robot’s agency are
also relative to the situated actions and interactional moves through which the robot
becomes legible as a living actor. In this paper, we show how, to be considered “alive,”
or even “social,” the robot’s movements have to be made publicly available as relevant
—the robot’s potential interlocutors need to be able to recognize the robot’s move-
ments as something that they already know, can attribute meaning to, and should act
upon. As the excerpt indicates, one of the crucial components of this process is
accomplished through the PI’s interactional work. We first see how the PI selects the
robot’s features as particularly significant. He then categorizes the robot’s behaviors or
lack thereof in terms of human action. Finally, the PI formulates the toddlers’ actions as
enactments of the robot’s social character.

Perry’s retracting from Area B (line 14, Fig. 6) is preceded by the PI’s high pitched
“Oh,” uttered as the robot starts to move and its screen switches to video. The PI’s
utterance highlights [8] that the change in the robot’s state is supposed to be noticed,
drawing the group’s attention to it. In contrast, when the PI notices the change in the
appearance of the Unix shells on the robot’s computer screen, he frequently touches the
screen, but he does not produce any semiotic action that would render such changes
more evident. In other words, he treats these kinds of changes as events that are only
pertinent to the practical actions of the team, while being semiotically irrelevant, and
thus not of interest to the toddlers.

The PI’s semiotic moves also code [8] the robot as an alive, human being. In lines 7
and 10, for example, when commenting that the robot is asleep, the PI attributes
aliveness to the machine. In a similar vein, in lines 1, 4, 5, 6, and 10, the researcher
refers to the technological object by calling it “RUBI,” while in lines 5 and 6 he
indicates that the object needs to be greeted, as he touches its face and hand. Aug
Nishizaka has studied the involvement of touch in interaction to describe how a tactile
reference to specific locations is shaped by the action sequences in which it is con-
tingently embedded [21]. In line 5, the PI directs Tansy’s attention toward the robot’s
face by accomplishing the reference through touch. The touched face is interactionally
framed not only as a place to be visually oriented to, but—in combination with the
linguistically expressed greeting—as a focal point of interaction. In fact, in line 6 the PI
follows by enacting the greeting procedure (see Fig. 3), whereby uttering “Hi RUBI”
and shaking the robot’s hand. This enactment of the greeting ritual, that models the
appropriate and expected way of acting and interacting with the machine, constitutes
the addressee as a particular kind of entity—a social actor. By greeting the robot, the PI
projects an expected action, namely a greeting, performed by a social actor. In this
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sense, the robot is an actor not only because of the features intrinsic to its body, but also
because of its involvement in the PI’s semiotic actions performed during the research
session.

The achievement of the robot’s social character also involves the participation of
the toddlers [2]. The toddlers participate through their own actions, but we can also
read their involvement in the PI’s conduct. When the PI talks about and treats the robot
as a living, social actor, he responds to the toddlers’ presence in Area B and the specific
actions that they initiate. When the PI says that the robot is asleep, this is not because
the robot’s eyes are closed, or because it is lying in bed. One cannot even say that the
robot is asleep because its body fails to exhibit any activity. During the interaction, the
robot’s computer screen is in fact turned on, displaying various Unix shells with
flickering commands on it. Rather, the sleeping has to do with the robot’s inappropriate
functioning in respect to the presence of the toddlers in the room. The robot is not yet
set up to sing, run educational games and track faces, as expected when approached by
the toddlers. The practitioners, however, cannot just treat it as any other piece of
technology. Their “sleeping” explanation is an answer to the complexity of the situ-
ation to which they are responding. With children too young to understand what death
is, “sleeping” is often used as a comforting euphemism when they express curiosity
toward a dead creature. It seems that the PI relies on this culturally available organi-
zation of experience, and uses the sleeping explanation to sustain the animated frame
[23] around the robot. In presenting the robot as sleeping (rather than non-functioning),
the PI also engages in “face-work” [24]. He “gives face” to the robot as he arranges for
it “to take a better line that he might otherwise have been able to take” ([24], p. 9). In
doing so the PI not only preserves the face of the robot, but also maintains his own face
([24], pp. 11–14) and the face of his team. With an alive piece of technology, the
practitioners position themselves as roboticists.

Immersed in the scene, the toddlers initiate acts of shared attention toward the robot.
They cheerfully articulate proto-words and direct deictic gestures toward the robot while
they monitor how the PI’s reacts to their moves. In doing so, they shape the PI’s actions.
In line 3, Tansy points while saying “Ah.” In line 10, both Tansy and Perry point while
Perry utters “Ta ta.” In line 11, Perry points again while uttering “Ah-uh.” In lines 15
and 16, Tansy enacts a series of indexical gestures while saying “Uh uh uh” (line 16). As
the toddlers manifest their excitement toward the robot, the PI readily responds to their
actions. Mardi Kidwell and Don Zimmerman [25] emphasized that the acts of shared
attention do not only involve drawing and sustaining other’s attention toward an object,
as suggested by psychologists (e.g., Tomasello [26]).4 When immersed in social set-
tings, those acts indicate what another should do in response. A child that shows an
object to an adult projects a social action that s/he expects the recipient of the show to
accomplish. When Perry and Tansy look at the PI while vocalizing and pointing, the PI
treats their actions as “shows” to which he diligently responds by identifying and
appreciating what they are showing. When Tansy utters “Ah” in line 3, the PI responds

4 Developmental psychologists point out that engagements with attention-organizing behavior start to
rapidly evolve from the end of the child’s first year and early into the second year. They link these
attention-organizing behaviors with the capacity of intention-attribution, and consider them to be a
prerequisite for the development of human language.
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(line 4) with “Yes RUBI.” When she says “Eh” in line 7, the PI readily answers with
“RUBI is sleeping yes” (line 7) (Fig. 4). Similarly, in lines 4 and 7, Tansy’s “Uh uh uh”
(in line 16) is immediately followed by PI’s “RUBI is there.” And when Perry utters
“To-toui:!” in line 8, and “Toui:! Toui!” in line 9, the PI repeats “RUBI is- RUBI is
sleeping sleeping (.) RUBI is sleeping” (Line 10). When Perry says “Ah-uh” (line 11),
the PI cheerfully follows with “Can we have music?” (line 11).

By responding to what the toddlers are drawing attention to, the PI configures the
toddlers’ actions in terms of the robot’s agency. He does not only orient to the robot as
he would to another object, but makes the toddlers’ actions intelligible by framing them
in terms of the robot’s social character. Through the PI’s utterances, the toddlers
actively participate in the scene. Their preverbal expressions assume verbal forms so
that their actions can be read as addressing the robot as “RUBI,” greeting it, asking for
music, and talking about the robot’s sleeping state. In other words, through the coor-
dination with the PI’s actions, the toddlers engage the robot, inscribing it with the traits
of an animate social actor. Notice also that the PI’s expressions of appreciation often
have a form of affirmation. By saying “Yes RUBI” or “RUBI is sleeping yes,” the PI
assigns the content of “RUBI” or “RUBI is sleeping” to the toddlers’ “Ah” and “Eh,”
respectively.

A further example of how the PI elaborates toddlers’ utterances—and thus insures
that they participate in configuring the robot as an actor—is his participation in line 13.
After Perry utters “Bo” in line 12, the PI follows with another “Bo:” in the consecutive
line. Instead of attributing an already existing linguistic form to the toddlers’ pre-
linguistic utterances, the PI adopts the toddler’s idiosyncratic expression to talk about
the robot. Through this uptake, the PI talks through Perry’s words. The example,
however, also illustrates how the toddler’s actions are shaped by the PI’s multimodal
intervention. As soon as he repeats Perry’s “Bo:,” the PI follows his utterance with a
gesture that looks like an act of taking off of the head (see Fig. 5). Because the PI’s
“Bo:” voices Perry’s expression, the PI’s semiotic action further elaborates Perry’s
utterance, allowing it to take up the content of the gesture. Through the PI’s gesture,
Perry’s “Bo:” is performed as an expression that indicates the robot’s inappropriate
functioning.

This framing can be understood as the PI’s manipulation of whatever the toddlers
do to make it appear as part of a coherent series of expressions that implicate an
animate “other” (see, for example, Melvin Pollner and Lynn McDonald-Wiker’s dis-
cussion of how a family attributes competence to a severely retarded child [27]). This
kind of interpretation, however, would miss some of the essential features of the
interaction. First, it would privilege the linguistic performance over the multimodal
interaction that characterizes the toddlers’ conduct. By erasing the toddlers’ positioning
in the space, their gestures, and their vocalizations, it would make them out to be the
passive objects of a puppeteer. What is more, this interpretation would not take into
account the trajectory of interaction, where the PI’s account of the robot’s sleeping is
shaped by the toddler’s presence in the room. As the PI indicated, when the toddlers
entered the space, he had no choice but to say the robot was sleeping. Rather, his
actions are constantly sensitive to the intersubjective life-world that he and the toddlers
inhabit. Finally, the interpretation of the toddlers as passive objects of a puppeteer
would overlook the members’ understanding of the RUBI project. As the PI points out,
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the goal of the preschool visits is not to show that the toddlers treat the robot as an
interactant (if this was the goal, the PI would probably perform a controlled laboratory
experiment), but to observe how the toddlers respond to the robot in their everyday
setting so that he and his team can improve on the robot’s design. In this sense, instead
of understanding the roboticists’ moves as intentional manipulation of the activity, we
see them as part of the ongoing scene in Area B. In the situation where the practitioners
are trying to explain the robot’s lack of proper functioning in terms of its being asleep,
and the toddlers are constantly pointing toward what they recognize as important
(based on their previous encounters with the team), the PI translates the toddlers’ proto-
words and shapes his utterances to toddlers’, so that his semiotic acts fit the common
course of action. Perry’s “Bo” and the PI’s further elaboration of the utterance are
performed as legitimate moves in the language game [28] that configures the robot as
an alive, social actor.

The functioning of this language game is organized around the robot’s movements.
By following the interaction reported in the excerpt, we saw how the absence of those
movements is framed in terms of a sleeping state, while their occurrence is marked by
the participants’ visible orientation toward (or away from) the robot, and by treating it
as somebody to be greeted. We can, thus, say that, similarly to what Turkle reports, the
robot’s movement appears to generate effects (e.g., the movement is immediately
followed by Perry’s leaving the room), but, as Suchman suggests, the effects of a
robot’s agency also concern human actions and technologies that go beyond the robot’s
body. Here, we dealt with this “extended network” by describing spatial arrangements
and how the preschool inhabitants employ touch and embodied multimodal commu-
nicative means to engage each other and the robot on the occasion of the research visit
to the preschool. This allowed us to indicate how the effects of the robot’s movement
are achieved as a part of the larger, continuously updated articulation of a historically
shaped interactional situation.
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Abstract. This paper studies an abduction problem in formal argumen-
tation frameworks. Given an argument, an agent verifies whether the
argument is justified or not in its argumentation framework. If the argu-
ment is not justified, the agent seeks conditions to explain the argument
in its argumentation framework. We formulate such abductive reasoning
in argumentation semantics and provide its computation in logic pro-
gramming. Next we apply abduction in argumentation frameworks to
reasoning by players in debate games. In debate games, two players have
their own argumentation frameworks and each player builds claims to
refute the opponent. A player may provide false or inaccurate arguments
as a tactic to win the game. We show that abduction is used not only for
seeking counter-claims but also for building dishonest claims in debate
games.

1 Introduction

Arguments and explanations play different roles in human reasoning and have
been distinguished in philosophy of science. According to [17], “the purpose of
an explanation is to show why and how some phenomenon occurred or some
event happened; the purpose of an argument is to show that some view or state-
ment is correct or true.” In other words, “argument is the mechanism by which
we produce knowledge” and “explanation is the mechanism by which we pro-
duce understanding” [22]. On the other hand, an argument is used for knowing
whether an explanation is appropriate and an explanation is used for under-
standing how an evidence occurs in an argument. In this sense, arguments and
explanations are mutually supportive, so “arguments and explanations have a
complementary relationship and reasoning is normally perceived as incomplete
when one occurs in the absence of the other” [22]. In the field of artificial intel-
ligence, argumentation and abduction are implicitly related in [13] where Dung
provides an argumentation-theoretic semantics of abductive logic programs. The
framework has been later extended to assumption-based argumentation [9]. Dung
also introduces formal argumentation [14] as an abstract framework for argu-
mentative reasoning, and the framework has been extended in various ways to
incorporate explanatory reasoning [5,20,28,29].
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This paper studies an abductive framework based on Dung’s abstract argu-
mentation. Different from previous studies, we combine an argumentation frame-
work and extended abduction proposed by Inoue and Sakama [18]. In extended
abduction, hypotheses can not only be added to background knowledge but also
be removed from it to explain (or unexplain) an observation. In the context
of argumentation, extended abduction is used for verifying whether a particu-
lar argument is justified or not, and seeking conditions to explain a particular
argument in an argumentation framework. We next apply the abductive frame-
work to reasoning by players in debate games [26]. A debate game provides an
abstract model of dialogue between two players based on a formal argumentation
framework. A unique feature of debate games is that a player may claim false
or inaccurate arguments as a tactic to win the game. The proposed framework
combines abduction and argumentation in a way different from existing studies,
and exploits a new application of abduction in a formal dialogue system based
on argumentation frameworks.

The rest of this paper is organized as follows. Section 2 reviews abstract argu-
mentation frameworks. Section 3 introduces abduction to argumentation frame-
works, and Sect. 4 applies the framework to debate games. Section 5 discusses
related issues and Sect. 6 concludes the paper.

2 Argumentation Framework

Definition 2.1 (argumentation framework). [10,14] Let U be the universe
of all possible arguments. An argumentation framework (AF) is a pair (Ar, att)
where Ar is a finite subset of U and att ⊆ Ar × Ar. An argument A attacks an
argument B iff (A,B) ∈ att. A set S ⊆ Ar is conflict-free if there is no A,B ∈ S
such that (A,B) ∈ att. A set S ⊆ Ar is admissible iff it is conflict-free and for
any A ∈ S such that (B,A) ∈ att for some B ∈ Ar, there is C ∈ S such that
(C,B) ∈ att.

An argumentation framework (Ar, att) is associated with a directed graph (called
an argumentation graph) in which vertices are arguments in Ar and directed
arcs from A to B exist whenever (A,B) ∈ att. An argumentation framework is
identified with its argumentation graph.

Definition 2.2 (labelling). [10] Let AF = (Ar, att) be an argumentation
framework. A labelling of AF is a (total) function L : Ar → {in, out, undec}.

When L(A) = in (resp. L(A) = out or L(A) = undec) for A ∈ Ar, it is
written as in(A) (resp. out(A) or undec(A)). In this case, the argument A is
accepted (resp. rejected or undecided). We call in(A), out(A) and undec(A)
labelled arguments.

Definition 2.3 (complete labelling). [10] Let AF = (Ar, att) be an argu-
mentation framework. A labelling L of AF is a complete labelling if for each
argument A ∈ Ar, it holds that:
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– L(A) = in iff L(B) = out for every B ∈ Ar such that (B,A) ∈ att.
– L(A) = out iff L(B) = in for some B ∈ Ar such that (B,A) ∈ att.
– L(A) = undec iff L(A) �= in and L(A) �= out.

Let in(L) = {A | L(A) = in}, out(L) = {A | L(A) = out} and undec(L) =
{A | L(A) = undec}.

Definition 2.4 (stable, semi-stable, grounded, preferred labelling). [10]
Let AF be an argumentation framework and L a complete labelling of AF . Then,
(1) L is a stable labelling iff undec(L) = ∅. (2) L is a semi-stable labelling iff
undec(L) is minimal wrt set inclusion among all complete labellings of AF .
(3) L is a grounded labelling iff in(L) is minimal wrt set inclusion among all
complete labellings of AF . (4) L is a preferred labelling iff in(L) is maximal wrt
set inclusion among all complete labellings of AF .

There is a one-to-one correspondence between the set in(L) with a complete
(resp. stable, semi-stable, grounded, preferred) labelling L of an argumentation
framework AF and a complete (resp. stable, semi-stable, grounded, preferred)
extension of AF [10,14]. In this paper, the distinction between different labellings
is often unimportant and S-labelling means one of the five labellings introduced
above.

Definition 2.5 (justify). [2] Let AF be an argumentation framework. Then, a
labelled argument L is skeptically (resp. credulously) justified by AF under the
S-labelling if L is included in every (resp. some) S-labelling L of AF .

3 Abduction in Argumentation Framework

3.1 Explanations

Suppose the following dialogue between Alice and Bob:

Alice: “I think Mary can speak Japanese because she has stayed in Japan.”
Bob: “I don’t think so because her staying in Japan was too short to learn

Japanese.”

The situation is represented by the argumentation framework AF = ({A,B},
{(B,A)}) where A represents the argument “Mary speaks Japanese” by Alice
and B represents the argument “Mary does not speak Japanese” by Bob. The AF
has the complete labelling {out(A), in(B)} which means that the argument A is
rejected and the argument B is accepted. In another day, Bob observes that Mary
speaks Japanese. To explain this, he assumes an argument C that Mary studied
Japanese hard to be able to speak it well. The revised argumentation becomes
AF ′ = ({A,B,C}, {(C,B), (B,A)}) and is represented by the argumentation
graph below.

• • •
A B C
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After introducing the new argument C, the situation changes: the revised
AF ′ has the complete labelling {in(A), out(B), in(C)}, where A and C are now
accepted and B is rejected. It illustrates the situation in which a new argument
is introduced to explain a new observation. Suppose another dialogue such that

Alice: “I think the new iPhone will be selling well.”
Bob: “I don’t think so because few people will get interested in this new model.”

The situation is represented by AF = ({A,B}, {(B,A)}) where A is rejected
and B is accepted. Later it is observed that the new iPhone breaks the sales
record. Bob then withdraws his argument B and the revised AF becomes AF ′ =
({A}, ∅). Then, the argument A is now accepted in AF ′. It illustrates the sit-
uation in which a previously believed argument is removed in face of a new
observation.

To realize such explanatory reasoning in argumentation frameworks, it is
necessary to introduce assumptions to an argumentation framework. In Defin-
ition 2.1, the set Ar of arguments is a subset of the universe U of all possible
arguments. We then consider the notion of the universal argumentation frame-
work which consists of the set of all possible arguments and attack relations over
them.

Definition 3.1 (universal AF). The universal argumentation framework
(UAF) is an argumentation framework (U, attU ) in which U is the set of all
possible arguments and attU ⊆ U × U is the set of fixed attack relations over U .

The UAF specifies a world which consists of arguments and attack relations over
them. An agent has (partial) knowledge about the world as an argumentation
framework AF = (Ar, att) where Ar ⊆ U is finite and att = attU ∩ (Ar × Ar).
In this sense, AF is often called a subargumentation framework (sub-AF for
short) of the UAF. The agent has a belief on the labelling of every argument in
Ar based on the attack relations in att under the designated semantics S. On
the other hand, an agent can recognize the possibility of arguments in U\Ar,
but does not know whether those arguments are valid or not. The agent has no
information on labelling of any argument in U\Ar and each argument in U\Ar
is called a hypothesis. In what follows, an agent is identified with its AF.

Definition 3.2 (observation). Let UAF = (U, attU ) and AF = (Ar, att) a
sub-AF. An observation O by AF is either in(A) or out(A) for some A ∈ U
such that (A,A) �∈ attU . When O = in(A) or O = out(A), define arg(O) = A.

When O = in(A) is observed, it means that there is an evidence for A. When
O = out(A) is observed, on the other hand, it means that there is an evidence
against A. In each case, an agent tries to skeptically or credulously justify O
in his/her AF under a designated labelling. We consider that any meaningful
observation contains no self-attacking argument, which is represented by the
condition (A,A) �∈ attU .1 If an agent fails to justify O in his/her AF , it implies
1 A reviewer comments that “an argument A attacking itself is a very natural explana-

tion for the observation that there is evidence against A, i.e. that A is out.” However,
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that AF believed by the agent is inaccurate or incomplete. In this case, the agent
performs abduction to explain O.

Definition 3.3 (explanation). Let UAF = (U, attU ) and AF = (Ar, att) a
sub-AF. An observation O (by AF ) is skeptically (resp. credulously) explained
by E = (I, J) under the S-labelling of AFE if O is included in every (resp.
some) S-labelling LE of the argumentation framework AFE = (ArE , attE) where
ArE = (Ar\J) ∪ I, I ⊆ U\Ar, J ⊆ Ar, and attE = attU ∩ (ArE × ArE). In
this case, E is called a skeptical (resp. credulous) explanation of O (under the S-
labelling of AFE), and we say that O has a skeptical (resp. credulous) explanation
E in AF .

An explanation (I, J) of an observation O is minimal if I ′ ⊆ I and J ′ ⊆ J
imply I ′ = I and J ′ = J for any explanation (I ′, J ′) of O. An explanation (I, J)
is empty if I = J = ∅; otherwise, (I, J) is non-empty .

If E is a skeptical explanation of an observation O, then E is also a credu-
lous explanation of O, but not vice versa. The notions of skeptical and cred-
ulous explanations coincide when AFE has the unique S-labelling. A skep-
tical/credulous explanation is simply called an explanation if the distinction
between the two is unimportant in the context. In Definition 3.3, if O = in(A)
(resp. O = out(A)) for some argument A, the goal of abduction is to produce a
labelling of AF in which A is labelled in (resp. out). To this end, arguments in
J are removed from Ar and hypotheses in I are introduced to Ar to explain O.
Removal of J means that an agent does not believe arguments in J anymore, or
an agent has some reason to withdraw J . Introduction of I means that an agent
learns new arguments in I. When O is observed by AF , it is either arg(O) ∈ Ar
or arg(O) ∈ U\Ar. In case of arg(O) ∈ Ar, the argument arg(O) is known by
AF but its labelling in O may be different from the labelling of the argument
in AF . In case of arg(O) ∈ U\Ar, on the other hand, the argument arg(O) is a
hypothesis for AF and AF has no labelling of the argument.

Example 3.1. Let UAF = ({A,B,C,D, F},
{(B,A), (B,C), (C,B), (D,C), (C,F )}) and
AF = ({A,B,C}, {(B,A), (B,C), (C,B)})
where AF has three complete labellings: L1 =
{in(A), out(B), in(C)}, L2 = {out(A),
in(B), out(C)}, and L3 = {undec(A),
undec(B), undec(C)}.

Then the following facts hold.

– Two observations O1 = in(A) and O2 = out(A) have the single minimal
credulous explanation E0 = (∅, ∅) under the complete labelling of AFE0 = AF .

A’s attacking itself does not explain that “A is out” but explains that “A is not in.”
In fact, A is labelled undec in AF = ({A}, {(A, A)}) under the complete, semi-stable,
grounded and preferred semantics. We exclude such “undecided” observations. (AF
has no stable labelling.)
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– O2 = out(A) has two minimal skeptical explanations E1 = (∅, {C}) under the
complete labelling of AFE1 = ({A,B}, {(B,A)}), and E2 = ({D}, ∅) under the
complete labelling of AFE2 = ({A,B,C,D}, {(B,A), (B,C), (C,B), (D,C)}).

– O3 = in(F ) has two minimal skeptical explanations: E3 = ({F}, {C}) under
the complete labelling of AFE3 = ({A,B, F}, {(B,A)}), and E4 = ({D,F}, ∅)
under the complete labelling of AFE4 = UAF .

– O4 = out(D) has no credulous/skeptical explanation.

In Example 3.1, the observation O1 = in(A) has the credulous empty expla-
nation in AF . This means that the labelled argument in(A) is credulously jus-
tified in the argumentation framework AF under the complete labelling. On the
other hand, O2 = out(A) has two minimal skeptical explanations in AF and
both of them are non-empty explanations. This means that the labelled argu-
ment out(A) is not skeptically justified in AF under the complete labelling. To
skeptically justify out(A), it is necessary to remove the argument C from Ar or
to introduce the hypothesis D to Ar in AF .

By Definitions 2.5 and 3.3, an observation O is skeptically (resp. credulously)
justified by AFE under the S-labelling iff O has a skeptical (resp. credulous)
explanation E under the S-labelling of AFE . In particular, O is skeptically (resp.
credulously) justified by AF under the S-labelling iff O has the skeptical (resp.
credulous) empty explanation under the S-labelling of AF . An observation may
have none, one, or multiple explanations in general. In particular, the next propo-
sition holds.

Proposition 3.1. Let UAF = (U, attU ) and AF a sub-AF. For any A ∈ U ,

1. an observation O = in(A) has a skeptical/credulous explanation in AF .
2. an observation O = out(A) has a credulous explanation in AF under the

complete, (semi-)stable, preferred labelling iff there is an argument B ∈ U
such that (B,A) ∈ attU and (B,B) �∈ attU . Moreover, O has a skeptical
explanation in AF under S-labelling iff the additional condition (A,B) �∈ attU
is satisfied.

Proof. (1) in(A) is included in every S-labelling of the argumentation framework
AFE = ({A}, ∅). Thus, O has the skeptical/credulous explanation E = ({A}, Ar)
in case of A �∈ Ar; and E′ = (∅, Ar\{A}) in case of A ∈ Ar. (2) If there is B ∈ U
such that (B,A) ∈ attU and (B,B) �∈ attU , then out(A) is included in some
complete labelling of the argumentation framework AFE = ({A,B}, {(B,A)})
in case of (A,B) �∈ attU ; or AFE = ({A,B}, {(B,A), (A,B)}) in case of (A,B) ∈
attU . Thus, O has a credulous explanation E = ({A,B}, Ar) under the complete,
(semi-)stable, preferred labelling. In case of (A,B) �∈ attU , E is also a skeptical
explanation under S-labelling. The only-if part follows by definition. 	

When an observation O does not have the empty skeptical/credulous explana-
tion, O is not skeptically/credulously justified by AF under the S-labelling. In
this case, a non-empty explanation E is likely to change not only the labelling of
the argument arg(O) but the labellings of arguments other than arg(O) in AFE .
In Example 3.1, for instance, the complete labelling L1 = {in(A), out(B), in(C)}
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of AF changes into {out(A), in(B)} of AFE1 . Thus, the explanation E1 changes
not only the labelling of A but also the labellings of B and C. The change of
labellings between two argumentation frameworks is defined as follows.

Definition 3.4 (minimal change). Let AF = (Ar, att) be an argumentation
framework and L any S-labelling of it. For any S-labelling LE of AFE , define

Δ(L, LE) = {A | L(A) �= LE(A) for A ∈ Ar} ∪ {A | A ∈ (Ar\ArE) ∪ (ArE\Ar)}.

A skeptical (resp. credulous) explanation E of an observation O minimally
changes AF if for any skeptical (resp. credulous) explanation F of O in AF , the
following condition is satisfied: for any S-labelling LF of AFF which includes
O, there is an S-labelling LE of AFE which includes O such that Δ(L,LF ) ⊆
Δ(L,LE) implies Δ(L,LE) ⊆ Δ(L,LF ) for some S-labelling L of AF .

If O has the empty explanation E in AF , then E minimally changes AF .

Example 3.2. In Example 3.1, the skeptical explanation E1 = (∅, {C}) of O2

produces the complete labelling LE1 = {out(A), in(B)}, and the skeptical expla-
nation E2 = ({D}, ∅) of O2 produces the complete labelling LE2 = {out(A),
in(B), out(C), in(D)}. Then, Δ(L1,LE1) = {A,B,C} and Δ(L1,LE2) =
{A,B,C,D}, so that E1 minimally changes AF .

When an observation has more than one explanations, explanations that mini-
mally change the labellings of arguments in AF are preferred.

Definition 3.5 (preferred explanation). Given an argumentation framework
AF and an observation O, an explanation E is a preferred explanation of O if
E minimally changes AF . A preferred explanation E is most preferred if it is
also minimal (in the sense of Definition 3.3) among all of the preferred explana-
tions of O.

Definition 3.5 says that there are two conditions for selecting the best explana-
tions. The first condition requests that such explanations minimally change the
labellings of the original AF . The second condition requests that the minimality
of explanations. The first condition precedes the second one, that is, non-minimal
preferred explanations are considered better than minimal non-preferred expla-
nations. In particular, the empty explanation is always most preferred. By defi-
nition, we have the next result.

Proposition 3.2. If an observation O has an explanation in an argumentation
framework AF , then there is a most preferred explanation of O in AF .

3.2 Computation

Next we provide a method of computing abduction in AF using logic program-
ming. A normal logic program (or simply a program) is a set of rules of the
form

A ← B1, . . . , Bm, not Bm+1, . . . , not Bn
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where A and Bi’s are ground atoms (n ≥ m ≥ 0), and not represents the negation
as failure operator. Let BP be the Herbrand base of a program P . Then, a 3-
valued interpretation of a program P is defined as a pair I = 〈T, F 〉 where
T contains all ground atoms true in I, F contains all ground atoms false in
I, and the remaining atoms in W = BP \(T ∪ F ) are unknown. Let I(A) = 1
(resp. I(A) = 1

2 , I(A) = 0) if A ∈ T (resp. A ∈ W , A ∈ F ), and I(not A) =
1 − I(A). Then, a 3-valued interpretation I is a model of a program P if I(A) ≥
min{I(Li) | 1 ≤ i ≤ n} holds for every rule A ← L1, . . . , Ln in P where Li

is either Bi or not Bi. Among models of a program, the following models are
important: partial stable models, stable models, L-stable models, regular models,
and well-founded models.2

An argumentation framework AF = (Ar, att) is transformed into the logic
program PAF by identifying each argument with a ground atom as follows [30]:
PAF = {A ← not B1, . . . , not Bn | A,B1, . . . , Bn ∈ Ar (n ≥ 0) and (Bi, A) ∈
att (1 ≤ i ≤ n)}. Then, there is a one-to-one correspondence between complete
(resp. stable, semi-stable, grounded, preferred) labellings of AF and partial sta-
ble (resp. stable, L-stable, well-founded, regular) models of PAF [11,30]. We
modify the transformation to characterize abduction in argumentation frame-
works.

Definition 3.6 (transformation). Given UAF = (U, attU ), the associated
logic program PUAF is defined as follows.

PUAF = {A ← not B1, . . . , not Bn, NA | A,B1, . . . , Bn ∈ U (n ≥ 0) and
(Bi, A) ∈ attU (1 ≤ i ≤ n)} ∪ {NA ← not N ′

A, N ′
A ← not NA | A ∈ U}

where NA and N ′
A are new ground atoms uniquely associated with each atom A.

Each atom NA or N ′
A has one of the truth values true, false or unknown. If NA

is true (resp. false) in a partial stable model M of PUAF , N ′
A is false (resp.

true) in M . Otherwise, both NA and N ′
A are unknown in M . If NA is true,

the rule A ← not B1, . . . , not Bn, NA is identified with A ← not B1, . . . , not Bn.
In other words, by switching the truth values of NA and N ′

A, we can simulate
introduction/removal of arguments A,B1, . . . , Bn and attack relations (Bi, A)
to/from a sub-AF of the UAF. For convenience, define choice(U) = {NA ←
not N ′

A, N ′
A ← not NA | A ∈ U}.

Example 3.3. ConsiderUAF = ({A,B,C}, {(C,B), (B,A)}) and AF = ({A,B},
{(B,A)}). Then, PUAF = {A ← not B, NA, B ← not C, NB , C ← NC} ∪
choice({A,B,C}) where the partial stable model 〈 {B,NA, NB , N ′

C}, {A,C,N ′
A,

N ′
B , NC} 〉 corresponds to the complete labelling {out(A), in(B)} of AF . On the

other hand, the partial stable model 〈 {A,C,NA, NB , NC}, {B,N ′
A, N ′

B , N ′
C} 〉

corresponds to the complete labelling {in(A), out(B), in(C)} of AFE = UAF
with E = ({C}, ∅), and the partial stable model 〈 {A,NA, N ′

B , N ′
C}, {B,C,N ′

A,

2 We refer the readers to the references in [11] for the precise definition of each
semantics.
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NB , NC} 〉 corresponds to the complete labelling {in(A)} of AFE′ = ({A}, ∅)
with E′ = (∅, {B}).

Lemma 3.3. [30] Let AF = (Ar, att) and PAF its transformed logic program.
If AF has a complete labelling L, then 〈T, F 〉 = 〈 in(L), out(L) 〉 where BPAF

\
(T ∪ F ) = undec(L) is a partial stable model of PAF . Conversely, if 〈T, F 〉 is a
partial stable model of PAF , then a labelling L such that in(L) = T , out(L) = F
and undec(L) = BPAF

\(T ∪ F ) is a complete labelling of AF .

For a set S of atoms, let NS = {NA | A ∈ S}; in particular, NS = ∅ if S = ∅.

Theorem 3.4. Let UAF = (U, attU ) and AF = (Ar, att) a sub-AF. Also let
IN = {NA | A ∈ U\Ar} and OUT = {NA | A ∈ Ar}. Then, an observation
O = in(A) (resp. O = out(A)) has a credulous explanation E = (I, J) under a
complete (or stable, semi-stable, grounded, preferred) labelling of AFE iff PUAF

has a partial stable (or stable, L-stable, well-founded, regular) model 〈T, F 〉 such
that A ∈ T (resp. A ∈ F ), NI = T ∩ IN and NJ = F ∩ OUT . In particular,
E is also a skeptical explanation of O iff A ∈ T (resp. A ∈ F ) for any 〈T, F 〉
such that NI = T ∩ IN and NJ = F ∩ OUT .

Proof. We show the result for complete labelling. If O = in(A) has a credulous
explanation E = (I, J) under a complete labelling of AFE , then O is included
in some complete labelling LE of AFE = (ArE , attE) where ArE = (Ar\J) ∪ I
with I ⊆ U\Ar and J ⊆ Ar. By Lemma 3.3, 〈T, F 〉 with T = in(LE) ∪ {NB |
B ∈ ArE} ∪ {N ′

C | C ∈ U\ArE} and F = out(LE) ∪ {N ′
B | B ∈ ArE} ∪ {NC |

C ∈ U\ArE} becomes a partial stable model of PUAF , and A ∈ in(LE). In this
case, NI = T ∩ IN and NJ = F ∩ OUT hold. In particular, if O is included
in every complete labelling LE of AFE = (ArE , attE) with E = (I, J), then
A ∈ T for any 〈T, F 〉 such that NI = T ∩ IN and NJ = F ∩ OUT . The
converse also holds by the fact that a partial stable model 〈T, F 〉 of PUAF is
translated into a complete labelling in(LE) = {A | A ∈ T and NA ∈ T} and
out(LE) = {B | B ∈ F and NB ∈ T} of AFE . The results hold for (semi-)
stable, grounded and preferred labelling using their equivalence to respective
logic programming semantics [11]. The result of O = out(A) is shown in a
similar way. 	

Finally, we remark some complexity results on abduction in AF. By Proposi-
tion 3.1, an observation O = in(A) always has a skeptical/credulous explana-
tion, and O = out(A) has a skeptical/credulous explanation if A is attacked
by some argument B which satisfies simple conditions. Thus, deciding the exis-
tence of an explanation given an observation is trivial or done in polynomial
time. On the other hand, given a pair of arguments E = (I, J), the problem of
deciding whether E is a credulous (or skeptical) explanation of an observation O
under S-labelling has different complexities under different semantics. In case of
O = in(A), E is a credulous (resp. skeptical) explanation of O under S-labelling
of AFE iff A is included in some (resp. every) S-extension of AFE . In case of O =
out(A), put UAF ′ = (U∪{X}, attU ∪{(A,X)}) where X is a new argument such
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that X �∈ U . For AF = (Ar, att), put AF ′ = (Ar∪{A,X}, att∪{(A,X)}). Then,
for any A ∈ U , E is a credulous (resp. skeptical) explanation of O = out(A)
under S-labelling of AFE iff E is a credulous (resp. skeptical) explanation of
O′ = in(X) under S-labelling of AF ′

E . The next results hold by the complexity
results in [16].

Theorem 3.5. Let UAF = (U, attU ) and AF = (Ar, att) a sub-AF. Given
E = (I, J), deciding whether E is a credulous (resp. skeptical) explanation of an
observation O under S-labelling of AFE is NP-complete (resp. polynomial) for
complete labelling, NP-complete (resp. coNP-complete) for stable labelling, NP-
complete (resp. ΠP

2 -complete) for preferred labelling, and ΣP
2 -complete (resp.

ΠP
2 -complete) for semi-stable labelling. In case of grounded labelling, it is decided

in polynomial time.

4 Debate Games

Suppose a debate between a prosecutor (P ) and a defense (D) in court.

P1: The suspect is guilty because he had a grudge against the murder victim.
D1: There is no evidence that the suspect killed the victim. No one is guilty

until proven guilty.
P2: There is an eyewitness who saw the suspect leaving the victim’s apartment

on the night of the crime.
D2: The testimony is incredible because it was dark at night.

Given the argument P1 by a prosecutor, the defense seeks an argument against
P1. Once the defense successfully refutes P1 by the argument D1, the prosecutor
tries to refute D1. A debate continues until one cannot refute the other. An
appropriate modelling of debate should allow for the following three properties:
(i) players have different beliefs and opinions in general; (ii) during a debate, each
player may revise its own beliefs by new information provided by the opponent;
(iii) a player may use inaccurate or even false arguments to win a debate [27].

Sakama [26] introduced a debate game based on an argumentation framework,
which provides an abstract model of debates between two players and satisfies
all three of the above requirements. We first review definitions of debate games.
A player is an agent who has its own AF as a sub-AF of the given UAF.

Definition 4.1 (claim). [26] A claim is a pair of the form: (in(A), ) or
(out(B), in(A)) where A and B are different arguments. (in(A), ) is read “A
is labelled in”, while (out(B), in(A)) is read “B is labelled out because A is
labelled in”. A claim (in(A), ) or (out(B), in(A)) by a player is refuted by the
claim (out(A), in(C)) with some argument C by another player.

Definition 4.2 (revision). [26] Let UAF = (U, attU ) and AF = (Ar, att)
a sub-AF of the UAF. Then, a revision of AF with an argument X ∈ U is
defined as

AF ◦ X =
{

(Ar ∪ {X}, att ∪ attX) if X �∈ Ar
AF otherwise

where attX = {(X,Y ), (Z,X) | Y, Z ∈ Ar and (X,Y ), (Z,X) ∈ attU\att}.
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Definition 4.3 (debate game). [26] Let UAF = (U, attU ), and AF1 = (Ar1,
att1) and AF2 = (Ar2, att2) argumentation frameworks of two players P1 and
P2, respectively. Then, an admissible debate is a sequence of claims [(in(X0), ),
(out(X0), in(Y1)), (out(Y1), in(X1)), . . ., (out(Xi), in(Yi+1)), (out(Yi+1), in
(Xi+1)), . . .] such that

– X0 ∈ Ar1 and Xk ∈ Ark1 where AF k
1 = (Ark1 , attk1) = AF k−1

1 ◦ Yk (k ≥ 1) and
AF 0

1 = AF1.
– Yk ∈ Ark2 where AF k

2 = (Ark2 , attk2) = AF k−1
2 ◦Xk−1 (k ≥ 1) and AF 0

2 = AF2.
– for each out(Zj) in a claim by P1 (resp. P2), there is in(Zi) (i ≤ j) in a claim

by P2 (resp. P1) such that Zj = Zi.
– (Vj , Ui) ∈ attU for each (out(Ui), in(Vj)).

For a player P1 (resp. P2), the player P2 (resp. P1) is called the opponent.
Let Γn (n ≥ 0) be any claim. A debate game Δ (for an argument X0) is

an admissible debate between two players [Γ0, Γ1, . . .] where the initial claim is
Γ0 = (in(X0), ). A debate game Δ for an argument X0 terminates with Γn

if Δ = [Γ0, Γ1, . . . , Γn] is an admissible debate and there is no claim Γn+1 such
that [Γ0, Γ1, . . . , Γn, Γn+1] is an admissible debate. In this case, the player Pi

who makes the claim Γn wins the game.

The player P1 starts a debate with the claim Γ0 = (in(X0), ) based on its
argumentation framework AF1. The player P2 then revises its argumentation
framework AF2 by X0, and responds to the player P1 with a counter-claim Γ1 =
(out(X0), in(Y1)) based on the revised argumentation framework AF 1

2 . A debate
continues by iterating revisions and claims. A debate game Δ terminates if each
player does not repeat the same claim in the game (Γi �= Γi+2k (k = 1, 2, . . .) for
any Γi (i ≥ 1) in Δ). AF k

i means an AF of a player Pi after k-th revision. We
often omit k of AF k

i and just call an argumentation framework AFi of a player
Pi when no confusion arises.

Example 4.1. Let UAF = ({A,B,C,D}, {(D,C),
(C,B), (B,A)}), AF1 = ({A,B,C}, {(C,B),
(B,A)}) and AF2 = ({A,B,D}, {(B,A)}).AF1

and AF2 have the complete labellings:
{in(A), out(B), in(C)} and {out(A), in(B),
in(D)}, respectively. The argumentation graph of
two players is on the right.
A debate game for the argument A between two players proceeds as follows:

AF1: (in(A), ) “I claim that A is in.”
AF 1

2 : (out(A), in(B)) “A is out because B is in.”
AF 1

1 : (out(B), in(C)) “B is out because C is in.”
AF 2

2 : (out(C), in(D)) “C is out because D is in.”

Here, “AF k
i : (out(X), in(Y ))” means that a player Pi makes a claim (out(X),

in(Y )) based on the argumentation framework AF k
i . At first, the player P1 has
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no information on the argument D, while the player P2 has no information on
the argument C. During the debate, the player P2 learns the argument C by
AF 1

1 , then introduces it to AF 2
2 together with the attack relations (C,B) and

(D,C). The player P1 learns the argument D by AF 2
2 but cannot refute it. As

a result, the player P2 wins the game.
During a game, a player may make false or inaccurate claims to win the game.

Example 4.2. (1) Let UAF = ({A,B,C,D,
E, F}, {(F,E), (E,D), (D,C), (C,B),
(B,A)}), AF1 = ({A,B,C,E, F}, {(F,E),
(C,B), (B,A)}) and AF2 = ({A,B,D},
{(B,A)}). AF1 and AF2 have the com-
plete labellings: {in(A), out(B), in(C), out(E),
in(F )} and {out(A), in(B), in(D)}, respectively.

Consider a debate game for the argument A between two players as follows:

AF1: (in(A), ) “I claim that A is in.”
AF 1

2 : (out(A), in(B)) “A is out because B is in.”
AF 1

1 : (out(B), in(C)) “B is out because C is in.”
AF 2

2 : (out(C), in(D)) “C is out because D is in.”
AF 2

1 : (out(D), in(E)) “D is out because E is in.”

The player P2 cannot refute AF 2
1 , then the player P1 wins the game. In AF 2

1 ,
however, P1 provides a false claim on E because E is out in his/her labelling.
(2) Let UAF = ({A,B,C,D,G}, {(G,D),
(D,C), (C,B), (B,A)}), AF1 = ({A,B,C},
{(C,B), (B,A)}) and AF2 = ({A,B,D},
{(B,A)}). AF1 and AF2 have the com-
plete labellings: {in(A), out(B), in(C)} and
{out(A), in(B), in(D)}, respectively.

Consider a debate game for the argument A between two players as follows:

AF1: (in(A), ) “I claim that A is in.”
AF 1

2 : (out(A), in(B)) “A is out because B is in.”
AF 1

1 : (out(B), in(C)) “B is out because C is in.”
AF 2

2 : (out(C), in(D)) “C is out because D is in.”
AF 2

1 : (out(D), in(G)) “D is out because G is in.”

The player P2 cannot refute AF 2
1 , then the player P1 wins the game. In AF 2

1 ,
however, P1 provides an inaccurate claim on G because G is not included in
his/her labelling. In this sense, P1 breaks the rule of admissibility of claims but
P2 cannot know it.

Definition 4.4 (honest/dishonest claim). [26] Let UAF = (U, attU ) and
AFi = (Ar, att) an argumentation framework of a player Pi in a debate game.
Then,
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– a claim (in(A), ) or (out(B), in(A)) is honest wrt AFi if A ∈ Ar and L(A) =
in for some complete labelling L of AFi.

– a claim (in(A), ) or (out(B), in(A)) is a lie wrt AFi if A ∈ Ar and L(A) �=
in for any complete labelling L of AFi.

– a claim (in(A), ) or (out(B), in(A)) is bullshit wrt AFi if A ∈ U\Ar.

A claim is called dishonest if it is either a lie or bullshit. A player is honest if
every claim by the player is honest. Otherwise, a player is dishonest.3

A player Pi makes a claim under the complete labelling of his/her argumenta-
tion framework AFi. A claim is honest if arguments included in the claim are
credulously justified by AFi. On the other hand, a player lies if he/she brings
in(A) while believing out(A) or undec(A) in his/her labelling (AF 2

1 of Exam-
ple 4.2(1)). A player bullshits if he/she brings in(A) while none of in(A), out(A)
nor undec(A) is in his/her labelling (AF 2

1 of Example 4.2(2)). To allow the exis-
tence of dishonest players who may bullshit, Definition 4.3 of debate games is
slightly modified in a way that each player may claim an argument which is not
in his/her AF [26].

In a debate game, a player seeks a counter-claim which refutes a claim given
by the opponent player. Viewing an argument given by the opponent player as
an observation, computation of a counter-claim by a player is characterized by
abduction as follows.

Theorem 4.1. Let UAF = (U, attU ) and (out(B), in(A)) (or (in(A), )) be a
claim made by a player P1 under AF k

1 in a debate game.

1. If O = out(A) has the empty credulous explanation in AF k+1
2 , then a player

P2 can make an honest claim (out(A), in(C)) that refutes the claim by P1.
2. Else if O = out(A) has no empty credulous explanation but has a non-empty

credulous explanation E in AF k+1
2 , then a player P2 cannot make an honest

claim but can make a dishonest claim (out(A), in(C)) that refutes the claim
by P1.

3. Otherwise, if O = out(A) has no explanation, then P2 cannot refute the claim
by P1 and loses the game.

A similar result holds for a player P1 against a claim made by a player P2.

Proof. (1) If O has the empty credulous explanation in AF k+1
2 , then out(A) is

credulously justified by AF k+1
2 under the complete labelling. In this case, P2 can

make an honest claim (out(A), in(C)) with an argument C ∈ Ark+1
2 such that

(C,A) ∈ attk+1
2 . (2) Else if O has a non-empty credulous explanation E = (I, J) in

AF k+1
2 , then out(A) is credulously justified by (AF k+1

2 )E = ((Ark+1
2 )E , (attk+1

2 )E)
under the complete labelling where (Ark+1

2 )E = (Ark+1
2 \J) ∪ I and (attk+1

2 )E =
attU ∩ (Ark+1

2 )E×(Ark+1
2 )E . In this case, P2 can make a dishonest claim (out(A),

3 We use the notion of (dis)honest claims based on credulous justification under the
complete labelling in [26], while alternative definitions are considered based on skep-
tical justification or different labellings.
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in(C)) with an argument C ∈ (Ark+1
2 )E such that (C,A) ∈ (attk+1

2 )E . (3) Other-
wise, if O has no explanation in AF k+1

2 , P2 cannot make a counter-claim (out(A),
in(C)). 	

In this characterization, an observation is always labelled out. This is because
the goal of a player is to justify O = out(A) or to explain it. When O has the
empty credulous explanation, it is a most preferred explanation and a player
makes an honest counter-claim. When O has multiple non-empty explanations,
most preferred explanations are selected as best strategies. This is because a
dishonest claim makes labellings of arguments deviate from those believed by
the player. In Example 4.2(1), P1 makes the dishonest claim (out(D), in(E))
but P1 believes in(D) and out(E). A dishonest claim which increases such devi-
ation is undesirable for a player because it would make difficult for the player
to keep consistency during a debate and also increases the chance of dishon-
est claims being detected. However, selection of most preferred explanations as
dishonest claims is not always successful. For instance, if the only explanation
given for an observation needs to remove an argument that has already been
used in the previous exchanges, then the player cannot hope to refute the oppo-
nent by hiding that argument. Comparing the lie (out(D), in(E)) by AF 2

1 in
Example 4.2(1) with the bullshit (out(D), in(G)) by AF 2

1 in Example 4.2(2),
lies are considered worse than bullshit. This is because the player P1 knows the
falsehood of (out(D), in(E)), while he/she does not know the truthfulness of
(out(D), in(G)). There is no possibility of in(E) as far as F is in, while there is
a possibility of in(G) as far as there is no attacker of it. These behavioral rules
are summarized as strategies of a player Pi as follows:

– If O = out(A) has the empty explanation in AF k
i (i = 1, 2; k ≥ 1), then make

an honest claim (out(A), in(B)) based on AF k
i . Else if O has a preferred

explanation E in AF k
i then make a dishonest claim (out(A), in(B)) based on

(AF k
i )E .

– If O = out(A) has non-empty multiple preferred explanations in AF k
i , then

select one E = (I, J) such that for any B ∈ J , in(B) does not appear in any
claim made by AF j

i (j < k).
– If O = out(A) has non-empty multiple preferred explanations in AF k

i , then
select one E = (I, J) such that there is B ∈ I ∩ (U\Arki ) and (B,A) ∈ attU
if any.

The first item says selecting honest claims at first. The other two items provide
criteria for selecting dishonest claims. The second one is used for avoiding lie
detection, while the third one presents preference of bullshit to lies.

5 Related Work

Abduction and argumentation have been combined in different ways in the lit-
erature. Dung [13] introduces the preferred extension semantics of abductive
logic programs, which is defined as a maximally consistent set of hypotheses
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that contains its own defense against all attacks. The semantics is analyzed from
the argumentation-theoretic viewpoint [19] and extended to assumption-based
argumentation (ABA) [9]. In ABA an argument is a deduction of a conclusion
(claim) c from a set of assumptions S represented as a tree, with c at the root
and S at the leaves [15]. The goal of ABA is to construct an argument (tree) such
that c is deduced from S using inference rules (S � c). In ABA both a claim and
assumptions are parts of an argument, which is different from our problem set-
ting where arguments play the role of assumptions to explain another observed
(labelled) argument.

Wakaki et al. [29] introduce hypothetical arguments to Dung’s argumen-
tation framework. They introduce abductive argumentation framework (AAF)
which computes explanations to skeptically justify or not to credulously jus-
tify the argument supporting a claim. They consider concrete argumentation
frameworks associated with abductive logic programs [19] under the answer set
semantics. This is in contrast to our approach for abduction in abstract argu-
mentation frameworks that have no restriction to any particular representation
for arguments nor argumentation semantics. Moreover, in the AAF arguments
are introduced to explain observations, while they cannot be removed from the
knowledge base of an agent. In this sense, the AAF is based on the normal
setting of abduction [19], while our current proposal is based on extended abduc-
tion of [18]. Extended abduction is particularly useful when a knowledge base
is nonmonotonic. In nonmonotonic theories, deletion of formulas may introduce
new formulas. Thus, addition and deletion of hypotheses play a complementary
role in accounting for an observation in nonmonotonic theories. Since an argu-
mentation framework is inherently nonmonotonic (i.e., introduction/removal of
arguments changes labelling in general), the use of extended abduction is more
natural and appropriate. Deletion of arguments would happen when one notices
that his/her previous argument was incorrect (see the example at the beginning
of Sect. 3). For another case, one would withdraw his/her argument and make
a concession (to reach an agreement), even if he/she has a counter-argument
against the opponent.

Kakas and Moraitis [20] use abduction to seek conditions to support argu-
ments. An argumentation theory is defined as a pair (T, P ) where T is a set
of argument rules and P represents priorities over T . Then, a supported argu-
ment is defined as a tuple (Δ,S) where Δ is a set of argument rules from T
and S is a set of hypothetical explanations. In their framework, an argument
is a set of rules of the form l0 ← l1, . . . , ln where li is a positive or negative
literal. Each literal li (1 ≤ i ≤ n) in the conditional part can be a hypothetical
explanation but it is not an argument. This is different from our setting where
explanations are also arguments. For another difference, abduction considered
in their framework is normal setting of abduction, which is different from our
setting of extended abduction. A supported argument is also used for building
a proposal or responding to a proposal in argumentation-based negotiation [21].
Argumentation-based negotiation is studied by other researchers as well (for
instance, [1]). A debate game is similar to argumentation-based negotiation in
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the sense that they use argumentation frameworks for formulating dialogues
between competitive agents. However, the goal of negotiation is slightly differ-
ent from debate—the goal of negotiation is to reach an agreement among players,
while the goal of debate is to defeat the opponent player.

Šešelja and Straßer [28] integrate abduction and argumentation in their
explanatory argumentation framework (EAF). An EAF is defined as a tuple
〈A, χ,→, ���,∼〉 where 〈A,→〉 is an AF, χ is a set of explananda, ��� is the
explanatory relation over A × (A ∪ χ), and ∼ is the incompatible relation over
A × A. Thus, they distinguish attack relations and explanatory relations, and
explananda and arguments. On the other hand, they do not distinguish argu-
ments and hypotheses. Bex et al. [5] combine abduction and argumentation in
the context of evidential reasoning. An argumentation framework is given as
a pair (G,E) where G is a set of evidential generalisations and E is a set of
evidences. The set O of observations is produced by applying evidential gener-
alisations to evidences, and explanations (causal rules plus hypotheses) which
account for the set of explananda F ⊆ O are selected. In this study, argumen-
tation and abduction are combined in a way different from ours: arguments are
used for generating observations supported by evidences and justifying explana-
tions against observations. Bex and Prakken [6] apply the framework to a formal
dialogue game. In the game, players try to find a plausible and evidentially well-
supported explanation for the explananda. None of the players wants to win,
since they have the joint goal to find the best explanation of the explananda.
This is in contrast with debate games where each player seeks explanations to
justify its own individual argument to win a game.

Rotstein et al. [24] study argumentation theory change in abstract argumen-
tation framework. A dynamic argumentation framework (DAF) has the universe
U of arguments and the set A ⊆ U of active arguments. Given an argument X
to be warranted, a dialectical tree rooted in X is modified by activating nodes
in U\A and by deactivating nodes in A to make X justified. They introduce
argument change operators which expand the set A of arguments and contract
some arguments from A. The goal of their study differs from ours in that their
framework is dedicated to characterize dynamics of AF while abduction in AF is
intended to reason explanations for/against a particular argument. Technically,
their revision operators do not distinguish skeptical and credulous justifications.
Baumann and Brewka [3] consider the problem of modifying an argumentation
framework in a way that a desired set of arguments becomes an extension. To
this end, they add new arguments and attack relations to an AF, while they do
not delete arguments because one could delete everything and add the wanted
arguments without any attacks. We consider deleting arguments (and corre-
sponding attack relations) as well as introducing ones, while preferring expla-
nations that minimally change the original AF. Baumann [4] enforces a desired
set of arguments by adding/removing a minimal number of attack relations to
an AF. He then introduces value functions to compute different types of mod-
ification. In this study, the distance between two argumentation frameworks is
measured by counting added/removed attacks. On the other hand, we measure
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the distance by comparing labelling of arguments in two AFs. In this sense,
minimal change considered in [4] is syntax-based, while minimal change con-
sidered in this paper is semantic-based. Boella et al. [7,8] consider the effect of
adding/removing arguments or attack relations under the grounded semantics.
Cayrol et al. [12] study the effect of an addition of an argument on the outcome
of the argumentation semantics. The goal of these studies [7,8,12] is identifying
possible changes of extensions after revising an argumentation framework, which
is in contrast with our goal of identifying possible changes of an AF to have a
particular outcome. Rahwan et al. [23] introduce a formal argumentation theory
in which an agent may hide arguments or make up new arguments to accept a
particular argument. The purpose of their study is to develop a game-theoretic
argumentation mechanism design and to characterize strategy-proofness under
graph-theoretic conditions. However, they do not provide any computational
mechanism of dishonest arguments. We show the use of abduction in debate
games based on formal argumentation frameworks, especially computing dis-
honest arguments. Extended abduction is also used for dishonest reasoning in
logic programming [25]. In [25] an agent reasons dishonestly to have a particular
goal at the individual level. The current study shows that extended abduction
in AFs is used for computing dishonest arguments in debate games between two
players.

6 Conclusion

We introduced extended abduction to abstract argumentation frameworks and
provided its computational method in logic programming. Next we showed its
application to computing (dis)honest claims in debate games. The result of this
paper realizes extended abduction in argumentation frameworks, and provides a
strong link between abduction, argumentative reasoning, and dishonest reason-
ing in a formal dialogue system based on AF. The abduction mechanism pro-
posed in this paper will also be applied to revision of AF and will be realized in
argumentation systems associated with logic programming. These issues are left
for future work.
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Abstract. An assurance case provides an argument that certain claims
(usually concerning safety or other critical properties) are justified, based
on given evidence concerning the context, design, and implementation of
a system. An assurance case serves two purposes: reasoning and com-
munication. For the first, the argument in the case should approach
the standards of mathematical proof (though it may be grounded on
premises—i.e., evidence—that are equivocal); for the second it must
assist human stakeholders to grasp the essence of the case, to explore
its details, and to challenge it. Because of the scale and complexity of
assurance cases, both purposes benefit from mechanized assistance. We
propose simple ways in which an assurance case, formalized in a mech-
anized verification system to support the first purpose, can be adapted
to serve the second.

1 Introduction

An assurance case provides an argument that certain claims about a system
(usually concerning safety or other critical properties) are justified, based on
evidence concerning its context, design, and implementation [1,2].

The assurance case for a real system is a massive artifact: typically thousands
of pages of documentation, diagrams, analyses, and tests. It is surely difficult to
evaluate the argument that binds such a large amount of evidence together and
connects it to the claims. Greenwell and colleagues examined three industrial
safety cases and discovered logical fallacies in all of them [3]. Furthermore, each
case was examined by two reviewers and there were considerable differences in
the flaws detected by each reviewer.

Thus, it seems that human review is not particularly reliable for assurance
case arguments and that mechanized support could add precision to their con-
struction and analysis. Modern formal verification systems (such as Acl2, Agda,
Coq, Isabelle, or PVS) provide notations adequate to the formalization and spec-
ification of complex systems and the automation (based on theorem proving and
model checking) to analyze them (see, e.g., [4–6]). As we will explain, verification
is a narrower problem than system assurance, but it seems plausible that the
application of formal verification systems might be extended from verification
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to the analysis of assurance case arguments, and there are proposals for doing
this [7–9].

These proposals presuppose that the argument of an assurance case should
be deductively sound, but there are differing views on this. Some believe such
arguments are quintessentially inductive: they provide strong evidence that the
conclusion is highly probable, not proof that it is certain [10]. My view is that
we may have doubts about some of the premises (i.e., evidence) used in the
argument, but that the reasoning, given these premises, should be logically or
deductively sound. I call this the reasoning aspect of the assurance case and argue
that formal verification methods can eliminate logic doubt concerning this aspect
of the argument, allowing attention to be focused on epistemic doubt about the
accuracy and completeness of our knowledge of the system, as represented in the
premises to the argument [11].

But, whereas logic doubt can be eliminated by mechanized verification, epis-
temic doubt requires human review. There is much evidence that human indi-
viduals and groups are prone to confirmation bias, so reviews should actively
challenge and explore the assumptions and claimed knowledge underlying a case.
Prior to, and in addition to, review, a case also serves as a vehicle for communica-
tion and shared understanding among its stakeholders and these purposes, too,
are likely to be best served by active exploration and “what-if” inquiry, rather
than passive appraisal. Thus, the reasoning aspect of a case is complemented by
a communication aspect that focuses on exploration of its epistemic foundation.

In support of its communication aspect, the epistemic foundation of an assur-
ance case will be explored, modified, and revised—possibly many times—and its
reasoning aspect will be adjusted correspondingly. Thus, seen in the large, the
reasoning in an assurance case, although it can be supported locally by the tools
of formal verification, is not a proof, but an argument : the distinction being that
an argument is defeasible—i.e., it is subject to revision in the light of objections
or new information, or for the purposes of exploration. Just as the reasoning
or deductive aspect of an assurance case can benefit from mechanized support,
so can its communication or defeasible aspect—and, of course, the mechanized
support for each aspect must somehow coexist with the other.

In the following section, I review some topics in applying mechanized support
to the reasoning and the communication aspects of an assurance case, respec-
tively. Then, in Sect. 3, I propose a simple way in which a formalized assurance
case, whose mechanization is primarily intended to support reasoning, can be
augmented to allow defeasibility and used to support the communication aspect
also. The proposal is illustrated with a simple example. Section 4 provides brief
conclusions and suggestions for further research.

2 Mechanized Support for Assurance Cases

Assurance cases are large and complex artifacts and so it is necessary to have
automated support for managing the overall structure of a case, and for providing
representations in graphical notations such as GSN [12] to aid comprehension.
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Several such tools exist [13,14], and there are emerging standards to assist their
interoperation [15,16].

However, my focus here is on mechanized support for the logical aspects
of an assurance case. In the next subsection, I review some topics in applying
mechanized support to the reasoning or deductive aspect of an assurance case,
and in the subsection that follows I review topics in providing support for the
communication or defeasible aspect of a case.

2.1 Mechanized Support for Reasoning in Assurance Cases

Modern formal methods tools such as verification systems, model checkers, and
SMT solvers have sufficient expressiveness and automation to undertake the
task of providing mechanized support to the reasoning or deductive aspect of
an assurance case. But just as its deductive aspect is not the whole purpose of
an assurance case, so classical formal verification is not quite the same as the
deductive part of an assurance case, so some care is needed in the way in which
an assurance case is represented as a formal verification.

A formal verification differs from the deductive aspect of an assurance case
in that verification takes the specification (i.e., premises) as given and verifies
correctness of the conclusions that are derived from it, whereas an assurance
case must also justify (often by citing the evidence of the case) the premises and
rules of inference that it uses, and it must also justify that the verified conclusion
bears an interpretation that is relevant to the claim of the case. For example, in
applying formal verification to an assurance case we might use a proof rule that
says “a system is safe if it is shown to be safe for each of its hazards”; in applying
this rule we would show safety for each hazard that has been explicitly identified
and would have a premise that says these are all the hazards. Justification
of this premise would be a major part of the safety case, yet is outside the
formal verification. In [7], I proposed a way in which an assurance case can be
represented in a formal verification system so that these aspects are at least
recorded. In essence, I conjoin to each premise a predicate that is set true only
when a reviewer accepts its supporting evidence, which can be attached to the
predicate as a comment. A formal verification system such as PVS requires small
enhancements to fully support this proposal (basically, support for referencing
documents as comments), but recent tool-integration frameworks such as the
Evidential Tool Bus (ETB) [17] allow nonformal justifications to be attached to
claims as a basic capability.

The premises to an assurance case represented within a formal verification
system record our knowledge about the system or, to use a fancier term, its
epistemology. The soundness of the deductive aspect of an assurance case rests
on two pillars: how complete and accurate is our knowledge about the system,
and how accurate is our reasoning about the case, given our knowledge. Concern
about the second of these (logic doubt) is largely eliminated by the soundness
guarantee of formal verification, so concern should mainly focus on the first item
(epistemic doubt), especially its completeness.



Mechanized Support for Assurance Case Argumentation 307

As suggested above, justification for many of the premises in a formalized
assurance case will be references to the evidence of the case. In developing a
formalized assurance case we can choose how abstractly to represent the system
and, in consequence, the granularity of the evidence that is explicitly represented.
Since evidence is opaque to the formal analysis, there is much to be said for
refining the level of abstraction and breaking large items of evidence into more
tightly focused pieces connected by explicit reasoning. In essence, this means we
should represent our knowledge in logic. Software is logic, so there is, in principle,
no obstacle to representing its epistemology (requirements, specification, code,
semantics) in logic: that is why formal verification is feasible—and increasingly
practical and cost-effective—for software.

The world with which the software interacts—the world of devices, machines,
people and institutions—has not traditionally been represented in logic, but
indirectly it is becoming so, for it is increasingly common that system develop-
ers build models of the world using simulation environments such as Simulink/
Stateflow. These models represent their epistemology, which they refine and val-
idate by conducting simulation experiments.

It is feasible to import models from simulation environments such as
Stateflow/Simulink into verification environments (see, e.g., [18]). However, sim-
ulation models are not the best representation of the epistemology for an assur-
ance case. Simulation models are designed for that purpose and simultaneously
say too much and too little for the purposes of assurance and minimization of
epistemic doubt. For example, the Simulink model for a car braking system will
provide equations that allow calculation of the exact rate of deceleration in given
circumstances (which is more information than we need), but will not provide
(other than indirectly) the maximum stopping distance—which is an example of
a property that may be needed in an assurance case. The crucial point is that
it should be easier to resolve epistemic doubts about a simple constraint, such
as maximum stopping distance, than the detailed equations that underlie a full
simulation model.

A proposal, developed in [11], is that for the purpose of recording the epis-
temology of a safety case, models should be expressed as systems of constraints
rather than as simulation models. Until fairly recently, it would have been diffi-
cult to validate systems of constraints: unlike simulation models, it was not feasi-
ble to run experimental calculations to check the predictions of the model against
intuition and reality. But now we have technology such as “infinite bounded
model checkers,” based on highly effective constraint solvers for “satisfiabil-
ity modulo theories” (SMT) that allow effective exploration of constraint-based
models [19].

2.2 Mechanized Support for Communication in Assurance Cases

As noted earlier, a formal verification is not the same as an assurance case and,
even with the adjustments proposed above, there are purposes served by an
assurance case that are not supported by its embedding in a formal verification
system, as currently envisaged.
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In particular, an assurance case is not purely about deductive reasoning: it is
also about communication and, ultimately, persuasion. That is, an assurance case
is constructed by humans and embodies their understanding and beliefs about
the system and these need to be communicated to other stakeholders, including
regulators and certifiers. Effective communication is unlikely to be one-way; it is
more likely to be a dialog and the process of developing a common understanding
may lead to revisions in the assurance case. The revisions may adjust some of
the premises at the bottom of the argument, and they may adjust some of the
reasoning expressed in its rules or axioms.1

In addition to revisions that represent adjustments to the argument, review-
ers of the case may wish to temporarily change elements of the argument (i.e.,
conduct “what if” experiments) to assist their comprehension of the case. These
permanent and temporary revisions to an assurance case suggest that its argu-
ment should be viewed as provisional, or contingent, and should therefore be
developed in a framework that supports such “defeasible” reasoning.

Defeasible reasoning is well-studied in philosophy and in AI (where it is
generally referred to as nonmonotonic reasoning), and there are rich bodies of
work on belief revision, commonsense reasoning, truth maintenance, and so on.
Closely related are the fields of reasoning under uncertainty, where we find fuzzy
logic, Dempster-Shafer belief functions and so on, and probabilistic methods,
where we find probabilistic and Markov logics, Bayesian Belief Networks (BBNs)
and so on.2 The field of Argumentation frames similar issues in a (generally) more
abstract setting [21] where different agents may employ different sets of premises
so that a premise of one may “defeat” that of another, and entire arguments may
“attack” one another.

Most of these methods for defeasible reasoning, and the tools that support
them, are framed as augmentations to propositional logic, whereas we earlier
made the case that mechanized support for deductive reasoning in assurance
cases should build on the much more powerful logics and theories of modern
verification systems, model checkers, and SMT solvers.

One could imagine a two-pronged approach to mechanized support for devel-
opment and evaluation of assurance cases: a powerful deductive system for ana-
lyzing the reasoning in detail, and a defeasible or argumentation-based system
to support exploration and experiment on the overall argument at an abstract
level for the purposes of understanding and communication. Such an approach
could be viable, and it might even be possible to automate abstraction from the
deductive to the defeasible levels of detail (though the reverse might be more
difficult), but I believe there could be benefits in augmenting the representation

1 There are persuasive claims that human consciousness evolved to enable communica-
tion and cooperative behavior, and that reasoning evolved to evaluate the epistemic
claims of others [20]. Thus, argument is a fundamental human capability, construc-
tive reasoning is an epiphenomenon, and confirmation bias is intrinsic.

2 I prefer not to cite specific works from the vast repertoire of articles and books on
these topics; an Internet search will provide many good references.
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and tools proposed for deductive analysis of assurance cases so that they can
also support the defeasible level. This is the topic of the following section.

3 Supporting Defeasible Reasoning in Mechanized
Verification

In defeasible reasoning, we may draw a conclusion based on a state of knowledge
that is subsequently revised, invalidating the previous conclusion. A standard
example is

(1) Tweety is a bird,
(2) Birds can fly,
(3) Therefore Tweety can fly.

Subsequently, we learn that Tweety is a penguin and penguins cannot fly.
This new information contradicts our prior knowledge and there are many

proposals how to adjust our logic and our reasoning to accommodate such revi-
sions. Often, we will have both a general rule “birds can fly” and a revision
“penguins cannot fly” that each apply to Tweety, who is both a bird and a pen-
guin, and we need some method (such as “circumscription” [22]) for resolving
the apparent inconsistency and preferring one conclusion over another. In other
cases, a revision may flatly deny some prior rule (e.g., Tweety is not a bird but a
bat) and defeasible reasoning provides ways to handle these inconsistencies, too.

While this kind of sophistication is valuable when representing commonsense
reasoning, or when resolving arguments where different parties advance differ-
ent premises, I do not believe it is necessary or desirable in the evaluation of
assurance cases. In evaluating an assurance case about Tweety, we would wish
to be alerted to the potential inconsistency in our epistemology concerning his
ability to fly, but would surely then seek to reach consensus on the point and
then reason classically from there. That is to say, rather than rely on logics for
default or defeasible reasoning to cope with inconsistencies resulting from differ-
ent opinions or conflicting evidence, we would revise our assurance case to resolve
or eliminate the inconsistencies so that classical deductive reasoning provides a
single conclusion (this is similar to Pollock’s notion of a “warrant” [23]).

I propose that one simple way to allow exploration and challenge while still
using classical reasoning is to introduce explicit “defeater” predicates into the
premises of an assurance case.3 Then, our premises concerning Tweety become

(1) Absent a defeater about Tweety, Tweety is a bird, and
(2) Absent a defeater about flying, birds can fly.

More formally, any premise p becomes ¬dp ⊃ p where dp denotes the defeater
for p (and ¬ and ⊃ are logical negation and implication, respectively). Ini-
tially, all defeaters are absent (i.e., false) and we conclude that Tweety can fly.

3 Some treatments of defeasible reasoning distinguish “undercutting,” “undermining,”
and “rebutting” defeaters, but the distinctions are not sharp and are not used here.
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A reviewer who has doubts about the universality of the premise “birds can fly”
may turn on its defeater, observe the consequences, and revise the argument by
adding additional premises and constraints about penguins. I provide an exam-
ple below where the consequences of a defeater are a little less obvious, and the
benefits more significant.

In addition to turning defeaters on and off and then reasoning “forwards”
to deduce the consequences, we could instead assert that Tweety is a bird but
cannot fly, and then reason “backwards” to seek an explanation. Observe that
this is exactly the basis for model-based diagnosis [24], where our “defeater”
predicates take the role of the “abnormal” predicates used in diagnosis (and the
related “reconfig” predicates used in model-based repair [25]). Some of the tools
that underlie modern model checkers and formal verification systems provide
capabilities that directly support this kind of examination. For example, our
Yices SMT solver [26] not only can generate counterexamples as well as verify
large formulas in a rich combination of theories (i.e., it does sat as well as unsat
for SMT), but it can also generate unsat Cores, and perform Weighted maxsat
for SMT.

In the following section, I illustrate the use of explicit “defeater” predicates,
and also some of the other points made earlier, in a simple example.

3.1 Example

I illustrate the proposal above using a small example from [27]. Below, I repro-
duce the “structured prose” rendition of the assurance case from that example,
to which I have added paragraph numbers.

(1) This argument establishes the following claim: the control system is accept-
ably safe, within the context of a definition of acceptably safe. To establish
the top-level claim, two sub-claims are established: (a) all identified haz-
ards have been eliminated or sufficiently mitigated and (b) the software has
been developed to the integrity levels appropriate to the hazards involved.

(2) Within the context of the tolerability targets for hazards (from reference Z)
and the list of hazards identified from the functional hazard analysis (from
reference Y), we follow the strategy of arguing over all three of the identified
hazards (H1, H2, and H3) to establish sub-claim 1, yielding three additional
claims: H1 has been eliminated; H2 has been sufficiently mitigated; and H3
has been sufficiently mitigated.

(3) The evidence that H1 has been eliminated is formal verification.
(4) The evidence that catastrophic hazard H2 has been sufficiently mitigated

is a fault tree analysis showing that its probability of occurrence is less
than 1 × 10−6 per annum. The justification for using this evidence is that
the acceptable probability in our environment for a catastrophic hazard is
1 × 10−6 per annum.

(5) The evidence that the major hazard H3 has been sufficiently mitigated is
a fault tree analysis showing that its probability of occurrence is less than
1 × 10−3 per annum. The justification for using this evidence is that the
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acceptable probability in our environment for a major hazard is 1×10−3 per
annum.

(6) We establish sub-claim (b) within the context of the list of hazards identified
from the functional hazard analysis in reference Y, and the integrity level
(IL) process guidelines defined in reference X. The process evidence shows
that the primary protection system was developed to the required IL 4.
The process evidence also shows that the secondary protection system was
developed to the required IL 2.

I present a few highlights from a formalization of this argument in PVS [28,29].
As soon as we start to formalize the argument, we recognize that paragraph

(6) is not well connected to the rest of the case. This illustrates one of the
benefits in applying mechanized checking to an assurance case: we are forced to
ensure that the argument “connects up” and is deductively sound. Presumably,
a more fully developed version of the argument would say that part of the fault
tree analysis cited in (4) is an assumption that the software of the primary
protection system has a failure rate below some threshold, and development to
Integrity Level 4 (IL4) is considered to ensure that. Similarly for paragraph
(5) and development of the secondary protection system to IL2.

To formalize this in PVS, we introduce the enumerated types hazlevels and
intlevels to represent hazard and integrity levels respectively, and we provide
axioms asserting that hazard H2 is catastrophic and that process evidence
attests that the system was developed to integrity level IL4 with respect to this
hazard, and similarly for hazard H3 (we omit specifications for the signatures of
the functions hazlev and process).

hazlevels: TYPE = { minor, major, catastrophic }
intlevels: TYPE = { IL2, IL4 }

H2hlev: POSTULATE hazlev(system, H2) = catastrophic

H3hlev: POSTULATE hazlev(system, H3) = major

H2ilev: POSTULATE process(system, H2) = IL4

H3ilev: POSTULATE process(system, H3) = IL2

We use the keyword POSTULATE to indicate premises justified by evidence;
in contrast the keyword AXIOM indicates premises that represent the reasoning
or “proof rules” employed. PVS treats these keywords as synonyms, but the
distinction is useful for communication with human readers.

Next, we provide the “proof rule” axiom pr that relates hazard and integrity
levels to the claim that a given hazard is adequately “handled.” Here sy and hz
are variables ranging over systems and hazards, respectively.

pr: AXIOM

(hazlev(sy, hz) = catastrophic AND process(sy, hz) = IL4

OR hazlev(sy, hz) = major AND process(sy, hz) = IL2)

=> handles(sy, hz)
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From these we can prove the lemmas that hazards H2 and H3 are adequately
handled. There is a similar (omitted) treatment for H1 on the basis that it has
been formally verified.

H1OK: LEMMA handles(system, H1)

H2OK: LEMMA handles(system, H2)

H3OK: LEMMA handles(system, H3)

We then assert that H1, H2, and H3 are all the hazards for this system and
claim in this context

H1, H2, H3: hazards

hazard_ax: POSTULATE

allhazards(claim, system, context) = {: H1, H2, H3 :}

We employ the argument strategy that a system is safe if each of its hazards
is adequately handled. Here cl and co are variables ranging over claims and
contexts, respectively.

strategy: AXIOM

LET hset = allhazards(cl, sy, co) IN

(FORALL (h: (hset)): handles(sy, h))

IMPLIES safe(cl, sy, co)

With these specifications, we can easily prove that the system is safe.

sysOK: THEOREM safe(claim, system, context)

Skeptical reviewers who examine this formalized assurance case might sug-
gest that the level of abstraction is too high: they might be concerned about
independence of H2 and H3 and be disappointed that the fault tree analyses are
opaque items of evidence.4 This illustrates the point made in Sect. 2.1 concerning
epistemic doubt and the granularity of evidence.

There are two plausible approaches at this juncture: one is to elaborate the
formalized case to include the top levels of the fault tree analyses so that the
crucial topic of independence is exposed in the formal representation of the case;
the other is to introduce a new hazard H23 that represents joint occurrence of
H2 and H3. We will pursue the latter course here.

The developers of the assurance case might then introduce a premise that
states that the joint hazard H23 is catastrophic and must be mitigated to a
probability of occurrence less than 1 × 10−6 per annum, and claim that this is
ensured by the combination of process evidence of IL4 for the primary system
and IL2 for the secondary. The relevant changes are shown below and the formal
verification of the case succeeds as before.
4 The prose description in [27] suggests that the system under consideration has a

primary and a secondary protection system; a standard concern in these kinds of
system is that both protection systems fail on the same demand [30].
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hazard_ax: POSTULATE

allhazards(theclaim, system, context) = {: H1, H2, H3, H23 :}

H23hlev: POSTULATE hazlev(system, H23) = catastrophic

H23pr: AXIOM

handles(system, H2) AND handles(system, H3)

=> handles(system, H23)

H23OK: LEMMA handles(system, H23)

Reviewers might be skeptical that the conjunction of process evidence for
the primary and secondary systems, each considered in isolation, is sufficient to
ensure mitigation of the joint occurrence represented by H23. To explore this they
could turn on the defeater dfH23pr for premise H23pr. (To keep the presentation
simple, I have not included the defeaters until now.)

dfH23pr: boolean = TRUE

H23pr: AXIOM NOT dfH23pr =>

handles(system, H2) and handles(system, H3)

=> handles(system, H23)

The formal verification now fails to guarantee safety.
The developers of the case could then introduce new evidence that the com-

bined primary and secondary system has been used previously in a different, but
similar context (with a system called otherS and hazard otherH).

previous: POSTULATE

similar((otherS, otherH),(system, H23))

AND handles(otherS, otherH)

They assert this is sufficient to claim that the present system handles H23.

dfprior23: boolean = FALSE

prior23: AXIOM NOT dfprior23 =>

similar((otherS, otherH), (system, H23)) AND handles(otherS, otherH)

=> handles(system, H23)

They turn off the defeater for this new premise and are once again able to verify
safety.

We now have two ways to justify safety of the system: one citing evidence of
integrity levels and fault tree analyses, and another citing prior experience. In
a conventional formal verification there is little purpose in such redundancy of
argument, but in an assurance case it can be useful. Here, the reviewers might
be skeptical of the evidence by prior experience because they are uncertain that
the context of the previous system is sufficiently similar to the present one, and
so they turn on the defeater for this argument.
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dfprior23: boolean = TRUE

Once again, the formal verification fails to guarantee safety. But now the
developers might argue that although both lines of safety justification have their
flaws, in combination they constitute a “multi-legged” case (with independent
legs) that is surely sufficient. The reviewers might accept this and can adjust
their intervention in the formalized assurance case to state that either defeater
may be true, but not both together.

dfH23pr, dfprior23: boolean

notboth: AXIOM NOT (dfH23pr AND dfprior23)

Now the formal verification succeeds once again, and the reviewers are satisfied.
Here, “inspection” was sufficient to see that our epistemic foundation remained

consistent as we introduced new premises and toggled defeaters, but in larger
examples it will be important to use mechanized assistance to ensure this.

That concludes our small example. Its purpose was to illustrate the idea, but
its small size means that it cannot illustrate what I believe is the main attraction
in this approach: namely, that it can exploit the full power of modern formal
methods tools and should therefore scale to large examples that use rich logics
and theories.

4 Discussion and Conclusion

This paper has reviewed some topics in providing mechanized support for the
analysis and exploration of arguments in assurance cases. We saw that powerful
modern tools for formal methods can provide useful support for the deduc-
tive or reasoning aspect of an assurance case and we explored some of the
issues in representing cases so that epistemic doubts are minimized. We then
considered support for the communication aspect of assurance cases and con-
cluded that this requires some element of defeasible reasoning. However, we
suggested that the purposes served by assurance cases are such that special
logics for defeasible reasoning or abstract argumentation are unnecessary—in
fact, undesirable—and that adequate support can be obtained by simply adding
explicit “defeater” predicates to the premises of the formalized case. We illus-
trated this with a simple example. Related work includes similar proposals by
Kinoshita and Takeyama [31].

Notice that our defeater predicates are not the same as the defeaters of
Pollock [23,32], where defeaters are premises that contradict other premises and
some mechanism is required to derive a preferred conclusion in the face of these
inconsistencies. Our defeater predicates are used to turn premises on or off so
that classical reasoning can be used. It is therefore important to check, for any
given assignment of values to defeater predicates, that the enabled premises
are not contradictory; unlike in our example, this check should be automated.
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Notice also that our defeater predicates are either given explicit truth assign-
ments or the conclusions to the verification are true under all interpretations
(possibly subject to constraints, such as notboth in the example) so, contrary
to [33, section 6.1], philosophical objections to “logically-uninterpreted condi-
tions” do not apply.

Future research could include comparison with proposals that do employ
more sophisticated treatments of defeasible argumentation, such as [32,34]. Some
treatments of argumentation, beginning with Dung [35], relate this to logic pro-
gramming, and it would be interesting to explore the extent to which this can
be supported in the Evidential Tool Bus, where the underlying framework is
Datalog [17].

The comparison with argumentation frameworks should consider philosophy
as well as technology. Argumentation generally presupposes a context where
participants have different points of view and there may be no single “correct”
conclusion (for example, arguments about ethics or aesthetics), or where partici-
pants have limited access to ground truth (e.g., drawing conclusions on the basis
of imperfect sensors). Argumentation methods will evaluate proffered arguments
and their defeaters or their attack relations and will derive conclusions, but these
may not be deductively sound. In contrast, I believe that while argumentation
may be an appropriate framework during development of an assurance case, the
finished case should be one in which every credible objection has been antic-
ipated and incorporated into the argument in such a way that the conclusion
is deductively sound. Exploration and examination of the case then focuses on
epistemic doubt about the premises, aided by the presence of defeater predicates
that enable what-if experimentation.

Related to the philosophy and the purpose of an assurance case, Steele and
Knight [36] provide a very illuminating account of certification, which I formulate
as follows. The system under consideration is a designed artifact and may have
flaws that could lead to accidents. The task of safety-critical design is to identify
and either eliminate or mitigate all hazards to its safe deployment. The task
of an assurance case is to provide confidence that this has been done, correctly
and completely. But the assurance case itself is a designed artifact and may have
flaws that could lead to a “certification accident”: that is, the decision to approve
and allow deployment of a potentially unsafe system. So the principles of safety-
critical design should be applied “recursively” to the assurance case itself. That
is, we should use systematic methods, inspired by those used for systems (e.g.,
fault tree analysis), actively to seek hazards (i.e., defeaters) to the assurance
case, and should then seek to eliminate or mitigate them. Mitigation could take
the form of a multi-legged case, as used in the example of the previous section,
where an attractive method of justification could be that the defeaters of each
leg are independent [37].

An excellent topic for future research is to explore the application and conse-
quences of Steele and Knight’s insight and its representation within the frame-
work proposed here. A related topic is to explore the novel structure for assurance
cases proposed by Hawkins and colleagues [10], who divide the overall case into
a safety argument and a confidence argument.
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A final topic for future research is to explore whether it may be feasible to
derive some measure for the confidence in a case from the number and the nature
of the defeaters that are accommodated. One way to do this would be to attach
subjective probabilities to defeaters and then use calculation in some suitable
probabilistic framework such as Bayesian Belief Networks (BBNs); another might
be to employ “Baconian probabilities” as proposed in [38].
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Abstract. In this paper, we introduce an agreement subtree mapping
kernel counting all of the agreement subtree mappings and design the
algorithm to compute it for phylogenetic trees, which are unordered leaf-
labeled full binary trees, in quadratic time. Then, by applying the agree-
ment subtree mapping kernel to trimmed phylogenetic trees obtained
from all the positions in nucleotide sequences for A (H1N1) influenza
viruses, we classify pandemic viruses from non-pandemic viruses and
viruses in one region from viruses in the other regions. On the other
hand, for leaf-labeled trees, we show that the problem of counting all of
the agreement subtree mappings is #P-complete.

1 Introduction

A tree kernel is one of the fundamental method to classify rooted labeled trees
(trees, for short) through support vector machines (SVMs). Many researches to
design the tree kernel for ordered trees, in which the order of sibling nodes is
given, have been developed (cf., [4,15]). In particular, a mapping kernel [15] is
a powerful and general tree kernel counting all of the mappings [17] (and their
variations) as the set of one-to-one node correspondences.

On the other hand, few researches to design the tree kernel for unordered
trees, in which the order of sibling nodes is arbitrary, have been developed,
where we call it an unordered tree kernel . One of the reason is that the problem
of counting all of the subtrees for unordered trees is #P-complete [6].
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In order to avoid such difficulty, the unordered tree kernel have been devel-
oped as counting all of the specific substructures, instead of subtrees. For exam-
ple, Kuboyama et al. [8] and Kimura et al. [7] have designed the unordered tree
kernel counting all of the bifoliate q-grams and all of the subpaths, respectively.
Note that the problem of counting their substructures is tractable and the labels
of internal nodes are essential for these researches.

A leaf-labeled tree is a labeled tree such that all of the labels are assigned to
just leaves. Also a full binary tree is a tree that the number of children of internal
nodes is just two. A phylogenetic tree is an unordered leaf-labeled full binary tree
to represent the phylogeny of taxa assigned to leaves [3,5,16]. Then, it is natural
for the related works to the phylogenetic trees such as phylogeny reconstruction
and comparison (cf., [3,5,16]) to assume that every label in leaves is different.
In particular, the purpose of phylogeny reconstruction is to reconstruct just one
phylogenetic tree. Hence, for bioinformatics or machine learning, no researches
to classify many phylogenetic trees have developed, because no problem setting
with many phylogenetic trees have arisen yet.

Recently, as the method of analyzing positions in nucleotide sequences to
influence the phylogeny, our previous works [11–13] have dealt with many phylo-
genetic trees as follows. First, we reconstruct a phylogenetic tree from nucleotide
sequences, of which labels of leaves are indices of nucleotide sequences. Then, for
every position in nucleotide sequences, we replace labels of leaves with nucleotides
at the position. As a result, we obtain the phylogenetic trees whose number is
same as the length of nucleotide sequences and whose labels are duplicated,
and call them relabeled phylogenetic trees. Next, after applying the label-based
closest-neighbor trimming method [11] to every relabeled phylogenetic tree, we
obtain the trimmed phylogenetic trees. Hence, in our previous works, we have
compared the trimmed phylogenetic trees to analyze the positions [11,12] and
applied the method of clustering to them [13].

As the research related above, in this paper, we design a tree kernel for phy-
logenetic trees to classify the trimmed phylogenetic trees. Note that we cannot
apply the same reduction to show the above #P-completeness [6] to phylogenetic
trees, because they are full binary. Also it is ineffective to apply the unordered
tree kernels counting all of the specific substructures [7,8] to phylogenetic trees,
because they are leaf-labeled and no internal node in them is assigned to a label.

Hence, in this paper, we introduce a new tree kernel for phylogenetic trees
counting agreement subtree mappings, as a kind of mapping kernels [15] and an
extension of [14] from ordered trees to unordered trees, which we call an agree-
ment subtree mapping kernel . Then, motivated by the algorithm to compute the
number of all leaves in the maximum agreement subtree [5,16], we design the
algorithm to compute the agreement subtree mapping kernel in quadratic time.
Furthermore, since the value of agreement subtree mapping kernel is very large
with respect to the number of nodes in phylogenetic trees, we introduce the nor-
malized agreement subtree mapping kernel to classify the trimmed phylogenetic
trees obtained from nucleotide sequence of influenza A (H1N1) viruses.
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On the other hand, when relaxing the conditions of phylogenetic trees, we
show that the problem of counting all of the agreement subtree mappings for
leaf-labeled trees is #P-complete. Here, this proof is different from one in [6].

This paper is organized as follows. In Sect. 2, we prepare the notions including
an agreement subtree mapping necessary to later discussion. In Sect. 3, we intro-
duce an agreement subtree mapping kernel and design the algorithm to compute
it. In Sect. 4, we give experimental results of the agreement subtree mapping
kernel to classify pandemic viruses from non-pandemic viruses and viruses in
one region from viruses in the other regions obtained from nucleotide sequences
of influenza A (H1N1) viruses provided from NCBI database [1]. In Sect. 5, we
show that the problem of counting all of the agreement subtree mappings for
leaf-labeled trees is #P-complete. Section 6 concludes this paper.

2 Agreement Subtree Mapping

A tree is a connected graph without cycles. For a tree T = (V,E), we denote
V and E by V (T ) and E(T ), respectively. We sometime denote v ∈ V (T ) by
v ∈ T . A rooted tree is a tree with one node r chosen as its root . We denote the
root of a rooted tree T by r(T ).

For each node v in a rooted tree with the root r, let UPr(v) be the unique
path from r to v. The parent of v(�= r), which we denote by par(v), is its adjacent
node on UPr(v) and the ancestors of v(�= r) are the nodes on UPr(v)−{v}. We
say that u is a child of v if v is the parent of u, and u is a descendant of v if v
is an ancestor of u.

In this paper, we use the ancestor orders < and ≤, that is, u < v if v is an
ancestor of u and u ≤ v if u < v or u = v. We say that w is the least common
ancestor of u and v, denoted by u�v, if u ≤ w, v ≤ w, and there exists no w′ such
that w′ < w, u ≤ w′ and v ≤ w′. A (complete) subtree of T rooted by v, denoted
by T v, is a tree T ′ = (V ′, E′) such that r(T ′) = v, V ′ = {w ∈ V | w ≤ v} and
E′ = {(u,w) ∈ E | u,w ∈ V ′}.

Two nodes with the common parent are called siblings. A leaf is a node
having no children and an internal node otherwise. We denote the set of leaves
of a rooted tree T by lv(T ).

A rooted tree is unordered if an order between siblings is not given. A rooted
unordered tree is leaf-labeled if just leaves are labeled by some symbols drawn
from an alphabet Σ, and full binary if every internal node has just 2 children. We
denote the label of a leaf v in Σ by l(v). We call a rooted unordered leaf-labeled
full binary tree a phylogenetic tree [5].

We say that a phylogenetic tree is the restricted subtree of T with respect to
L ⊆ lv(T ), which we denote by T |L if:

1. lv(T |L) = L and the internal nodes in T |L are the least common ancestors
of such leaves, and

2. the edges of T |L preserve the ancestor order ≤ of T .
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Note that this definition of T |L is different from the standard definition [16]
which uses a set L ⊆ Σ, instead of L ⊆ lv(T ), under the assumption that every
label of leaves is different. On the other hand, in this paper, since we formulate
a phylogenetic tree as a leaf-labeled full binary tree possible to have the same
label in leaves, we adopt the set L ⊆ lv(T ).

We can obtain the restricted subtree T |L of T by first removing leaves not
in L and then contracting all internal nodes with at most one child. Hence, the
restricted subtree is also a phylogenetic tree.

Definition 1 (Agreement subtree [16]). Let T1 and T2 be phylogenetic trees.
Then, T ′ is an agreement subtree of T1 and T2 if there exist two sets L1 ⊆
lv(T1) and L2 ⊆ lv(T2) having a one-to-one and label-preserving correspondence
between L1 and L2 such that T ′ = T1|L1 = T2|L2. A maximum agreement subtree
of T1 and T2 is an agreement subtree of T1 and T2 with maximum number of
leaves. We denote the number of leaves in the maximum agreement subtree of
T1 and T2 by MAST(T1, T2).

Example 1. Consider phylogenetic trees T1 and T2 illustrated in Fig. 1 (left). Let
{v1, v2, v3, v4} and {w1, w2, w3, w4} be the sets of leaves in T1 and T2 from left
to right. Also let L1

1 = {v1, v3}, L1
2 = {w1, w3}, L2

1 = {v3, v4}, L2
2 = {w3, w4},

L3
1 = {v1, v3, v4} and L3

2 = {w1, w3, w4}.
For T ′

1, T ′
2 and T ′

3 illustrated in Fig. 1 (right), it holds that T ′
1 = T1|L1

1 =
T2|L1

2, T ′
2 = T1|L2

1 = T2|L2
2 and T ′

3 = T1|L3
1 = T2|L3

2. In particular, T ′
3 is the

maximum agreement subtree of T1 and T2.

Fig. 1. Phylogenetic trees T1 and T2 (left) and agreement subtrees T ′
1, T ′

2 and T ′
3 of T1

and T2 (right).

Let T1 and T2 be phylogenetic trees such that |T1| = n > m = |T2|. In Fig. 2,
we show the recurrence equations from the literature [16], which gives the value
of MAST(T1, T2) in a bottom-up way in O(n2) time. Here, v ∈ T1, w ∈ T2, v1
and v2 are the children of v and w1 and w2 are the children of w. The fastest
algorithm to compute MAST(T1, T2) is known as [5], which runs in O(n1.5 log n)
time.

Next, we introduce an agreement subtree mapping to characterize agreement
subtrees.

Definition 2 (Mapping [17]). Let T1 and T2 be phylogenetic trees. Then, we
say that M ⊆ T1 × T2 is a (Tai) mapping between T1 and T2 if M satisfies the
following conditions.
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Fig. 2. The equations to compute MAST(T1, T2).

1. ∀(v1, w1), (v2, w2) ∈ M
(

v1 = v2 ⇐⇒ w1 = w2

)

.

2. ∀(v1, w1), (v2, w2) ∈ M
(

v1 ≤ v2 ⇐⇒ w1 ≤ w2

)

.

For a mapping M phylogenetic trees T1 and T2, let M lv be M ∩ (lv(T1) ×
lv(T2)).

Definition 3 (Agreement subtree mapping). Let T1 and T2 be phylogenetic
trees and M a mapping between T1 and T2. Then, we say that M is an agreement
subtree mapping if M satisfies the following conditions.

1. ∀(v, w) ∈ M
(

v ∈ lv(T1) ⇐⇒ w ∈ lv(T2)
)

.

2. ∀(v, w) ∈ M lv
(

l(v) = l(w)
)

.

3. ∀(v1, w1), (v2, w2) ∈ M lv
(

(v1 � v2, w1 � w2) ∈ M
)

.

4. ∀(v, w) ∈ M −M lv ∃(v1, w1), (v2, w2) ∈ M lv
(

(v = v1 �v2)∧ (w = w1 �w2)
)

.

Example 2. Consider the same phylogenetic trees T1 and T2 in Example 1 (Fig. 1).
Also consider four mappings M1, M2, M3 and M4 between T1 and T2 illustrated
in Fig. 3.

Fig. 3. Mappings M1, M2, M3 and M4 between T1 and T2.

Then, since M1, M2 and M3 satisfies all the conditions in Definition 3, they
are agreement subtree mappings between T1 and T2. They are corresponding to
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the agreement subtrees T ′
1, T ′

2 and T ′
3 in Fig. 1, respectively. On the other hand,

M4 satisfies the conditions 1, 2 and 3 but it does not satisfy the condition 4.
Then, M4 is not an agreement subtree mapping1.

The following theorem shows that the agreement subtree of T1 and T2 is
corresponding to the agreement subtree mapping between T1 and T2 and vice
versa.

Theorem 1. Let T1 and T2 be phylogenetic trees. Then, the following statements
hold.
1. If T is an agreement subtree of T1 and T2 such that T = T1|L1 = T2|L2, then

there exists an agreement subtree mapping M between T1 and T2 such that
M lv = L1 × L2.

2. If M is an agreement subtree mapping between T1 and T2, then there exist two
sets L1 ⊆ lv(T1) and L2 ⊆ lv(T2) such that T1|L1(= T2|L2) is an agreement
subtree of T1 and T2.

Proof. 1. Let ϕ be the one-to-one and label-preserving correspondence between
L1 and L2. Also let M be the mapping {(v, ϕ(v)) | v ∈ L1} ∪ {(v1 � v2, ϕ(v1) �
ϕ(v2)) | v1, v2 ∈ L1}. Then, since M satisfies all of the conditions in Definition 3,
M is an agreement subtree mapping between T1 and T2. Also it holds that
M lv = L1 × L2.

2. For an agreement subtree mapping M , let L1 = {v ∈ T1 | (v, w) ∈ M lv}
and L2 = {w ∈ T2 | (v, w) ∈ M lv}. From the conditions 1 and 2 in Definition 3,
every element in M lv represents the one-to-one and label-preserving correspon-
dence between L1 and L2. Also the condition 3 guarantees that (v1 � v2, w1 �
w2) ∈ M for every (v1, w1), (v2, w2) ∈ M lv , and the condition 4 guarantees that
M −M lv contain no pairs of internal nodes at least one of which is not the least
common ancestors of two leaves. Hence, it holds that T1|L1 = T2|L2 and T1|L1

is an agreement subtree of T1 and T2. ��

3 Agreement Subtree Mapping Kernel

In this section, we introduce an agreement subtree mapping kernel KASTM(T1, T2)
and design the algorithm to compute KASTM(T1, T2) for phylogenetic trees.

Definition 4 (Agreement subtree mapping kernel). Let T1 and T2 be phy-
logenetic trees. Then, an agreement subtree mapping kernel is the number of
all of the agreement subtree mappings between T1 and T2 and denote it by
KASTM(T1, T2).

Motivated by the equations to compute MAST(T1, T2) in Fig. 2, we design
the equations to compute KASTM(T1, T2) between T1 and T2 illustrated as Fig. 4.
Here, as same as Fig. 2, v ∈ T1, w ∈ T2, v1 and v2 are the children of v and w1

and w2 are the children of w. Also λ is a constant such that 0 ≤ λ ≤ 1, which is
called a decay factor (cf., [10]).
1 The mapping satisfying the conditions 1 and 2 and the condition

“∀(v1, w1), (v2, w2) ∈ M((v1 � v2, w1 � w2) ∈ M)” is called an LCA-preserving
mapping (cf., [5,13]). Then, every Mi is an LCA-preserving mapping.
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Fig. 4. The equations to compute KASTM(T1, T2).

Theorem 2. Let T1 and T2 be phylogenetic trees. When λ = 1, the equations of
KASTM(T1, T2) in Fig. 4 count all of the agreement subtree mappings between T1

and T2 correctly in O(|T1||T2|) time.

Proof. The equation of KASTM in Fig. 4 counts the number of agreement subtree
mappings between T v

1 and T 2
2 for every (v, w) ∈ T1 × T2 by using the equations

of K ′. When counting the number of agreement subtree mappings between T v
1

and Tw
2 in K ′(T v

1 , Tw
2 ), they contain no pairs consisting of ancestors of v in T1

and w in T2. Furthermore, K ′(T v
1 , Tw

2 ) counts the number of agreement subtree
mappings when both v in T v

1 and w in Tw
1 are either internal nodes or leaves by

using the equation of K. Hence, it is sufficient to show that the equations of K
counts the number of agreement subtree mappings uniquely.

Suppose that both T1 and T2 are leaves v and w. Then, K(T1, T2) is 1 if both
labels are same; 0 otherwise, which is represented by the first equation of K.

Suppose that T1 is a leaf v and T2 is not a leaf such that the root of T2 is w,
one descendant of w is Tw1

2 and the other descendant of w is Tw2
2 . In this case,

since no agreement subtree mapping contains a pair (v, w), K(T1, T2) is the sum
of K(T1, T

w1
2 ) and K(T1, T

w2
2 ), which is represented by the second equation of

K, where T1 = v. Under the same discussion, the case that T2 is a leaf and T1

is not a leaf is represented by the third equation of K.
Suppose that both T1 and T2 are phylogenetic trees that are not leaves such

that the root of T1 is v, the root of T2 is w, one descendant of v is T v1
1 , the other

descendant of v is T v2
1 , one descendant of w is Tw1

2 and the other descendant of w
is Tw2

2 . Then, since the number of agreement subtree mappings between T vi
1 and

T
wj

2 is K(T vi
1 , T

wj

2 ) for i, j = 1, 2, the number of agreement subtree mappings
containing a pair (v, w) is K(T v1

1 , Tw1
2 )·K(T v2

1 , Tw2
2 )+K(T v1

1 , Tw2
2 )·K(T v2

1 , Tw1
2 ).

Also, since the number of agreement subtree mappings between T1 and Twi
2

(resp., T vi
1 and T2) is K(T1, T

wi
2 ) (resp., K(T vi

1 , T2)) for i = 1, 2, the number
of agreement subtree mappings not containing a pair (v, w) is K(T1, T

w1
2 ) +

K(T1, T
w2
2 ) + K(T v1

1 , T2) + K(T v2
1 , T2). Hence, this case is represented by the

fourth equation of K.
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Since every pair (v, w) ∈ T1×T2 is called just once in computing KASTM(T1, T2)
and the number of subproblems for (v, w) is bounded by eight, we can compute
K(T1, T2) in O(|T1||T2|) time by using dynamic programming. ��
Example 3. Consider the phylogenetic trees T (a, n) in Fig. 5 (left). Then, Fig. 5
(right) illustrates the value of KASTM(T (a, n), T (a, n)) for 1 ≤ n ≤ 12 when
λ = 1. In this case, the running time is about 0.1 seconds, while the value of
KASTM is rapidly increasing when n is increasing.

Fig. 5. The phylogenetic trees T (a, 1), T (a, 2) and T (a, n) (upper) and the value
of KASTM(T (a, n), T (a, n)) and its running time (sec.) for 1 ≤ n ≤ 20 (lower) in
Example 3.

As shown in Example 3, the value of KASTM(T1, T2) is very large. In order
to apply KASTM(T1, T2) to SVMs, we normalize it as follows.

Definition 5 (Normalized agreement subtree mapping kernel). Let T1

and T2 be phylogenetic trees. Then, the normalized agreement subtree mapping
kernel NASTM(T1, T2) is defined as follows. Here, NASTM(T1, T2) varies from 0
to 1.

NASTM(T1, T2) =
KASTM(T1, T2)

√

KASTM(T1, T1)
√

KASTM(T2, T2)
.

4 Experimental Results

In this section, we give experimental results for the agreement subtree mapping
kernel of phylogenetic trees.

First, in order to obtain many phylogenetic trees from nucleotide sequences,
we explain trimmed phylogenetic trees according to [11,12].
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Fig. 6. Nucleotide sequences S (left), the phylogenetic tree T of S (center) and the
trimmed phylogenetic tree T ◦

i for 1 ≤ i ≤ 8 (right) in Example 4.

As a reconstruction of a phylogenetic tree from nucleotide sequences, we
adopt a neighbor joining method (cf., [3,16]) based on the Hamming distance
between nucleotide sequences. The neighbor joining method first draws leaves
labeled by an index for every nucleotide sequence. Then, it finds two nodes such
that the sum of the length of the paths is minimum, draws a new node and con-
nects the new node to the two nodes. Finally, it halts if the number of connected
component is just two, and then connects the remained two components.

Next, we introduce a label-based closest-neighbor trimming method [11,12].
A branch in a phylogenetic tree is a subtree represented by (v1, v2, w, d1, d2) such
that v1 and v2 are leaves, w is the parent of v1 and v2 and di is the distance
from vi to w. We call a branch (v1, v2, w, d1, d2) such that l(v1) = l(v2) and
d1 + d2 is minimum in all the branches the minimum label branch. For a branch
b = (v1, v2, w, d1, d2) such that di < dj (i, j = 1, 2, i �= j), we call a new branch
obtained by deleting the leaf vj and the edge between w and vj from b the
minimum leaf branch of b. Then, a label-based closest-neighbor trimming method
is a procedure to replace the minimum label branch b with the minimum leaf
branch of b until no minimum label branch exists or the number of leaves is 2.

Let S be a set of nucleotide sequences with length n and T a phylogenetic tree
reconstructed from S. Then, we can obtain n phylogenetic trees by relabeling
an index of S as the leaves in T with the i-th nucleotide in S (1 ≤ i ≤ n),
which we call a relabeled phylogenetic tree at the position i and denote it by Ti.
Furthermore, we call the phylogenetic tree obtained by applying the label-based
closest-neighbor trimming method to Ti the trimmed phylogenetic tree at the
position i and denote it by T ◦

i .

Example 4. Consider the set S = {1, 2, 3, 4, 5, 6, 7} of nucleotide sequences illus-
trated in Fig. 6 (left) and suppose that T in Fig. 6 (center) is a phylogenetic tree
reconstructed from S. Then, Fig. 6 (right) illustrates the trimmed phylogenetic
trees T ◦

i for 1 ≤ i ≤ 8 by applying label-based closest-neighbor trimming method
to T . Here, the label of a leaf denotes the index of S and its nucleotide at the
position i. In this case, it holds that T ◦

2 = T ◦
6 .
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Table 1. The F-score and the AUC of 5-fold cross validations classifying pandemic
viruses from non-pandemic viruses.

λ 0 0.1 0.2 0.3 0.4

F-score 0.905188 0.90785 0.901695 0.898649 0.894118

AUC 0.9519 0.95126 0.950261 0.949186 0.948401

λ 0.5 0.6 0.7 0.8 0.9 1

F-score 0.894118 0.895973 0.896321 0.894825 0.893688 0.887789

AUC 0.9481 0.94753 0.946735 0.946197 0.945843 0.944714

In the remainder of this section, we give experimental results to classify
influenza A (H1N1) viruses, by applying the normalized agreement subtree kernel
to trimmed phylogenetic trees.

In our experiment, we use the positions in nucleotide sequences for HA seg-
ments of influenza A (H1N1) viruses at 2008 as non-pandemic viruses and at 2009
as pandemic viruses, provided from NCBI [1]. Here, the number of nucleotide
sequences at 2008 is 326 and that at 2009 is 3344, respectively. After deleting
the positions with the same nucleotide at 2008 or 2009, the number of positions
commonly occurring in both 2008 and 2009 is 305. Then, we can obtain 305
relabeled and trimmed phylogenetic trees for 2008 and 2009, respectively.

In the first experiment, we classify pandemic viruses from non-pandemic
viruses by using LIBSVM [2] through a gram matrix of NASTM between all of
the pairs of the 305 trimmed phylogenetic trees. Table 1 illustrates the F-score
and the AUC of 5-fold cross validations classifying pandemic viruses from non-
pandemic viruses for every λ from 0 to 1 within 0.1 span. Here, the bold face
denotes the maximum values.

Table 1 shows that the F-score is more than 0.90 and the AUC is more than
0.95 if λ < 0.2. In this case, the F-score is maximum for λ = 0.1 and the AUC
is maximum for λ = 0.

Figure 7 illustrates the graphs of the F-score and the AUC by varying λ from
0 to 1. Figure 7 shows that, while the AUC decreases monotonically when λ
increases, the F-score have two peaks near to 0.1 and 0.7.

In the second experiment, we compare the normalized agreement subtree
mapping kernel NASTM with non-structured kernels as array kernels KA and
KAw , multiset kernels K× and K∩ [4] and a string kernel Kk

S [9].
Let Σ be {A, C, G, T}. Then, for x, y ∈ Σ, we define δ1(x, y) = 1 if x = y; 0 other-

wise. Also we define δ2(x, y) = 1 if x = y; 1/2 if (x, y) = (A, T), (T, A), (C, G), (G, C)
(that is, base pairs are weighted); 0 otherwise. Then, by regarding a nucleotide
sequence as an array on Σ, we define two array kernels KA and KAw for two arrays
X = (x1, . . . , xn) and Y = (y1, . . . , yn) (xi, yi ∈ Σ) on Σ as follows.

KA(X,Y ) =
1
n

n
∑

i=1

δ1(xi, yi), KAw(X,Y ) =
1
n

n
∑

i=1

δ2(xi, yi)
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Fig. 7. The graphs of the F-score and the AUC by varying λ from 0 to 1.

We call X ⊆ Σ × N a multiset on Σ. For a multiset X, we call an n in
(x, n) ∈ X the number of occurrences of x in X and denote it by ΓX(x). Then,
by regarding a nucleotide sequence as a multiset on Σ, we define a multiset
product kernel K× and a multiset intersection kernel K∩ [4] for two multisets
X and Y on Σ as follows.

K×(X,Y ) =
∑

a∈Σ

ΓX(a) · ΓY (a), K∩(X,Y ) =
∑

a∈Σ

min{ΓX(a), ΓY (a)}.

For a string X ∈ Σ∗ and a substring s ∈ Σ∗ of X, let ΓX(s) be the number
of occurrences of s in X. Also, for k ∈ N, let Σk be {s ∈ Σ∗ | |s| = k}. Then,
by regarding a nucleotide sequence as a string on Σ, we define a spectrum string
kernel Kk

S [9] for two strings X and Y on Σ as follows.

Kk
S(X,Y ) =

∑

s∈Σk

ΓX(s) · ΓX(s).

In the second experiment, we divide 3670 nucleotide sequences at 2008 and
2009 provided from NCBI [1] into seven regions as Africa (AF), Asia (AS),
Europe (EU), Middle East (ME), North America (NA), Oceania (OC) and South
America (SA). Here, Table 2 shows the number of nucleotide sequences (#NS)
and the number of trimmed phylogenetic trees (#PT) obtained by deleting the
positions with the same nucleotide in seven regions.

When applying the non-structured kernels KA, KAw , K×, K∩ and Kk
S , we

construct a gram matrix with size 3670 direct from nucleotide sequences, and
set one region as positive examples and the other regions as negative examples.
For example, when classifying the region AF, the number of positive examples
is 61 and the number of negative examples is 3670 − 61 = 3609.
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Table 2. The number of nucleotide sequences (#NS) and the number of trimmed
phylogenetic trees (#PT) in seven regions.

AF AS EU ME NA OC SA Total

#NS 61 949 965 71 1403 47 174 3670

% 1.66 25.86 26.29 1.93 38.23 1.28 4.74

#PT 289 593 487 311 538 290 344 2852

% 10.13 20.79 17.08 10.90 18.86 10.17 12.06

Table 3. The F-value and the AUC of 5-fold cross validation classifying viruses in one
region given at the first line from viruses in the other regions.

AF AS EU ME NA OC SA

KA F-value 0 0.0290456 0 0 0 0 0

AUC 0.622401 0.690439 0.657017 0.636456 0.662675 0.743741 0.64512

KAw F-value 0 0.0125654 0 0 0 0 0

AUC 0.628624 0.689144 0.650094 0.55904 0.662412 0.745045 0.646902

K× F-value 0 0 0 0 0 0 0

AUC 0.437949 0.50171 0.541192 0.437949 0.544779 0.549163 0.470115

K∩ F-value 0 0.127741 0.094518 0 0.257143 0 0

AUC 0.445103 0.550467 0.616156 0.499689 0.593366 0.637869 0.562636

K1
S F-value 0 0 0 0 0 0 0

AUC 0.516112 0.519856 0.498595 0.537559 0.542415 0.51617 0.463544

K2
S F-value 0 0.022798 0 0 0.478452 0 0

AUC 0.495716 0.612197 0.596828 0.452125 0.666733 0.531046 0.660334

K3
S F-value 0 0.38897 0.351121 0 0.480042 0 0.12766

AUC 0.713779 0.708284 0.708518 0.550685 0.720158 0.624082 0.825156

K4
S F-value 0.382353 0.53468 0.507246 0 0.546072 0.15534 0.375

AUC 0.713779 0.708284 0.708518 0.550685 0.720158 0.624082 0.825156

K5
S F-value 0.361446 0.600724 0.544811 0.152381 0.593873 0.282132 0.361446

AUC 0.793359 0.786081 0.759964 0.653691 0.763135 0.763571 0.934137

NASTM F-value 0.911864 0.766284 0.929425 0.031348 0.830266 0.300493 0.753783

AUC 0.947608 0.898753 0.978779 0.814773 0.955031 0.9333 0.919454

When applying the normalized agreement subtree mapping kernel NASTM,
we construct a gram matrix with size 2852 from trimmed phylogenetic trees, and
set one region as positive examples and the other regions as negative examples.
For example, when classifying the region AF, the number of positive examples
is 289 and the number of negative examples is 2852 − 289 = 2563.

Table 3 illustrates the F-value and the AUC of 5-fold cross validation clas-
sifying viruses in one region given at the first line from viruses in the other
regions by using LIBSVM through the kernels of KA, KAw , K×, K∩, Kk

S (where
1 ≤ k ≤ 5) and NASTM (under λ = 0.1).
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Table 3 shows that, except the regions of ME and OC, the F-value and the
AUC of NASTM are near to 1, while those of other non-structured kernels are
near to 0 and 0.5, respectively. Hence, for the regions of AF, AS, EU, NA and SA,
the normalized agreement subtree mapping kernel NASTM succeeds to classify
viruses in one region from viruses in the other regions, while other non-structured
kernels fail to classify. On the other hand, for the regions of ME and OC, every
kernel fails to classify.

5 #P-Completeness of Computing Agreement Subtree
Mapping Kernel for Leaf-Labeled Trees

One of the reason that the problem of computing the agreement subtree map-
ping kernel is tractable (Theorem2) is that a phylogenetic tree is full binary. In
this section, we discuss the same problem for leaf-labeled trees with unbounded
degrees. Note that we can apply Definitions 1, 2, 3 and 4 to leaf-labeled trees.
Also refer to [6,18] to the notion of #P-completeness.

Theorem 3. The problem of counting all of the agreement subtree mappings
between two leaf-labeled trees is #P-complete.

Proof. Valiant [18] has shown that the problem of counting all of the matchings
in a bipartite graph, which we denote #BipartiteMatching, is #P-complete.
Then, we give two leaf-labeled trees such that the number of all of the agree-
ment subtree mappings between them is equal to the output of #Bipartite
Matching. Here, for a set S = {T1, . . . , Tn} of leaf-labeled trees, we denote a
leaf-labeled tree such that the root is a node • and the children of the root is
T1, . . . , Tn by •(S).

Let G = (X∪Y,E) be a bipartite graph. For v ∈ X∪Y , we denote a neighbor
of v by N(v). It is obvious that N(v) ⊆ Y if v ∈ X and N(v) ⊆ X if v ∈ Y .

Then, we construct Tx = •({xy | y ∈ N(x)}) for every x ∈ X and T1 =
•({Tx | x ∈ X}). Similarly, we construct Ty = •({xy | x ∈ N(y)}) for every
y ∈ Y and T2 = •({Ty | y ∈ Y }). Here, we regard xy as a leaf in Tx and Ty and
its label. Figure 8 illustrates an example of the above construction of T1 and T2

from a bipartite graph G.
For a matching B ⊆ E in G, we construct the agreement subtree mapping

M between T1 and T2 such that MB = {(xy, xy) | (x, y) ∈ B} and M =
MB ∪ {(r(T1), r(T2))} if |MB | ≥ 2; M = MB if |MB | ≤ 1. For example, let B be
a matching {(1, 2), (2, 1), (3, 3)} in G illustrated in Fig. 8 as think lines. Then, the
agreement subtree mapping M between T1 and T2 is {(12, 12), (21, 21), (33, 33),
(r(T1), r(T2))}, illustrated by dashed lines.

Note that all of the labels in leaves in T1 and T2 are mutually distinct,
because the label is corresponding to an edge in G. Then, by the definition of
a matching, xy such that (xy, xy) ∈ MB is selected from Tx in T1 and Ty in
T2 uniquely, and MB also selects at most one mapped node from Tx in T1 and
Ty in T2. Furthermore, when |MB | ≥ 2, it holds that v1 � v2 = r(T1) for every
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Fig. 8. A bipartite graph G and the leaf-labeled trees T1 and T2.

distinct v1, v2 ∈ {v ∈ T1 | (v, w) ∈ M} and w1 � w2 = r(T2) for every distinct
w1, w2 ∈ {w ∈ T2 | (v, w) ∈ M}.

Hence, a matching B in G determines the agreement subtree mapping M
between T1 and T2 uniquely and vice versa. Then, the number of all of the
matchings in G which is the output of #BipartiteMatching is equal to the
number of all of the agreement subtree mappings between T1 and T2. ��
In the proof of Theorem 3, it is essential that all of the labels in leaves are
mutually distinct and the degrees are unbounded. Also the proof of Theorem3
is simple and direct rather than the proof of #P-completeness in [6].

Note that the leaf-labeled tree is a restricted unordered tree and the agree-
ment subtree mapping is a restricted variation of mappings, that is, the restric-
tion of an LCA-preserving mapping [19]. Hence, Theorem 3 also suggests the
impossibility of designing a tractable mapping kernel for unordered trees, in
particular, a mapping kernel containing the problem of counting pairs of leaves.

6 Conclusion

In this paper, in order to classify many phylogenetic trees reconstructed from
nucleotide sequences, we have introduced an agreement subtree mapping kernel
counting all of the agreement subtree mappings and designed the algorithm
to compute it for phylogenetic trees in quadratic time. Then, we have given
experimental results by using nucleotide sequences of influenza A (H1N1) viruses,
and classified pandemic viruses from non-pandemic viruses and viruses in one
region from viruses in the other regions by using LIBSVM. In particular, in the
second experiment, for the five regions, we have succeeded to classify viruses
in one region from viruses in the other regions by using the agreement subtree
mapping kernel, while failed to classify by using non-structured kernels. On the
other hand, we have shown that the problem of counting all of the agreement
subtree mappings for leaf-labeled trees is #P-complete.

It is a future work to apply another nucleotide sequences to classify phylo-
genetic trees, for example, positions in packaging signals (cf., [12]). Also it is a
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future work to design another kernel for phylogenetic trees based on counting
all of the paths between leaves similar as [8] and compare the performance with
one of the agreement subtree mapping kernel. Furthermore, it is an important
theoretical future work to investigate whether the problem of counting all of the
agreement subtree mappings for leaf-labeled trees either with duplicated labels
or with bounded degrees greater than 2 is tractable or #P-complete.
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Abstract. Tree kernels are an effective method to capture the structural
information of tree data of various applications and many algorithms
have been proposed. Nevertheless, we do not have sufficient knowledge
about how to select good kernels. To answer this question, we focus on
32 tree kernel algorithms defined within a certain framework to engi-
neer positive definite kernels, and investigate them under two different
parameter settings. The result is amazing. Three of the 64 tree kernels
outperform the others, and their superiority proves statistically signifi-
cant through t-tests. These kernels include the benchmark tree kernels
proposed in the literature, while many of them are introduced and tested
for the first time in this paper.

1 Introduction

Trees are an important type of data which is widely used in various application
fields. Tasks to learn some hidden structures from texts are an important focus
of natural language processing problems and parse trees are a typical represen-
tation of such target structures. Mark-up languages such as SGML, HTML and
XML define tree generation syntax and resulting documents are naturally dealt
with as trees. In biochemistry and structural biology, secondary structures of
biopolymers such as proteins and nucleic acids have significant meaning, there-
fore, representing them as trees certainly yields practical advantages. In evo-
lutionary biology, evolutionary trees are used to represent relationships among
biological species.

On the other hand, tree kernels are useful tools to capture structural infor-
mation of such kinds of tree data. The first characteristic of tree kernels is that
a kernel is a two variable function used to evaluate the similarity between trees
specified for the argument. More importantly, tree kernels implicitly project
tree data into Hilbert spaces and, consequently, we can analyze the structural
information captured through the kernels effectively and efficiently by taking
advantage of a variety of multivariate analysis techniques.

In the literature, an efficient framework to design kernels for discretely
abstract structured data is known and many tree kernels have been engineered
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within this framework. The framework is known as the convolution kernel [6] or
the mapping kernel [18].

In this paper, we investigate 32 tree kernels designed within this framework,
some which have been presented in the literature and some which are introduced
for the first time in this paper. Not only did we investigate their theoretical
properties, that is, the positive definiteness and the computational complexity,
but we also try to answer the question of which kernels we should use to obtain
good results.

To answer this question, we ran intensive experiments using ten datasets
selected from various application fields. Because we generate ten pairs of training
and test data subsets from each dataset, the total number of datasets that we use
is 100. On the other hand, each kernel is performed under two different settings
for the parameters included in the kernel definition. Both of the settings are
derived from conventional methodologies for designing tree kernels presented in
the literature. One is to derive tree kernels from edit distance metrics while the
other is based on the simple idea of counting substructure pairs shared between
trees.

The conclusion is amazing. Three of the 32×2 = 64 kernels significantly out-
performed the others and we prove the superiority statistically through pairwise
t-tests. These kernels are a type of counting shared substructures. In particular,
the kernel to count shared contiguous paths is included, which can be computed
very efficiently and applicable to unordered trees. This is a clear contrast with
the other kernels that are only applicable to ordered trees.

2 Preface

In this paper, by a tree, we mean a rooted, labeled and ordered tree. Hence,
for the vertices of a tree, not only the generation (ancestor-descendant) order <
but also the order derived from the post-order traversal (called post-order for
simplicity) are given. In particular, when we write x′ < y′ for two vertices x′

and y′, we mean y′ is an ancestor of x′.
Γx denotes the set of vertices of a tree x. A substructure of x is an arbitrary

subset of Γx and it inherits both of the orders from x. In particular, if a substruc-
ture has a root, which means the maximum vertex with respect to the inherited
generation order, we call the substructure a subtree. We also use the term forest
to indicate a substructure because any substructure can be decomposed into one
or more disjoint subtrees.

Furthermore, a substructure x̄ ⊆ Γx is said to be contiguous, if x′ < z′ <
y′ ∧ x′ ∈ x̄ ∧ y′ ∈ x̄ always implies z′ ∈ x̄. If x̄ is not necessarily contiguous, we
say that x̄ is sparse.

For trees x and y, two substructures of x̄ � Γx and ȳ � Γy are said to
be isomorphic if there exists a bijective mapping from x̄ to ȳ that preserves the
generation order and the post-order. Moreover, if this isomorphism also preserves
labels of vertices, we say that x̄ and ȳ are congruent.



A Comprehensive Study of Tree Kernels 339

3 Tree Kernels

There exist two important methodologies in the literature to design kernels for
trees. One is to derive kernels from edit distance metrics and the other is to
count shared substructures of focused types between trees. These methodologies
can be unified into a common framework by means of the mapping kernel [18].

3.1 Deriving Kernels from Edit Distance Metrics

The most important edit distance metric for trees should be the Täı distance
introduced in [19]. To define the Täı distance, we need to introduce three types
of edit operations:

1. Replace the label of a vertex with a new label. When x′ and y′ denote the
vertices with the old and new labels, we denote this operation by 〈x′ → y′〉.

2. Delete the vertex x′. The child vertices of x′ if present are redefined to be
children of the parent vertex of x′. We denote this operation by 〈x′ → •〉.

3. Insert the vertex y′ below the vertex z′. Furthermore, we can specify a subset
of the child vertices of z′ as the children of y′. We denote this operation by
〈• → y′〉.

Given two trees x and y, an edit script σ from x to y is a finite sequence of edit
operations such that the included operations sequentially apply to x to transform
x into y.

In addition, a non-negative cost is assigned to each operation (denoted by
γ(x′ → y′), γ(x′ → •) and γ(• → y′)), and the cost γ(σ) of an edit script σ is
defined as the sum of the costs of the operations that σ comprises. Finally, the
Täı distance dT(x, y) between x and y is the minimum of the cost of the edit
scripts that transform x into y.

The notion of mappings, which are also known as traces, is important to
extend the Täı distance to computationally more contractible metrics: The map-
ping of a script σ is a pair of vectors of vertices 〈x′,y′〉 = 〈(x′

1, . . . , x
′
d), (y

′
1, . . . , y

′
d)〉

such that xi’s are vertices of x, yi’s are vertices of y, and 〈x′
i → y′

i〉’s are equiva-
lent to the substituting operations included in σ. The importance of the mapping
is partly contained in the following formula:

γ(σ) =
d

∑

i=1

γ(x′
i → y′

i) +
∑

x′∈Γx\x′
γ(x′ → •) +

∑

y′∈Γy\y′
γ(• → y′).

This formula indicates that the mapping 〈x′,y′〉 uniquely determines γ(σ).
Therefore, we also denote the right-hand side of the formula by γ(〈x′,y′〉).
Täı has proven that 〈x′,y′〉 is the mapping of some edit script, if, and only
if, x′

i → y′
i determines an isomorphism between the substructures x′ and y′ of

x and y. Finally, we let MT
x,y denote the set that comprises all such 〈x′,y′〉.

In contrast with the Täı distance, the way to define the less constrained
distance [13], the constrained edit distance [21] and the Lu distance [14] is
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to determine the set of mappings MLC
x,y, MC

x,y and ML
x,y first and then define

d$(x, y) = min
〈x′,y′〉∈M$

x,y

γ(〈x′,y′〉) for $ ∈ {LC,C, L}. To define M$
x,y, we need to

define the least common ancestor of two vertices in a tree.

Definition 1 (Least common ancestors). For v, w ∈ Γx, the least common
ancestor of v and w in x is the least element of {u ∈ Γx | v ≤ u∧w ≤ u}, where
v < u means u is an ancestor of v, and is denoted by v�w.

Then M$
x,y are defined as follows.

MC
x,y =

{

〈(x′
1, . . . , x

′
m), (y′

1, . . . , y
′
m)〉 ∈ MT

x,y | ∀(i, j, k)
[

x′
i 
≤ x′

k ∧ x′
i �x′

k = x′
j �x′

k ⇔ y′
i 
≤ y′

k ∧ y′
i �y′

j = y′
i �y′

k

]
}

MLC
x,y =

{

〈(x′
1, . . . , x

′
m), (y′

1, . . . , y
′
m)〉 ∈ MT

x,y |

∀(i, j, k)
[

x′
i �x′

j < x′
i �x′

k ⇒ y′
i �y′

k = y′
j �y′

k

]
}

ML
x,y =

{

〈(x′
1, . . . , x

′
d), (y

′
1, . . . , y

′
d)〉 ∈ MT

x,y |

∀(i, j, k)
[

x′
i �x′

j = x′
i �x′

k ⇔ y′
i �y′

j = y′
i �y′

k

]
}

Because ML
x,y � MC

x,y � MLC
x,y � MT

x,y [9], dL(x, y) ≥ dC(x, y) ≥ dLC(x, y) ≥
dT(x, y) holds true.

Based on the relationship between dT(x, y) and MT
x,y, for example, when we

define a new kernel by

K ′
c(x, y) =

∑

〈x′,y′〉∈MT
x,y

e−cγ(〈x′,y′〉),

dT(x, y) = lim
c→∞ −1

c
K ′

c(x, y) follows the soft-minimum approximation min{a1, . . . ,

an} = lim
c→∞ −1

c
ln

n
∑

i=1

e−cai . We further modify this formula, and obtain:

K ′
c(x, y) =

∏

x′∈Γx

e−cγ(x′→•) ·
∏

y′∈Γy

e−cγ(•→y′) · KTai(x, y);

KTai(x, y) =
∑

〈x′,y′〉∈MT
x,y

|x′|
∏

i=1

e−cγ(x′
i→y′

i)

e−cγ(x′
i→•)e−cγ(•→y′

i)
.

When we assume that the cost function γ is symmetric, K ′(x, y) is positive
definite, if, and only if, KTai(x, y) is positive definite. Furthermore, we can define
KC(x, y), KL(x, y) and KLC(x, y) by replacing MT

x,y with MC
x,y, ML

x,y and MLC
x,y.
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3.2 Counting Substructures

The other methodology to define tree kernels is based on the simple idea that
more similar trees must share more substructures.

The parse tree kernel [2] should be the first tree kernel proposed using this
methodology. In fact, the parse tree kernel counts the congruent pairs of sub-
trees of a certain shape (called corooted subtrees) shared between two trees
x and y. We denote the set of the isomorphic pairs of corooted subtrees by
MP

x,y. For 〈x′,y′〉 ∈ MP
x,y, x′ and y′ are corooted subtrees of x and y, and they

are isomorphic to each other. Hence, the parse tree kernel can be described as

KP(x, y) =
∑

〈x′,y′〉∈MP
x,y

|x′|
∏

i=1

δx′
i,y

′
i
, where δx′

i,y
′
i

= 1, if the labels of x′
i and y′

i are

identical, and δx′
i,y

′
i
= 0, otherwise.

On the other hand, the elastic kernel [7] relaxes the condition of the parse tree
kernel on the substructure pairs to count up. In fact, while a corooted subtree is
always contiguous, the scope of the elastic kernel contains sparse subtrees. When
we let ME

x,y denote the set of isomorphic subtree pairs that the elastic kernel

counts up, the elastic kernel is defined by KE(x, y) =
∑

〈x′,y′〉∈ME
x,y

|x′|
∏

i=1

λδx′
i,y

′
i

with

a decay factor 0 < λ ≤ 1.

3.3 The Unified Framework

The tree kernels designed based on the aforementioned methodologies are com-
monly of the form of

K(x, y) =
∑

〈x′,y′〉∈Mx,y

|x′|
∏

i=1

κ(x′
i, y

′
i),

where 〈x′,y′〉 ∈ Mx,y is an isomorphic pair of substructures. In general, kernels
of this form are called mapping kernels. The mapping kernel was studied in [18].
The following theorem presents an important property of the mapping kernel.

Definition 2. Let M = {Mx,y | (x, y) ∈ χ × χ} with Mx,y � χ′ × χ′, where
χ denotes the space of data objects, and χ′ � χ denotes the base space of data
objects. M is transitive, if, and only if, the following conditions always hold true.

– (x′, y′) ∈ Mx,y ⇒ (y′, x′) ∈ My,x.
– (x′, y′) ∈ Mx,y ∧ (y′, z′) ∈ My,z ⇒ (x′, z′) ∈ Mx,z.

Theorem 1 ([18]). The following conditions are equivalent.

1. ker xy is positive definite for any positive definite κ.
2. M is transitive.
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For $ ∈ {T,C, L,E,P}, {M$
x,y | (x, y) ∈ χ × χ} are transitive. This can be

easily verified from their definition (see also [9]). On the other hand, {MLC
x,y} is

not transitive, and the trees x, y and z below shows this. In fact, when x|a, for
example, denotes the vertex of x whose label is a, the following hold.

〈(x|a, x|b, x|c, x|d), (y|a, y|b, y|c, y|d)〉 ∈ MLC
x,y

〈(y|a, y|b, y|c, y|d), (z|a, z|b, z|c, z|d)〉 ∈ MLC
y,z

〈(x|a, x|b, x|c, x|d), (z|a, z|b, z|c, z|d)〉 
∈ MLC
x,z

x

�������	d

�������	e

�������	a �������	b

�������	c

y

�������	d

�������	a �������	b �������	c

z

�������	d

�������	a �������	f

�������	b �������	c

��
�

��
� ��

�

��
�

��
� ��

�
��

� ��
�

��
� ��

�

On the other hand, to have a positive definite κ, we let

κ(x′, y′) =

{

α if x′ = y′;
β if x′ 
= y′.

with the adjustable parameters α and β such that 0 ≤ β ≤ α.
This definition covers not only κ used in the parse tree and elastic kernels but

also κ derived from the cost function γ of the edit distance. In fact, assuming the
common setting of γ(x′ → x′) = 0, γ(x′ → y′) = a, γ(x′ → •) = γ(• → y′) = b
and 0 ≤ a ≤ 2b (a ≤ 2b comes from the triangle inequality), we have

1 ≤ κ(x′, y′) =
e−cγ(x′→y′)

e−cγ(x′→•)e−cγ(•→y′) = e(2b−a)c

≤ κ(x′, x′) =
e−cγ(x′→x′)

e−cγ(x′→•)e−cγ(•→x′) = e2bc.

Thus, in Sect. 4, we investigate two settings of the parameters: 1 ≤ β ≤ α
and 0 ≤ β ≤ α ≤ 1: The former corresponds to the kernels derived from the edit
distances while the latter covers the kernels that count substructures.

Finally, we determine Mx,y that we investigate in this paper and introduce
three parameters to describe these Mx,y. The parameters determine the shape
of the substructures (see Table 1 and Fig. 1) and the corresponding Mx,y is the
set of isomorphic pairs of substructures for the determined shape. For example,
because the value s-f-i indicates arbitrary substructures, MT

x,y = M s-f-i
x,y follows

from Täı’s theorem. It is evident that these Mx,y meet the second condition of
Theorem 1.

In addition to Mx,y determined by Table 1, to represent the kernels presented
in the literature, we let MC

x,y = M s-cd-i
x,y , ML

x,y = M s-lu-i
x,y , ME

x,y = M a-t-i
x,y and

MP
x,y = M c-ct-i

x,y .
Because s-f-r and c-f-r are identical to c-f-r and c-f-r, the total number of the

kernels to investigate is 2 × 7 × 2 − 2 + 6 = 32. All of them are positive definite
due to Theorem 1.
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Table 1. Definition of the parameters

First Parameter

s Sparse substructures (See Sect. 2)

c Contiguous substructures (See Sect. 2)

a Agreement subtrees [7]. Used for the elastic kernels

Second Parameter

f Forest. A forest is an arbitrary substructures

t Subtrees

p Paths

w Worms. A worm is a subtree such that only the root can be of degree two,
while the others are of degree one or zero

c Cascades. A cascade is a subtree such that only the root can be of degree
greater than one, while the others are of degree one or zero

a Amebas. An ameba is a subtree such that only one intermediate vertex is of
degree two, while the others are of degree one or zero

b Blooms. A bloom is a subtree such that only one intermediate vertex is of
degree greater one, while the others are of degree one or zero

ct Contiguous trees [2]. Used for the parse tree kernel

cd Mappings for the constrained distance

lu Mappings for Lu edit distance

Third Parameter

i Intermediate. The root can be an intermediate vertex of the parent tree

r Root. The root must be the root of the parent tree

•
• •

•
•• •

•
• •

Tree

•
•
•
•

Path

•
• •

•
•

Worm

•
• •

•
•

•
•

Cascade

•
•

• •
•

Ameba

•
•

• •
•

•
•

Bloom

Fig. 1. Shapes of substructures

3.4 Computational Efficiency

All of these 32 kernels have efficient dynamic-programming-based algorithms to
compute themselves. When trees x and y are input to the kernels, the time
and space complexities of the algorithms are O(|Γx||Γy|), except for the kernels
whose type is one of s-f-i, s-t-i, s-t-r and c-f-i. For the excluded kernels, the
complexities are known O(|Γx|3) when computed based on the decomposition
strategy introduced in [4].
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Some of the algorithms are known in the literature (c-ct-i [2]; a-t-i [7]; s-cd-i,
s-lu-i [9]; [c,s]-[f,t,p]-i [17]), while we have developed the rest. For the kernel that
only counts identical contiguous path pairs, Kimura et al. showed an efficient
kernel whose time complexity is O(|Γx|+|Γy|) [8]. Kuboyama et al. also proposed
two kernels that counts identical contiguous worm pairs. One is very fast but
takes only worms of fixed length into account [12]. Although the other deals
with worms of variable length like our kernels, it enumerates all the identical
contiguous worm pairs and its computational complexity relies on the degrees
of trees and the size of the alphabet for labels [11]. Also, Kuboyama et al. [10]
and Augsten [1] proposed kernels that count identical contiguous amebas of
fixed size. These kernels are faster than our kernels, but support only limited
functionality. In particular, they only count identical pairs of substructures, and
the substructures to be counted is required to be contiguous.

Table 2 shows a part of these recursive formulas that we have engineered to
compute our kernels. It includes auxiliary kernels (for example, c-2p-r) that are
necessary to compute our target kernels. The notation used in Table 2 are as
follows. When x is a forest, �x is the leftmost subtree component of x, and •x
is the root of �x. Also, ◦�x and �x denote �x \ {•x} and x \ �x, respectively.
These recursive formulas reduce computing of the kernels for substructures to
computing of the kernels for smaller substructures. By tracking this relation from
the bottom to the top, we obtain dynamic-programming-based algorithms.

4 Investigation of the Kernels

4.1 Method

To investigate and compare the kernels, we use an experimental method. In fact,
we choose ten datasets from various application fields and evaluate the prediction
performance of the kernels by applying the kernels to the datasets.

The ten datasets that we use covers three different areas of applications,
that is, bioinformatics (three), natural language processing (six) and web access
analysis (one). Three (Colon, Cystic and Leukemia) are retrieved from the
KEGG/GLYCAN database [5] and contain glycan structures annotated relat-
ing to colon cancer, cystic fibrosis and leukemia cells. One (Syntactic) is the
dataset PropBank provided in [15]. This dataset includes parse trees labeled with
two syntactic role classes for modeling the syntactic/semantic relation between
a predicate and the semantic roles of its arguments in a sentence. Five (AIMed,
BioInfer, HPRD50 IEPA and LLL) are the corpora that include parse trees
obtained by analyzing documents regarding protein-protein interaction (PPI)
extraction [16]. PPI is an intensively studied problem of the BioNLP field.
The remaining one (Web), used in [20], consists of trees representing web-page
accesses by users, and the annotation is based on whether the user is from a .edu
site or not. Table 3 describes the basic features of these datasets.

For each dataset, we generate ten pairs of training and test data subsets by
distributing the examples in the dataset at random. Therefore, we finally obtain
10 × 10 = 100 pairs of training and test data subsets. The training data subset
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Table 3. Features of the datasets

Dataset
Tree (average)

Dataset
Tree (average)

Notation #Tree Size Hight Deg.(max) Notation #Tree Size Hight Deg.(max)

Colon 134 8.4 5.6 1.18 (3) Cystic 160 8.3 5.0 1.22 (3)
Leukemia 442 13.5 7.4 1.17 (3) Syntactic 225 19.7 6.5 1.42 (8)

AIMed 100 94.4 13.5 1.54 (19) BioInfer 100 116.4 14.1 1.55 (43)
HPRD50 100 84.4 12.7 1.54 (12) IEPA 100 105.2 13.6 1.54 (18)

LLL 100 106.4 14.3 1.54 (13) Web 500 12.0 4.3 1.24 (26)

of each pair is four times larger in the number of the examples included than
the corresponding test data subset.

Then, for each combination of a pair of training and test data subsets and a
kernel, we train a C-SVM classifier [3] with the training data subset and measure
the prediction performance of the kernel by making the trained classifier predict
class labels for the examples included in the test data subset. For this evaluation
of the prediction performance of the kernel, we use the Area Under Curve of
Receiver Operating Characteristic curve (AUC-ROC).

When training the classifier, we simultaneously determine the optimal values
for the α and β parameters of κ and the C parameter of C-SVM, and use
the values we obtain when running the classifier on the test data subset. This
optimization is performed based on the grid search strategy.

In the remainder of this section, we first describe the results of the experi-
ments for the cases of 0 ≤ ln β ≤ ln α ≤ 10 and 0 ≤ β ≤ α ≤ 1 separately, and
then compare the results of these two cases. The first case represents the case
where the kernels are derived from edit distance metrics, while the second case
abstracts the case where we use the primitive kernels κ as decay factor.

4.2 Results for 0 ≤ ln β ≤ ln α ≤ 10

Table 10 shows the raw AUC-ROC scores obtained through the experiment on
26 kernels among the entire 32 kernels. The six kernels of the forest and tree
types, which are the kernels determined by s-f-i, s-t-i, s-t-r, c-f-i, c-t-i and c-t-r,
are tested separately because they require heavy computation and we cannot
test these kernels on all of the datasets. The results of the experiment with these
six kernels are described at the end of this subsection.

To calculate the values displayed in the bottom row headed by Average
(Normalized), we normalize the raw scores per dataset: With respect to the
26 × 10 = 260 raw scores across the 26 kernels, we calculate their average and
variance, and then normalize all of these 260 scores using the average and vari-
ance we obtained. The values of the row are calculated used these normalized
scores.

From Table 10, we see that the kernels of s-p-i, s-p-r, s-w-i and s-c-i outperform
the others. Their superiority is also statistically significant. In fact, Table 9 shows
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Table 4. The forest and tree types(0 ≤ ln β ≤ ln α ≤ 10)

Kernel s-f-i s-t-i s-t-r c-f-i c-t-i c-t-r

AUC-ROC Scores

Colon 0.910 0.907 0.930 0.898 0.943 0.890

Cystic 0.719 0.710 0.726 0.729 0.686 0.677

Leukemia 0.905 0.906 0.907 0.882 0.886 0.886

Syntactic 0.810 0.810 0.791 0.780 0.766 0.770

Web 0.675 0.673 0.657 0.646 0.654 0.637

P-Values

s-p-i 0.000 0.000 0.000 0.000 0.000 0.000

s-p-r 0.000 0.000 0.000 0.000 0.000 0.000

s-w-i 0.000 0.000 0.000 0.000 0.000 0.000

s-c-i 0.001 0.000 0.000 0.000 0.000 0.000

that the p-values of the pairwise t-tests that we performed to compare these
kernels with the others are significantly small. Because of space limitations, only
the results with the typical kernels are shown. In particular, the kernels of c-
ct-i and a-t-i, namely, the parse tree and elastic kernels have been used as the
benchmark kernels from the literature.

With respect to the comparison between the kernels of the sparse and con-
tiguous types, Table 9 (right) also shows the p-values of the pairwise t-tests that
compare the kernels of the path, worm and cascade types. Based on the displayed
results which are shown, we can conclude that the superiority of the sparse type
to the contiguous type is statistically significant.

Lastly, we investigate the kernels of the forest and tree types that are excluded
in the experiment stated above because they can apply to only five of the ten
datasets due to their heavy computation. From the raw AUC-ROC scores and
the p-values shown in Table 4, we see that the performance of the kernels of these
types is worse than the kernels that show the best performance in the previous
experiment.

4.3 Results for 0 ≤ β ≤ α ≤ 1

We ran an experiment for 0 ≤ β ≤ α ≤ 1 in the same way as we ran for
0 ≤ ln β ≤ ln α ≤ 10.

Table 11 shows the raw AUC-ROC scores obtained through the experiment.
From the table, we see that the kernels of c-p-i, c-w-i and c-c-i outperform the
others, and this can be statistically verified based on Table 6, which shows the
p-values of pairwise t-tests.

In contrast with the case of 0 ≤ ln β ≤ ln α ≤ 10, the kernels of the contiguous
type shows better performance than the kernels of the sparse type.
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Table 5. The forest and tree types(0 ≤ β ≤ α ≤ 1)

Kernel s-f-i s-t-i s-t-r c-f-i c-t-i c-t-r

AUC-ROC Scores

Colon 0.970 0.968 0.960 0.981 0.968 0.946

Cystic 0.777 0.762 0.793 0.817 0.785 0.775

Leukemia 0.956 0.954 0.954 0.939 0.947 0.951

Syntactic 0.583 0.576 0.650 0.657 0.843 0.838

Web 0.727 0.727 0.717 0.731 0.735 0.705

P-Values

c-p-i 0.014 0.003 0.003 0.067 0.009 0.001

c-w-i 0.012 0.002 0.002 0.065 0.001 0.000

c-c-i 0.017 0.003 0.003 0.082 0.001 0.000

Table 6. P-values (0 ≤ β ≤ α ≤ 1)

c-p-i 0.401 0.988 0.000 0.000 0.007 0.022 0.007

c-w-i 0.314 0.000 0.000 0.001 0.007 0.002

c-c-i 0.000 0.000 0.003 0.020 0.005

s-a-r c-b-i s-cd-i s-lu-i a-t-i

Table 7. Normalized AUC-ROC scores

Kernel (0 < ln β ≤ ln α < 10) (0 < β ≤ α < 1)

s-p-i s-p-r s-w-i s-c-i c-p-i c-w-i c-c-i

Average −0.160 −0.203 −0.176 −0.293 0.257 0.317 0.259

Also, as Table 5 shows, the kernels of the forest and tree types prove to be
inferior to the kernels that show the best performance in the experiment with
the entire ten datasets.

Table 8. P-values (comparison of the two cases)

s-p-i s-p-r s-w-i s-c-i

c-p-i 0.000 0.000 0.001 0.000

c-w-i 0.001 0.000 0.000 0.000

c-c-i 0.000 0.000 0.000 0.000
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Table 9. P-values (0 ≤ ln β ≤ ln α ≤ 10)

s-p-i 0.225 0.695 0.279 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.031 0.001

s-p-r 0.995 0.432 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.070 0.002

s-w-i 0.371 0.000 0.000 0.000 0.000 0.000 0.000 0.094 0.058 0.000 0.001

s-c-i 0.000 0.000 0.000 0.000 0.000 0.000 0.342 0.156 0.216 0.000

s-a-i c-b-i s-cd-i s-lu-i a-t-i c-ct-i c-p-i c-p-r c-w-i c-c-i

Table 10. AUC-ROC scores (0 ≤ ln β ≤ ln α ≤ 10)

Kernel s-p-i s-p-r s-w-i s-w-r s-c-i s-c-r s-a-i s-a-r s-b-i s-b-r s-cd-i s-lu-i c-ct-i

c-p-i c-p-r c-w-i c-w-r c-c-i c-c-r c-a-i c-a-r c-b-i c-b-r a-t-i a-t-r c-ct-r

Colon 0.954 0.958 0.949 0.940 0.947 0.938 0.500 0.500 0.500 0.500 0.942 0.935 0.861

0.932 0.930 0.925 0.915 0.920 0.909 0.500 0.500 0.500 0.500 0.940 0.932 0.879

Cystic 0.760 0.763 0.763 0.750 0.745 0.750 0.500 0.500 0.500 0.500 0.716 0.727 0.625

0.762 0.758 0.737 0.724 0.714 0.724 0.500 0.500 0.500 0.500 0.722 0.719 0.609

Leukemia 0.936 0.935 0.935 0.922 0.941 0.920 0.500 0.500 0.500 0.500 0.905 0.906 0.880

0.921 0.923 0.922 0.906 0.920 0.903 0.500 0.500 0.500 0.500 0.902 0.907 0.878

Syntactic 0.870 0.857 0.892 0.874 0.835 0.874 0.500 0.500 0.500 0.500 0.794 0.799 0.718

0.840 0.821 0.857 0.860 0.787 0.861 0.500 0.500 0.500 0.500 0.793 0.798 0.743

AIMed 0.606 0.606 0.524 0.606 0.651 0.606 0.527 0.520 0.603 0.604 0.558 0.558 0.558

0.601 0.596 0.515 0.596 0.647 0.597 0.512 0.532 0.597 0.558 0.547 0.558 0.558

BioInfer 0.650 0.597 0.569 0.597 0.606 0.597 0.666 0.702 0.615 0.611 0.585 0.598 0.633

0.539 0.563 0.568 0.563 0.577 0.563 0.628 0.601 0.636 0.643 0.641 0.569 0.633

Hprd50 0.506 0.515 0.531 0.515 0.518 0.515 0.556 0.524 0.514 0.521 0.504 0.508 0.509

0.523 0.524 0.538 0.524 0.517 0.524 0.539 0.518 0.518 0.530 0.519 0.529 0.515

Iepa 0.617 0.613 0.633 0.613 0.544 0.613 0.609 0.625 0.549 0.549 0.527 0.525 0.535

0.594 0.601 0.639 0.601 0.585 0.601 0.634 0.629 0.562 0.571 0.534 0.520 0.538

Lll 0.557 0.560 0.621 0.560 0.613 0.559 0.580 0.575 0.583 0.574 0.550 0.565 0.570

0.581 0.576 0.604 0.580 0.593 0.577 0.582 0.572 0.571 0.557 0.557 0.543 0.576

Web 0.724 0.715 0.692 0.690 0.693 0.686 0.500 0.500 0.500 0.500 0.671 0.663 0.636

0.706 0.690 0.678 0.676 0.671 0.661 0.500 0.500 0.500 0.500 0.669 0.656 0.621

Average 0.478 0.442 0.468 0.398 0.436 0.391 −0.573 −0.613 −0.701 −0.697 0.115 0.149 −0.011

(Normalized) 0.372 0.360 0.385 0.330 0.322 0.308 −0.627 −0.696 −0.681 −0.691 0.201 0.129 0.006

4.4 Comparison of the Two Settings

It is interesting to note that the kernels of the path, worm and cascade types
are ranked in the top three, and outperform the other types for both cases of
0 ≤ ln β ≤ ln α ≤ 10 and 0 ≤ β ≤ α ≤ 1. The contrast between the cases to note
here is that the kernels of the sparse type significantly outperform the kernels
of the contiguous type for 0 ≤ ln β ≤ ln α ≤ 10, whereas this relationship is
contrary for 0 ≤ β ≤ α ≤ 1.

In addition, Table 7 shows the normalized averages of the AUC-ROC scores
obtained through the experiments to compare the setting of 0 ≤ ln β ≤ ln α ≤ 10
and 0 ≤ β ≤ α ≤ 1: We performed the kernels of the s-p-i, s-p-r, s-w-i and s-c-i
types under the condition of 0 ≤ ln β ≤ ln α ≤ 10 while c-p-i, c-w-i and c-c-i
types under the condition of 0 ≤ β ≤ α ≤ 1.

From the table, we observe that the kernels performing the best under the
condition of 0 ≤ β ≤ α ≤ 1 consistently outperform the kernels performing the
best under 0 ≤ ln β ≤ ln α ≤ 10. The p-values obtained through pairwise t-tests
also endorse this observation (Table 8).
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Table 11. AUC-ROC scores (0 ≤ β ≤ α ≤ 1)

Target s-p-i s-p-r s-w-i s-w-r s-c-i s-c-r s-a-i s-a-r s-b-i s-b-r s-cd-i s-lu-i c-ct-i

c-p-i c-p-r c-w-i c-w-r c-c-i c-c-r c-a-i c-a-r c-b-i c-b-r a-t-i a-t-r c-ct-r

Colon 0.980 0.968 0.968 0.966 0.971 0.966 0.500 0.500 0.500 0.500 0.973 0.973 0.970

0.971 0.945 0.967 0.951 0.967 0.951 0.500 0.500 0.500 0.500 0.973 0.967 0.914

Cystic 0.797 0.815 0.776 0.798 0.771 0.798 0.500 0.500 0.500 0.500 0.785 0.781 0.758

0.797 0.805 0.796 0.775 0.798 0.775 0.500 0.500 0.500 0.500 0.768 0.777 0.709

Leukemia 0.943 0.951 0.950 0.948 0.947 0.948 0.500 0.500 0.500 0.500 0.954 0.954 0.937

0.946 0.953 0.948 0.956 0.947 0.955 0.500 0.500 0.500 0.500 0.952 0.955 0.906

Syntactic 0.877 0.884 0.894 0.896 0.888 0.896 0.500 0.500 0.500 0.500 0.632 0.625 0.891

0.874 0.849 0.884 0.861 0.881 0.861 0.500 0.500 0.500 0.500 0.766 0.733 0.859

AIMed 0.574 0.541 0.569 0.541 0.558 0.541 0.599 0.588 0.563 0.555 0.629 0.641 0.590

0.552 0.535 0.617 0.535 0.583 0.535 0.561 0.607 0.596 0.575 0.567 0.500 0.593

BioInfer 0.633 0.688 0.724 0.688 0.583 0.688 0.780 0.748 0.601 0.620 0.609 0.636 0.738

0.816 0.571 0.850 0.571 0.836 0.571 0.731 0.671 0.803 0.715 0.595 0.602 0.570

Hprd50 0.559 0.550 0.560 0.550 0.554 0.550 0.538 0.555 0.601 0.583 0.537 0.589 0.527

0.516 0.525 0.533 0.525 0.538 0.525 0.548 0.524 0.517 0.515 0.619 0.566 0.526

Iepa 0.568 0.562 0.623 0.562 0.562 0.562 0.607 0.591 0.542 0.562 0.604 0.571 0.663

0.669 0.688 0.653 0.688 0.625 0.688 0.610 0.668 0.574 0.604 0.580 0.558 0.575

Lll 0.593 0.578 0.633 0.578 0.563 0.578 0.582 0.613 0.524 0.566 0.562 0.568 0.602

0.645 0.570 0.592 0.570 0.597 0.570 0.587 0.561 0.585 0.552 0.546 0.582 0.630

Web 0.741 0.731 0.740 0.715 0.741 0.711 0.500 0.500 0.500 0.500 0.732 0.732 0.742

0.745 0.713 0.745 0.708 0.741 0.712 0.500 0.500 0.500 0.500 0.735 0.711 0.699

Average 0.329 0.304 0.475 0.282 0.223 0.279 −0.627 −0.615 −0.811 −0.769 0.187 0.256 0.443

(Normalized) 0.522 0.250 0.560 0.234 0.501 0.238 −0.671 −0.671 −0.673 −0.760 0.260 0.105 0.149
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Abstract. Outlier detection in mixed-type data, which contain both
discrete and continuous features, is still a challenging problem. Here we
newly introduce concept-based outlierness, which is defined on a hier-
archy of clusters of data points and features, called the concept lattice,
obtained by formal concept analysis (FCA). Intuitively, this outlierness
is the degree of isolation of clusters on the hierarchy. Moreover, we inves-
tigate discretization of continuous features to embed the original contin-
uous (Euclidean) space into the concept lattice. Our experiments show
that the proposed method which detects concept-based outliers is more
effective than other popular distance-based outlier detection methods
that ignore the discreteness of features and do not take cluster relation-
ships into account.

Keywords: Outlier · Formal concept analysis · Concept lattice · Clus-
ter · Discretization

1 Introduction

An outlier is typically considered as an observation which is significantly different
from other observations in a numerical sense [10], and detecting such outliers is
one of the central topics of data mining. Since outliers appear in many real-life
situations, outlier detection techniques have lots of significant applications across
a number of domains. Examples include intrusions in network traffic, credit card
fraud, defective products in industry, and misdiagnosed patients.

To date, distance-based approaches, which define outliers as objects located
far away from the remaining objects, have been successfully applied in various
situations due to its flexibility. That is to say, we do not need to estimate an
underlying probability distribution, which is often difficult in particular in high-
dimensional settings. For example, LOF (local outlier factor) [6] has become one
of the most popular outlier detection methods, which defines the outlierness of
each object based on the difference of local densities between the object and its
neighbors.

However, many datasets in real-life applications may contain not only contin-
uous (numerical) features but also discrete (categorical) features. For example,

c© Springer International Publishing Switzerland 2014
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demographic data often contain continuous features such as the body height or
weight and discrete features such as gender or race. One of the most famous
benchmark datasets KDDCup1999, which is a network traffic dataset for intru-
sion detection, also contains both continuous and discrete features. Outlier detec-
tion for such mixed-type data is still a challenging topic since it is not trivial to
construct a distance function for such mixed-type data points in order to define
outliers.

Here we newly define outliers for mixed-type data, which we referred to
as concept-based outliers, and present a new parameter-free outlier detection
method. There are two key processes: (1) discretization of continuous features
using the binary encoding scheme to convert mixed-type data into binary data,
and (2) formal concept analysis (FCA) to produce a hierarchy of clusters, called
the concept lattice. This technique enables us to treat the proximity of objects in
an algebraic manner, that is, both objects (data points) and attributes (features)
are clustered as “closed” sets, called concepts, which provides a higher level
perspective of relationships between not objects but clusters. We then measure
the outlierness of objects and features included in a cluster by counting the
number of their upper and lower clusters on the hierarchy, which scores the
degree of isolation of clusters. Finally, we have a real-valued score like the other
distance-based approaches. We experimentally show that the proposed method
is superior to other distance-based outlier detection methods which ignore the
discreteness of features.

This paper is organized as follows: In Sect. 3, we describe how to measure
the outlierness using FCA. In Sect. 4, we introduce a method for converting
mixed-type data into binary data to apply FCA. We show experimental results
in Sect. 5 and summarize this paper with future work in Sect. 6. The notation is
summarized in Table 1.

2 Related Work

FCA is a mathematical discipline for data analysis introduced by Wille [27]
and, to date, this has been successfully applied in many fields including data
mining [25]. One of the most successful applications of FCA is for frequent
pattern mining [18], where concepts containing frequent items, called frequent
closed itemsets, were shown to be lossless compression of all frequent itemsets.

Recently, mining not frequent but rare concepts via FCA has been stud-
ied [1,16], and such concepts correspond to outliers of itemsets. The rareness of
a concept is defined as the size (support) of it, that is, the number of objects
contained in the concept, and small concepts are assumed to be rare. This defi-
nition, which is based on the number of objects, is essentially the same as that
of distance-based outliers, where an object is considered as an outlier if it has a
few objects in its ε-neighborhood [13].

As we will introduce in Sect. 3.2, our proposal in this paper is significantly
different from the above approaches. The outlierness of an object depends only
on the number of concepts produced by FCA, and hence the number of objects
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(and attributes) is ignored. This approach can be viewed as characterization
of outliers based on the semantics through FCA, which is provided as subset
inclusion relationships of objects and attributes on the concept lattice. More-
over, our approach also includes semantical aspects of numerical attributes into
FCA, since the distance between objects on Euclidean space is preserved on the
concept lattice via appropriate discretization (Lemma 2). This new approach is
thus expected to find non-rare outliers which can be viewed as outliers seman-
tically but cannot be detected by the existing rareness-based methods. More
specifically, our method is able to find an outlier which belongs to a densely
agglomerated cluster but the cluster itself locates sparsely if we overview the
whole objects. Although some methods have been already proposed to find clus-
tered outliers [14], they are mainly designed only for continuous data, and our
method is the first to find them from mixed-type data, thanks to the formula-
tion of FCA. Furthermore, we will show that our concept-based outlierness has
a close relationship with distance-based outlierness (Theorems 1 and 2), which
is defined based on the rareness of objects, when our method is combined with
discretization of continuous attributes. Thus our proposal can be viewed as an
extension of rareness- and distance-based outlier detection, and hence distance-
based outliers are also expected to be detected.

Kaytoue et al. recently studied FCA for numerical attributes [11]. Although
the objective is different since their method is for pattern mining, it is interesting
future work to investigate the relationship to our method.

We have recently applied FCA to semi-supervised learning [22,23], where the
concept hierarchy is used to characterize the preference of objects in classifica-
tion and discretization is also applied. This paper has mainly two differences
from these studies: (1) the degree of outlierness is measured in a novel way in
an unsupervised manner; (2) the discretization method is further developed to
appropriately embed distances into concept lattices.

3 Measuring Outlierness on Concept Lattices

3.1 Formal Concept Analysis

First we briefly introduce formal concept analysis (FCA) [8,9,27], an algebraic
technique to construct a hierarchy of clusters from binary data. A context is a
triplet K = (G,M, I) consisting of a set of objects G, that of attributes M , and a
binary relation I ⊆ G × M between G and M . Let A ⊆ G and B ⊆ M . Define

A′ = {m ∈ M | (g, m) ∈ I for all g ∈ A },

B′ = { g ∈ G | (g, m) ∈ I for all m ∈ B }.

If A′ = B and B′ = A, a pair (A,B) is called a concept, where A is extent and B
is intent. An operator ′ is a Galois connection between the power set lattices on G
and M . Since the mapping ′′ is a closure operator on the context K, both A and
B are (algebraic) closed sets for a concept (A,B). Thus a subset A ⊆ G (resp.
B ⊆ M) is closed if and only if A′′ = A (resp. B′′ = B). This operation can be
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Table 1. Notation.

x, y Object (data point)

G The set of objects

M The set of attributes

I Binary relation between G and M

K Context; K = (G, M, I)

g Object

m Attribute

A, X Subset of G

B, Y Subset of M
′ Galois connection between power set oattices on G and M

(A, B) Concept; A = A′′ and B = B′′

B(K) The set of concepts

(B(K), ≤) Concept lattice

q Concept-based outlierness

∨(g) Least upper bound of the set {(A, B) ∈ B(K) | g ∈ A}
V The set of features

v Feature

x(v) Value of x for feature v

Σ Alphabet

Σ∗ The set of finite sequences

Σω The set of infinite sequences

p Infinite sequence

ρ Mapping from Σω to R

↑w Set of infinite sequences that have w as prefix

k Discretization level

ρo Modified binary representation

d Distance function

α, δ Parameters for distance-based outliers

viewed as biclustering mainly studied in machine learning, where each closed set
corresponds to a cluster and objects and attributes are clustered simultaneously.

The set of concepts over a context K is written by B(K), called the concept
lattice, which is a key product of FCA for algebraic data analysis. The order
≤ on the lattice B(K) can be introduced in the following manner. For a pair
of concepts (A,B) ∈ B(K) and (C, D) ∈ B(K), (A,B) ≤ (C, D) if A ⊆ C.
Then (B(K),≤) becomes a complete lattice. In the following, we simply write
the lattice (B(K),≤) as B(K) if it is understood from the context.
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3.2 Concept-Based Outlierness Score

Here we present a new method to measure the outlierness of objects and
attributes on the concept lattice B(K). For a subset of objects X ⊆ G, define
the concept-based outlierness score q(X) as

q(X) :=
∣

∣

∣ { (A,B) ∈ B(K) |X ⊆ A or X ′ ⊆ B }
∣

∣

∣

−1

.

Note that q is often applied to a singleton {x} to obtain the score of each
object. This score coincides with the inverse of the number of concepts which
are contained in either upper or lower sets of the least upper bound of the
subset of concepts { (A,B) ∈ B(K) |X ⊆ A }. We always have q(X) = q(X ′′)
since if X ⊆ A for some concept (A,B), B ⊆ X ′ holds, hence it follows that
X ′′ ⊆ B′ = A. Interestingly, we can similarly define the outlierness score q(Y )
for a set of attributes Y ⊆ M ,

q(Y ) :=
∣

∣

∣ { (A,B) ∈ B(K) |Y ′ ⊆ A or Y ⊆ B }
∣

∣

∣

−1

.

This is achieved by the duality of FCA and is usually not possible in outlier
detection methods. These definitions come from our intuition that outliers should
be isolated on the concept lattice, that is, they have a few upper and lower sets,
while inliers tend to have a relatively large number of upper and lower sets.

Every set of objects X ⊆ G should be contained in some concept. We there-
fore have 0 < q(X) ≤ 1 for every X ⊆ G and 1 is the maximum score. This
property also holds for a set of attributes Y ⊆ M .

Example 1. Given a context K = (G,M, I), where G = {g1, g2, . . . , g5}, M =
{m1,m2,m3,m4}, and I is given as the following table:

m1 m2 m3 m4

g1 × × ×
g2 × ×
g3 × ×
g4 ×
g5 × ×

Then we have seven concepts shown in Fig. 1. We have the following scores for
each object and attributes:

q({g1}) = 1/6 = 0.17, q({g2}) = 1/5 = 0.2, q({g3}) = 1/5 = 0.2,

q({g4}) = 1/3 = 0.33, q({g5}) = 1/5 = 0.2,

q({m1}) = 1/5 = 0.2, q({m2}) = 1/6 = 0.17,

q({m3}) = 1/5 = 0.2, q({m4}) = 1/3 = 0.33.
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Fig. 1. Concept lattice in example 1. Dotted line shows concepts for the score q({g2}).

3.3 Algorithm

We focus on in this paper computing the outlierness score for every single object
as it is the most typical task in outlier detection. First we use Makino and Uno’s
algorithm [15] (provided as LCM1) for constructing the concept lattice B(K)
from a given context K = (G,M, I), which is known to be one of the fastest
algorithms for this task. Their algorithm enumerates all concepts with O(Δ3)
delay with Δ = maxx∈G∪M |{x}′|.

Next we present an efficient algorithm, shown in Algorithm 1, for computing
scores on the lattice. For each object g ∈ G, we write by ∨(g) the least upper
bound of the set {(A,B) ∈ B(K) | g ∈ A}. This algorithm is divided into two
steps: counting the number of upper concepts and that of lower concepts of ∨(g)
for each object g ∈ G.

Lines from 3 to 10 in Algorithm 1 are for upper concepts. Since any concept
(A,B) is in the upper set of ∨(g) if and only if g ∈ A, it is trivial that this
part counts all upper concepts for all objects. Moreover, from the duality of
concepts and attributes, each ϕ(m) coincides with the number of lower concepts
of the greatest lower bound of the set {(A,B) ∈ B(K) | m ∈ B}. Lines from 11
to 14 are for lower concepts. Let ∨(g) = (A,B). If there exists an attribute
m ∈ B such that m �∈ D for any concept (C, D) with (A,B) ≤ (C, D), we have
{(C,D) ∈ B(K) |m ∈ B} = {(C, D) ∈ B(K) | (C, D) ≤ (A,B)}. This means
that minm∈B ϕ(m) coincides with the number of lower concepts of ∨(g). Later
we will show that this assumption always holds in our context and hence the
proposed algorithm correctly counts the number of upper and lower concepts of
∨(g) for all objects g ∈ G.

1 http://research.nii.ac.jp/∼uno/code/lcm.html

http://research.nii.ac.jp/~uno/code/lcm.html
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Algorithm 1. Computing outlierness scores
Input: concept lattice B(K) with context K = (G, M, I)
Output: outlierness scores q(g) for all objects g ∈ G
1: q(g) ← 0 for all objects g ∈ G
2: ϕ(m) ← 0 for all attributes m ∈ M
3: for all concepts (A, B) ∈ B(K) do
4: for all objects g ∈ A do
5: q(g) ← q(g) + 1
6: end for
7: for all attributes m ∈ B do
8: ϕ(m) ← ϕ(m) + 1
9: end for

10: end for
11: for all objects g ∈ G do
12: (A, B) ← the least upper bound of {(A,B) ∈ B(K) | g ∈ A}
13: q(g) ← q(g) + minm∈B ϕ(m) − 1
14: end for

The time complexity of lines from 3 to 10 is O(
∑

(A,B)∈B(K)(|A| + |B|) ),
which is larger than O(|B(K)|) and much smaller than O( (|G|+ |M |) · |B(K)| ).
Since the time complexity of lines from 11 to 14 is O(|G|), the overall time
complexity is O(Δ3 · |B(K)| +

∑

(A,B)∈B(K)(|A| + |B|) + |G| ).

4 Context Construction

We describe how to construct a context from a given dataset to apply FCA and
derive outlierness scores. Let X be a dataset, which is a set of feature vectors,
and V be the set of features. For each data point x ∈ X and a feature v ∈ V , we
write as x(v) the value of x for the feature v. If a feature v ∈ V is discrete, the
domain dom(v) is assumed to be a countable set. Otherwise if v is continuous,
dom(v) = R. We always identify the set of objects G with the set X of data
points (more exactly, their identifiers).

4.1 Discrete Features

Each discrete feature can be directly converted to a context using the method
proposed in [22,23]. For each discrete feature v ∈ V , the corresponding set of
attributes Mv is defined as

Mv := { v.m | m ∈ dom(v) },

where each m is qualified as v.m so that attributes are disjoint, and for each
value x(v),

(x, v.m) ∈ I if and only if x(v) = m.

We apply this procedure for each discrete feature and concatenate all of them
vertically.
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Example 2. Let X = {x1, x2, x3} and V = {v1, v2, v3} with

(x1(v1), x1(v2), x1(v3)) = (2, 0,A),
(x2(v1), x2(v2), x2(v3)) = (3, 1,C),
(x3(v1), x3(v2), x3(v3)) = (1, 0,B),

where domains are given as dom(v1) = {1, 2, 3}, dom(v2) = {0, 1}, and dom
(v3) = {A,B,C}. Then

Mv1 = {v1.1, v1.2, v1.3}, Mv2 = {v2.0, v2.1}, Mv3 = {v3.A, v3.B, v3.C}.

We therefore have the following context:

v1.1 v1.2 v1.3 v2.0 v2.1 v3.A v3.B v3.C

x1 × × ×
x2 × × ×
x3 × × ×

4.2 Discretization for Continuous Features

Next we discretize continuous features and construct a context from them. We
write an alphabet by Σ and the set of finite and infinite sequences by Σ∗ and
Σω, respectively. Let ρ : Σω → R be a mapping from an infinite sequence p ∈ Σω

to a real number. We call such a mapping a representation, or encoding, of real
numbers. Define

↑w := { p ∈ Σω |w is a prefix of p }.

Then ρ(↑w) = {ρ(p) | p ∈ ↑w} becomes a closed interval from min ρ(↑w) to
max ρ(↑w). In the following we always put a natural assumption that ρ(↑wa) ⊆
ρ(↑w) for any w, a ∈ Σ∗. Many typically used representations satisfy this assump-
tion, for example, binary and decimal representations.

Using such an encoding ρ, we construct a context for a continuous feature
v ∈ V as follows: For a natural number k, define

Mk
v := { v.w |w ∈ Σ∗, |w| = k } (1)

and for each value x(v),

(x, v.w) ∈ I if and only if x(v) ∈ ρ(↑w).

We call the number k discretization level, which specifies the granularity of dis-
cretization.

Moreover, for each continuous feature v ∈ V , we increase k from 1 to kmax,
where kmax is the minimum level in which all objects are isolated. That is, for
every pair of objects x, y ∈ G,

{v.w | (x, v.w) ∈ I} ∩ {v.w | (y, v.w) ∈ I} = ∅.
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This means that for every concept (A,B) ∈ B(K) there always exists an attribute
m ∈ B such that m �∈ D for any concept (C, D) with (A,B) ≤ (C, D), which is
the necessary condition to apply Algorithm 1. Then the resulting context is the
vertical concatenation of M1

v , . . . , Mkmax
v .

From the above construction process of the context for continuous features,
we can easily check that the set inclusion relation is preserved in the order on the
concept lattice. We define ρ(B) :=

⋂

w∈B ρ(↑w) for a set of attributes B ⊂ M .

Lemma 1. Let K be the context constructed from a dataset with continuous
features. For any pair of concepts (A,B), (C, D) ∈ B(K), we have (A,B) ≤
(C, D) if and only if ρ(B) ⊆ ρ(D).

Thus, intuitively, sparsely located objects tend to receive higher outlierness
scores than densely located objects as the number of upper and lower concepts
becomes smaller.

As an example of representation, we can employ the binary representation
of real numbers, which is defined as a mapping ρ : Σω → [0, 1] from an infinite
sequence p with Σ = {0, 1} to a real number:

ρ(p1p2 . . . ) :=
∞
∑

i=1

pi · 2−i. (2)

Thus for a finite sequence w of length k,

ρ(↑w) =
[

ρ(w1w2 . . . wk000 . . . ), ρ(w1w2 . . . wk111 . . . )
]

=

[

k
∑

i=1

wi · 2−i,
k

∑

i=1

wi · 2−i + 2−k

]

.

For example, ρ(↑1) = [0.5, 1], ρ(↑01) = [0.25, 0.5], and ρ(↑10) = [0.5, 0.75].
Although it is a popular encoding scheme, it is lack of effectivity. For instance,

different attributes are assigned to 0.4999 and 0.5001 although they are close in
the geometric sense. To solve this problem, we add a simple modification as
follows:

ρo(↑w) :=

[

k
∑

i=1

wi · 2−i − 2−(k+1),

k
∑

i=1

wi · 2−i + 2−k

]

.

This means that two adjacent intervals overlap each other with the width 2−(k+1).
For example, ρo(↑1) = [0.25, 1], ρo(↑01) = [0.125, 0.5], and ρo(↑10) = [0.375, 0.75].
This modified representation ρo gives the following property.

Lemma 2. Let v be a continuous feature and Mk
v be the set of attributes con-

structed from v at level k. For a pair of objects x, y, {v.w | (x, v.w) ∈ I}∩{v.w |
(y, v.w) ∈ I} = ∅ only if |x(v) − y(v)| ≥ 2−(k+1).

We call the original representation the simple binary representation and this
modified version the modified binary representation. In the following we assume
that all continuous values are in the interval [0, 1]. For real-world datasets this
can be achieved by applying some normalization in advance, for example, min-
max normalization.
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Example 3. Let X = {x1, x2, x3} and V = {v1, v2} with

(x1(v1), x1(v2)) = (0.3, 0.4), (x2(v1), x2(v2)) = (0.18, 0.8),
(x3(v1), x3(v2)) = (0.6, 0.1).

Since objects are isolated at level 3 for the feature v1 and 2 for v2, we have the
following context:

v1.0 v1.1 v1.00 v1.01 v1.10 v1.001 v1.010 v1.100 v1.101

x1 × × × ×
x2 × × × ×
x3 × × × ×

v2.0 v2.1 v2.00 v2.01 v2.10 v2.11

x1 × × × ×
x2 × ×
x3 × ×

In this table attributes with no relation are abbreviated.

We can choose the signed digit representation [26] instead of the modified binary
representation, which is also defined using the Eq. (2) but −1 (abbreviated as 1̄)
is added to the alphabet Σ. Hence for finite sequences of length k, we have

ρ(↑w) =
[

ρ(w1w2 . . . wk1̄1̄1̄ . . . ), ρ(w1w2 . . . wk111 . . . )
]

=

[

k
∑

i=1

wi · 2−i − 2−k,
k

∑

i=1

wi · 2−i + 2−k

]

,

and Lemma 2 also holds in this representation. However, the signed digit
representation has a significant problem in terms of efficiency: k strings could rep-
resent the same interval at level k. For example, ρ(↑1̄01) = ρ(↑1̄11̄) = ρ(↑01̄1̄) =
[−0.5,−0.25]. This means that too many unnecessary attributes could be gen-
erated if k becomes large. Thus we employ the modified binary representation
and experimentally compare it to the simple binary representation.

Another possibility is to employ Gray code as a representation, which is theo-
retically known to have the same effectiveness as the signed digit representation
on real number computation [24]. Formally, it is defined as an embedding from
[0, 1] to the set Σω

⊥, which is the set of infinite sequences on Σω for which, in
each sequence, at most one position is ⊥. Each x ∈ [0, 1] is mapped to an infinite
sequence p such that pi = 1 if

2−im − 2−(i+1) < x < 2−im + 2−(i+1)

for an odd number m, pi = 0 if the same holds for an even number m, and pi = ⊥
if x = 2−im − 2−(i+1) for some integer m. Lemma 2 also holds in Gray code.
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However, we can see that there exist 2k +2k −1 = 2k+1−1 strings that represent
intervals with the width 2−k, which is larger than 2k for the modified binary
representation, hence we employ the modified binary representation as our first
choice.

Example 4. Let X = {x1, x2, x3, x4} and V = {v1, v2, v3} with

(x1(v1), x1(v2), x1(v3)) = (A, 0, 0.9), (x2(v1), x2(v2), x2(v3)) = (B, 1, 0.4),
(x3(v1), x3(v2), x3(v3)) = (B, 1, 0.17), (x4(v1), x4(v2), x4(v3)) = (C, 1, 0.05),

and dom(v1) = {A,B,C}, dom(v2) = {0, 1}, and dom(v3) = R. We have the
following context since objects are isolated at level 3 for the feature v3.

v1.A v1.B v1.C v2.0 v2.1 v3.0 v3.1 v3.00 v3.01 v3.10 v3.11

x1 × × × ×
x2 × × × × × ×
x3 × × × × ×
x4 × × × ×

v3.000 v3.001 v3.011 v3.111

x1 ×
x2 ×
x3 ×
x4 ×

We again abbreviate attributes with no relations. The resulting concept lattice
is shown in Fig. 2. We therefore have outlierness scores

q({x1}) = 1/4 = 0.25, q({x2}) = 1/6 = 0.17,

q({x3}) = 1/6 = 0.17, q({x4}) = 1/5 = 0.2.

4.3 Theoretical Analysis

Here we theoretically analyze the relationship between concept-based outliers
and distance-based outliers. In the following we consider only continuous (numer-
ical) data, that is, each value is a real number.

First we introduce the formal definition of distance-based outliers, which are
firstly introduced by Knorr and Ng [12,13]. Given a set of objects X, each object
x ∈ X is said to be a DB(α, δ)-outlier if

∣

∣ {y ∈ X | d(x, y) > δ} ∣

∣ ≥ αn,

where α and δ with α, δ ∈ R and 0 ≤ α ≤ 1 are parameters specified by the user.
This means that at least a fraction α of all objects have a distance from x that
is larger than δ. We denote the set of DB(α, δ)-outliers by X(α; δ).
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Fig. 2. Concept lattice in example 4.

Theorem 1. Given a dataset X ⊂ R. For every pair of data points x, y ∈ X, if
q(x) > q(y), there exist α and δ such that x ∈ X(α; δ) and y �∈ X(α; δ).

Proof. There should exist a discretization level k such that x is isolated at the
level while y is not. Thus, from Lemma 2, if we set α = (n−1)/n and δ = 2−(k+1),
we have x ∈ X(α; δ) and y �∈ X(α; δ). ��
Thus, despite the fact of ignoring the rareness of objects in our concept-based
outliers, they are actually distance-based outliers at the same time. This is why,
intuitively, if objects are closely located, we need high discretization level to
isolate them, resulting in larger number of concepts with high outlierness. The
rareness of objects are therefore implicitly projected onto the concept lattice.

Next, let us consider κth-nearest neighbor distance, which was introduced by
Ramaswamy et al. [20] and developed further [4,5,17] to overcome two drawbacks
of the original distance-based outliers: the difficulty of determining the distance
threshold δ and the lack of a ranking of outliers. Formally, the κth-NN score
qκthNN(x) of an object x ∈ X is defined as

qκthNN(x) := dκ(x;X),

where dκ(x;X) is the distance between x and its κth-NN in X. Notice that if
we set α = (n−κ)/n, the set of Knorr and Ng’s DB(α, δ)-outliers coincides with
the set {x ∈ X | qkthNN(x) ≥ δ}.

Theorem 2. Given a dataset X ⊂ R. Let κ = 1. For every pair of data points
x, y ∈ X, qκthNN(x) > qκthNN(y) implies q(x) ≥ q(y).
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Proof. The object x should be isolated at the same level or higher level than y
from the assumption. Thus for scores q(x) ≥ q(y) holds. ��
Thus our method also has the property of distance-based outliers, that is, all
κth-NN outliers with κ = 1 can be detected in our method.

5 Experiments

We experimentally evaluate the proposed method using real-world datasets.

5.1 Methods

Environment. We used Mac OS X version 10.7.4 with 2 × 3 GHz Quad-Core
Intel Xeon CPU and 16 GB of memory. We implemented our method in C and
compiled it with gcc 4.2.1. All experiments were performed in the R environ-
ment, version 3.0.2 [19].

Comparison Partners. We compared our method to two popular distance-
based methods: local outlier factor (LOF) [6] and one-class SVM (oneSVM) [21].
Since they are designed only for numerical (continuous) attributes, we directly
treat discrete values as real-valued numerical values. We used the common set-
ting k = 10 for k-nearest neighbor search in LOF. In oneSVM we used a Gaussian
RBF kernel and set its parameter by the popular heuristics [7]. LOF was per-
formed by the R DMwR package and oneSVM by the R kernlab package.

Datasets. We collected six mixed-type datasets containing both discrete and
continuous features from the UCI machine learning repository [3]. Their prop-
erties are summarized in Table 2. For each dataset, we assume that objects from
the smallest class are outliers selected 10 data points from the class, as these
datasets are originally designed for classification. Since LOF and oneSVM can-
not treat missing values, we filled them in advance using the R Hmisc package for
these two methods. Note that our method can directly treats such missing values
without imputation, but we used the same imputed datasets in our method for
fair comparison.

Evaluation Criteria. We used the area under the precision-recall curve
(AUPRC; equivalent to the average precision), which is a typical criterion to
evaluate the effectiveness of outlier detection methods [2]. It takes values from 0
to 1 and 1 is the best score, and quantifies whether the method is able to retrieve
outliers correctly. These values were calculated by R ROCR package.

5.2 Results and Discussions

Results of AUPRCs are shown in Table 3. In the table, in our method, all results
are with the modified binary representation since two discretization schemes, the
simple binary representation and the modified binary representation, showed
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Table 2. Summary of datasets with the ratio of outliers (corresponds to AUPRC of
random scoring).

Name # objects # features Ratio

Disc. Cont.

Echocardiogram 60 3 9 0.17

Hepatitis 95 13 6 0.11

Heart 160 7 6 0.063

Horse colic 211 20 7 0.047

Crx 393 9 6 0.025

German 710 13 7 0.014

Annealing 774 22 10 0.013

Table 3. Area under the precision-recall curve (AUPRC) in real datasets. The best
scores are denoted in bold. In our method, disc. and cont. denote the simple and the
modified binary representations, respectively.

Name AUPRC

Ours (disc.) Ours (cont.) Ours (both) LOF oneSVM

Echocardiogram 0.010 0.50 0.64 0.20 0.35

Hepatitis 0.43 0.20 0.30 0.14 0.17

Heart 0.12 0.54 0.61 0.13 0.21

Horse colic 0.05 0.13 0.15 0.054 0.13

Crx 0.029 0.086 0.097 0.028 0.029

German 0.012 0.052 0.036 0.028 0.021

Annealing 0.015 0.034 0.027 0.022 0.014

Average 0.108 0.219 0.265 0.086 0.131

exactly the same scores on all datasets, even though they theoretically have
different effectiveness as shown in Lemma 2.

We performed our method in three ways: using only discrete attributes, only
continuous attributes, and both discrete and continuous attributes. Then, the
best performance is achieved on average if we use both discrete and continuous
attributes. This means that our approach may appropriately take both types
of attributes into account in outlier detection without any careful parameter
setting. In addition, on all datasets AUPRCs from continuous attributes are
much higher than those from discrete attributes. Thus we can confirm that
a continuous, numerical attribute empirically has a more important role than
discrete attribute. This gives an insight to the reason why most existing studies
of outlier detection focus on numerical data.

Moreover, in comparison with other two distance-based methods, our meth-
ods showed the best performance on all datasets, resulting in the best average
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AUPRC score across all datasets. These results indicate the power of concept-
based outlierness by treating semantics via FCA, and our method has a poten-
tial to appropriately process mixed-type features without any parameter setting.
Interestingly, our method is already superior to other methods when only con-
tinuous attributes are used. This means that our parameter-free method, inte-
gration of FCA with discretization, has a potential to outperform well-studied
distance-based methods for numerical datasets.

6 Conclusion

In this paper we have introduced new outliers, called concept-based outliers,
and proposed a detection method for mixed-type data, which contain both dis-
crete and continuous features. The key technique is to use FCA to construct a
cluster hierarchy, called the concept lattice, by discretizing continuous features
and measure the outlierness by the degree of isolation on the hierarchy. We have
theoretically analyzed the relationship with distance-based outliers and have
been experimentally shown that it is more effective than other popular outlier
detection methods.

The most important challenge is how to reduce the computational complexity.
In particular, the size of the concept lattice rapidly increases as the number of
object increases, which does not scale to large datasets. For example, in the
dataset Annealing (774 objects) more than 10 million concepts were generated.
One solution could be random sampling of objects, which we will investigate.

In addition, an interesting property of our method, which we did not analyze
in detail in this paper, is the simultaneous scoring for attributes (features).
This can be applied for feature selection for mixed-type data, which is also an
important and challenging topic in machine learning.
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