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Abstract. We show how an adaptive acquisition sequence and a non lin-
ear reconstruction can be efficiently used to reconstruct undersampled
cardiac MRI data. We demonstrate that, by using the adaptive method
and L0-homotopic minimization, we can reconstruct an image with a
number of samples which is very close to the sparsity coefficient of the
image without knowing a-priori the sparsity of the image. We highlight
two important aspects: 1) how the shape and the cardinality of the start-
ing dataset influence the acquisition/reconstruction process; 2) how well
the termination criteria allows to fit the optimal number of coefficients.
The method is tested on MRI cardiac images and it is also compared to
the weighted Compressed Sensing. All the experiments and results are
reported and discussed.

Keywords: adaptive sampling, compressed sensing, non linear recon-
struction, MRI, cardiac imaging, image reconstruction, imaging.

1 Introduction

Magnetic Resonance Imaging (MRI) has become a major non-invasive imaging
modality due to its ability to provide structural details of human body and
additional functional information. Cardiac imaging, in particular, represents one
of the challenging applications where MRI can be effectively used. Being cardiac
imaging a dynamic application, particular triggering techniques have to be used
to avoid motion artifacts. However, acquisition time is usually long if a complete
set of k-space trajectories has to be collected [1]. In order to decrease acquisition
time, a reduced number of trajectories could be accepted through undersampling.

Undersampling is the violation of the Nyquist’s criterion where images are
reconstructed by using a number of samples lower than what is theoretically
required to obtain a fully sampled image. Some methods [2], [3], [4] presented
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Fig. 1. Original cardiac image (a) and its Fourier coefficients (b) choosen as k-space
samples

adaptive acquisition techniques for MRI from projections. One of these [4] de-
fined the entropy function on the power spectrum of the collected projections
to evaluate their information content, thus driving the acquisition where data
variability is maximum. The choice of the projections was made during the ac-
quisition process; this allowed the reduction of acquisition time, by reducing the
scanned directions. A modified Fourier reconstruction algorithm, including an
interpolation method [5], was used to reconstruct the image from the sparse
set of projections. Other authors [6], [7], [8], [9], [10] presented the theory of
Compressed Sensing (CS) and the details of its implementation for rapid MRI
and demonstrated that if an image is sparse in some domain, then it can be
recovered from randomly undersampled raw data, having supposed that a non
linear reconstruction algorithm is used. A well-performant non linear reconstruc-
tion algorithm has been proposed in [11] and [12] and it is based on homotopic
approximation of the L0-norm. Non linear reconstruction can also be improved
by increasing samples in the central region of the k-space where low frequency
terms contain most of the energy of the image, as demonstrated in weighed
CS [13], [14].

In the present paper we show how an adaptive acquisition sequence and non
linear reconstruction [15], [16] can be efficiently used to reconstruct undersam-
pled cardiac MRI data. Moreover, it is discussed how the adaptive method is
effective in collecting the near optimal number of data to reconstruct the un-
known image (at least two times lower than the number fixed by CS) and how
the termination strategy is capable to stop the acquisition just to the correct
number, adapted to the image shape. Numerical simulations are reported and
compared with weighted CS to show its performances.
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(a)

(b)

Fig. 2. MSE values calculated on the CS images reconstructed by using increasing
datasets from 30000 to 200000 samples (by steps of 5000). The plot is divided in two
to appreciate MSE amplitude variations.

2 The Acquisition/Reconstruction Method

The used adaptive acquisition method, described in [15], consists of two phases.
Consider the k-space image support as a M × M matrix. In a first phase, the
acquisition process collects a set of random Cartesian trajectories, having a Gaus-
sian distribution in a central region of the k-space whose width is a portion p
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(a) (b)

Fig. 3. CS reconstruction with 115000 samples (a) and difference between the theoret-
ical image (Figure 1(a)) and CS reconstruction (b)

of the k-space, both along the rows and along the columns. Each trajectory is
completely sampled but the number of total trajectories is lower than p. Lines
are collected by randomizing the phase-encoding gradient and the columns are
collected by reversing the phase-encoding gradient with the frequency-encoding
gradient (also in this case, the randomization process involves phase-encoding).
The square central region W, whose size is p × p, provides the foundation for
the proposed adaptive sampling where an equispaced set of 20 radial projections
is calculated and whose entropy is calculated as:

E =
1

qj

qj∑

i=1

vilogvi ∀j = 1, · · · , 20 (1)

The parameter qj is the number of measured coefficients in W falling on
the j-th radial projection and vi is the power of the i-th coefficient allowing to
the j-th projection. Once calculated the entropy of each projection, the average
value is chosen as a threshold value T. A blade composed by 9 parallel lines of
k-space coefficients is collected around the projections whose entropy is above T
(a sort of PROPELLER [17], [18]). Since the adaptive dataset follows the most
informative directions, its shape is usually irregular. For this reason, the image
is reconstructed by using a non linear reconstruction method. The dataset is
suitable for non linear L0-norm reconstruction [12], [15], in line with the theory of
CS [13], [4]. Standard compressed sensing requires that, given an S-sparse image
in some domain (in this case the Fourier domain), the number of measured k-
space samples, Φf, must be Φf > 2S and, experimentally, 3S ≤ Φf ≤ 5S is usually
chosen (having supposed that 5S is lower than M × M). On the other hand,
the reconstruction method described in [11], [12] addresses directly the ideal
L0-norm minimization problem. This method minimizes iteratively continuous
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Fig. 4. Adaptive masks for T1:T6 obtained with σ = 0.25, p = M/4 and 20572 starting
samples

approximations of the L0-norm. Although the achieving of the global minimum
is not ensured, the L0-homotopic minimization method typically allows accurate
image reconstruction by using a number of samples which is arbitrarily close to
the theoretical minimum number for CS associated with direct L0 minimization
(2S measurements).
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3 Numerical Experiments

Our aim is to demonstrate experimentally on cardiac MRI images that, by us-
ing the adaptive method and L0-homotopic minimization, we can reconstruct
an image with a number of samples very close to the sparsity coefficient, S, of
the image without knowing a-priori the sparsity of the image (the value of S).
In order to do that, we show how the weighted CS converges to the theoretical
reconstruction, by using the L0-homotopic minimization strategy, as the num-
ber of collected samples increases. Moreover, we show how important are, in
the adaptive strategy, shape and cardinality of the starting dataset and how
well the termination criterion allows to calculate the optimal number of coef-
ficients. In order to do that, simulations have been performed on cardiac MRI
completely sampled 512 × 512 images. To simulate the MRI acquisition, Fast
Fourier Transform (FFT) of each image was performed and the obtained coeffi-
cients were treated as the k-space experimentally collected data, assuming that
the image and the whole k-space dataset were not known a-priori (we found this
procedure useful to compare the undersampled reconstructed images with the
complete, theoretical, image). One of these images is reported on Figure 1(a).
Figure 1(b) shows its Fourier coefficients (simulating k-space samples). Of the
reported image, we also calculated the number of non-zero coefficients with re-
spect to the total number: it was 51993 of a total of 262144 (S = 51993). The
treated 25 images of the same subject, corresponding to 25 different phases of
the cardiac cycle. Being the treated images very similar each other (the varia-
tions consisted in the movements of the heart), and very similar were also their
S values (S = 52750 ± 2745) and the acquisition/reconstruction results, we show
and discuss just the results referred to the image reported in Figure 1.

For the reported image, at least 104000 samples would be necessary for CS to
obtain a good reconstruction with L0-homotopic minimization. To show this, we
extracted a series of datasets, of different cardinality, for CS reconstruction. The
datasets used for weighted CS were extracted by using a Gaussian weight extrac-
tion, both along the rows and the columns, in equal parts, in order to allow a more
dense sampling in the central region of the k-space with respect to the peripheral
zones. The Gaussian distribution function had zero mean and σ = 1. The num-
ber of samples in the extracted series of Gaussian weighted CS subsets gone from
30000 samples to 200000 samples (in step of 5000). These tests served to show how
CS converged to the optimal reconstruction and to verify the correctness of the
previously estimated sparsity value S, to allow a very good reconstruction, in a
mean squared error (MSE) sense, with respect to the completely sampled image.
The MSE values, calculated on the CS images reconstructed by using increasing
datasets variations, are reported in Figure 2. Figure 2 (splitted in two to better vi-
sualize MSE variations) shows a strong non-monotonic behaviour between 30000
and 100000 samples, and a quite regular descendent behaviour above 105000 with
reduced improvements above 150000. This demonstrates a sort of saturation, an
arrival point, at about 150000 (about 3S). Moreover, at 115000, the MSE function
showed a consistent decreasing: this number was very close to the optimal for CS
(about2S) for the given image.HoweverCS,havingno informationabout the image
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Fig. 5. Images reconstructed with the masks of Figure 4
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Fig. 6. Images obtained as difference between the theoretical image of Figure 1(a) and
the images in Figure 5
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shape and, hence, about this number, had no choice than to increase the number
of collected coefficients above 2S. It is important to note that, for datasets between
50000 and 70000, besides noise, residual structured aliasing is present. The CS re-
construction with 115000 samples is reported in Figure 3(a). Figure 3(b) shows
the difference between the theoretical image (Figure 1(a)) and the CS reconstruc-
tion (Figure 3(a)). Figure 3(b) confirms the good reconstruction without aliasing.
Regarding the adaptive method, it requires that an initial, cross shaped, set of co-
efficients has to be used for entropy calculation to drive the acquisition of the fol-
lowing blades [15], [16], adaptively collected in base of their information content.
The initial dataset has been proven to be crucial to include all themost informative
directions of the image and two parameters are important: its extension (p) and the
number of its coefficients. Having supposed that the center of the cross is located in
the central region of the k-space, we performed different trials to verify that, start-
ing from different datasets, the final adaptive datasets, were very similar. First, we
choose a cross region where we extracted casually, with Gaussian distributions (σ
= 0.06, p = M/16), rows and columns of k-space samples to generate 6 different
datasets of about 10000 (10640) points.We used these datasets to perform 6 differ-
ent adaptive acquisitions and reconstructions. From this first experiment, we noted
that the final adaptive datasets were quite different both in shape and in the total
number of the collected samples, thus demonstrating that the adaptive method, in
most cases, was unable to collect the whole set of the most informative samples.
This wasmainly due to the fact that the starting datasets were too poor of samples
and too narrow to capture all the dynamics of the whole image. For this reason, we
repeated the experiments by increasing the starting number of coefficients to 20000
andbygradually increasing thewidthof the startingdatasets (σ=0.06 correspond-
ing to p = M/16, σ = 0.12 and p =M/8, σ = 0.25 and p = M/4). For each setting
of the parameters, 6 different starting mask were collected. Results are reported in
Table 1. As can be noted (Table 1), in the last experiment (p = M/4, with 20572
starting points) the final number of samples in the adaptive datasets were similar
and,more important, theywere very close to the calculated value of S.Moreover, in
this last example, whose final masks are reported in Figure 4, the obtained masks
contained very similar directions, though using different casually collected Gaus-
sian starting masks. This demonstrates that 20572 and p =M/4 can be considered
acceptable parameters for the starting sets and that, with such starting sets, the
adaptive method and its termination criterion allow to obtain a set of coefficients
whose cardinality, 54400, is very close to 51993 (the sparsity value for this image).
Figure 5 reports the images reconstructed with the masks of Figure 4. The image
obtained as difference between the theoretical image of Figure 1(a) and those of
Figure 5 are reported in Figure 6. Figure 7 reports the mask (Figure 7(a)) obtained
as union of the 6 adaptive masks of Figure 4 and its reconstruction (Figure 7(b)).
Figure 8 indicates the MSE values for the images of Figure 5 as compared to those
calculated for the image reported in Figure 7 (obtained as union of the adaptive
masks) and with that of Figure 3 (CS image reconstructed with 115000 samples).
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(a) (b)

Fig. 7. (a) Union mask (79066 samples) obtained as union of the masks T1:T6 of Fig-
ure 4, (b) image reconstructed by the using mask (a)

Table 1. Number of samples collected for the 6 trials (Ti) performed for each setting
of the parameters

σ p
Starting

Points
T1 T2 T3 T4 T5 T6

0.06 M/16 20572 48092 54442 55082 55216 51282 54789

0.12 M/8 20572 54166 54149 56008 50968 58896 58340

0.25 M/4 20572 50608 55733 57785 54117 55120 53052

The adaptive method obtained good reconstructions (as confirmed by MSE
values) without residual structured aliasing (as confirmed by analysing the re-
constructed images), though it used very small datasets for reconstruction (their
cardinality was very close to S). In particular, the obtained results were very sim-
ilar to those obtained by the union of the adaptive masks or to the CS image
obtained with 115000 samples. This demonstrates that the adaptive method al-
lows to reduce the acquisition time of at least a factor of 2 with respect to the CS
strategy. Moreover, the adaptive strategy demonstrates that also starting with
different sets of samples, the method and the termination criterion allowed to
converge to similar datasets, though with some difference. However, the differ-
ences included image similarities because all these final adaptive sets included
the necessary information to recover good images (the union of the adaptive
mask did not improve appreciably the reconstructed image).
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Fig. 8. MSE values for the 6 images of Figure 5, compared to the MSE error for the
image in Figure 7 (obtained as the union of the adaptive masks, and composed by
79066 samples) and with the image in Figure 3 (CS image reconstructed with 115000
samples). MSE values for the union mask and CS were constant because each of them
was referred to a single dataset.

4 Conclusions and Future Developments

An adaptive acquisition method for MRI has been applied to cardiac MRI
images. The results of the proposed method were equivalent to weighted CS,
through it used about half of the samples necessary for CS (CS results, for the
same number of samples as the adaptive method, had worse MSE and produced
residual structured aliasing). Through the performed experiments we demon-
strated that with a starting mask obtained with σ = 0.25 and p = M/4 we
obtained acceptable numbers and width for the starting sets. We also demon-
strated that, with such starting sets the adaptive method and its termination
criterion allowed to obtain a set of coefficients whose average number of coef-
ficients was very close to the sparsity value and the reconstructed images were
very similar to the original, completely sampled, image. Besides, it furnished a
criterion to estimate the near optimal number of coefficients to obtain a good
reconstruction for the given image: this was impossible for CS that, being it a
blind method, required that the number of collected data had to be fixed in ad-
vance, independently of the image shape. For this reason, the adaptive method
allowed to reduce the acquisition time of at least a factor of 2 with respect to
the CS strategy: this is very important for cardiac imaging. In the future we
plan to apply the proposed method on volumetric MRI datasets and to use
spatial/temporal similarities and information to reduce further the number of
collected samples.
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