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Abstract Stroke patients must exercise intensely with rehabilitation robots to 
achieve satisfactory rehabilitation outcome, but ensuring appropriate exercise 
 difficulty is a challenging task. Brain-computer interfaces would be suitable for 
such difficulty adaptations since they capture both conscious and subconscious 
aspects of workload, but have seen little use in rehabilitation. This chapter reviews 
previous work on passive brain–computer interfaces and highlights the practical 
challenges of applying the technology to motor rehabilitation. Preliminary results 
of a study on workload estimation in a rehabilitation robot with healthy subjects 
are then presented. Adaptive stepwise regression is used to estimate different 
types of workload from electroencephalography signals recorded at different sites. 
Results show that electroencephalography can achieve more accurate workload 
estimation than autonomic nervous system responses and that adaptive estimation 
methods can further improve accuracy. However, the number of electrode sites 
needs to be reduced and issues such as motion artefacts must be resolved before 
passive brain-computer interfaces can be used in motor rehabilitation.

Keywords Machine learning · Passive brain-computer interface · Psychophysiology ·  
Rehabilitation · Robotics

1  Introduction

1.1  Robot-Assisted Rehabilitation

Stroke affects about 1 million people in Europe each year (Brainin et al. 2000; 
Thorvaldsen et al. 1995). Though a stroke often causes severe impairment, 
it is possible to regain lost motor functions and improve quality of life through 
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appropriate therapy. Successful therapy is characterized by intensive, repetitive 
exercises of long duration (Bütefisch et al. 1995; Kwakkel et al. 2002; Nelles 
2004). With respect to these criteria, the normal manually-assisted therapy has 
several limitations: it is labour-intensive, time-consuming, and expensive. By con-
trast, robot-assisted rehabilitation can reduce the number of therapist hours and 
increase the duration and number of training sessions. Furthermore, the robot pro-
vides multimodal feedback and supports the assessment of impairment score and 
functional ability (Guidali et al. 2011).

Despite its advantages, robotic guidance alone is not sufficient to guaran-
tee positive rehabilitation outcome. The patient’s motivation is also an important 
determinant of the outcome (Maclean 2002). Motivation has been highlighted as 
an additional advantage of robot-assisted rehabilitation, which can be enhanced 
with virtual environments that are viewed as more fun, engaging and motivating 
than conventional therapy (Colombo et al. 2007; Mihelj et al. 2012).

1.2  Exercise Difficulty Adaptation

One way to improve patient motivation is to ensure an appropriate exercise 
 difficulty level: the patient should be challenged in a moderate but engaging way 
without causing undue boredom or stress. Difficulty can be adapted based on 
the patient’s exercise performance (Cameirão et al. 2010; Zimmerli et al. 2012), 
but this ignores subjective factors such as perceived workload. For example, the 
patient may be successfully completing the task but only with excessive effort 
that quickly leads to frustration. An unobtrusive alternative for dynamic difficulty 
adaptation in motor rehabilitation was proposed in the form of psychophysiologi-
cal measurements.

Psychophysiological measurements are defined as measurements of the body’s 
responses to psychological factors such as workload, engagement and stress. The 
first such measurements used in motor rehabilitation were autonomic nervous 
system (ANS) responses, as the sensors are relatively cheap and can be quickly 
attached to the patient. Closed-loop rehabilitation difficulty adaptation systems 
based on ANS responses were first presented in 2011 for both upper limb (Novak 
et al. 2011a) and lower limb (Koenig et al. 2011) rehabilitation. Since then, other 
authors have proposed alternative solutions based on ANS responses (Badesa 
et al. 2012; Guerrero et al. 2013; Shirzad and Van der Loos 2013), but results 
have been mixed. Since ANS responses are heavily affected by physical work-
load, which is an integral part of motor rehabilitation, it can be difficult to extract 
psychological aspects (Novak et al. 2011b). Examples of existing rehabilita-
tion robots that have been used with ANS-based difficulty adaptation are shown  
in Fig. 1.
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1.3  Passive Brain-Computer Interfaces

A promising alternative or complement to ANS responses are passive brain-com-
puter interfaces (BCIs). Unlike classic ‘active’ BCIs, which measure intention-
ally generated brain activity (e.g. due to motor imagery), passive BCIs measure 
brain activity that occurs in response to, for example, stress or workload without 
conscious user effort (Zander and Kothe 2011). They have been used to classify 
workload, emotions and attention in many applications, including computer games 
(Chanel et al. 2011; Girouard et al. 2009), simulated flight (Wilson and Russell 
2007) and driving (Zhao et al. 2011). Passive BCIs may represent a more promis-
ing and practical application of BCI than active ones since the required temporal 
resolution is much lower (Van Erp et al. 2012).

Recently, passive BCIs were used in physical human-robot interaction to detect 
mental workload and adapt robot behaviour accordingly (George et al. 2012). As 
brain activity should be less vulnerable to physical workload, passive BCI could 
offer an alternative to ANS responses in motor rehabilitation applications. It may 
even be possible to combine central and autonomic nervous system responses to 
obtain the optimal amount of information for exercise difficulty adaptation. Such 
a combination of passive BCI and ANS responses has already been tested in, for 
example, computer games (Chanel et al. 2011).

Passive BCIs, however, have their own weaknesses. They can require a signifi-
cant time to apply, making them problematic in rehabilitation where the goal is to 
maximize the amount and intensity of exercise in a limited time period. They are 
vulnerable to motion artefacts, both due to sensor movement and due to electrical 
activity caused by muscle activation. Even without motion artefacts, inferring use-
ful information from brain signals is not trivial and generally requires advanced 
machine learning techniques.

Fig. 1  Existing rehabilitation systems that have been tested with closed-loop difficulty adap-
tation based on autonomic nervous system responses. Left to right HapticMaster (Novak et al. 
2010), Lokomat (Koenig et al. 2011), PhysioBot (Guerrero et al. 2013)
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In the following sections, we shall discuss the problems of introducing passive 
BCIs to motor rehabilitation, suggest potential solutions, and finally show our own 
implementation of a passive BCI in the ARMin rehabilitation robot.

2  Hardware Selection and Setup

The crucial requirements for BCI hardware in motor rehabilitation are non-inva-
siveness and ease of use. A typical rehabilitation session lasts approximately 
one hour and should be spent exercising as intensively as possible. To be effec-
tive, the BCI should therefore require as little additional setup time as possible. 
Furthermore, since the added benefit of BCI is simply a more appropriate exer-
cise difficulty (rather than, for example, allowing exercise to be performed at all), 
patients and therapists are likely unwilling to deal with great inconveniences in 
applying the equipment. Given these requirements, two promising technologies 
are electroencephalography (EEG) and functional near infrared spectroscopy 
(fNIRS), as they are both noninvasive and portable.

2.1  EEG Hardware

EEG is by far the most studied physiological signal for noninvasive BCIs. It 
measures the brain’s electrical activity using electrodes placed on the scalp. 
Preparation time, however, can be up to 30 min when using a cap with ~15 gelled 
signal electrodes, a reference, ground, and electrooculography (EOG) electrodes. 
This is not suitable for motor rehabilitation, so we should aim to minimize the 
number of electrode sites while making each individual electrode quick and easy 
to apply.

2.1.1  Electrode Locations

There is no clear agreement on where to place electrodes for passive BCIs, possi-
bly since each passive BCI measures a different aspect of the user’s psychological  
state and thus requires a different electrode placement. Table 1 shows example 
electrode placements from various passive EEG studies.

We can see from the table that frontal sites are strongly represented, which is 
convenient as these sites are generally not covered by hair and allow easier elec-
trode application. They are, however, more susceptible to EOG interference. Other 
popular sites are central (C3, C4, Cz) and parietal (P3, P4, Pz). However, authors 
often do not make a distinction between workload types, which may range from 
visual processing to short-term memory recall to decision making under temporal 
pressure.



77Passive Brain-Computer Interfaces for Robot-Assisted …

Robot-assisted rehabilitation involves many brain activities, including motion 
planning and visual processing. In order to identify the optimal electrode place-
ment, we recommend an initial study of frontal, central and parietal sites with 
actual rehabilitation tasks. If possible, we should aim to minimize the setup to 
frontal sites. Though some studies place ground and reference electrodes in spots 
such as Cz or FCz, we recommend placing them in convenient spots such as the 
forehead or the ears/mastoids (Berka et al. 2004; Coffey et al. 2012; Ryu and 
Myung 2005; Wilson and Russell 2007).

2.1.2  Electrode Types

The most convenient device for measuring EEG in rehabilitation would be a low-
cost device with integrated electrodes such as the Emotiv EPOC headset (Emotiv 
Systems, Australia). The Emotiv has previously been used for workload measure-
ment and has successfully shown correlations between frontal signals and task dif-
ficulty (Knoll et al. 2011). However, in an evaluation with active BCI, it achieved 
significantly worse results than a medical EEG device (Mayaud et al. 2013).

Table 1  Signal electrode locations in different passive EEG studies, as well as the psychological 
variable(s) of interest

Study Electrode locations Psychological variable

Missonnier et al. (2003) F3, F4, Fz, C3, C4, Cz, P3, P4, Pz Working memory load

Wilson and Russell (2003) F7, Fz, Pz, T4, T5, Oz Mental workload

Berka et al. (2004) Fz, Cz, POz Vigilance

Ryu and Myung (2005) Fz, Pz, O1, O2 Mental workload

Fairclough and Venables 
(2006)

Cz, P3, P4, Pz, Engagement, distress, 
worry

Pesonen et al. (2006) Fp1, Fp2, F3, F4, F7, F8, Fz, C3, C4,  
Cz, P3, P4, Pz, T3, T4, T5, T6, O1, O2

Auditory memory load

Berka et al. (2007) F3, F4, Fz, C3, C4, Cz, POz Engagement, workload

Wilson and Russell (2007) F7, Fz, Pz, T5, O2 Mental workload

Venables and Fairclough 
(2009)

F3, F4, C3, C4, P3, P4 Mood, workload

Antonenko et al. (2010) 5 frontal, 4 temporal, 3 central,  
2 parietal, 2 occipital

Cognitive load

Heger et al. (2010) Fp1, Fp2, F3, F4, F7, F8, C3, C4,  
Cz, P3, P4, Pz, T3, T4, O1, O2

Workload

Wu et al. (2010) Fp1, Fp2, Fz, Cz, Pz, O1, O2 Arousal

Knoll et al. (2011) AF3, AF4, F3, F4, F7, F8, FC5, FC6,  
T7, P7, P8, T8, O1, O2

Cognitive workload

Brouwer et al. (2012) F3, F4, Fz, FCz, C3, C4, Pz Workload

Coffey et al. (2012) F3, F4, Fz, FCz, C3, C4, Cz, Pz Workload

George et al. (2012) Fp1, Fp2, F3, F4, F7, F8, C3, C4,  
Cz, T8, P3, P4, Pz, T7, O1, O2

Mental workload
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As an alternative to low-cost systems, we can consider dry (ungelled) or even 
noncontact electrode systems, as patients are unlikely to accept gel on the scalp 
simply for automated difficulty adaptation. Such electrodes have already been 
shown to be comparable to classic electrodes in active BCI (Chi et al. 2012; Guger 
et al. 2012).

2.2  fNIRS Hardware

fNIRS has begun gaining ground in passive BCI due to the relatively quick and 
simple setup (Solovey and Girouard 2009). It provides a measure of blood oxygen 
concentration indicative of brain activity using one or more infrared light source-
detector pairs that probe tissue up to depths of 1–3 cm. Since the light from the 
source is absorbed by hemoglobin and deoxygenated hemoglobin in the blood, 
changes in light intensity at the detector can be related to changes in relative 
 concentrations of hemoglobin. The main weakness of fNIRS is that, due to the use 
of light, ambient lighting or dark hair can easily distort measured signals (Coyle 
et al. 2004).

2.2.1  Probe Locations

There are many possible placements for fNIRS probes, with the most common 
being the motor cortex (Sitaram et al. 2007) and the frontal/prefrontal cortex 
(Ayaz et al. 2012; Ong et al. 2013). The prefrontal cortex has been recommended 
for passive brain-computer interfaces since it deals with high-level processing 
such as working memory and problem solving (Solovey and Girouard 2009). 
fNIRS measurements from the prefrontal cortex are taken by placing the probe on 
the forehead, which is not covered by hair. This is both user-friendly and prevents 
problems with dark hair affecting measurements.

Since almost all passive BCI research with fNIRS has been performed with 
forehead measurements, this is also the best current candidate for motor rehabilita-
tion, though tests with different locations on the forehead should be performed to 
find the area with the best response to rehabilitation tasks.

2.2.2  Probe Types

The basic fNIRS technology of multiple source-detector pairs is common to all 
existing probes. The main requirements for practical use are to block out ambient 
light, which distorts the signal, and to tightly fix the probe to the head. Previous 
studies have used probes embedded in black hats to block ambient light, and sug-
gestions have been made that probes for applied studies should be embedded in 
hats or helmets (Solovey and Girouard 2009). At the moment, this appears more 
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user-friendly for rehabilitation than dimming the light in the room, and is therefore 
a prime concern in hardware selection.

Another potentially important feature of the probe is the short separation chan-
nel. This is an additional source-detector pair whose light does not penetrate 
deeply enough to measure brain activity, but does measure the same physiological 
noise as the other channels (Gagnon et al. 2012). It is frequently used to reduce 
noise, and is practical since it can be built into the same probe as the other chan-
nels and therefore does not increase the setup time.

2.3  Hybrid BCIs

It should be reiterated that there is no serious barrier to combining multiple sen-
sor types, creating so-called hybrid BCIs. Hybrid passive BCIs such as EEG 
combined with ANS responses (Chanel et al. 2011) or even EEG combined with 
fNIRS (Coffey et al. 2012) have already achieved good results. The only obsta-
cles are increased setup time and possible physical overlapping between sensors 
(e.g. fNIRS and frontal EEG). However, both can be mitigated with appropriate 
equipment.

3  Signal Processing

3.1  Artefact Removal

Motor rehabilitation is a noisy environment for passive brain-computer interfaces, 
and numerous artefacts must be considered. The most problematic ones are motion 
artefacts due to movement of the head or entire body. While commonly minimized 
in BCI, motion is an integral part of motor rehabilitation.

Motion affects measured signals either directly (e.g. by causing electrode/probe 
movement) or indirectly via human physiology. For EEG, the main indirect prob-
lem is that the electrodes also measure head and neck muscle activity as well as 
eye movement and blinking. Neck muscle artefacts are prominent toward the back 
of the head while eye artifacts are prominent toward the forehead. They cannot 
be removed by simple bandpass filtering, as frequency bands of the EEG, electro-
myogram (EMG) and EOG partially overlap (Vaughan et al. 1996). For fNIRS, 
motion can increase blood flow through the scalp, and head orientation can affect 
the signal due to gravity’s effect on blood (Matthews et al. 2008). fNIRS is notably 
less vulnerable to eye artefacts than EEG.

Motion artefacts can be reduced using secondary sensors. For instance, eye 
artefacts can be removed from the EEG by using the EOG as a reference for noise 
removal algorithms (Croft and Barry 2000). Larger artefacts such as head movement 
can be detected using accelerometers and reduced in both EEG and fNIRS using 
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e.g. adaptive finite impulse filtering (Matthews et al. 2008). An alternative approach 
is to remove artefacts without a secondary sensor using computational methods such 
as principal or independent component analysis. This has been successfully per-
formed to remove motion artefacts from EEG during walking (Gwin et al. 2010).

Besides motion artefacts, additional noise is caused by cardiorespiratory activ-
ity, which is visible in both the EEG (due to e.g. ECG or electrode movement 
as a result of respiration) and the fNIRS (affecting the blood flow). This noise is 
commonly removed by measuring cardiorespiratory activity using additional sen-
sors and including this information as an input to adaptive filtering. Most notably, 
physiological noise could be measured in fNIRS using the short separation chan-
nel (Sect. 2.2.2), which may be a simple and convenient solution.

We should, however, consider to what degree physiological noise should 
be removed at all. Changes in heart rate or respiration also reflect psychologi-
cal changes, so brain signals containing such physiological ‘noise’ may actually 
allow more accurate inference of the subject’s psychological state. Similarly, EOG 
artefacts seen in the EEG reflect eye movement and may provide useful informa-
tion about visual processing. We believe that physiological noise removal should 
depend on the research goal. If the goal is to show that brain activity alone can be 
used to infer workload in rehabilitation, physiological noise should be minimized. 
However, if the goal is to obtain the most accurate psychophysiological inference, 
a passive BCI should be evaluated both with and without physiological noise.

3.2  Feature Extraction

In the context of psychophysiology and passive BCI, feature extraction refers to 
extracting a number of psychologically relevant features from raw physiological 
signals. They are generally calculated over a certain time period (window) and 
then fed to the psychophysiological inference algorithms. The length of this win-
dow depends on the measured signal and application, with values between 30 s 
and 5 min being common in psychophysiology (Novak et al. 2012). While EEG 
responds faster to stimuli than ANS signals and theoretically allows shorter win-
dows, this is probably unnecessary. Feature extraction in closed-loop psychophysi-
ological systems is generally done every time an action is taken by the system. As 
we should not adapt the rehabilitation task difficulty more than once a minute (or 
even less frequently), shorter windows are not needed.

3.2.1  EEG Feature Extraction

With regard to signal analysis, passive BCIs differ significantly from active ones. 
While active BCIs tend to focus on event-related potentials, passive BCIs gener-
ally measure brain activity over the entire time period of interest. This activity is 
examined in multiple frequency bands: delta (0.5–4 Hz), theta (4–8 Hz), alpha 
(8–13 Hz), beta (13–30 Hz) and gamma (30–70 Hz). The overwhelmingly popular 
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EEG features for passive BCIs are total power in a particular band (e.g. Antonenko 
et al. 2010; Wilson and Russell 2007; Wu et al. 2010) and total power in a particu-
lar band divided by total power in all bands (e.g. Fairclough and Venables 2006). 
These features are commonly normalized with respect to a baseline (rest) condition 
in order to reduce intra- and intersubject variability (e.g. Antonenko et al. 2010).

Not all frequency bands are equally contaminated by motion artefacts. 
Particularly, frequencies above 20 Hz are significantly affected by EMG (Whitham 
et al. 2007), reducing their usefulness unless artefact removal methods are applied. 
This may be problematic since beta and gamma bands are connected to aspects 
of attention and mental workload (e.g. Herrmann et al. 2004). Though alpha and 
theta bands still contain a large amount of information about mental workload 
tasks (Klimesch 1999), this problem should be kept in mind.

3.2.2  fNIRS Feature Extraction

The first step in fNIRS feature extraction is to calculate oxygenated and deoxygen-
ated hemoglobin concentrations using the modified Beer-Lambert law (Villringer 
and Chance 1997). The commonly extracted features are then simply the mean 
values of the two concentrations over the time period of interest (Ayaz et al. 2012; 
Girouard et al. 2009; Ong et al. 2013). As with EEG, the concentrations are often 
normalized by expressing them as a percentage of change from the baseline level.

4  Psychophysiological Inference

Once a set of potentially relevant features has been extracted from the EEG and/
or fNIRS signals, the set should be assigned a label. For motor rehabilitation, this 
label can be categorical such as “task is too easy/too hard” (Novak et al. 2011a) or 
“workload is low/high” (George et al. 2012; Koenig et al. 2011). Alternatively, the 
label can be a continuous number that represents perceived task difficulty or work-
load (Badesa et al. 2012; Guerrero et al. 2013). The label type affects the actions 
that can be taken by the robot. Categorical labels are used to trigger discrete 
actions such as “change difficulty by one level” or “activate/deactivate robotic 
assistance” while continuous labels can be used for smoother, continuous control 
such as changing the gain of the robotic assistance.

4.1  Categorical Inference

Categorical labels in psychophysiology and passive BCI are inferred almost exclu-
sively with classifiers based on supervised machine learning. A popular example 
of such a classifier is linear discriminant analysis (LDA), which has been used in 
ANS- and EEG-based motor rehabilitation systems despite its simplicity (George 
et al. 2012; Koenig et al. 2011; Novak et al. 2011a). Other classifiers that have been 
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previously used for psychophysiological inference include support vector machines, 
nearest-neighbour classifiers, Bayesian networks and neural networks (Novak et al. 
2012). Most of these classifiers are also used in active BCIs (Lotte et al. 2007), with 
one significant difference. Active BCIs frequently employ hidden Markov models, 
which take temporal dynamics into account (Lotte et al. 2007; Zimmermann et al. 
2013). These are uncommon in passive BCIs and ANS-based psychophysiological 
systems where dynamics within a time period are not very important.

The best classifier to use in a particular application is uncertain, and our recent 
review of psychophysiological measures (Novak et al. 2012) did not find a sys-
tematic advantage of any specific classifier, though we do not recommend nearest-
neighbour classifiers since they are not robust to irrelevant features and features 
with different numerical ranges. Furthermore, dimensionality reduction methods 
such as principal component analysis or sequential feature selection are recom-
mended to remove irrelevant input features (Novak et al. 2012). Dimensionality 
reduction is more relevant for EEG-based passive BCIs, which have a large num-
ber of input features compared to fNIRS-based BCIs.

4.2  Continuous Inference

Continuous inference is less common than categorical inference in both ANS-based 
psychophysiological systems (Novak et al. 2012) and in BCIs (Lotte et al. 2007), but 
has gained attention in motor rehabilitation since it allows smoother tuning of different 
parameters (Badesa et al. 2012; Guerrero et al. 2013; Mihelj et al. 2009). While con-
tinuous inference can also be based on machine learning techniques such as regression 
and neural networks (Novak et al. 2012), motor rehabilitation studies have preferred to 
use fuzzy logic (Badesa et al. 2012; Guerrero et al. 2013; Mihelj et al. 2009).

Fuzzy logic defines the relationship between physiological input features and 
the output label using if-then rules. Unlike classical logic, fuzzy rules and defini-
tions have degrees of truth. For instance, while a fuzzy rule may state “if blood 
oxygenation is high, workload is high”, blood oxygenation can be 70 % ‘high’ and 
30 % ‘low’ at a certain time. The if-then rules are manually defined by experts 
and are appropriate for noisy systems where a precise mathematical model does 
not exist, but experts can identify general rules underlying the system—which is 
the case in passive BCIs. Furthermore, fuzzy logic does not require training data, 
which can potentially simplify the design of the system.

5  Preliminary Implementation

This section describes our own preliminary experiment with a passive BCI in the 
ARMin arm rehabilitation robot. To illustrate the principle, we present first results; 
a more detailed analysis is planned for the future as a journal publication.
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5.1  Goal

Passive BCIs have potential in rehabilitation robotics, but several application- 
specific issues remain. Outstanding questions include:

1. Passive BCIs commonly involve regular rest periods to allow physiological  
activity to return to a baseline state. These must be avoided at all costs in 
motor rehabilitation, as they decrease the amount of exercise performed by the 
patient. However, can passive BCIs still provide useful information without 
them?

2. Given the high levels of physical activity in motor rehabilitation, how heavily 
contaminated by motion artefacts are the measured signals?

3. What measurement locations are needed to obtain useful information? 
Specifically, are frontal locations (user-friendly, dominant in fNIRS) sufficient?

4. What psychological quantities do we wish to infer from the BCI data? Previous 
work has focused on workload (George et al. 2012; Koenig et al. 2011) or 
arousal/valence (Badesa et al. 2012; Guerrero et al. 2013; Mihelj et al. 2009). 
However, workload has many aspects [e.g. physical, temporal, mental (Hart 
and Staveland 1988)] that may be correlated with each other in a rehabilita-
tion task. Furthermore, perceived workload may not always positively correlate 
with the effort the user puts into the task; for instance, users may become frus-
trated and give up as workload becomes too high.

5. What level of accuracy can the psychophysiological inference achieve? In one 
of our previous studies, for instance, using physiological measurements for 
closed-loop adaptation of a rehabilitation task was less accurate than simply 
using the task performance, but combining both sources of information gave 
the best accuracy (Novak et al. 2011a). Can a passive BCI outperform or at 
least complement task performance information and ANS responses?

Though we naturally cannot satisfactorily answer all questions at once, we 
designed a first study to obtain exploratory information.

5.2  Study Protocol

Ten healthy subjects (8 males, 2 females, 27.6 ± 3.7 years of age) were asked 
to perform a “whack a mole” game with the ARMin III rehabilitation robot. The 
ARMin III (Nef et al. 2009) has an exoskeletal structure with seven actuated 
degrees of freedom, including a hand module. The subject’s dominant arm is con-
nected to the robot with cuffs on the upper arm and forearm. The hand is fixed to 
the hand module with elastic straps. The dimensions of the device are adjustable to 
the individual subject, and gravity and friction compensation allow the arm to be 
moved in all directions without resistance. A photo of the subject performing the 
task is shown in Fig. 2.
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The principle of the game is to hit monsters with a hammer before they disap-
pear (Fig. 3). The hammer is moved around the screen with the end-effector of 
the robot, and a ‘hitting’ movement is performed by turning the forearm. Monsters 
appear at one of nine locations (3 × 3 layout) and disappear if not hit within a cer-
tain amount of time. Each monster has a mathematical equation attached to it, and 
the subject should only hit a monster if the equation is correct. 50 % of all equa-
tions are correct.

The task has two adjustable parameters: the equation difficulty and the fre-
quency with which monsters are spawned. A new monster can spawn every 1.5, 
2.5, 4 or 6 s. An individual monster remains on the screen 2.5 times the spawn 
interval, so there are at most three monsters on the screen at any time. The equa-
tion difficulty has five possible levels, from very easy (e.g. 2 + 5 = 7) to very dif-
ficult (e.g. 45 + 33 + 63 = 141). With 5 equation difficulty levels and 4 temporal 
difficulty levels, there are 20 possible conditions in total.

The study protocol began with a practice round where the subject played until 
he/she was comfortable and understood the task. The questionnaire was demon-
strated, and the sensors were applied and calibrated. There was then a 60-s baseline 

Fig. 2  A subject performing 
the task with the ARMin 
robot while monitored with 
sensors

Fig. 3  A screenshot of the 
“whack a mole” task
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period during which subjects were asked to relax, not move, keep their eyes open, 
and remain silent. After the baseline period, subjects performed 19 60-s task peri-
ods, with each task period having a different combination of equation difficulty 
and monster spawn difficulty. Of the 20 possible combinations, only the easi-
est one (level 1 equations, one monster per 6 s) was omitted as it was found to be 
extremely boring for the subjects. The 19 combinations were presented in a random 
order that was generated differently for each subject.

Physiological measurements were taken continuously during the study. Each 
task period was followed by the questionnaire (Sect. 5.3) before the next task 
period began. Subjects were told to answer it for the preceding task period, not the 
entire task to then. After the 19th task period and questionnaire, the experiment 
was concluded.

5.3  Measurements

5.3.1  Questionnaire

The NASA-TLX (Hart and Staveland 1988) was used to obtain reference self-
report values of workload during the task. It has been extensively used in human 
workload studies, including previous closed-loop psychophysiological work 
(Wilson and Russell 2007). It consists of six scales: mental workload, temporal 
workload, physical workload, performance, effort and frustration. Subjects rate 
each on a visual scale from ‘very low’ to ‘very high’. A computerized version was 
presented, with the subjects moving a slider along the visual scale by pronating/
supinating their forearm in the robot. The selections were saved as numerical val-
ues from 0 to 100.

The task difficulty levels should affect the different NASA-TLX scales. 
Equation difficulty should affect mental and temporal workload, as subjects have 
to perform more complex mental arithmetic in the same amount of time. The 
monster spawn difficulty should affect both temporal and physical workload, as 
subjects must perform calculations faster and move their arm more often. Effort 
should increase with all workload types, though only up to a point; excessive 
workload may lead to a decrease in effort as subjects give up. Similarly, perfor-
mance should decrease and frustration should increase with increasing workload.

5.3.2  Physiology

The primary measurement was EEG, which was measured with the g.GAMMAcap 
(g.tec Medical Engineering GmbH, Austria) and g.Butterfly active electrodes. 
Electrodes were placed at 14 locations of the International 10–20 system: Fz, F3, 
F4, F8, F7, Cz, C3, C4, Pz, P4, POz, O1 and O2. All signals were referenced to 
an electrode at position FPz and grounded with an electrode on the left earlobe. 
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Additionally, the EOG was recorded with two electrodes (Grass Technologies, 
USA): one to the upper right of the right eye and one to the lower left of the left 
eye. EOG was used only to correct ocular artefacts in the EEG. Both EEG and 
EOG were sampled at 600 Hz using a g.USBamp signal amplifier (g.tec).

In addition to EEG, four ANS responses were measured: the electrocardiogram 
(ECG), skin conductance, respiration and skin temperature. ECG was measured 
with three surface electrodes placed on the trunk. Respiration was measured using 
a thermistor flow sensor beneath the nose. Skin conductance was measured using a 
g.GSR sensor (g.tec). Electrodes were placed on the medial phalanges of the sec-
ond and third fingers of the nondominant hand. Peripheral skin temperature was 
measured using a g.TEMP sensor (g.tec) attached to the distal phalanx of the fifth 
finger of the nondominant hand. All ANS signals were sampled at 600 Hz using a 
second g.USBamp amplifier.

Finally, eye tracking was performed using the SMI RED 250 (SensoMotoric 
Instruments, Germany), a remote eye tracker placed underneath and slightly in front 
of the screen. Though it is more commonly mounted directly below the screen, 
it was moved forward to ensure that the distance between the eyes and tracker is 
within the optimal operating conditions. The sampling frequency was 250 Hz.

5.4  Feature Extraction

Several features were extracted from the raw physiological signals for the baseline 
period and the 19 task periods. Each feature was calculated over the entire 60-s 
period.

5.4.1  EEG

The EEG was first bandpass-filtered between 1 and 30 Hz. Eye movement and 
blink artifacts were then removed using a recursive least-squares filter with EOG 
as the noise reference. The power spectral density of each EEG channel was then 
calculated using Welch’s method. For each EEG channel, we calculated four fea-
tures used in previous studies:

•	 alpha power divided by total power,
•	 theta power divided by total power,
•	 alpha power divided by theta power,
•	 1/(alpha power + theta power).

These features can optionally be individualized for each subject by using the peak 
frequency method to set the borders of the alpha band (Goljahani et al. 2012). 
Additional features based on the beta and gamma band were considered but later 
omitted due to concerns over data quality (see Sect. 5.6.1).
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5.4.2  ANS Responses

From the ECG, intervals between two normal heartbeats (NN intervals) were 
extracted. Then, mean heart rate as well as three standard measures of heart rate 
variability (HRV) were calculated (Task Force, 1996): the standard deviation of NN 
intervals (SDNN), the square root of the mean squared differences of successive NN 
intervals (RMSSD), and the number of interval differences of successive NN inter-
vals greater than 50 ms divided by the total number of NN intervals (pNN50).

From the skin conductance signal, we detected all skin conductance responses 
(SCRs). A SCR is a transient increase in skin conductance whose amplitude 
exceeds 0.05 microsiemens and whose peak occurs less than 5 s after the begin-
ning of the increase. SCR frequency and mean SCR amplitude were calculated.

From the respiration signal, we calculated mean respiratory rate and standard 
deviation of respiratory rate.

From the temperature signal, we calculated the final skin temperature as the 
mean temperature during the last 5 s of each period. Additionally, the mean deriv-
ative of skin temperature was calculated over the entire period.

5.4.3  Eye Tracking

Eye tracker feature extraction was done by the manufacturer’s provided software, 
BeGaze 3.1, which first segments the recorded signals into blinks, saccades (rapid 
gaze shifts from point to point) and fixations. It then outputs the number of blinks, 
number of saccades, and number of fixations as well as the mean blink duration, 
mean saccade duration, and mean fixation duration.

For saccades, BeGaze outputs the mean saccade velocity, saccade velocity 
variability and mean saccade amplitude. For fixations, it outputs the mean pupil 
diameter, the standard deviation of pupil diameter and mean gaze dispersion (the 
amplitude of small movements performed by the eyes during a fixation). Finally, it 
outputs the ratio of total fixation time and total saccade time.

All of these features can optionally be individualized for each subject by setting 
different thresholds for fixations, saccades and blinks in BeGaze 3.1.

5.5  Psychophysiological Inference

Though we have previously worked extensively with classification algorithms 
(Koenig et al. 2011; Novak et al. 2011a), we chose to assign continuous values to 
each task period as suggested by other authors in rehabilitation robotics (Badesa 
et al. 2012; Guerrero et al. 2013). This was partially also why we selected the 
NASA-TLX as a reference—it measures each workload scale as a value between  
0 and 100.
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Stepwise linear regression was used to predict NASA-TLX reported values 
from the extracted physiological features. Since data were analyzed offline, cross-
validation was used to obtain the results. The regression algorithm was trained 
with three approaches:

•	 Leave period out: Trained with data from all but one task period of one subject, 
then tested on the subject’s remaining task period. Repeat for all subjects. In 
leave-period-out crossvalidation, EEG and eye tracking features were individu-
alized to each subject as described in Sect. 5.4.

•	 Leave subject out: Trained with data from all but one subject, then tested on 
the remaining subject. Repeat for all subjects. In leave-subject-out crossvalida-
tion, features were normalized for each task period. This was done for a period 
by subtracting the feature’s baseline value (obtained during the initial baseline 
period) from the current value and dividing the result by the baseline value.

•	 Adaptive leave subject out: Same as leave subject out, but after each task 
period, the regression weights are updated using information from that task 
period through Kalman filtering. It thus gradually adapts to the current subject. 
The approach is computationally the same as in our previous adaptive LDA 
(Koenig et al. 2011; Novak et al. 2011a), except with a regression rather than 
classification function.

The measure of regression quality was the mean absolute error between the 
reported and predicted workload; the lower the error, the better. Regression func-
tions were created separately for EEG, ANS and eye tracking data. Furthermore, 
to evaluate what accuracy would be achieved by a completely random regression 
function, regression functions were also created using twelve randomly generated 
features. These features’ values were generated randomly for each time period 
from either a normal (6 features) or a uniform (6 features) distribution.

5.6  Initial Results and Discussion

5.6.1  EEG Data Quality

An examination of the EEG data found major motion artefacts: regardless of 
the task difficulty, measured power in the beta and especially gamma bands was 
much higher during any task period than during rest (up to nearly triple the base-
line value). Tests before and after the official measurement protocol showed that 
high gamma activity is present even when no task is displayed and subjects sim-
ply move their arm inside the robot in a circular motion. Power in alpha and theta 
bands did not significantly increase when performing circular motions, and some-
times actually decreased during task periods.

From these observations, we conclude that beta and gamma band features 
 cannot be used in motor rehabilitation without extensive artefact removal. It is cur-
rently unclear how much effort this would require. Rehabilitation robots already 
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measure arm movement, which could be used as an input to a noise reduction   
algorithm. However, this would only help with arm motions, not with head 
motions, which likely have a larger effect. For our first investigation, we chose to 
only utilize alpha and theta band information.

5.6.2  Correlations Between Game Difficulty and NASA-TLX

Pearson correlation coefficients were calculated separately for each subject, then 
averaged across subjects to obtain the final result. The mean correlation coefficient 
between equation difficulty and mental workload was 0.65 (range: 0.49–0.81) 
while the mean correlation coefficient between monster spawn frequency and tem-
poral workload was 0.67 (range: 0.49–0.82). Workload was thus indeed induced 
by the task as desired.

However, there were also significant correlations between the different NASA-
TLX scales. The mean correlation coefficient between mental and temporal work-
load was 0.41 (range: 0.07–0.71) while the mean correlation coefficient between 
temporal and physical workload was 0.42 (range 0.01–0.86). Effort was signifi-
cantly correlated with all three workload types, though interestingly the correla-
tion coefficients were negative in some subjects. The mean absolute correlation 
coefficients were 0.55 for effort and mental workload (range: −0.59 to 0.87), 0.46 
for effort and physical workload (range: −0.36 to 0.74) and 0.54 for effort and 
temporal workload (range: −0.60 to 0.90). Finally, the mean absolute correlation 
coefficient between effort and frustration was 0.52 (range: −0.62 to 0.85). The 
same subjects who have negative correlations between effort and workloads (3 out 
of 10) also have negative correlations between effort and frustration.

While these results depend on the task, they suggest two things. First of all, it 
is not necessary to try and measure all types of workload in rehabilitation robot-
ics, as they are correlated with each other. Second, subjects do sometimes respond 
to high workload by giving up and no longer putting as much effort into the task, 
as evidenced by negative correlation coefficients between effort and workload in 
some subjects.

For a motor rehabilitation task such as ours, we therefore suggest inferring two 
psychological dimensions from physiological measurements: the workload the 
subject is experiencing and how he/she is coping with it (actively or passively). 
This reinforces the suitability of the arousal/valence emotion model, which was 
used by previous studies (Badesa et al. 2012; Guerrero et al. 2013; Mihelj et al. 
2009), but was suggested to be suboptimal due to the inability of ANS responses 
to accurately measure valence (Novak et al. 2010). An EEG-based passive BCI 
could measure valence more accurately than ANS responses, making this model 
more suitable. As different workload dimensions are difficult to separate in haptic 
and rehabilitation robotics (Novak et al. 2011b), such a two-dimensional model 
would likely be sufficient in most cases. A model with more dimensions, however, 
would be suitable for rehabilitation scenarios that consist of alternative mental 
and physical challenges (e.g. Koenig et al. 2011; Mihelj et al. 2012). A promising 
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candidate in such a case would be the proposed but untested arousal/valence/phys-
ical workload model of Mihelj et al. (2009).

5.6.3  Accuracy of Psychophysiological Inference

Since the NASA-TLX scales are significantly correlated, we present first results 
for estimation of mental workload and effort in Fig. 4. An example of reported and 
estimated (through leave-period-out linear regression) workload is shown for two 
subjects in Fig. 5.

All three physiological modalities estimated mental workload significantly bet-
ter than random in leave-period-out cross validation where the regression function 
is trained on other data from the same subject. The accuracy of both EEG and eye 
tracking was significantly better than that of ANS responses. However, no modal-
ity provided significantly better than random results in leave-subject-out cross val-
idation where the regression function is trained on data from other subjects.

ANS and EEG estimated effort significantly better than random, but again only 
in leave-period-out cross validation. ANS achieved a slightly better result than 
EEG, though the difference between the two was not significant. Leave-subject-
out results were poor and actually significantly worse than random estimation in 
the case of EEG and eye tracking. However, the adaptive algorithm was able to 
greatly decrease leave-subject-out error, reaching approximately the same accu-
racy as in the leave-period-out case.

These results suggest that both mental workload and effort can be estimated 
better than random with EEG or other physiological data. The estimation can be 
done in the presence of physical activity and with only a single initial baseline, 
though user-specific models are needed. Furthermore, they demonstrate that EEG 
has advantages over previously used ANS responses in a rehabilitation robot: it 

Fig. 4  Mean absolute error (difference between estimated and self-reported value in question-
naire units) for regression of mental workload (left) and effort (right) using autonomic nervous 
system responses, electroencephalography and eye tracking. The error when using random input 
data is shown for comparison
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is able to estimate mental workload significantly better than ANS responses. If 
subject-specific models are not available, the adaptive algorithm can be used to 
greatly increase the error. However, the current offline implementation assumes 
that the algorithm can always adapt perfectly after each task period, which would 
not be the case in reality.

6  Conclusion and Outlook

In our review of the state of the art, we identified both EEG and fNIRS as prom-
ising passive BCI modalities for rehabilitation robotics. As the sensors need to 
be set up quickly in a rehabilitation environment, we should aim to minimize the 
number of electrodes/probes, use only frontal sites (not covered by hair), and use 
only dry (non-gelled) sensors, though not all of these goals may be achievable in 
practice. The two main practical problems in rehabilitation are the high level of 
physical activity, which results in motion artefacts, and the lack of baseline peri-
ods due to the need to maximize rehabilitation intensity.

In our first implementation with the ARMin III, we showed that EEG in the 
beta and especially gamma bands is strongly contaminated by motion artefacts, 
to the degree where such artefacts would be difficult to remove even with refer-
ence motion sensors. We therefore only used alpha and theta bands. Nonetheless, 
we were able to show that information from these two bands allows both mental 

Fig. 5  Reported and estimated workload (through leave-period-out linear regression) for two 
subjects over the entire study. The top graph represents a subject with relatively low estimation 
error while the bottom graph represents a subject with high error
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workload and effort to be estimated significantly better than random, with EEG 
outperforming ANS responses (previously used for task adaptation in rehabilita-
tion robotics) in mental workload estimation. The estimation algorithms are com-
putationally inexpensive and suitable for real-time use. However, subject-specific 
models or an adaptive (learning) algorithm are required. This may be due to the 
fact that subjects respond differently to workload, with some actually decreasing 
their effort as workload increases.

The immediate next step of our study is to compare the accuracy of EEG-based 
workload inference with the accuracy that can be achieved using nonphysiological 
data such as task score and movement information. Furthermore, we will attempt 
to identify the EEG channels that contribute the most to workload inference and 
thus attempt to minimize the number of channels used. We will develop algorithms 
to try and reduce motion artefacts in the EEG using either the robot’s built-in posi-
tion sensors or additional sensors to measure head movement. At the same time, we 
will conduct a second study to test whether fNIRS could provide a more convenient 
alternative to EEG. Finally, once an optimal, minimum-configuration setup is avail-
able, we will test it with actual patients undergoing motor rehabilitation to test both 
accuracy compared to healthy subjects and acceptance by the target population.
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