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Preface

This volume collects the full papers presented at the 18th IAPR International
Conference on Discrete Geometry for Computer Imagery, DGCI 2014, that was
held in Siena, Italy in September 2014, and jointly organized by the researchers
in Discrete Mathematics of the Universities of Siena and Firenze.

As in the previous editions, the conference attracted researchers from different
countries attesting the international relevance of the event. After an accurate
reviewing process that, from this edition, supported the decisions with a final
rebuttal phase, 34 papers were accepted, out of about 60 submissions.

The 22 papers scheduled in a single-track of oral presentations were organized
in topical sections on Models for Discrete Geometry; Discrete and Combinatorial
Topology; Geometric Transforms; Discrete Shape Representation, Recognition
and Analysis; Discrete Tomography; Morphological Analysis; Discrete Modeling
and Visualization; Discrete and Combinatorial Tools for Image Segmentation
and Analysis. The remaining 12 papers on these same topics were grouped into
a single poster session.

As in the previous two editions, the conference included a demonstration
session, in the intent of providing the opportunity to present and share effective
applications, new tools, and libraries related to the mainstream of the image
processing.

Three internationally well-known researchers provided invited lectures: Pro-
fessor Peter Gritzmann, from Technische Universität of München, Germany, Pro-
fessor Lorenzo Robbiano from the University of Genova, Italy, and Professor
Marco Gori, from the Univerity of Siena, Italy.

DGCI 2014 was supported by the International Association of Pattern Recog-
nition (IAPR), and constituted the main event associated with the Technical
Committee on Discrete Geometry IAPR-TC18.

We would like to thank the main sponsoring institutions: the Dipartimento di
Matematica ed Informatica of the University of Firenze, and the Dipartimento
di Ingegneria dell’Informazione e Scienze Matematiche of the University of Siena
who also hosted the conference and provided all the necessary facilities.

We are grateful to the members of the Steering Committee for their valuable
support and the inspiring discussions, with a special mention to David Coeurjolly
who helped us through all the steps of the reviewing process.

Special thanks to the authors of the submitted contributions whose researches
confirmed the high level standard of the conference, to the Program Committee
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and all the reviewers for their accurate and proficient work, to the local Orga-
nizing Committee for its tireless support, and to all the participants attending
the conference, who contributed to make this event a success.

September 2014 Elena Barcucci
Andrea Frosini
Simone Rinaldi
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Isabelle Debled-

Rennesson
Eric Domenjoud
Leo Dorst
Paolo Dulio
Philippe Even
Massimo Ferri

Fabien Feschet
Gabriele Fici
Ángel R. Francés
Andrea Frosini
Laurent Fuchs
Yan Gerard
Rocio Gonzalez-Diaz
Lajos Hajdu
Marie-Andrée Jacob-Da

Col
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Voronoi-Based Geometry Estimator for 3D Digital Surfaces . . . . . . . . . . . 134
Louis Cuel, Jacques-Olivier Lachaud, and Boris Thibert

An Arithmetical Characterization of the Convex Hull of Digital
Straight Segments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

Tristan Roussillon

Parameter-Free and Multigrid Convergent Digital Curvature
Estimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
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Christoph Schnörr
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Facet Connectedness of Discrete Hyperplanes

with Zero Intercept: The General Case

Eric Domenjoud1, Xavier Provençal2, and Laurent Vuillon2

1 CNRS, Loria, UMR CNRS 7503, Nancy, France
Eric.Domenjoud@loria.fr

2 Université de Savoie, LAMA, UMR CNRS 5127, Chambéry, France
{Xavier.Provencal,Laurent.Vuillon}@univ-savoie.fr

Abstract. A digital discrete hyperplane in Zd is defined by a normal
vector v, a shift μ, and a thickness θ. The set of thicknesses θ for which
the hyperplane is connected is a right unbounded interval of R+. Its
lower bound, called the connecting thickness of v with shift μ, may be
computed by means of the fully subtractive algorithm. A careful study of
the behaviour of this algorithm allows us to give exhaustive results about
the connectedness of the hyperplane at the connecting thickness in the
case μ = 0. We show that it is connected if and only if the sequence of
vectors computed by the algorithm reaches in finite time a specific set of
vectors which has been shown to be Lebesgue negligible by Kraaikamp
& Meester.

Keywords: discrete hyperplane, connectedness, connecting thickness,
fully subtractive algorithm.

1 Preliminaries

In order to prevent any ambiguity, we denote by N0 the set of nonnegative inte-
gers (N0 = {0, 1, 2, . . .}), and by N1 the set of positive integers (N1 = {1, 2, . . .}).
We denote by R+ the set of non-negative real numbers. Given d ∈ N1, (e1, . . . , ed)
denotes the canonical basis of Rd. The usual scalar product on Rd is denoted
by 〈 . , . 〉. For any vector v ∈ Rd, ‖v‖1 and ‖v‖∞ denote respectively the

usual 1-norm and ∞-norm of v, which means ‖v‖1 =
∑d

i=1 |vi|, and ‖v‖∞ =
maxi |vi|. Given v ∈

⋃
d�1 R

d, we denote by #v the dimension of the space v

belongs to, that is to say, v ∈ R#v. Given v = (v1, . . . , vd) ∈ Rd we denote by
dimQ(v1, . . . , vd), or simply by dimQ(v) the dimension of v1 Q + · · ·+ vd Q as a
vector space over Q. If dimQ(v1, . . . , vd) = 1 then we denote by gcd(v1, . . . , vd),
or simply by gcd(v), the greatest real number γ such that vi/γ is an integer
for all i. Two distinct points x and y in Zd are facet-neighbours (neighbours for
short) if ‖x−y‖1 = 1 or equivalently if x−y = ±ei for some i ∈ {1, . . . , d}. This
notion of neighbouring refers to the representation of a point in Zd as a voxel,
i.e as a unit cube centred at the point. Two points are facet-neighbours if the
voxels representing them share a facet. A path in Zd is a sequence (x1, . . . ,xn)

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 1–12, 2014.
c© Springer International Publishing Switzerland 2014



2 E. Domenjoud, X. Provençal, and L. Vuillon

such that xi−1 and xi are neighbours for all i ∈ {2, . . . , n}. A subset S of Zd is
connected if it is not empty, and for all pairs of points x and y in S, there exists
a path (x1, . . . ,xn) in S such that x1 = x and xn = y.

Given a vector v ∈ Rd \ {0}, and two real numbers μ and θ, the arithmetic
discrete hyperplane with normal vector v, shift μ, and thickness θ [1,11], denoted
by P(v, μ, θ), is the subset of Zd defined by

P(v, μ, θ) = {x ∈ Zd | 0 � 〈v,x〉 + μ < θ}. (1)

Given a vector v ∈ Rd \ {0} and a shift μ ∈ R, we are interested in the set
of values θ for which P(v, μ, θ) is connected. This set is known to be a right-
unbounded interval of R+ [5]. Its lower bound is called the connecting thickness
of v with shift μ, and is denoted by Ω(v, μ). By definition, P(v, μ, θ) is connected
if θ > Ω(v, μ), and disconnected if θ < Ω(v, μ). The question that we address
in this work is the connectedness of P(v, μ, θ) at the critical thickness Ω(v, μ),
i.e. whether P(v, μ,Ω(v, μ)) is connected or not. In most cases, it is easily shown
that the answer is negative. Only for a specific class of vectors, the answer was
unknown up to now, although some partial results have been established [2,3].
We present here the general case when μ = 0.

The problem of computing the connecting thickness has already been ad-
dressed several times [4,5,6,8,9,10]. This computation may be performed by
means of the fully subtractive algorithm [12]. We recall it briefly in the next
section, and by the way, we give some useful properties.

2 Computation of the Connecting Thickness

Let us start by giving some bounds on Ω(v, μ) which will be useful later.

Theorem 1 ([5]). Let d � 1, v ∈ Rd \ {0}, and μ, θ ∈ R.

– If v has exactly one non zero coordinate vi, then P(v, μ, θ) is connected if
and only if θ > μ mod |vi| = μ mod gcd(v). Therefore, for all μ, we have
Ω(v, μ) = μ mod gcd(v).

– If v has at least two non zero coordinates then let ξ(v) = min{|vi| | vi �= 0}.
• If θ � ‖v‖∞ then P(v, μ, θ) is disconnected for all μ.
• If θ � ‖v‖∞ + ξ(v) then P(v, μ, θ) is connected for all μ.

Therefore, for all μ, we have ‖v‖∞ � Ω(v, μ) � ‖v‖∞ + ξ(v).

The problem of computing the connecting thickness may first be simplified
thanks to the following relation [5] which allows us to get rid of the shift μ in
the computations:

Ω(v, μ) =

{
Ω(v, 0) + (μ mod gcd(v)) if dimQ(v) = 1;

Ω(v, 0) if dimQ(v) � 2.

We are then left to compute Ω(v, 0) that we simply denote by Ω(v). For conve-
nience, we shall usually write Ω(v1, . . . , vd) instead of Ω

(
(v1, . . . , vd)

)
. The prob-

lem may be further simplified thanks to the observation that for any permutation
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σ of {1, . . . , d}, P(v, μ, θ) is connected if and only if P((|vσ(1)|, . . . , |vσ(d)|), μ, θ)
is connected [5]. We may therefore assume that v belongs to (R+)d \ {0}, and
that its coordinates are suitably ordered. In the sequel, we denote by O+

d the
set of vectors v ∈ Rd \ {0} such that 0 � v1 � · · · � vd. Finally, if v ∈ O+

d and
v1 = 0, then P((0, v2, . . . , vd), μ, θ) is connected if and only if P((v2, . . . , vd), μ, θ)
is connected.

The following theorem is the key to the computation of Ω(v). It appears under
various forms and in various contexts in the literature.

Theorem 2 ([5,6,8,9,10]). Let d � 2, v ∈ O+
d , and v′ = (v1, v2 − v1, . . . , vd −

v1). For all μ, θ ∈ R, P(v, μ, θ) is connected if and only if P(v′, μ, θ − v1) is
connected. Therefore, Ω(v, μ) = v1 +Ω(v′, μ).

We define π and σ as:

π :
⋃

d�2R
d →

⋃
d�2 R

d−1

(v1, v2, . . . , vd) 	→ (v2, . . . , vd);

σ :
⋃

d�2R
d →

⋃
d�2 R

d

(v1, v2, . . . , vd) 	→ (v1, v2 − v1, . . . , vd − v1).

Thanks to Th. 2 and to the preceding remarks, given v ∈ O+
d , we may compute

Ω(v) recursively as follows:

Ω(v) =

⎧⎪⎪⎨⎪⎪⎩
0 if #v = 1,

Ω(π(v)) if #v � 2 and v1 = 0,

v1 +Ω
(
sort(σ(v))

)
if #v � 2 and v1 > 0,

where ‘sort’ orders the coordinates of its argument in non decreasing order.
The algorithm deduced from these equations is known as the Ordered Fully

Subtractive algorithm (OFS) [12]. In effect, OFS computes a possibly infinite
sequence of pairs (vn,Ωn)n�1 defined by:

(
v1,Ω1

)
=
(
sort(v), 0

)
and for all n � 1 such that #vn � 2,(

vn+1,Ωn+1
)
=

{(
π(vn),Ωn

)
if vn1 = 0;(

sort(σ(vn)),Ωn + vn1
)

if vn1 > 0.

If #vn = 1 for some n, then OFS actually terminates, and the sequence is finite.
This sequence has the following properties. For all θ, μ ∈ R and all n � 1 such
that

(
vn,Ωn

)
is defined:

• Ωn =
∑n−1

i=1 vi1;
• Ω(v, μ) = Ωn +Ω(vn, μ);
• P(v, μ, θ) is connected if and only if P(vn, μ, θ − Ωn) is connected;
• P(v, μ,Ω(v, μ)) is connected if and only if P(vn, μ,Ω(vn, μ)) is connected.
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At each step of the algorithm, either v decreases componentwise, or the num-
ber of coordinates of v decreases, which may happen only finitely many times.
Also, Ωn is increasing and bounded by Ω(v). OFS is therefore convergent in the
sense that vn and Ωn tend towards limits v∞ and Ω∞. However, it terminates
if and only if dimQ(v1, . . . , vd) = 1.

If OFS terminates, which means that at some step n0, we have #vn0 = 1,
then Ω(v) = Ωn0 , and for all μ ∈ R,

Ω(v, μ) = Ωn0 + (μ mod gcd(v)). (2)

If OFS does not terminate, then for all μ ∈ R, we have

Ω(v, μ) = Ω(v) = Ω∞ + ‖v∞‖∞. (3)

Indeed, for all n � 1, we have Ω(v, μ) = Ωn + Ω(vn, μ), and, by Th. 1, we
have ‖vn‖∞ � Ω(vn, μ) � ‖vn‖∞ + ξ(vn). Since limn→∞ ξ(vn) = 0, we get
Ω(v, μ) = limn→∞(Ωn + Ω(vn, μ)) = Ω∞ + ‖v∞‖∞. In this case, there must
exist n0 such that #vn � 2, and vn1 > 0 for all n � n0. Let d∞ = #vn0 . Note
that d∞ � 2. Then for all n � n0, we have ‖vn+1‖1 = ‖vn‖1 − (d∞ − 1) vn1 , so
that

Ω∞ = Ωn0+

∞∑
n=n0

vn1 = Ωn0+

∞∑
n=n0

‖vn‖1 − ‖vn+1‖1
d∞ − 1

= Ωn0+
‖vn0‖1 − ‖v∞‖1

d∞ − 1
.

For all μ ∈ R, we get

Ω(v, μ) = Ω(v) = Ωn0 +
‖vn0‖1 − ‖v∞‖1

d∞ − 1
+ ‖v∞‖∞. (4)

In particular, if vn1 > 0 for all n, then n0 = 1 and d∞ = d, so that

Ω(v) =
‖v‖1 − ‖v∞‖1

d− 1
+ ‖v∞‖∞. (5)

Theorem 3 ([9,10]). Let d � 2 and v ∈ O+
d . If v

n
1 > 0 for all n, then

lim
n→∞

vn = 0 if and only if ‖vn‖∞ � ‖vn‖1/(d− 1) for all n.

According to this theorem, if ‖vn‖∞ � ‖vn‖1/(d∞ − 1) for all n � n0, then
Eq. (4) becomes Ω(v) = Ωn0 + ‖vn0‖1/(d∞− 1). In particular, if n0 = 1, we get

Ω(v) =
‖v‖1
d− 1

. (6)

3 Connectedness at the Connecting Thickness

By definition of Ω(v, μ), P(v, μ, θ) is disconnected for all θ < Ω(v, μ), and con-
nected for all θ > Ω(v, μ). The question we want to answer now is whether
P(v, μ,Ω(v, μ)) is connected. This question has an easy answer when OFS ter-
minates, which means when dimQ(v) = 1.
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Theorem 4. If dimQ(v) = 1 then P(v, μ,Ω(v, μ)) is disconnected for all μ ∈ R.

Proof. When dimQ(v) = 1, gcd(vn) is obviously an invariant of OFS. There-
fore, when the halting condition is reached, we have vn = γ e1 where γ =
gcd(v1, . . . , vd). Then P(v, μ,Ω(v, μ)) is connected if and only if P(vn, μ,Ω(vn, μ))
is connected. But Ω(vn, μ) = μ mod γ, and P(vn, μ,Ω(vn, μ)) = {x ∈ Z | 0 �
γ x+ μ < μ mod γ}. This set is empty, hence disconnected. 
�

If OFS does not terminate, then Ω(v, μ) = Ω(v), and after some step n0, no
coordinate of the vector vanishes anymore, meaning that vn1 > 0 for all n � n0.
Then P(v, μ,Ω(v)) is connected if and only if P(vn0 , μ,Ω(vn0 )) is connected.
Therefore, we shall now study the case of vectors such that vn1 > 0 for all n.

Theorem 5. If vn1 > 0 for all n, and ‖vn‖∞ � ‖vn‖1/(d− 1) for some n, then
P(v, μ,Ω(v)) is disconnected for all μ ∈ R.

The following lemma will be useful for the proof of this theorem.

Lemma 6. Let d � 3 and v ∈ O+
d . If there exists r ∈ {2, . . . , d − 1} such that

dimQ(v1, . . . , vr) � 2, and vr+1 � Ω(v1, . . . , vr) then Ω(v) = vd.

Proof. If v1 = 0 then we have r � 3 because dimQ(v1, . . . , vr) � 2, and the
conditions of the theorem still hold for (v2, . . . , vd), taking d′ = d − 1 and r′ =
r − 1. We may therefore assume, without loss of generality, that v1 > 0. Then

Ω(v) = v1 +Ω(v1, v2 − v1, . . . , vr − v1, vr+1 − v1, . . . , vd − v1),

and
Ω(v1, . . . , vr) = v1 +Ω(v1, v2 − v1, . . . , vr − v1).

Let v′ = (v1, v2 − v1, . . . , vd − v1) and v′′ = sort(v′). We have v′r > 0 since
otherwise we would have v1 = · · · = vr, hence dimQ(v1, . . . , vr) = 1. We
also have dimQ(v

′
1, . . . , v

′
r) = dimQ(v1, . . . , vr) � 2. Hence, (v′1, . . . , v

′
r) has at

least two non zero coordinates. By hypothesis, we have v′r+1 = vr+1 − v1 �
Ω(v1, v2, . . . , vr)− v1 = Ω(v1, v2 − v1, . . . , vr − v1) = Ω(v′1, v

′
2, . . . , v

′
r), which, by

Th. 1, implies v′r+1 � ‖(v′1, . . . , v′r)‖∞. Hence, (v′′1 , . . . , v
′′
r ) = sort(v′1, . . . , v

′
r),

and (v′′r+1, . . . , v
′′
d ) = (v′r+1, . . . , v

′
d) = (vr+1 − v1, . . . , vd − v1). Thus, v

′′ still
satisfies the conditions of the theorem. Furthermore, when we apply OFS to v,
for all n, we have ‖vn‖∞ = vn#vn = vd−Ωn. Therefore, Ω(v) = Ω∞+ ‖v∞‖∞ =
Ω∞ + (vd − Ω∞) = vd. 
�

Proof of Th. 5 (sketch). For all n � 1 and all r ∈ {2, . . . , d}, we consider Kn
r =

(r − 1) vnr − (vn1 + · · · + vnr ). We check that, as long as vn1 > 0, Kn
r is always

increasing, both in r and in n. We define r0 as the smallest index r such that
Kn

r � 0 for some n, and n0 as the smallest index n such that Kn
r0 � 0. Since

Kn
2 = −vn1 < 0, we have r0 � 3.
We prove that dimQ(v

n0
1 , . . . , vn0

r0−1) � 2, and Ω(vn0
1 , . . . , vn0

r0−1) = (vn0
1 + · · ·+

vn0
r0−1)/(r0 − 2) � vn0

r0 . By Lemma. 6, we get Ω(vn0 ) = vn0

d = ‖vn0‖∞. Then, by
Th. 1, P(vn0 , μ,Ω(vn0 )), hence P(v, μ,Ω(v)), is disconnected for all μ ∈ R. 
�



6 E. Domenjoud, X. Provençal, and L. Vuillon

We are now left to consider the case where vn1 > 0 and ‖vn‖1 > (d−1) ‖vn‖∞
for all n. That is to say, where vn1 > 0 for all n but v does not satisfy the second
condition of Th. 5. For d � 2, We note Kd the set of such vectors. Kraaikamp &
Meester [9] have shown that Kd is Lebesgue negligible for all d � 3. If v ∈ Kd

then, by Th. 3, v∞ = 0 so that Ω(v) = ‖v‖1/(d − 1). From what precedes,
it is the only case where vn1 > 0 for all n, and P(v, μ,Ω(v)) could possibly be
connected. Some partial results have already been published in the literature.

A first result was obtained in [2] for the case where v = (α, α + α2, 1), and
α is the inverse of the Tribonacci number, which means α3 + α2 + α − 1 = 0.
We have v ∈ K3, and it has been shown that P(v, 0,Ω(v)) is connected, and
P(v,Ω(v),Ω(v)) is disconnected.

For the case d = 3, it has been shown in [3] that P(v, 0,Ω(v)) is connected for
all vectors in K3. The proof relies on techniques from the field of substitutions
on planes, and seems difficult to extend to higher dimensions.

In the sequel, we shall address the general case, and prove that P(v, 0,Ω(v))
is connected for all v ∈ ∪d�2Kd. Note that in the case d = 2, the condition of
Kraaikamp & Meester becomes vn2 < vn1 + vn2 which always holds if vn1 > 0 for
all n, i.e. if dimQ(v1, v2) = 2. In this case, we have Ω(v1, v2) = v1 + v2 = ‖v‖1.
By Th. 1, P(v, μ,Ω(v)) is connected for all μ ∈ R.

4 Main Connectedness Result

In order to establish the main result of this work, we need to study carefully the
behaviour of the fully subtractive algorithm. To do so, we consider an unordered
version of this algorithm, which means that the coordinates of the vector are not
ordered anymore. This works as follows: as long as #v � 2, if some coordinate
is zero, it is erased, otherwise, a minimal coordinate is subtracted from all other
ones. We call this algorithm UFS for Unordered Fully Subtractive.

For all k � 1, we define σk and πk as:

σk :
⋃

d�k R
d →

⋃
d�k R

d

(v1, . . . , vk, . . . , vd) 	→ (v1 − vk, . . . , vk−1 − vk, vk, vk+1 − vk, . . . , vd − vk);

πk :
⋃

d�k R
d →

⋃
d�k R

d−1

(v1, . . . , vk, . . . , vd) 	→ (v1, . . . , vk−1, vk+1, . . . , vd).

UFS computes a possibly infinite sequence of pairs (vn,Ωn)n�1 defined by:

(
v1,Ω1

)
=
(
v, 0
)
, and for all n � 1 such that #vn � 2,(

vn+1,Ωn+1
)
=

{(
πi0(v

n),Ωn
)

if vni0 = 0;(
σi0(v

n),Ωn + vni0
)

if vni0 = mini v
n
i > 0.

Note that UFS is not deterministic since several coordinates of vn could be
minimal. However, OFS and UFS generate the same sequence (Ωn)n�1 and if
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(vn)n�1 and (v′n)n�1 are the sequences of vectors generated respectively by
OFS and UFS, we have vn = sort(v′n) for all n.

From now on, we consider a vector v in (R+)d such that UFS never erases a
coordinate, meaning that mini v

n
i > 0 for all n. We consider the infinite sequence

Δ(v) = (δn)n�1 ∈ {1, ..., d}ω where δn is the index of the minimal coordinate
of vn which is subtracted from all other ones. For all n � 1, we have Δ(v) =
δ1 · · · δn0−1 Δ(vn), vn = σδn−1 . . . σδ1(v), and Ωn = v1δ1 + · · · + vn−1

δn−1
. We set

θn = vnδn so that Ωn =
∑n−1

i=1 θi. Note that, by hypothesis, θn > 0 for all n. We
have

θn = vnδn = 〈vn, eδn〉 = 〈σδn−1 . . . σδ1(v), eδn〉 = 〈v, tσδ1 . . .
tσδn−1(eδn)〉

where tσ denotes the transpose of σ. We set Tn = tσδ1 . . .
tσδn−1(eδn) so that,

for all n, we have 〈v,Tn〉 = θn. The sequence (Tn)n�1 has some nice properties.

Lemma 7 ([7]). If the first occurrence in Δ(v) of some k ∈ {1, . . . , d} is at
position n, meaning that δn = k, and δi �= k for all i < n, then T1+· · ·+Tn = ek.

Lemma 8 ([7]). If m and n are the positions of two consecutive occurrences in
Δ(v) of some k ∈ {1, . . . , d}, meaning that m < n, δm = δn = k and δi �= k for
all i ∈ {m+ 1, . . . , n− 1}, then Tm+1 + · · ·+Tn = Tm.

Lemma 9 ([7]). If i � j < k and δj �= δk then 〈v, (T1 + · · ·+Tk)+Ti〉 � Ω∞.
Therefore, (T1 + · · ·+Tk) +Ti /∈ P(v, 0,Ω(v)).

We recall now the construction of the geometric palindromic closure of Δ(v)
[7]. This construction builds incrementally a connected subset of Zd, which is
easily shown to be included in P(v, 0,Ω(v)). We shall show that it is in fact
exactly P(v, 0,Ω(v)) when v ∈ Kd.

We define a sequence (Pn)n�0 of subsets of Zd by:

P0 = {0}, and Pn = Pn−1 ∪ (Pn−1 +Tn) for n � 1.

Theorem 10 ([7]). P∞ = lim
n→∞

Pn is connected.

The set P∞ is the geometric palindromic closure of Δ(v) in Zd [7]. From the
definition of Pn, we get the following characterisation:

Pn =

{∑
i∈I

Ti | I ⊆ {1, . . . , n}
}

for all n � 0;

P∞ =

{∑
i∈I

Ti | I ⊂ N1, |I| <∞
}
.

The inclusion P∞ ⊆ P(v, 0,Ω(v)) is straightforward. From what precedes, each
x in P∞ may be written as x =

∑
i∈I Ti, for some finite subset I of N1. Then

〈v,x〉 =
∑

i∈I〈v,Ti〉 =
∑

i∈I θi ∈ [0; Ω(v)[. Hence, x belongs to P(v, 0,Ω(v)).
In the sequel, we prove that we have also P(v, 0,Ω(v)) ⊆ P∞, provided that each
k ∈ {1, . . . , d} occurs infinitely many times in Δ(v). The lemma below states
that it is the case if v ∈ Kd.
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Lemma 11. If v ∈ Kd then each k ∈ {1, . . . , d} occurs infinitely many times in
Δ(v).

Proof. Assume, by contradiction, that v ∈ Kd, and some k ∈ {1, . . . , d} does
not occur anymore in Δ(v) for n � n0. Since v ∈ Kd ⇐⇒ vn0 ∈ Kd, and
Δ(v) = δ1 · · · δn0−1 Δ(vn0 ), we may assume, without loss of generality, that
n0 = 1, i.e. that k never occurs in Δ(v). Then for all n > 1, we have vnk =

vn−1
k − θn−1 = vk −

∑n−1
i=1 θi = vk −Ωn. Since v ∈ Kd, we have limn→∞ vn = 0,

so that vk = limn→∞ Ωn = Ω∞ = ‖v‖1/(d − 1). But vk � ‖v‖∞ and, by
assumption, ‖v‖∞ < ‖v‖1/(d− 1). Hence a contradiction. 
�

From now on, we assume that v belongs to Kd, so that each k ∈ {1, . . . , d}
occurs infinitely many times in Δ(v). To prove our main theorem, we still need
some additional technical results. The first lemma below is an immediate conse-
quence of the proof of Th. 13 in [7].

Lemma 12 ([7]). For all x,y in P∞, we have x− y ∈ P∞ or y − x ∈ P∞.

Theorem 13. Each x in Zd may be written as ±(α1 T1 + · · · + αm Tm) for
some m � 0 and α1, . . . , αm ∈ N0.

Proof. Let x ∈ Zd. We have x = x1 e1+ · · ·+xd ed. From lemma 7, each ek may
be written as

∑nk

j=1 Tj where nk is the index of the first occurrence of k in Δ(v).

Then x =
∑r

j=1 yj Tj for some r � 0 and y1, . . . , yr ∈ Z. Since Ti’s belong to
P∞, this last sum may always be decomposed as (U1+· · ·+Up)−(V1+· · ·+Vq)
for some p, q � 0 where Ui’s and Vi’s belong to P∞. If p > 0 and q > 0 then
either U1 − V1 = 0, in which case we may simply remove U1 and V1 from
the sum, or by lemma 12, we have either U1 −V1 = U′

1 where U′
1 ∈ P∞ or

U1−V1 = −V′
1 where V′

1 ∈ P∞. Replacing U1−V1 with either U′
1 or −V′

1,
the number of terms in the sum decreases. Repeating this process as long as
p > 0 and q > 0, yields an expression of x as ±(W1 + · · ·+Ws) for some s � 0
and W1, . . . ,Ws ∈ P∞. Now, each Wi may be written as a finite sum of Tj ’s.
Doing so, and collecting the Tj ’s yields the result. 
�

Corollary 14. Each x in P(v, 0,Ω(v)) may be written as α1 T1 + · · ·+αm Tm

for some m � 0 and α1, . . . , αm ∈ N0.

Proof. We have x = ε × (α1 T1 + · · · + αm Tm) for some ε = ±1, m � 0,
and α1, . . . , αm ∈ N0. Then 〈v,x〉 = ε × (α1 〈v,T1〉 + · · · + αm 〈v,Tm〉) =
ε × (α1 θ1 + · · · + αm θm). Since x ∈ P(v, 0,Ω(v)) we have 〈v,x〉 � 0, so that
ε = +1 because θi > 0 for all i. 
�

Given a nonempty subset X of Z, we denote by X�0ω the set of infinite
sequences of which the terms belong to X , and containing only finitely many
non-zero terms. We define a linear mapping ψ from the Z-module Z�0ω to Zd

by ψ(W ) =
∑

i�1 wi Ti. Then P∞ = ψ({0, 1}�0ω) = {ψ(W ) | W ∈ {0, 1}�0ω}.
Next lemma is the immediate reformulation of Lemmas 7 and 8 in terms of ψ.
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Lemma 15

– If n is the index of the first occurrence of k in Δ(v), then ψ(1n 0ω) = ek.
– If m and n are the indexes of two consecutive occurrences of k in Δ(v), then

ψ(0m−1 0 1n−m 0ω) = ψ(0m−1 1 0n−m 0ω).

To prove that P(v, 0,Ω(v)) = P∞, it is sufficient to prove that each x in
P(v, 0,Ω(v)) may be written as ψ(W ) for some W in {0, 1}�0ω. Thanks to
Cor. 14, we may find W ∈ N�

00
ω such that x = ψ(W ). Using Lemma 15, we

shall transform W into W ′ ∈ {0, 1}�0ω such that ψ(W ′) = ψ(W ). We define two
transformations on N�

00
ω as follows.

i = m n
Δ = · · · k · · · · · · · · · · · · · k · · ·

Reduction
W = · · · 0 w′

m+1 + 1 · · · w′
n + 1 · · ·

→W ′ = · · · 1 w′
m+1 · · · w′

n · · ·

Expansion
W = · · · u+ 2 wm+1 · · · wn · · ·

→W ′ = · · · u+ 1 wm+1 + 1 · · · wn + 1 · · ·

where m < n, and u,wm+1, . . . , wn, w
′
m+1, . . . , w

′
n � 0, and δi �= k for all i ∈

{m+ 1, . . . , n− 1}.
Since ψ is linear, according to Lemma 15, both these transformations preserve

ψ(W ). Given W ∈ N�
00

ω, we apply these two transformations with the following
strategy.

First apply Reduction as much as possible.

Then, as long as wi � 2 for some i:
1. apply Expansion once at the last position m such that wm � 2;
2. apply Reduction as much as possible.

This strategy, if it terminates, obviously yields a sequence in {0, 1}�0ω since
otherwise Expansion would still apply.

Theorem 16. If W ∈ N�
00

ω and ψ(W ) ∈ P(v, 0,Ω(v)), then applying Re-
duction and Expansion to W with the strategy above, terminates and yields
W ′ ∈ {0, 1}�0ω such that ψ(W ′) = ψ(W ).

Before proving this theorem, let us introduce some more notation. Given a se-
quence W in N�

0, |W | is the length of W . If W ∈ N�
00

ω then |W | is the index of
the last non-zero term in W , or 0 if W = 0ω.

Proof of Th. 16 (sketch). We consider the multiset M of all terms in W which
are greater than 2. Our strategy ensures that M never increases. It decreases
each time an expansion is performed on wm · · ·wn if wm � 3. It also decreases
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when a reduction is performed on wm · · ·wn if a position i exists between m+1
and n such that wi � 3. Hence, after finitely many transformation steps, for
each transformation, we have wi � 2 for all i ∈ [m;n], and M does not evolve
anymore. It is therefore sufficient to prove termination when W ∈ {0, 1, 2}�0ω.

We observe that each transformation decreases W in the lexicographic or-
dering induced by 1 < 2 < 0, so that the transformation process never loops.
Although this ordering is not a well-order on infinite sequences, it is on sequences
with bounded length. Each transformation which does not increase |W |, may be
seen as operating on {0, 1, 2}|W |. Therefore, there may be only finitely many
reductions between two expansions, and the transformation process may not
terminate only if it performs infinitely many expansions which increase |W |.

Finally, let ρ2(W ) be the number of maximal sub-sequences in W containing
no 0, and containing at least one 2. A careful examination of the transformation
rules shows that ρ2(W ) never increases. A case analysis shows that each expan-
sion step which increases |W | is eventually followed by a reduction step which
reduces ρ2(W ). The transformation process therefore terminates. 
�
From this theorem and Cor. 14, we deduce that each x in P(v, 0,Ω(v)) may be
written as ψ(W ) with W ∈ {0, 1}�0ω, and therefore P(v, 0,Ω(v)) ⊆ P∞.

Theorem 17. Let d � 2. For all v in Kd, P(v, 0,Ω(v)) is connected.

As a corollary we get the following result.

Corollary 18. For all v ∈ Kd, we have dimQ(v) = d.

Proof. Assume that dimQ(v) < d. Then there exists p �= 0 in Zd such that
〈v,p〉 = 0. Thus, p ∈ P(v, 0,Ω(v)), hence p = ψ(U) for some U ∈ {0, 1}�0ω.
Since p �= 0, we have U �= 0ω. Then 〈v,p〉 =

∑
i�1 ui 〈v,Ti〉 =

∑
i�1 ui θi > 0.

Hence a contradiction. 
�

It should be noted that Kraaikamp & Meester actually proved Th. 3 with
the assumption that dimQ(v) = d. However, they used this hypothesis only to
ensure that vn1 > 0 for all n. As a matter of fact, an earlier version of this
theorem exists [10] with only the assumption that vn1 > 0 for all n. With this
weaker assumption, we get dimQ(v) = d as a corollary.

5 Connectedness of Hyperplanes with Non-zero Shift

We have established that for each d � 2, P(v, 0,Ω(v)) is connected for all v ∈ Kd.
The question which arises naturally is whether P(v, μ,Ω(v)) is still connected
when μ �= 0. We already know that P(v, μ,Ω(v)) is connected for all μ ∈ R

if v ∈ K2. For d � 3, we don’t have a general result. However, it has been
established in [2], for a specific vector in K3, that P(v, μ,Ω(v)) is disconnected if
μ = Ω(v). Theorem 20 below shows that this holds for all v ∈ Kd, for all d � 3.

Lemma 19 ([7]). Let Δ ∈ {1, . . . , d}ω and P∞ be the geometric palindromic
closure of Δ. Then P∞ \ {0} has exactly as many connected components as the
cardinal of {δi | i ∈ N1}.
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If v ∈ Kd then each k ∈ {1, . . . , d} occurs in Δ(v). Thus, P∞ \ {0} has exactly
d connected components, and is therefore disconnected since d � 2.

Theorem 20. If d � 3 and v ∈ Kd then P(v,Ω(v),Ω(v)) is disconnected.

Proof. We have

P(v,Ω(v),Ω(v))

= {x ∈ Zd | 0 � 〈v,x〉 +Ω(v) < Ω(v)}
= {x ∈ Zd | −Ω(v) � 〈v,x〉 < 0}
= −{x ∈ Zd | 0 < 〈v,x〉 � Ω(v)}
= −
((
P(v,Ω(v),Ω(v)) \ {x ∈ Zd | 〈v,x〉 = 0}

)
∪ {x ∈ Zd | 〈v,x〉 = Ω(v)}

)
.

Since v ∈ Kd, we have Ω(v) = (v1+· · ·+vd)/(d−1), and by Cor. 18, dimQ(v) = d.
Hence the only solution in Qd of 〈v,x〉 = 0 is x = 0, and the only solution of
〈v,x〉 = Ω(v) is x1 = · · · = xd = 1

d−1 . Therefore, if d � 3, the equation 〈v,x〉 =
Ω(v) has no solution in Zd. Hence, P(v,Ω(v),Ω(v)) = −P(v, 0,Ω(v)) \ {0},
which, by Lemma 19, is disconnected. 
�

6 Summary of Results and Perspectives

Let us now summarise the results of the previous sections about the connected-
ness of P(v, μ,Ω(v, μ)).

Theorem 21. Given d � 2 and v ∈ (R+)d \ {0}, we have the following results.

– If dimQ(v) = 1 then P(v, μ,Ω(v, μ)) is disconnected for all μ ∈ R.
– If dimQ(v) � 2 then let (vn)n�1 be the sequence of vectors computed by the

fully subtractive algorithm applied to v. We have Ω(v, μ) = Ω(v) for all
μ ∈ R, and P(v, 0,Ω(v)) is connected if and only if vn ∈ Kd′ for some n,
and some d′ � d. In this case:
• If d′ = 2 then P(v, μ,Ω(v)) is connected for all μ ∈ R.
• If d′ � 3 then P(v, μ,Ω(v)) is disconnected for some values of μ.
In particular, P(v,Ω(v),Ω(v)) is disconnected.

This theorem provides a complete characterisation of the connectedness of
P(v, 0, θ) at the critical thickness θ = Ω(v, 0). For the case d = 3, Th. 5.1 in [3]
already established the connectedness of P(v, 0,Ω(v, 0)) for all v ∈ K3. However,
the only if part of that theorem is wrong. The authors claim falsely that the
vectors in K3 are the only ones in (R+)3 for which P(v, 0,Ω(v)) is connected.
This is obviously false since P(v, 0,Ω(v)) is connected for all vectors of the form
(0, v2, v3) such that dimQ(v2, v3) = 2.

For v ∈ O+
3 \ K3, if dimQ(v) > 1, we have eventually vn3 � vn1 + vn2 for some

n. The mistake in the proof lies in the argument that this implies Ω(vn) = vn3 =
‖vn‖∞. Then, by Th. 1, P(vn, 0,Ω(vn)) would be disconnected. Actually, we
have Ω(vn) = vn3 only if dimQ(v

n
1 , v

n
2 ) = 2. When dimQ(v

n
1 , v

n
2 ) = 1, we have

eventually vm1 = 0 for some m, and then vm+1 = (vm2 , vm3 ). Since dimQ(v
m+1) =
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dimQ(v) > 1, we have vm+1 ∈ K2. Then P(vm+1, 0,Ω(vm+1)) is connected,
and P(v, 0,Ω(v)) as well. In this case, P(v, μ,Ω(v)) is actually connected for all
μ ∈ R. As a matter of fact, we have Ω(vn) = vn3 +gcd(vn1 , v

n
2 ). Take for instance

v = (1, 1,
√
2+1). This vector does not belong to K3, but after one application of

OFS, we get v2 = (0, 1,
√
2) which reduces to v3 = (1,

√
2). Now P(v3, 0,Ω(v3))

is connected so that P(v, 0,Ω(v)) is connected.

In order to effectively determine whether P(v, 0,Ω(v)) is connected, in ad-
dition to Th. 21, we still need a way to decide whether the fully subtractive
algorithm will eventually reach some Kd. At present, we are not even able to
decide whether a given vector v ∈ Rd belongs to Kd. This lets some open ques-
tions and some research directions. Given v ∈ Rd \ {0} we are interested in the
following questions:

– decide whether OFS will erase some coordinate, i.e. whether vn1 = 0 for some
n;

– if not, decide whether v belongs to Kd;
– if v ∈ Kd, characterise the values of μ for which P(v, μ,Ω(v)) is connected.
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Abstract. We prove that the number of pixels -with pixels as unit lat-
tice squares- of the digitization of a curve Γ of Euclidean length l is less

than 3� l√
2
� + 4 which improves by a ratio of 4

√
2

3
the previous known

bound in 4�l� [3]. This new bound is the exact maximum that can be
reached. Moreover, we prove that for a given number of squares n, the
Minimal Length Covering Curves of n squares are polygonal curves with
integer vertices, an appropriate number of diagonal steps and 0, 1 or 2
vertical or horizontal steps. It allows to express the functions N(l), the
maximum number of squares that can be crossed by a curve of length l,
and L(n), the minimal length necessary to cross n squares. Extensions
of these results are discussed with other distances, in higher dimensions
and with other digitization schemes.

Keywords: length, cover, digitization, curve, complexity, cardinality.

1 Introduction

1.1 Multiresolution and Fixed Resolution Bounds for the Size of
the Digital Representation of a Shape

The questions that we investigate in this paper came to our attention as we were
trying to bound the size of the multiresolution representation, with quadtrees
or octrees, of a real 2D or 3D shape. Such a bound is known in the case of a 2D
shape [3]. This bound on the number of quads of the representation of a shape
is related with the maximal number of squares of size 1

2n that a curve can cross.
It means that the bound in a multiresolution framework comes from a bound,
which is computed at a fixed resolution. The fixed resolution bound used in [3]
is NumberOfPixels(Γ ) ≤ 4 �l2(Γ )� where Γ is a rectifiable curve of Euclidean
length l2(Γ ) and where pixels are a set of unit squares tiling the plane. This
bound comes simply from the fact that a piece of curve of length 1 can not cross
4 new unit squares. Is this bound tight? Not exactly. And -even if it is not the
purpose of this paper- the reader should keep in mind that a better bound for
this number of pixels (crossed by a curve of given length) implies better bounds
for the size of the representation of a shape in a multiresolution framework (the
construction of the multiresolution bound is described in [3]). As far as we know

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 13–24, 2014.
c© Springer International Publishing Switzerland 2014
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and except in previous references, this task to bound the number of squares
crossed by a curve of given length is original. Our goal is to close the problem
by computing the tightest possible bound, namely the exact maximum N(l) of
the number of pixels of the digitization of a curve Γ in function of its euclidean
length l (Fig. 1). The result that we provide is better from a factor 2

√
2 with

respect to the previous known result in 6 �l2(Γ )�.

Fig. 1. The functions N(l) and L(n) giving respectively the maximum number of
squares in the cover of a curve of length l and the minimal length necessary to cover
n squares. Expressions are given in Theorem 1. Some examples of optimal curves (a,
b,.., j) corresponding to the saillant points of the staircase function are drawn on the
right.

1.2 Notations and Problem Statement

We start to work with closed squares [i, i+1]× [j, j +1] as pixels where i and j
are integers. Given any real subset P ⊂ R2, the set S of squares which contains
at least one point of P is usually called the cover of P (see Fig. 2). We denote
it by cover(P ). We are interested in the cardinality |cover(Γ )| of the cover of a
rectifiable curve Γ : [0, 1]→ R2 with respect to its Euclidean length l (we recall
that a rectifiable curve has a finite length which is defined as the upper bound
of the lengths of the polygonal lines having ordered vertices on the curve). As
an alternative terminology, we consider the number of squares crossed by the
curve Γ . Other digitization schemes will be considered in the following but the
results that we will provide for them are just consequences of the ones that we
have with closed squares.
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Fig. 2. A curve Γ and its cover cover(Γ ) namely the set of squares crossed by Γ either
by one of their edges, or by one of their vertices

It follows from definition that the cover of a single point can have 1, 2 or 4
squares, 4 in the case of an integer point (i, j). We can notice that an horizontal
path of integer length l = k with integer vertices crosses 4+2�l� squares while a
diagonal path of length l = k

√
2 crosses exactly 4+3 l√

2
squares (see for instance

Fig. 3) which is more for k ≥ 2. Is it the maximum cardinality of the cover of
a curve with a given length? This question is solved in Theorem 1 but let us
introduce before some notations: We denote by N(l) the maximum number of
squares n that a curve Γ of length l can cross and by L(n) the minimal length l
necessary to cross n squares (existence of the minimum is proved in Lemma 2).
As the function N(l) takes discrete values as input, it is a staircase while L(n)
is the discrete function obtained by inverting the axes (see Fig. 1). Our main
objective is to provide the expressions of N(l) and L(n). This result is obtained
in two steps, a first lemma stating the existence of Minimum Length Covering
Curves of a given set of squares (Sec. 2) and a second lemma about Minimum
Length Covering Curves of a given number of squares (Sec. 3). Then, the main
theorem provides the expressions of N(l) and L(n) as well as the shape of the
optimal curves. We end with some extensions of these results (Sec. 4).

2 Minimum Length Covering Curves of a Set of Squares

Let us consider a finite set of squares S (not necessarily connected). We are
interested in the lengths l of the curves Γ which crosses S namely with inclusion
S ⊂ cover(Γ ). The set of the possible lengths l is an interval since if there exists
a curve of length l crossing S, then for any ε ≥ 0, we can build a new curve Γ ′

crossing S with a length L+ ε just by adding a segment of length ε. But is this
interval of the form [L,+∞[ or ]L,+∞[? In other words, do these curves Γ have
a minimal length or is it a lower bound? Lemma 1 states the existence of curves
of minimal length. We call them Minimal Length Covering Curves -MLCC for
short- of S (see Fig. 4).

Before going further, notice here that we have just the inclusion S ⊂ cover(Γ )
and not equality. It makes a difference with polygonal curves known in the
specific framework of closed digital curves as Minimum Length Polygon [1] [2]
but the principle of length minimality is the same.
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Fig. 3. Theorem 1 proves that these curves are optimal in the sense that no shorter
curve has a cover with so much squares (or crosses so much squares)

Lemma 1. Given a finite set of squares S, among all continuous curves Γ that
cross all the squares of S (S ⊂ cover(Γ )), there exists at least one with a mini-
mal length (called Minimal Length Covering Curves of S). MLCC are polygonal
curves with vertices on the edges of the squares of S.

Fig. 4. A finite set of squares S and its Minimal Length Covering Curve Γ . Notice here
that we have just the inclusion S ⊂ cover(Γ ) and not equality. We can also notice that
MLCC can have non integral vertices.

Proof. The lemma states two things: first the existence of the Minimal Length
Covering Curves, and secondly a structural property of these curves. Let us start
with the second point: the structure of MLCC.

Assume that a MLCC is not a polygonal curve, then there exists in its cover
a square in which it is not polygonal. The curve goes in this square by a point
x on its boundary and goes oustide of it by another point y. The shortest path
to go from x to y is -of course- the segment [xy]. It means that by replacing the
arc of Γ from x to y by this segment, we reduce its length, which contradicts
the hypothesis of length minimality (see Fig. 5).

It follows that the curve is polygonal. It follows also from previous remark that
it cannot have vertices in the interior of the squares. The vertices are necessarily
on the edges of the squares.
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Fig. 5. A curve of minimal length crossing a set of pixel is necessarily polygonal.
Otherwise, shorter curves would exist.

It remains to prove the first point of the lemma: the existence of a Minimum
Length Covering Curve of S, in other words the fact that the lower bound of
the lengths of the curves crossing S is a minimum. We consider a sequence of
curves Γi verifying S ⊂ cover(Γi) with a length Li that converges to the lower
bound of the lengths l of the curves crossing the n squares of S. Our goal is now
to build a MLCC of S, namely a curve Γ of length l covering S.

Fig. 6. A set of (red) squares S, a curve Γ and the corresponding ordering of the
squares (the ambiguity between the indices 1 and 2 is removed with the rule east
before west). The curve is decomposed into 5 pieces Γ

sk
i in the red squares (in the

square of index 1, this piece is reduced to a point) and 4 pieces Γ
link(sk→sk+1)

i from
the square sk to sk+1 (the second piece is also reduced to a point).

Let us introduce properly the order of the squares of S crossed by Γi (see
Fig. 6). We define it as the sequence of the squares in the order where the curve
arrives in them, but some precisions are required: the curve can reach an integer
point or follow an edge with the consequence that in some cases, we may have
some ambiguities for the choice of the next square. We can avoid these small
difficulties just by using in this case a rule such that north before south and
in a second time east before west. It provides a decomposition of the curve

Γi =
⋃

k(Γ
sk
i

⋃
Γ

link(sk→sk+1)
i ) where Γ sk

i is a continuous arc of Γi in the square

sk of S and where Γ
link(sk→sk+1)
i is a continuous arc going from the square sk

to the square sk+1 (in the case of neighboring squares in S, these arcs may be
reduced to points). We can also define the point xk of entry of the curve Γi in
its kth square sk and yk its kth point of exit (in the case where the initial point
starts in a square of S as in Fig. 6, we choose it as x0 and the same for the end
point). We can already notice that without loss of generality, the piece of curve
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Γ k
i can be replaced by the segment going from xk to yk in the square of index

k while the piece Γ
link(sk→sk+1)
i can be replaced by a segment going from yk to

xk+1. It just decreases the length of the curve with the consequence that the
property of convergence of the lengths of these curves is preserved. Moreover,
we still respect the local topology of the curve.

There is nevertheless a possible unwanted property: the sequence of the squares
sk may be infinite. It is easy to see that the curve cannot cross an infinite number
of different squares, since its length is bounded but the sequence may be infinite
due to repetitions (if there are some kinds of accumulations). In this case, we
are going to replace the curve Γi by a shorter curve Γ ′

i with, this time, a finite
sequence of squares. As it is shorter, the convergence of the length L2(Γ

′
i ) is

again preserved. How do we build Γ ′
i? Just by cutting useless loops:

If Γi crosses a square s, it may cross it several other times for indices k, k′,
k′′... to have a path going to another square of S which has not been crossed
before. It means that if the square s is crossed more than n times (we recall that
n is the cardinality of the set S), it makes some loops and some of these loops
are useless because they don’t cross ”new” squares of S (new in the sense that
they were never crossed before). These useless loops going outside from s are
replaced in a new curve Γ ′

i by short segments in s without loosing any square of
S. Then after this cut, Γ ′

i is shorter than Γi and it remains at most n loops for
each square and thus n repetitions. Hence, the sequence of squares of S crossed
by the curve Γ ′

i is finite and bounded by n2.
We know now that for all curves Γi, our sequences of the squares contain at

most n2 squares of S. It follows that the set of the orders of the squares ski of
S crossed by the curves Γi is finite and one of these orders appears an infinite
number of times in the sequences of the orders of the curves Γi. We consider now
the subsequence of curves Γij with this order: they have all exactly the same
sequence of squares sk for 1 ≤ k ≤ n′ (with n′ ≤ n2). We can now focus on the
points of entry xj,k and exit yj,k for the curve Γi in the square sk. Then we have
2n′ sequences of points of index j. As they move in compact sets (they belong to
the boundary of a square) and the product of a finite number (here 2n′ ≤ 2n2)
of compacts is still compact, we can extract from these 2n′ sequences a unique
sequence such that limj→+∞ xj,k = xk and limj→+∞ yj,k = yk. It just remains
to lie the points xk to yk and yk to xk+1 by a segment in order to obtain a new
curve Γ . What can we say about the length of Γ ? The length of Γ or Γij is the
sum of the lengths of all their pieces in the squares sk and between the squares:

L(Γij ) =

n′∑
k=0

d(xj,k, yi,k) +

n′−1∑
k=0

d(yj,k, xi+1,k)

L(Γ ) =

n′∑
k=0

d(xk, yk) +

n′−1∑
k=0

d(yk, xk).
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It follows by continuity of the distance limj→+∞ L(Γij ) = L(Γ ). It proves that
the length of the curve Γ is the lower bound and thus: we have built a curve Γ
covering S of minimal length.

In many cases, the vertices of the MLCC are not only on the edges but on the
integer points of the grid. Nevertheless, in some particular cases, it can occur
that a vertex of the minimal curve is not an integer point but on one of the edges
(see an example Fig. 6).

Lemma 1 deals with a finite set of squares S. If S has now an infinite cardi-
nality, then all covering curves are of infinite length since the diameter of S is
itself infinite. MLCC are not defined in this case.

At last, we can notice that Lemma 1 holds in higher dimensions, with hyper-
cubes instead of squares, and curves of dimension 1.

3 Minimum Length Covering Curves of n Squares

3.1 About Their Existence

Previous lemma proves the existence of a Minimum Length Covering Curve for
a given finite set of squares S. Let us now relax the condition on S by assuming
that we know only its cardinality. Hence, we provide a number of squares n and
ask about the existence of a minimal length for the curves crossing n squares or
more.

Lemma 2. Given a natural integer n, there exists curves Γ of minimal length
crossing n squares (for any curve P crossing n squares or more, L(P ) ≥ L(Γ )).
We call them Minimal Length Covering Curve of n squares.

Proof. Given a number of squares n (just the number), we can consider all
the possible configurations of sets of n squares. We can reduce ourselves to 4-
connected configurations, with the consequence that, up to a translation, there
are only a finite number of such configurations. Thus, due to Lemma 1, the lower
bound of the lengths of curves crossing n squares is in fact a minimum that is
obtained for some polygonal curves with vertices on the edges of the squares.

3.2 MLCC of n Squares and Expressions of L(n) and N(l)

We can at last express the functions N(l) and L(n) and provide the exact struc-
ture of Minimal Length Covering Curves of n squares.

Theorem 1. Minimal Length Covering Curves of n squares are made of 0, 1 or
2 horizontal or vertical steps and an arbitrary number of diagonal steps (Fig. 1).

– If l mod
√
2 < 2mod

√
2, then N(l) = 3� l√

2
� + 4 (optimal curves have � l√

2
�

diagonal steps).
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– If 2mod
√
2 ≤ l mod

√
2 < 1 and l > 1, then N(l) = 3� l√

2
� + 5 (optimal

curves have � l√
2
� − 1 diagonal steps and 2 horizontal or vertical steps). If

2 −
√
2 ≤ l < 1, we have still N(l) = 4 (the first step of the staircase is

broken).
– If 1 ≤ l mod

√
2, then N(l) = 3� l√

2
�+ 6 (optimal curves have � l√

2
� diagonal

steps and 1 horizontal or vertical step).

Conversely, function L(n) is:

– L(1) = L(2) = L(3) = L(4) = 0, L(5) = 1.
– If nmod3 = 0 (and n ≥ 6), then L(n) = 1 + (n3 − 2)

√
2.

– If nmod3 = 1 (and n ≥ 6), then L(n) = (�n3 � − 1)
√
2.

– If nmod3 = 2 (and n ≥ 6), then L(n) = 2 + (�n3 � − 2)
√
2.

Proof. The first step is to prove that a MLCC of n squares is necessarily a
polygonal curve with integer vertices. Let Γ be a MLCC of n squares. It is
of course a MLCC of its cover cover(Γ ). We assume that Γ has a non integral
vertex, and we are going to build another curve Γ ′ with the same length crossing
at least the same number n of squares. Then Γ ′ optimality will have consequences
on the structure of Γ .

If we consider that the first or the last vertices are not integral, it is easy to see
that it contradicts length minimality (there is only the particular case of a single
horizontal or vertical segment but even in this case, it is clear that such segments
with non integral vertices are not MLCC of n squares). Thus the extremities of
a MLCC are integral points. Now, let us consider a non integral intermediary
vertex v of Γ on the edge e between two squares si and si+1 and obtain a
contradiction. If we consider the quadrants of its edges, only one configuration
among four is compatible with length minimality (Fig. 7).

Fig. 7. If we consider a non integral vertex of Minimum Length Covering Curve, we
can imagine four cases a), b), c) or d) according to the quadrant of the direction of the
next edge towards the initial one. Among these four cases represented here, only one
is possible since the three others contradict the minimality of the length of the curve.

This only possible configuration allows to unfold the curve by a sequence of
symmetries so that the cardinality of the cover of the images of each segment is
preserved at each step (Fig. 8). At the end, as the curve is completly unfolded,
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Fig. 8. The fact that only case from Fig. 7-d) can occur in a MLCC allows to unfold
any MLCC with a sequence of symetries that preserve the cardinality of the covers
of each edge. Hence the unfolded curve Γ ′ has the same length than Γ (MLCC of n
squares), crosses at least the same number of squares -it is still a MLCC of n squares-
and due to monotonicity, case from Fig. 7-d) cannot occur anymore.

we obtain a monotonic curve Γ ′ such that its cover has at least the same num-
ber of squares than Γ . As Γ ′ has the same length and crosses at least the same
number of squares, it is still a MLCC of n squares. Its length is minimal and
due to monicity, there can exist no more intermediary vertices such as in Fig. 7.
It follows that all intermediary vertices of Γ ′ are integer points.

Let us now consider a segment of Γ ′ going for instance from (0, 0) to (a, b)
where (a, b) are coprime positive integers. The initial point (0, 0) is in 4 squares.
The last one too. And the segment crosses a−1 vertical edges and b−1 horizontal
edges. As there is no integer point in the inner part of the segment, it makes
5+a+b squares. Now let us assume that 0 < b < a and compare with a horizontal
segment (a, 0). It crosses 4 + 2a squares which is at least equal to the 5 + a+ b
squares of the segment (a, b). And (a, 0) is shorter. It follows that Γ ′ cannot
have a segment (a, b) different from (1, 0), (1, 1), or (0, 1) because otherwise, by
replacing the segment (a, b) by (a, 0), we obtain a shorter path crossing at least
the same number of squares. If we come back to our initial MLCC Γ , it proves
that a MLCC of n squares can contain only segments in horizontal, vertical and
diagonal directions, and whatever the order of these steps, as soon as the cover
has no loop, it does not change the number of squares. It follows that any MLCC
of n squares can be unfolded in a polygonal curve with a horizontal segment (a, 0)
and a diagonal one (b, b). The length is a + b

√
2 and the number of squares is

4 + 2a + 3b. Knowing these structural properties, the MLCC of n squares are
characterized by the minimization problem: minimize a+ b

√
2 under constraints

n ≤ 4 + 2a + 3b with positive integer values a and b. This minimum provides
the value of the function L(n). The other way to consider the question is the
converse one: the maximum of 4+2a+3b subject to constraint a+b

√
2 ≤ l, with

a and b positive integers provides the value of the function N(l) (see Fig. 9).
The critical values are given by integer points (a, b) with left triangle of slopes

− 2
3 and −

√
2
2 which does not contain any other integer point. It follows that only

three values of a are possible: 0, 1 or 2 (if a ≥ 3, then (a′, b′) = (a − 3, b + 2)
verifies also N ≤ 4 + 2a′ + 3b′ with a better score i.e smaller length a′ + b′

√
2 =
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Fig. 9. On the left, L(n) is the minimum of a+b
√
2 ≤ l under constraint n ≤ 4+2a+3b

with (a, b) ∈ N2. On the right, N(l) is the maximum of 4 + 2a + 3b under constraint

a + b
√
2 ≤ l. Due to the respective slopes of the extremal lines −

√
2

2
and − 2

3
, the

optimal points have coordinates a equal to 0, 1 or 2 (the red points).

a + b − 3 + 2
√
2). Then the optimal curves are mainly diagonal with 0, 1 or 2

horizontal or vertical steps. Without more details here, it leads to the expressions
of functions L(n) and N(l) expressed in Theorem 1.

4 Extensions of the Results

Let us give an overview of the consequences and extensions of Theorem 1.

4.1 With Other Kinds of Covers

In the case of some other kinds of covers, for instance by considering squares
[i, i + 1[×[j, j + 1[ whose union is a partition of the plane R2, Minimal Length
Covering Curves no more exist since the lower bound is not a minimum anymore.
Nevertheless, the difference for the functions N(l) remains small : if the curve
Γ is a MLCC of a set of closed squares S (as previously), then we just have to
add a little loop around each integer point or each edge that it crosses to build
a curve of length L(Γ ) + ε which has exactly the same cover (see Fig. 10). It
follows in this case

Theorem 2. With the squares [i, i+ 1[×[j, j + 1[, we have
If l mod

√
2 ≤ 2mod

√
2, then N(l) = 3� l√

2
�+ 4

If 2mod
√
2 < lmod

√
2 ≤ 1, then N(l) = 3� l√

2
�+ 5

If 1 < lmod
√
2, then N(l) = 3� l√

2
�+ 6.

4.2 With Closed Curves

If we restrict ourselves to closed curves, we have clearly Nclosed(l) ≤ N(l) while
Lclosed(n) ≥ L(n). We can also notice that a square in the diagonal direction
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Fig. 10. Given a curve Γ with its cover S in the sens of closed squares [i, i+1]×[j, j+1],
for any ε > 0, we can build new curves Γ ′ of length L(Γ ′) ≤ L(Γ ) + ε with the same
cover S but now in the sens of semi-open squares [i, i+ 1[×[j, j + 1[

with sides of length k
√
2 and integer vertices is a closed curve of length l = 4k

√
2

which crosses exactly 12k = 3� l√
2
� ≤ 12� l

4
√
2
� squares. It follows

12� l

4
√
2
� ≤ Nclosed(l) ≤ N(l) ≤ 6 + 12� l

4
√
2
�.

It means in particular that the difference between the values of the functions for
closed and general curves remains bounded by a small constant.

4.3 In Dimension d

The results presented here could be generalized in dimension d: the first intuition
is to consider that the MLCC of n hypercubes in Rd will follow paths in the
”hyper”-diagonal direction of the hypercubes. A path of k hyperdiagonal steps
has a length k

√
d for a number of hypercubes equal to 2d + (2d − 1)k. The ratio

is 2d−1√
d
. This should be compared with a path which remains for instance in

the hyperplane xd = 0 and an hyperdiagonal direction in this plane. Such a
path crosses 2(2d−1 + (2d−1− 1)k) hypercubes (the coefficient 2 comes from the
hypercubes centered with xd = + − 1

2 ) for k steps of length
√
d− 1. The ratio

is 2 2d−1−1√
d−1

. The comparison between these two ratios shows that the second one

is greater than the first one except for d = 2. It follows that some MLCC in
dimension d are in fact MLCC drawn in dimension 2 with all other coordinates
equal to integers. If we notice Nd(l) the maximal number of hypercubes crossed
by a curve of length l in dimension d, then Nd(l) ≥ 2d−2N2(l) which makes

more hypercubes than the 2d + 2d−1√
d
l hypercubes crossed by an hyperdiagonal

path.

4.4 With Other Distances

With L1 norm instead of Euclidean norm for the length of the curve, the expres-
sions of N(l) and L(n) are quite straightforward. We just have to notice that
following the curve, new squares appear each time that a line x = i or y = j is
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crossed. The L1 distance necessary to cross two consecutive lines is 1. It follows
N(l) = 4 + 2�l� and L(n) = �n−3

2 � (for n > 2). MLCC of n squares are just
polygonal curves with horizontal and vertical segments.

5 Conclusion

In this article, we have given a precise expression of two functions,N(l) and L(n),
which respectively calculates the maximum number of squares in the cover of a
curve of length l, and the minimal length to cover n squares. These results were
obtained by constructing MLCC, curves of minimal length for a given number
of squares n. We have also extracted some possible extensions of this work, with
other distances, higher dimensions or particular classes of curves.

In our study, we aim at using these results in a multiresolution scheme, based
on quadtrees or octrees. Like in this paper, we have to determine the values
of the functions N(l) and L(n), guided this time by appropriate tree traversal
strategies.

The next future work is to consider surfaces instead of curves in any arbi-
trary dimension d > 2. However, it is no more possible to bound the number
of hypercubes covered by a surface in function of its area since there exists
surfaces of area as small as necessary crossing all the hypercubes of compact
domain. It makes the MACS (Minimum Area Covering Surfaces) problem of n
hypercubes completely different. Several ideas could be followed by considering
specific classes of surfaces or another characteristic of the surface that may be
related again with curves length.
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Abstract. The notion of a pattern within a binary picture (polyomino)
has been introduced and studied in [3], and resembles the notion of pat-
tern containment within permutations. The main goal of this paper is
to extend the studies of [3] by adopting a more geometrical approach:
we use the notion of pattern avoidance in order to recognize or describe
families of polyominoes defined by means of geometrical constraints or
combinatorial properties. Moreover, we extend the notion of pattern in
a polyomino, by introducing generalized polyomino patterns, so that to
be able to describe more families of polyominoes known in the literature.

1 Patterns in Binary Pictures and Polyomino Classes

In recent years a considerable interest in the study of the notion of pattern
within a combinatorial structure has grown. This kind of research started with
patterns in permutations [12], while in the last few years it is being carried
on in several directions. One of them is to define and study analogues of the
concept of pattern in permutations in other combinatorial objects such as set
partitions [11,14], words, trees [13]. The works [3,4] fit into this research line,
in particular [4] introduces and studies the notion of pattern in finite binary
pictures (specifically, in polyominoes).

A finite binary picture is an m × n matrix of 0’s and 1’s. Intuitively speaking,
1’s correspond to black pixels (which constitute the image) and the 0’s corre-
spond to white pixels (which form the background). Often, the studied images
should fulfill several additional properties like symmetry, connectivity, or con-
vexity. In particular, an image is connected if the set of black pixels is connected
with respect to the edge-adjacency relation. A connected image is usually called
a polyomino (see Figure 1).

The work [3], from which we borrow most of the basic definitions and no-
tations, uses an algebraic setting to provide a unified framework to describe
and handle some families of binary pictures (in particular polyominoes), by the
avoidance of patterns. Therefore, in order to fruitfully present our paper, we
need to recall some definitions and the main results from [3].

Let M be the class of binary pictures (or matrices). We denote by � the usual
subpicture (or submatrix) order on M, i.e. M ′ � M if M ′ may be obtained from
M by deleting any collection of rows and/or columns.
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0 0 0 0 1 0 0

0 0 1 1 1 0 1

1 1 1 1 1 1 1

0 0 1 0 1 1 1

0 0 1 0 0 1 0

0 0 0 0 0 1 1

(a) (b)

Fig. 1. A polyomino and its representation as a binary picture (or matrix)

Notice that, in a binary picture representing a polyomino the first (resp. the
last) row (resp. column) should contain at least a 1. We can consider the re-
striction of the submatrix order � on the set of polyominoes P. This defines the
poset (P,�P ) and the pattern order between polyominoes: a polyomino P is a
pattern of a polyomino Q (which we denote P �P Q) when the binary picture
representing P is a submatrix of that representing Q. We point out that the
order �P has already been studied in [8] under the name of subpicture order,
where the authors – among other things – proved that (P,�P ) contains infinite
antichains, and it is a graded poset (the rank function being the semi-perimeter
of the bounding box of the polyominoes).

This allows to introduce a natural analogue of permutation classes for poly-
ominoes: a polyomino class is a set of polyominoes C that is downward closed
for �P : for all polyominoes P and Q, if P ∈ C and Q �P P , then Q ∈ C.
Basing on the results obtained in [1], in [3] the authors proved that some of
the most famous families of polyominoes, including: the bargraphs, the convex,
the column-convex, the L-convex, the directed-convex polyominoes, are indeed
polyomino classes. On the other side, there are also well-known families of poly-
ominoes which are not polyomino classes, like: the family of polyominoes having
a square shape, the family of polyominoes having exactly k > 1 columns, or the
directed polyominoes (see Section 4).

Similarly to the case of permutations, for any set B of polyominoes, let us
denote by AvP (B) the set of all polyominoes that do not contain any element
of B as a pattern. Every such set AvP (B) of polyominoes defined by pattern
avoidance is a polyomino class. Conversely, like for permutation classes, every
polyomino class may be characterized in this way [3].

Proposition 1. For every polyomino class C, there is a unique antichain B of
polyominoes such that C = AvP (B). The set B consists of all minimal polyomi-
noes (in the sense of �P ) that do not belong to C.

We call B the polyomino-basis (or p-basis for short), to distinguish from other
kinds of bases. We observe that, denoting AvM (M) the set of binary matrices
that do not have any submatrix in M, we have AvP (M) = AvM (M) ∩P .

On the other side, it is quite natural to describe classes of polyominoes by
the avoidance of submatrices, then we introduce the notion of matrix-basis (or
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m-basis) of a polyomino class C, which is every antichain M of matrices such
that C = AvP (M). Differently from the p-basis, the m-basis needs not be unique.

Example 1 (Injections). Let I be the class of injections, i.e. polyominoes having
at most a zero entry for each row and column such as, for instance

101

0111

1110

1011

11

01

11

11

1

1

1

11

11

01

1

The set I is clearly a polyomino class, and its p-basis is given by the minimal
polyominoes which are not injections, i.e. the twelve polyominoes on the top of
Fig. 2. An m-basis of I is clearly given by set

M =

{[
0 0
]
,

[
0
0

]}
.

Moreover, consider the sets:

M1 =

⎧⎨⎩[ 0 1 0
]
,
[
1 0 0

]
,
[
0 0 1

]
,

⎡⎣01
0

⎤⎦ ,
⎡⎣00
1

⎤⎦ ,
⎡⎣10
0

⎤⎦⎫⎬⎭ , M2 =M1∪

⎧⎨⎩
⎡⎣00
0

⎤⎦⎫⎬⎭ .

We may easily check thatM1 andM2 are antichains (see Fig. 2), and that their
avoidance characterizes injections: I = AvP (M1) = AvP (M2). So, alsoM1 and
M2 are m-bases, although M1 ⊂M2.

We recall [3] that the p-basis and an m-basis of a polyomino class are related
by the following.

Proposition 2. Let C be a polyomino class, and letM be an m-basis of C. Then
the p-basis of C consists of all polyominoes that contain a submatrix in M, and
that are minimal (w.r.t. �P ) for this property.
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0
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0
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Fig. 2. The p-basis and some m-bases of I
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The reader can check the previous property in Fig. 2 for the case of the class
I of injections.

The main goal of this paper is to extend the studies of [3,4] by adopting
a more geometrical approach: we use the notion of pattern avoidance in order
to recognize or describe families of polyominoes defined by means of geomet-
rical constraints or combinatorial properties. In particular, we will develop the
following research topics:

i) robust polyomino classes, i.e. polyomino classes C where there is an m-basis
containing the p-basis. We will show that in this case, the p-basis is the
minimal antichain M for set inclusion, and for �, such that AvM (M) = C.

ii) given a set of patterns M, study the class of polyominoes avoiding the
patterns of M as submatrices, and give a characterization of this class in
terms of the geometrical/combinatorial properties of its elements.

iii) extend the notion of pattern in a polyomino, by introducing generalized
polyomino patterns, so that to be able to describe more families of polyomi-
noes known in the literature. Such a generalization resembles what has been
done for pattern avoiding permutations with the introduction of vincular,
bivincular patterns [5].

For brevity sake, some of the proofs will be omitted. The interested reader can
find all the proofs of the paper in Chapter 3 of [2], and the proof of Proposition 10
in the Appendix.

2 Robust Polyomino Classes

Every polyomino class is equipped with (at least) two basis, the p-basis and the
m-basis. A natural question is to investigate the relation between the p-basis
and the m-basis, and in particular to understand the conditions that render the
p-basis the most compact way to describe a polyomino class.

Definition 1. A class is robust when all m-bases contain the p-basis.

The p-basis of a robust class has remarkable minimality properties.

Proposition 3. Let C be a robust class, and let P be its p-basis. Then, P is the
unique m-basis M which satisfies:

(1.) M is a minimal subset subject to C = AvP (M), i.e. for every strict subset
M′ of M, C �= (M′);

(2.) for every submatrix M ′ of some matrix M ∈ M, we have M ′ = M or
C �= AvP (M′)), with M′ =M\ {M} ∪ {M ′}.

Proof. Condition (1.) follows directly by Proposition 2. Let us assume that Con-
dition (2.) does not hold, i.e. there exists a proper submatrix M ′ of some matrix
M ∈ P such that C = AvP (P ′), with P ′ = P \ {M} ∪ {M ′}. So we have that
P ′ �P P and P ′ is an m-basis of C. Since C is a robust class we have that
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P �P P ′ and then P = P ′, in particular M = M ′. Suppose that there exists
another m-basisM �= P satisfying (1.) and (2.). By Proposition 2, every pattern
ofM is contained in some pattern of P , thus P containsM. Since C is a robust
class, then P ⊆M, so P =M. 
�

We point out that Condition (1.) ensures minimality in the sense of inclusion,
while Condition (2.) ensures minimality for �.

Example 2. Let be C = AvP (P, P
′), where P, P ′ are depicted in Figure 3. The

class C is not robust, in fact there is an m-basis M disjoint from the p-basis:

P =

=D 1D =
10

11

10

01

11

01

0

1

0

1

1

1
01

0 11

1

M=

p−basisP’ =

2

Fig. 3. A non robust class

In practice, P and P ′ are precisely the minimal polyominoes which contain
M as a pattern, then by Proposition 2, AvP (P, P

′) = AvP (M).

In this section, we try to establish some criteria to test the robustness of a
class of polyominoes. First, we prove that it is easy to test robustness of a class
whose basis is made of just one element:

Proposition 4. Let M be a pattern. Then, AvP (M) is robust if and only if M
is a polyomino.

Proof. If M is not a polyomino, then its p-basis is clearly different from P , so
AvP (M) is not robust. On the other side, let us assume that M is a polyomino
and that AvP (M) is not robust. Let us assume that an m-basis of Av(M) is
made of a (non polyomino) matrix M ′ such that M ′ �P M . Since M ′ is not
a polyomino then it contains at least two disconnected elements B and C, and
there are at least two possible ways to connect B and C (by rows or by columns).
So, there exists at least another polyomino P �= M such that M ′ �P P , and
P belongs to the p-basis of AvP (M

′). Thus, AvP (M) ⊆ AvP (M
′). The same

technique can be used to prove that an m-basis of Av(M) canont be made of
more than one matrix. 
�
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Now, we aim at extending the previous result to a generic set of polyominoes,
i.e. find sufficient and necessary conditions such that, given set of polyominoes
P , the class AvP (P) is robust.

Proposition 5. Let be P1, P2 two polyominoes and let be C = AvP (P1, P2). If
for every element P in P1 ∧ P2 we have that:

(1) P is a polyomino, or

(2) every chain from P to P1 (resp. from P to P2) contains at least a polyomino
P ′ (resp. P ′′), different from P1 (resp. P2), such that P �P P ′ �P P1 (resp.
P �P P ′′ �P P2),

then C is robust.

Proof. Clearly, if P1 ∧ P2 contains only polyominoes, then C is robust. On the
other side, let P ∈ P1 ∧P2, with P a non polyomino pattern; then by (2.) every
chain from P to P1 (resp. from P to P2) contains at least a polyomino P ′ (resp.
P ′′), different from P1 (resp. P2). If C was not robust, P ′ (resp. P ′′) should
belong to the p-basis in place of P1 (resp. P2). 
�

Example 3. Let us consider the class C = AvP (P1, P2), where P1 and P2 are
the polyominoes depicted in Figure 4. Here, as shown in the picture, P1 ∧ P2

contains six elements, and four of them are not polyominoes. However, one can
check that, for each item P of these four matrices, there is a polyomino in the
chain from P to P1 (resp. from P to P2). Thus, by Proposition 5, the class C is
robust.
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1

0

1 0

0 1

1 1

0 1

1 0

1 1
. . .. . . 1

0

1

10 1

101

0

P =2P =1 1

10 1

1 0

1 1 1

0 1 1 1

0

0 1

1 0

1

0 1

1
1 1 1 0 1P       P 2

Fig. 4. A robust class



Binary Pictures with Excluded Patterns 31

However, the statement of Proposition 5 cannot be inverted, as we can see in
the following example.

Example 4 (Parallelogram polyominoes). We recall that a parallelogram poly-
omino is a polyomino whose boundary can be decomposed in two paths, the
upper and the lower paths, which are made of north and east unit steps and
meet only at their starting and final points (see Fig. 5 (c)). We can easily
prove that parallelogram polyominoes can be represented by the avoidance of the
submatrices:

M1 =

[
1 0
1 1

]
, M2 =

[
1 1
0 1

]
.

These two patterns form a p-basis for the class P of parallelogram polyominoes.
Clearly

M1 ∧M2 =

{[
1 1
]
,

[
1
1

]
,
[
0
]}

.

If P was not robust, then M =
[
0
]
should belong to the an m-basis of P ; pre-

cisely, we should have AvP (M) = P . But this is not true, since clearly AvP (M) is
the class of rectangles. Thus, P is robust. Observe that the set {M1,M2, [ 1 0 1 ]}
forms an m-basis of the class, but it is not minimal w.r.t. set inclusion.

3 Classes of Polyominoes Defined by Submatrix
Avoidance

As we have mentioned, several families of polyominoes covered in the literature
can be characterized in terms of submatrix avoidance. In particular, if the family
of polyominoes is defined by imposing geometric constraints on its elements, then
these constraints can be naturally represented by the avoidance of some matrix
patterns. For instance, in [4] it was proved that the convexity constraint can be
represented by the avoidance of the two submatrices:

H =
[
1 0 1

]
and V =

⎡⎣10
1

⎤⎦ .

Similarly, in [3] it was proved that the families of directed-convex, column-
convex, stack polyominoes are polyomino classes. In this section, we consider
some polyomino classes which can be represented by the avoidance of subma-
trices, and deal with the problem of giving a combinatorial/geometrical charac-
terization to these classes. Most of these classes have not been considered yet
in the literature, and they show quite simple characterizations and interesting
combinatorial properties.

Polyominoes avoiding rectangles. Let Om,n be set of rectangles – binary pictures
with all the entries equal to 1 – of dimension m × n (see Figure 6 (a)). With
n = m = 2 these objects (also called snake-like polyominoes) have a simple
geometrical characterization.
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0

(c)

(a) (b)

1 1

1

(d)

Fig. 5. (a) a convex polyomino; (b) a directed polyomino; (c) a parallelogram poly-
omino; (d) an L-convex polyomino

(a) (b)

Fig. 6. (a) a snake-like polyomino; (b) a snake

Proposition 6. Every snake-like polyomino can be uniquely decomposed into
three parts: a unimodal staircase polyomino oriented with respect to two axis-
parallel directions d1 and d2 and two (possibly empty) L-shaped polyominoes
placed at the extremities of the staircase. These two L-shaped polyominoes have
to be oriented with respect to d1, d2.

We have studied the classes AvP (Om,n), for other values of m,n, obtaining
similar characterizations which here are omitted for brevity.

Snakes. Let us consider the family of snake-shaped polyominoes (briefly, snakes)
– as that shown in Fig. 6 (b):

Proposition 7. The family of snakes is a polyomino class, which can be de-
scribed by the avoidance of the following polyomino patterns:

Hollow stacks. Let us recall that a stack polyomino is a convex polyomino con-
taining two adjacent corners of its minimal bounding rectangle (see Fig. 7 (a)).
Stack polyominoes clearly form a polyomino class, described by the avoidance
of the patterns:

1

0 1101 0 1

111
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A hollow stack (polyomino) is a polyomino obtained from a stack polyomino
P by removing from P a stack polyomino P ′ which is geometrically contained
in P and whose basis lie on the basis of the minimal bounding rectangle of P .
Figure 7 (b), (c) depict two hollow stacks.

(a) (b) (c)

Fig. 7. (a) a stack polyomino; (b), (c): hollow stacks

Proposition 8. The family H of hollow stack polyominoes forms a polyomino
class with p-basis given by:

Rectangles with rectangular holes. Let R be the class of polyominoes obtained
from a rectangle by removing sets of cells which have themselves a rectangular
shape, and such that there is no more than one connected set of 0’s for each row
and column. The family R can easily be proved to be a polyomino class, and
moreover:

Fig. 8. A rectangle with rectangular holes

Proposition 9. The class R can be described by the avoidance of the patterns:

[
0 1 0

]
,

⎡⎣01
0

⎤⎦ [1 0
0 0

] [
0 1
0 0

] [
0 0
1 0

] [
0 0
0 1

]
.
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4 Generalized Matrix Patterns

As already pointed out, there are several families of polyominoes that are not
polyomino classes. Amongst them, we have mentioned directed polyominoes and
polyominoes without holes. By Proposition 1, these families of polyominoes can-
not be expressed in terms of submatrix avoidance. In order to overcome this
problem, we extend the notion of pattern in a polyomino, by introducing gener-
alized polyomino patterns, so that to be able to describe more families of poly-
ominoes. Our generalization resembles what has been done for pattern avoiding
permutations with the introduction of vincular, bivincular patterns [5].

L-convex polyominoes. A convex polyomino is k-convex if every pair of its cells
can be connected by a monotone path with at most k changes of direction, and
k is called the convexity degree of the polyomino [8] . For k = 1 we have the
L-convex polyominoes, where any two cells can be connected by a path with at
most one change of direction (see Fig. 5 (d)). Recently, L-convex polyominoes
have been considered from several points of view: in [9,10] the authors solve
the main enumeration problems for L-convex polyominoes, while in [7] they
approach them from a language-theoretical perspective. In [3] it was shown that
L-convex polyominoes form a polyomino class, and they can be represented by
the avoidance of the submatrices:

H =
[
1 0 1

]
, V =

⎡⎣10
1

⎤⎦ , S1 =

[
1 0
0 1

]
, S2 =

[
0 1
1 0

]
.

2-convex polyominoes. Differently from L-convex polyominoes, 2-convex poly-
ominoes do not form a polyomino class. As a matter of fact, the 2-convex poly-
omino in Figure 9 (a) contains the 3-convex polyomino (b) as a pattern, so the
class is not downward closed w.r.t. �P . Similarly, the set of k-convex polyomi-
noes is not a polyomino class, for k ≥ 2.

In practice, this means that 2-convex polyominoes cannot be described in
terms of pattern avoidance. In order to be able to represent 2-convex polyominoes
we extend the notion of pattern avoidance, introducing the generalized pattern
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Fig. 9. (a) a 2-convex polyomino P ; (b) a pattern of P that is not a 2-convex polyomino;
(c) a generalized pattern, which is not contained in (a), but is contained in the 3-convex
polyomino (non 2-convex) (d)
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avoidance. Our extension consists in imposing the adjacency of two columns or
rows by introducing special symbols, i.e. vertical/horizontal lines: with A being
a pattern, a vertical line between two columns of A, ci and ci+1 (a horizontal
line between two rows ri and ri+1), will read that ci and ci+1 (respectively ri
and ri+1) must be adjacent. When the vertical (resp. horizontal) line is external,
it means that the adjacent column (resp. row) of the pattern must touch the
minimal bounding rectangle of the polyomino. Moreover, we will use the ∗ symbol
to denote 0 or 1 indifferently.

Proposition 10. The class of 2-convex polyominoes can be can be described by
the avoidance of the set M of generalized patterns:
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The proof of Proposition 10 is reported in the Appendix. Let us just ob-
serve, referring to Fig. 9, that the pattern (c) is not contained in the 2-convex
polyomino (a), but it is contained in the 3-convex polyomino (d). It is possible
generalize the previous result and give a characterization of the class of k-convex
polyominoes, with k > 2, using generalized patterns.

Directed polyominoes. A polyomino P is directed when every cell of P can be
reached from a distinguished cell (called the source) by a path – internal to
the polyomino – that uses only north and east steps. Figure 5 (b) depicts a
directed polyomino. The reader can simply check that the class of the directed
polyominoes is not a polyomino class by observing that – in the picture – the
four marked cells represent a polyomino which is not directed.

Proposition 11. The class of directed polyominoes can be represented as the
class of polyominoes avoiding the following patterns

*

1

0

0 1

0

This proof is analogous to that of Proposition 10, and also relies on the set
of patterns determined in [3], whose avoidance describes the class of directed-
convex polyominoes. We would like to point out that there are families of poly-
ominoes which cannot be described, even using generalized pattern avoidance.
For instance, the reader can easily check that one of these families is that of
polyominoes having a square shape.
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Appendix

Proof of Proposition 10. We recall that in a 2-convex polyomino, for each two
cells, there is a path connecting them, which uses only two types of steps among
n, s, e, w (north, south, east and west unit steps, respectively) and has at most
two changes of direction. Moreover, for any two cells c1 and c2 of a polyomino,
the minimal number of changes of direction from c1 to c2 can be computed from
just two paths, starting with a vertical and a horizontal step, respectively, in
which every side has maximal length. We will refer to these as the extremal
paths connecting c1 and c2.
(⇒) If P is a 2-convex polyomino then P avoidsM.
Let us assume by contradiction that P is a 2-convex polyomino containing one
of the patterns ofM, clearly not H and V , by convexity. For simplicity sake, we
will consider only the two patterns of M,

Z1 =

⎡⎣0 * 1
* 1 0
1 0 0

⎤⎦ and Z2 =

⎡⎢⎢⎣
0 0 * 1
0 * 1 *
* 1 * 0
1 * 0 0

⎤⎥⎥⎦ ,

since the proof for the other patterns can be obtained by symmetry. If P contains
Z1 (resp. Z2) then it has to contain a submatrix P ′ (resp. P ′′) of the form:

P ′ =

0 ∗ . . . . 1
∗ 1 . . . . 0
. . . . . . .
. . . . . . .
. . . . . . .
1 0 . . . . 0

P ′′ =

0 . . . 0 ∗ . . . 1
. . . . . . . . . .
0 . . . ∗ 1 . . . ∗
∗ . . . 1 ∗ . . . 0
. . . . . . . . . .
1 . . . ∗ 0 . . . 0

,

where the 0, 1, ∗ are the elements of Z1 (resp. Z2) and the dots can be replaced
by 0, 1 indifferently, clearly in agreement with the convexity and polyomino con-
straints.

Among all the polyominoes which can be obtained from P ′ (resp. P ′′), the

one having the minimal convexity degree is that, called P
′
(resp. P

′′
), having

the maximal number of 1 entries. It is easy to verify that the minimal number of

changes of direction requested to connect the 1 entries in boldface of P
′
(resp.

P
′′
) is three, so P ′ (resp. P

′′
) is a 3-convex polyomino, which contradicts our

assumption.

(⇐) If P avoidsM then P is a 2-convex polyomino.
Again by contradiction let us assume that P avoids M and it is a 3-convex

polyomino, i.e. there exist two cells of P , c1 and c2, such that any path from c1
to c2 requires at least three changes of direction.

Let us take into consideration the two extremal paths from c1 to c2. The only
possible cases are the following (up to rotation):

- the two extremal paths are distinct, Fig. 10 (a);
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- one of the extremal paths does not exist, see Fig. 10 (b);
- the two extremal paths coincide after the first change of direction, see
Fig. 10 (c);

- the two extremal paths coincide after the second change of direction, see
Fig. 10 (d).

(a) (d)(b) (c)

Fig. 10. The possible cases of extremal paths connecting the cells c1 and c2

Here, we will consider only the first case, since the others are abalogous: as
sketched in the picture below, the polyomino P of Fig. 10 (a) has to contain a
submatrix P ′ – given by the boldface entries – of the form:

1 0

0

0

0

0

1

0 0

1

11

1

1

11

It is easy to see that such a submatrix is one of those that we can obtain re-
placing appropriately the symbol ∗ in the pattern Z2. So, P contains Z2 against
the hypothesis. We point out that the pattern Z1, and its rotations, can be ob-
tained from the pattern Z2 (or its rotation) replacing appropriately the ∗ entries,
but we need to consider them in order to include the 3-convex polyominoes with
three rows or columns. 
�
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Abstract. A 2D topological map allows one to fully describe the topol-
ogy of a labeled image. In this paper we introduce new tools for compar-
ing the topology of two labeled images. First we define 2D topological
map isomorphism. We show that isomorphic topological maps correspond
to homeomorphic embeddings in the plane and we give a polynomial-time
algorithm for deciding of topological map isomorphism. Then we use this
notion to give a generic definition of multi-label simple transformation
as a set of transformations of labels of pixels which does not modify the
topology of the labeled image. We illustrate the interest of multi-label
simple transformation by generating look-up tables of small transforma-
tions preserving the topology.

Keywords: Combinatorial maps, 2D topological maps isomorphism, la-
beled image, simple points, simple sets.

1 Introduction

Image processing often needs to group pixels into clusters having some common
properties (which can be colorimetric, semantic, geometric. . . ). One way to de-
scribe these clusters is to use labeled images where a label is associated with
each pixel. Given two labeled images, it is interesting to be able to decide if they
have the same topology. This can be useful for example for object tracking or
image analysis. A related question is to decide whether a labeled image can be
transformed into another one while preserving the topology of the partition. This
second question is interesting to propose a deformable model with a topological
control for example. In this paper, these two problems are addressed.

Many data-structures were proposed to describe the topology of labeled im-
ages. A well-known one is the Region Adjacency Graph (RAG) [12]: the image
is partitioned into regions corresponding to sets of connected pixels; the RAG
associates a node with every region and an edge with every pair of adjacent re-
gions. RAGs are used in different image processings like image segmentation [14]
or object recognition [9]. However a RAG does not fully describe the topology of
a partition in regions: it does not represent multi-adjacency relations nor the or-
der of adjacent regions when turning around a given region. Thus two partitions
having different topologies may be described by isomorphic RAGs.

2D topological maps [3] are more powerful data structures for describing the
topology of subdivided objects as they fully describe the topology of labeled
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images. They combine 2D combinatorial maps (2-maps [10]), describing the
topology of subdivided objects (multi-adjacency relations as well as the order
of adjacent regions when turning around a given region) with enclosure trees,
describing region enclosure relations.

In this paper, we define isomorphism between topological maps and we show
that two labeled images are homeomorphic if their associated topological maps
are isomorphic. We describe a polynomial-time algorithm for checking whether
two topological maps are isomorphic, thus providing an efficient way of deciding
whether two labeled images are homeomorphic. Then we use the isomorphism
definition of topological maps in order to give a simple definition of multi-label
simple transformation (called ML-simple), i.e. a set of modifications of labels of
pixels that preserve the topology of the whole partition. Lastly we use all these
tools in order to generate different look-up tables of ML-simple transformations
allowing to test in amortized constant time if two local configurations are equiv-
alent, and allowing to retrieve in linear time in the size of the output all the
configurations that are equivalent.

In Sect. 2 we introduce all the preliminary notions on labeled images, com-
binatorial maps, isomorphism and homotopic deformation. In Sect. 3 we de-
fine topological map isomorphism and present the algorithm allowing to test
if two topological maps are isomorphic. Section 4 introduces the definition of
ML-simple transformation and shows that it is possible to restrict the test of
topological map isomorphism on bounding boxes around the modified pixels. In
Sect. 5 we present the construction of look-up tables of ML-simple transforma-
tions. We conclude and give some perspectives in Sect. 6.

2 Preliminary Notions

2.1 Labeled Images and Partitions into Regions

A 2D labeled image is a triple (Id, L, l), where Id ⊆ Z2 is a set of pixels (the image
domain), L is a finite set of labels, and l : Z2 → L is a labeling function which
associates a label with every pixel. Two pixels p1 = (x, y) and p2 = (x′, y′) are 4-
adjacent (resp. 8-adjacent) if |x−x′|+|y−y′| = 1 (resp. max(|x−x′|, |y−y′|) = 1).
A k-path (with k = 4 or 8) is a sequence of pixels such that two consecutive pixels
of the sequence are k-adjacent. A set of pixels S is k-connected if for each pair
of pixels (p1, p2) ∈ S2 there is a k-path from p1 to p2 having all its pixels in S.

A region in a labeled image i = (Id, L, l) is a maximal set of 4-connected pixels
having the same label. An additional region is defined, denoted infinite(i), which
is the complement of Id, i.e., infinite(i) = Z2\Id. The set of regions of i, including
infinite(i), is denoted regions(i) and is a partition of Z2.

A region R is enclosed in another region R′ if all 8-paths from one pixel
of R to a pixel of infinite(i) contains at least one pixel of R′. Region R is
directly enclosed in R′ if there is no region R′′ �= R′ such that R is enclosed in
R′′ and R′′ is enclosed in R′. Every region except the infinite one has exactly
one direct enclosing region whereas it may have 0, 1 or more directly enclosed
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regions. Direct enclosure relations may be described by an enclosure tree rooted
in infinite(i) (see Fig. 1 for an example of a partition).

Digital contours of regions are made explicit by using the interpixel topology
[8]. In interpixel topology, the cellular decomposition of the euclidean space
R2 into regular elements is considered. Pixels are 2-dimensional elements (unit
squares), linels are 1-dimensional elements (unit segments) and pointels are 0-
dimensional elements (points). Two linels are connected if they share a pointel
in their boundary. A frontier between two regions R and R′ is a maximal set of
connected linels separating pixels belonging to R and R′.

The boundary of a region R is the set of linels which separate pixels of R
from 4-adjacent pixels not in R. This boundary is partitioned in two sets: the
external boundary contains the linels separating R from non enclosed regions;
internal boundaries contain the linels separating R from its enclosed regions.
Note that every region except the infinite one has a non empty external boundary
whereas it may have an empty internal boundary. The infinite region has an
empty external boundary but its internal boundary is not empty (unless Id = ∅).

2.2 Combinatorial Maps

Combinatorial maps [10] were defined to describe the subdivision of objects
in cells (vertices, edges, faces. . . ) plus the incidence and adjacency relations
between these cells. In 2D, a combinatorial map (2-map) can be seen as a graph
where each edge is cut in two darts (also known as half-edges). Darts are oriented
and two relations are defined on the set of darts: β1(d) is the dart following d
when turning around the face which contains d and β2(d) is the dart opposite
to d in the face adjacent to the face which contains d. More formally, a 2-map
is defined by a triple M = (D, β1, β2) such that D is a finite set of darts, β1 is
a permutation on D, and β2 is an involution on D. A 2-map is connected if for
every pair of darts (d, d′) ∈ D2, there exists a sequence of darts (d1, . . . , dn) such
that d1 = d, dn = d′, and ∀1 ≤ i < n, di+1 = β1(di) or di+1 = β2(di).

An example of 2-map is given in Fig. 1(b). This combinatorial map contains 16
darts (drawn by oriented curves). Two darts linked by β1 are drawn consecutively
(e.g. β1(10) = 11). Note that a dart may be linked with itself in case of loops
(e.g. β1(1) = 1). Two darts linked by β2 are drawn in parallel and have reverse
orientations (e.g. β2(1) = 2 or β2(10) = 3). This 2-map is not connected and is
composed of 3 different connected components.

2.3 Topological Maps

A topological map is a combinatorial data-structure which fully describes the
topology of a partition into regions of a labeled image. It is composed of three
parts: a combinatorial map describing the adjacency relations between regions
in an ordered way, an enclosure tree describing the direct enclosure relations
between regions and an interpixel matrix describing the geometry of the different
contours. In this paper, we focus on topology and do not use geometry so that
we do not consider the interpixel matrix.
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Fig. 1. Example of topological map. (a) A labeled image i. (b) The minimal combina-
torial map describing i. (c) The region enclosure tree.

Definition 1 (2D topological map). Given a 2D labeled image i = (Id, L, l),
its 2D topological map is defined by TM(i) = (M,T, r, d) where:

– M = (D, β1, β2) is a 2-map such that each face of M corresponds to a
boundary of a region of i, and β2 describes adjacency relationships between
the faces. Furthermore, M is minimal in its number of darts;

– T = (N,E) is an enclosure tree of regions: each node of T corresponds to a
region of i, and has a child for every region which is directly enclosed in it;
the root of T is infinite(i);

– r : D → N associates each dart d ∈ D with the region r(d) ∈ N whose
boundary contains d;

– d : N → D associates each region R ∈ N with a dart d(R) ∈ D which is a
dart of the face corresponding to the external boundary of R, except for the
infinite region which does not have an external boundary so that d(infinite(i))
belongs to its internal boundary.

Given a 2D labeled image, its topological map is unique (up to isomorphism
between 2-maps). Indeed, the 2-map is minimal in number of darts. Thus, each
pair of darts (d, β2(d)) describes a frontier between two regions R and R′ (i.e. a
maximal set of connected linels separating pixels belonging to R and R′).

In a 2D topological map, each region is represented as a node in the enclosure
tree and as face(s) in the 2-map (see example in Fig. 1). Two 4-adjacent regions
share a common frontier represented as pair(s) of darts linked by β2 in the 2-
map. In Fig. 1, darts 8 and 12 represent the frontier between regions R1 and
R5. The relation between two 8-adjacent but not 4-adjacent regions is implicitly
represented by a third region, which is 4-adjacent to both. In Fig. 1, the two
consecutive darts 13 and 14, linked by β1, which represent one internal boundary
of region R1, are respectively linked by β2 to darts 15 and 16, which represent
the external boundary of regions R2 and R3.

2.4 Isomorphisms and Signatures

Two 2-mapsM = (D, β1, β2) andM ′ = (D′, β′
1, β

′
2) are isomorphic if there exists

a bijection f : D → D′ (called map isomorphism function) such that ∀d ∈ D,
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∀i ∈ {1, 2}, f(βi(d)) = β′
i(f(d)) [10]. In [7], map signatures are defined such

that two connected 2-maps are isomorphic iff their signatures are equal. Given
a connected map M = (D, β1, β2) such that |D| = k, the signature of M is a
sequence of 2k integer values σ(M) =< d1, d2, . . . , d2k >, with di ∈ [1; k] for
all i ∈ [1; 2k]. This signature may be used to define the canonical form of M :
canonical (M) = (D′, β′

1, β
′
2) with D′ = {1, . . . , k} and ∀i ∈ D′, β′

1(i) = d2i−1

and β′
2(i) = d2i (see [7] for more details).

Two trees T = (N,E) and T ′ = (N ′, E′) are isomorphic if there exists a
bijection f : N → N ′ (called tree isomorphism function) such that ∀u, v ∈
N, (u, v) ∈ E ⇔ (f(u), f(v)) ∈ E′. If the trees are rooted in r and r′, respectively,
then f must map the roots of the trees, i.e., f(r) = r′. If the complexity of graph
isomorphism is still an open question, the complexity of tree isomorphism is
polynomial and [1] describes an algorithm in O(|N |) which associates signatures
with nodes of the trees. The algorithm of [1] may be extended to integrate labels
in signatures: the signature of a leaf is its label; the signature of a node which is
not a leaf is the concatenation of its label with the sorted sequence of its children
signatures concatenated with the corresponding edge labels.

2.5 Transformations Preserving Topology

In digital topology, the topology of a binary image is usually defined from a
pair of adjacency relations (e.g. 4 for one label, 8 for the other) so that a digital
version of the Jordan Curve theorem holds [13]. The drawback of this popular
solution is that we have two adjacency relations for one partition. Its topology
may change if we interchange the two colors, because the chosen adjacency pair is
not an intrinsic feature of the partition, but depends on the object to represent.
There is no good choice if the topology of the object is intricate (e.g. there
are many nested connected components) or if both labels represent regions of
interest. This is especially true for images of more than two labels.

In a binary image, a point is simple if its label can be changed without chang-
ing the connectedness properties of the support of either label [13]. This concept
can be extended to labeled images if we independently consider the support of
each label and its complement. However, to take into account the adjacency re-
lations between regions, it is proposed in [2] to also consider the union of two
labels. A generalization of this idea may be found in [11]. In [6], a new definition
of multi-label simple point is proposed to guarantee that the topology of a parti-
tion is preserved when a pixel is flipped from a region to an adjacent region. The
drawback of these methods is that only elementary transformations are taken
into account. However, two partitions can be homeomorphic even if there does
not exist a sequence of elementary transformations mapping the two partitions.

In this work, we represent a labeled image by a topological map, which is an in-
trinsic feature of its partition into regions. Isomorphism between two topological
maps, which is equivalent to homeomorphism between two partitions, provides
a way of deciding whether a global transformation preserves the topology of the
partition or not.
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Fig. 2. Examples of non isomorphic topological maps. (a) and (b) have isomorphic
trees but not isomorphic 2-maps (R2 and R4 are not adjacent in (a) whereas they are
8-adjacent in (b)). (c) and (d) have isomorphic 2-maps but not isomorphic trees. (e) and
(f) have isomorphic trees and 2-maps, but isomorphism functions are not compatible.

3 Topological Map Isomorphism

In [5], 2-map isomorphism is extended to consider plane isomorphism, i.e. isomor-
phism between connected 2-maps drawn on the plane. This preliminary definition
is extended here to 2D topological maps by considering additional information
given by region enclosure trees.

Definition 2 (2D topological map isomorphism). Two 2D topological maps
TM = (M = (D, β1, β2), T = (N,E), r, d) and TM ′ = (M ′ = (D′, β′

1, β
′
2), T

′ =
(N ′, E′), r′, d′) are isomorphic iff: (1) there exists a map isomorphism function
fm : D → D′; (2) there exists a tree isomorphism function ft : N → N ′; (3) two
faces of M and M ′ are matched by fm iff the corresponding regions of T and T ′

are matched by ft, i.e., ∀di ∈ D: ft(r(di)) = r′(fm(di)).

As illustrated in Fig. 2, the three conditions of Def. 2 are necessary to ensure
topological map isomorphism. Moreover, Def. 2 leads to the following result:

Theorem 1. Let i and i′ be two labeled images, and TM(i) and TM(i′) be
their associated 2D topological maps. TM(i) and TM(i′) are isomorphic iff the
partitions into regions of i and i′ are homeomorphic embeddings in the plane.

Two embeddings are homeomorphic in the plane when they describe the same
regions and the same adjacency relations and region enclosure relations.

In [15] the definition of maptree is given. This is a 2D combinatorial map
plus a black and white adjacency tree. This tree has one white node for each
region of the partition and one black node for each connected component of
the combinatorial map (no two adjacent nodes have the same color). The white
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father (resp. sons) of a black node is the region (resp. regions) corresponding to
the external face (resp. internal faces) incident to a same connected component
of the combinatorial map. It is thus easy to see that a maptree is equivalent to
a topological map.

Proposition 1 in [15] proves that a maptree provides a unique representation
(up to homeomorphism of the sphere) of the embedding of a non-connected
combinatorial map. Moreover, if the maptree is rooted, the representation is
unique up to homeomorphism of the plane. Theorem 1 is a direct consequence
of this proposition.

Now, let us describe an algorithm for deciding whether two 2D topologi-
cal maps are isomorphic or not. Let us consider a 2D topological map TM =
(M,T = (N,E), r, d). Each node R ∈ N of the region enclosure tree corresponds
to an image region and is associated with a dart d(R) which belongs to a face
of a connected component of M . Let us note FR the face of M which contains
d(R), and MR the connected component of M which contains d(R). We label
the tree T = (N,E) by defining the labeling function λ as follows:

– every region R ∈ N is labeled with the signature of the connected component
of M which contains d(R), i.e., λ(R) = σ(MR);

– every edge (R,R′) ∈ E is labeled with the smallest dart of the face corre-
sponding to FR in canonical (MR).

The labeling of the region enclosure trees provides a way of deciding whether
two 2D topological maps are isomorphic or not:

Theorem 2. Two 2D topological maps are isomorphic iff their labeled region
enclosure trees are isomorphic.

Indeed, the labels associated with the nodes ensure that two regions mapped
by a tree isomorphism function actually belong to isomorphic connected compo-
nents of the 2-maps; the labels associated with the edges ensure that two regions
mapped by a tree isomorphism function are enclosed in regions which correspond
to a same face in the canonical form of the corresponding connected components
of the 2-maps.

Hence, to decide whether two 2D topological maps are isomorphic we first
compute the labeling functions of the region enclosure trees and then use the
algorithm of [1] to decide whether the two trees are isomorphic. The time com-
plexity of the construction of the labeling function mainly involves computing
the signature and the canonical form of each connected component of the 2-map.
This may be done in O(k · t2) where k is the number of connected components of
the 2-map and t is the maximum number of darts in a connected component (see
Property 10 of [7]). The time complexity for deciding whether two labeled trees
are isomorphic is linear w.r.t. the number of nodes, i.e., the number of regions.

Our contribution here is the definition of 2D topological map isomorphism
(which could be also given for maptrees) and the description of a polynomial
time algorithm for deciding of isomorphism. The second main contribution of this
paper, given in the next section, is the definition of ML-simple transformation.
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2R1R 4R 5R3R 7R 8R 9R6R

2R’1R’ 4R’ 5R’3R’ 7R’ 8R’ 9R’6R’

2R1R 4R 5R3R 7R 8R 9R6R

2R’1R’ 4R’ 5R’3R’ 7R’ 8R’ 9R’6R’

Fig. 3. Two partitions having homeomorphic embeddings in the plane. In the left
image, there is no ML-simple transformation of less than 9 pixels. A possible ML-
simple transformation is the one modifying simultaneously the labels of the 9 pixels of
a same line and giving the right image.

4 ML-simple Transformation

Given a labeled image (Id, L, l), the goal is to modify the label of some pixels
while preserving the topology of the partition. To achieve this goal, we start to
define what is a transformation in a labeled image.

Definition 3 (Transformation). Given a 2D labeled image i = (Id, L, l), a
transformation T is a set of pairs {(p1, v1), . . . , (pn, vn)}, with ∀k ∈ {1, . . . , n},
pk ∈ Id a pixel and vk ∈ L a label. The labeled image obtained by applying
transformation T on i is the labeled image T (i) = (Id, L, l

′) such that ∀k ∈
{1, . . . , n}, l′(pk) = vk and ∀p ∈ Z2 \ {p1, . . . , pn}, l′(p) = l(p).

Now, thanks to the definition of transformation and the definition of topolog-
ical map isomorphism, it is straightforward to define the notion of ML-simple
Transformation (ML stands for multi-label). Intuitively a transformation is ML-
simple if the two topological maps of the initial image and of the transformed
image are isomorphic.

Definition 4 (ML-simple transformation). Let i = (Id, L, l) be a 2D la-
beled image. A transformation T on i is ML-simple if TM(i) is isomorphic to
TM(T (i)).

Theorem 1 says that two isomorphic topological maps represent two homeo-
morphic embeddings in the plane, thus an ML-simple transformation does not
modify the topology of the embedding in the plane. Note that a ML-simple trans-
formation that modifies only one pixel corresponds to the notion of ML-simple
point [6]. Figure 3 shows that transformation of many pixels could be required
in some configurations. In this example, there is no ML-simple transformation
of sets having less than 9 pixels.

The definition of ML-simple transformation gives a straightforward way to
test if a transformation is ML-simple: this may be done by computing the two
topological maps and testing if they are isomorphic. This simple algorithm can
be improved thanks to Theorem 3, which shows that it is enough to compare
subimages surrounding the pixels of the transformation.

Given a transformation T on a labeled image (Id, L, l), let (Id|T , L, l) be
the subimage concerned by the transformation. More precisely, min(Id|T )
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2R
1R 5R

4R3R 2R
1R

3R 4R
5R

Fig. 4. Two partitions having homeomorphic embeddings in the plane. There is no
sequence of flips of ML-simple points allowing to transform the image to the left in the
image to the right. However there is a sequence of ML-simple transformations of four
pixels which transforms the left image into the right one.

= (min{p1.x, . . . , pk.x}−1,min{p1.y, . . . , pk.y}−1) andmax(Id|T ) = (max{p1.x,
. . . , pk.x}+1,max{p1.y, . . . , pk.y}+1) are the two extremal pixels of the bound-
ing box lying at distance 1 from the extremal points of T . In other words,
(Id|T , L, l) is the subimage enclosing all the pixels of the transformation by a
border of 1 pixel in thickness.

Theorem 3 shows that it is enough to compare the topological map of the
subimage (Id|T , L, l) before and after the transformation in order to test if a
transformation is ML-simple.

Theorem 3. Let i = (Id, L, l) be a 2D labeled image and T be a transformation
on i. T is ML-simple for i iff T is ML-simple for (Id|T , L, l).

The main argument of the proof uses the fact that the labels of the pixels in
the complement of Id|T are not modified by the transformation, nor the pixels
in the border of Id|T (because the bounding box has been enlarged by a band
of 1 pixel in thickness). Intuitively, this band of pixels around the bounding box
guarantees that the frontiers are preserved between Id|T and its complement.

5 Look-up Tables of ML-simple Transformations

One interest of ML-simple transformations is to allow more deformations pre-
serving the topology than ML-simple points. This is illustrated in the example
given in Fig. 4. Both partitions are two homeomorphic embeddings in the plane,
however there is no sequence of flips of ML-simple points allowing to transform
the image on the left into the image on the right. This becomes possible if we
use ML-simple transformations instead of flips of ML-simple points.

Deforming a labeled image while preserving the topology of the partition in
regions can be done by searching for a ML-simple transformation and applying
it. Given a local configuration of pixels, the question is thus to find all the possi-
ble ML-simple transformations of the current configuration. Indeed Theorem 3
ensures that the ML-simple transformation test can be restricted to the local
window around the modified pixels.

To answer this question in an efficient way, we generated look-up tables of
ML-simple transformations of three sizes (sx, sy): 1×1 (which is thus equivalent
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to the notion of ML-simple point), 2×1 and 1×2 (modification of two 4-adjacent
pixels) and 2× 2 (modification of four pixels forming a square).

To generate these look-up tables, we first generated all the possible labeled
images of size (sx + 2, sy + 2). We associate to each image i a bitset b(i) having
2 × (sx + 2) × (sy + 2) bits. Bit number 2 × (x + y × (sx + 2)) is equal to 1
if pixel (x, y) belongs to the same region as pixel (x − 1, y), and bit number
1 + 2× (x+ y × (sx + 2)) is equal to 1 if pixel (x, y) belongs to the same region
as pixel (x, y − 1). Each bitset describes a labeled image up to relabeling of
labels, which is what we want since configurations do not consider the value of
the labels but only the partition in regions.

The different bitsets are stored in two data-structures. The first one is an
array of lists of bitsets, each element of the array being the list of all the bitsets
having the same values in their boundaries and having isomorphic topological
maps. Each list contains all the possible ML-simple transformations of a given
configuration, i.e. all the local configurations belonging to the same equivalence
class. The second data structure is an associative array (for example a hash-
table) allowing to retrieve, given a bitset, the index of its equivalence class in
the array of lists.

Thanks to these two data-structures, it is easy to test if two local configura-
tions (of a given size) are equivalent by computing their two bitsets (by a linear
scan of the pixels of the two images) and computing their two indices of their
equivalence class. If the two indices are equal, the two configurations are topo-
logically equivalent. Thanks to the hash-table, this can be done in amortized
constant time.

Moreover, given a local configuration, we can directly apply successively all
the possible ML-simple transformations (of a given size) while preserving the
topology of the partition. We first compute the bitset of the local configuration
and get the index of its equivalence class. Thanks to this index, we have a direct
access to the list of all the bitsets belonging to the same equivalence class, i.e.
having the same topology. For each bitset in the list, we can locally modify the
labeled image according to the label of pixels not modified by the transformation
(belonging to the boundary of the image) and we are sure that the modified image
has the same topology as the initial one.

Table 1 shows some information on the generated look-up tables with size 1×1,
2×1 and 2×2. The number of configurations increases quickly as the size of the
ML-transformation increases. The number of equivalence classes is significant
(between 75% and 84% of the total number of configurations). Indeed there are
many non ML-simple configurations. Lastly, we can notice the important time
required to compute the look-up tables (about 2 hours for 2× 2 pixels), however
this generation was done only once as a preprocessing step.

An upper bound on the number of configurations can be computed. For a
transformation of size (sx, sy), there are p = (sx+2)×(sy+2) pixels. If we denote
by k the number of different labels, each pixel can be labeled with an integer
between 1 and k (k ∈ {1, . . . , p}). Thus the number of different configurations
with k labels is p!

(p−k)! and the total number of configurations is
∑p

k=1
p!

(p−k)! ,
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Table 1. Generation of look-up tables of all ML-simple transformations of size 1 × 1,
2×1 and 2×2. nb configs is the total number of configurations, nb classes the number of
equivalence classes, time the time spent to compute the look-up tables and max/classe
the maximal number of elements belonging to the same class.

size nb configs nb classes time max/classe

1× 1 1 002 850 0.04s 3
2× 1 16 239 13 211 5.4s 6
2× 2 756 436 567 728 7042.s 30

that is 986 409 (resp. 1 302 061 344 and 56 874 039 553 216) for size 1 × 1 (resp.
2×1 and 2×2). We can observe a major difference between these results and the
experimental ones because the previous formula gives an upper bound and not
exactly the number of configurations. Indeed, different permutations of labels
can give the same configuration (i.e. the same partition into regions) while they
could be recounted several times in the formula. Note also that it is very difficult
to estimate the number of classes, and to give a better upper bound than the
total number of configurations.

6 Conclusion

In this paper, we defined the isomorphism between 2D topological maps and
showed that two topological maps are isomorphic if and only if the corresponding
images are homeomorphic embeddings in the plane. Thanks to this definition,
we defined the ML-simple transformation as a set of modifications of labels of
pixels that preserve the topology of the partition. Thanks to these notions, we
were able to generate different look-up tables of ML-simple transformations for
different sizes of modified pixels.

Topological map isomorphism could be helpful in work that need to verify
that modifications preserve the topology of the partition. This is for example
the case for rigid transformation, where it is possible to use topological map
isomorphism as a control tool to check the results of the transformation.

The look-up tables will serve in order to propose more deformations in our
framework of deformable partition [4]. We hope that these new deformations will
improve the previous results since with ML-simple points, final results of the
deformation process are sometimes blocked in local configurations that can not
be modified with ML-simple points. Moreover, we want to increase the speed of
the simulation thanks to the access in amortized constant time to the elements of
the table. Note that it is possible to use directly the topological map isomorphism
in order to test if a transformation is ML-simple. This possibility is particularly
interesting in order to use transformations of a large number of pixels.

Our first perspective is the extension of this work to 3D, where topologi-
cal maps and signatures are already defined. The only problem to solve is the
position of fictive edges in 3D topological maps. We must propose a canonical
representation for these edges in order to retrieve the property that two maps
are isomorphic if the corresponding images are homeomorphic embeddings in the
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3D Euclidean space. Our second perspective is the generation of look-up tables
with bigger size. The problem is then the memory storage of these tables while
keeping an efficient access to all the elements.

Acknowledgement. This work has been partially supported by the French Na-
tional Agency (ANR), projects DigitalSnow ANR-11-BS02-009 and Solstice

ANR-13-BS02-01.
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14. Trémeau, A., Colantoni, P.: Regions adjacency graph applied to color image seg-
mentation. IEEE Transactions on Image Processing 9, 735–744 (2000)

15. Worboys, M.: The maptree: A fine-grained formal representation of space. In:
Xiao, N., Kwan, M.-P., Goodchild, M.F., Shekhar, S. (eds.) GIScience 2012. LNCS,
vol. 7478, pp. 298–310. Springer, Heidelberg (2012)



Isthmus-Based Parallel and Asymmetric 3D
Thinning Algorithms�

Michel Couprie and Gilles Bertrand

Université Paris-Est, LIGM, Équipe A3SI, ESIEE Paris, France
{michel.couprie,gilles.bertrand}@esiee.fr

Abstract. Critical kernels constitute a general framework settled in the
context of abstract complexes for the study of parallel thinning in any
dimension. We take advantage of the properties of this framework, to
propose a generic thinning scheme for obtaining “thin” skeletons from
objects made of voxels. From this scheme, we derive algorithms that
produce curvilinear or surface skeletons, based on the notion of 1D or
2D isthmus.

1 Introduction

When dealing with skeletons, one has to face two main problems: topology preser-
vation, and preservation of meaningful geometrical features. Here, we are inter-
ested in the skeletonization of objects that are made of voxels (unit cubes) in a
regular 3D grid, i.e., in a binary 3D image. In this context, topology preservation
is usually obtained through the iteration of thinning steps, provided that each
step does not alter the topological characteristics. In sequential thinning algo-
rithms, each step consists of detecting and choosing a so-called simple voxel, that
may be characterized locally (see [1,2]), and removing it. Such a process usually
involves many arbitrary choices, and the final result may depend, sometimes
heavily, on any of these choices. This is why parallel thinning algorithms are
generally preferred to sequential ones. However, removing a set of simple voxels
at each thinning step, in parallel, may alter topology. The framework of critical
kernels, introduced by one of the authors in [3], provides a condition under which
we have the guarantee that a subset of voxels can be removed without changing
topology. This condition is, to our knowledge, the most general one among the
related works. Furthermore, critical kernels indeed provide a method to design
new parallel thinning algorithms, in which the property of topology preservation
is built-in, and in which any kind of constraint may be imposed (see [4,5]).

Among the different parallel thinning algorithms that have been proposed
in the literature, we can distinguish symmetric from asymmetric algorithms.
Symmetric algorithms (see e.g. [6,7,8]) (also known as fully parallel algorithms)
produce skeletons that are invariant under 90 degrees rotations. They consist of
the iteration of thinning steps that are made of 1) the identification and selection
� This work has been partially supported by the “ANR-2010-BLAN-0205 KIDICO”
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of a set of voxels that satisfy certain conditions, independently of orientation or
position in space, and 2) the removal, in parallel, of all selected voxels from
the object. Symmetric algorithms, on the positive side, produce a result that
is uniquely defined: no arbitrary choice is needed. On the negative side, they
generally produce thick skeletons, see Fig. 1.

(a) (b) (c) (d)

Fig. 1. Different types of skeletons. (a): Curvilinear skeleton, symmetric. (b): Curvi-
linear skeleton, asymmetric. (c): Surface skeleton, symmetric. (d): Surface skeleton,
asymmetric.

Asymmetric skeletons, on the opposite, are preferred when thinner skeletons
are required. The price to pay is a certain amount of arbitrary choices to be made.
In all existing asymmetric parallel thinning algorithms, each thinning step is
divided into a certain number of substeps. In the so-called directional algorithms
(see e.g. [9,10,11]), each substep is devoted to the detection and the deletion of
voxels belonging to one “side” of the object: all the voxels considered during the
substep have, for example, their south neighbor inside the object and their north
neighbor outside the object. The order in which these directional substeps are
executed is set beforehand, arbitrarily. Subgrid (or subfield) algorithms (see e.g.
[12,13]) form the second category of asymmetric parallel thinning algorithms.
There, each substep is devoted to the detection and the deletion of voxels that
belong to a certain subgrid, for example, all voxels that have even coordinates.
Considered subgrids must form a partition of the grid. Again, the order in which
subgrids are considered is arbitrary.

Subgrid algorithms are not often used in practice because they produce arti-
facts, that is, waving skeleton branches where the original object is smooth or
straight. Directional algorithms are the most popular ones. Most of them are
implemented through sets of masks, one per substep. A set of masks is used to
characterize voxels that must be kept during a given substep, in order to 1) pre-
serve topology, and 2) prevent curves or surfaces to disappear. Thus, topological
conditions and geometrical conditions cannot be easily distinguished, and the
slightest modification of any mask involves the need to make a new proof of the
topological correctness.

Our approach is radically different. Instead of considering single voxels, we
consider cliques. A clique is a set of mutually adjacent voxels. Then, we identify
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the critical kernel of the object, according to some definitions, which is a union
of cliques. The main theorem of the critical kernels framework [3,5] states that
we can remove in parallel any subset of the object, provided that we keep at least
one voxel of every clique that constitutes the critical kernel, and this guarantees
topology preservation. Here, as we try to obtain thin skeletons, our goal is to
keep, whenever possible, exactly one voxel in every such clique. This leads us to
propose a generic parallel asymmetric thinning scheme, that may be enriched by
adding any sort of geometrical constraint. For example, we define the notions of
1D and 2D isthmuses. A 1D (resp. 2D) isthmus is a voxel that is “locally like
a piece of curve” (resp. surface). From our generic scheme, we easily derive, by
adding the constraint to preserve isthmuses, specific algorithms that produce
curvilinear or surface skeletons.

2 Voxel Complexes

In this section, we give some basic definitions for voxel complexes, see also [14,1].
Let Z be the set of integers. We consider the families of sets F1

0, F1
1, such that

F1
0 = {{a} | a ∈ Z}, F1

1 = {{a, a+ 1} | a ∈ Z}. A subset f of Zn, n ≥ 2, that
is the Cartesian product of exactly d elements of F1

1 and (n− d) elements of F1
0

is called a face or an d-face of Zn, d is the dimension of f . In the illustrations
of this paper except Fig. 6, a 3-face (resp. 2-face, 1-face, 0-face) is depicted by a
cube (resp. square, segment, dot), see e.g. Fig. 4.

A 3-face of Z3 is also called a voxel . A finite set that is composed solely of
voxels is called a (voxel) complex (see Fig. 2). We denote by V3 the collection of
all voxel complexes.

We say that two voxels x, y are adjacent if x ∩ y �= ∅. We write N (x) for the
set of all voxels that are adjacent to a voxel x, N (x) is the neighborhood of x.
Note that, for each voxel x, we have x ∈ N (x). We set N ∗(x) = N (x) \ {x}.

Let d ∈ {0, 1, 2}. We say that two voxels x, y are d-neighbors if x ∩ y is a
d-face. Thus, two distinct voxels x and y are adjacent if and only if they are
d-neighbors for some d ∈ {0, 1, 2}.

Let X ∈ V3. We say that X is connected if, for any x, y ∈ X , there exists a
sequence 〈x0, ..., xk〉 of voxels in X such that x0 = x, xk = y, and xi is adjacent
to xi−1, i = 1, ..., k.

3 Simple Voxels

Intuitively a voxel x of a complex X is called a simple voxel if its removal from
X “does not change the topology of X”. This notion may be formalized with the
help of the following recursive definition introduced in [5], see also [15,16] for
other recursive approaches for simplicity.

Definition 1. Let X ∈ V3.
We say that X is reducible if either:
i) X is composed of a single voxel; or
ii) there exists x ∈ X such that N ∗(x)∩X is reducible and X \ {x} is reducible.
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Fig. 2. (a) A complex X which is made of 8 voxels, (b) A complex Y ⊆ X, which is
a thinning of X

Definition 2. Let X ∈ V3. A voxel x ∈ X is simple for X if N ∗(x) ∩ X
is reducible. If x ∈ X is simple for X , we say that X \ {x} is an elementary
thinning of X .

Thus, a complex X ∈ V3 is reducible if and only if it is possible to reduce X
to a single voxel by iteratively removing simple voxels. Observe that a reducible
complex is necessarily non-empty and connected.

In Fig. 2 (a), the voxel a is simple for X (N ∗(a) ∩ X is made of a single
voxel), the voxel d is not simple for X (N ∗(d) ∩X is not connected), the voxel
h is simple for X (N ∗(h) ∩X is made of two voxels that are 2-neighbors and is
reducible).

In [5], it was shown that the above definition of a simple voxel is equivalent to
classical characterizations based on connectivity properties of the voxel’s neigh-
borhood [17,18,19,20,2]. An equivalence was also established with a definition
based on the operation of collapse [21], this operation is a discrete analogue of
a continuous deformation (a homotopy), see also [15,3,2].

The notion of a simple voxel allows one to define thinnings of a complex, see
an illustration Fig. 2 (b).

Let X,Y ∈ V 3. We say that Y is a thinning of X or that X is reducible to
Y , if there exists a sequence 〈X0, ..., Xk〉 such that X0 = X , Xk = Y , and Xi is
an elementary thinning of Xi−1, i = 1, ..., k.

Thus, a complex X is reducible if and only if it is reducible to a single voxel.

4 Critical Kernels

Let X be a complex in V 3. It is well known that, if we remove simultaneously
(in parallel) simple voxels from X , we may “change the topology” of the original
object X . For example, the two voxels f and g are simple for the object X de-
picted Fig. 2 (a). Nevertheless X \{f, g} has two connected components whereas
X is connected.

In this section, we recall a framework for thinning in parallel discrete objects
with the warranty that we do not alter the topology of these objects [3,4,5]. This
method is valid for complexes of arbitrary dimension.

Let d ∈ {0, 1, 2, 3} and let C ∈ V3. We say that C is a d-clique or a clique if
∩{x ∈ C} is a d-face. If C is a d-clique, d is the rank of C.
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If C is made of solely two distinct voxels x and y, we note that C is a d-clique
if and only if x and y are d-neighbors, with d ∈ {0, 1, 2}.

Let X ∈ V3 and let C ⊆ X be a clique. We say that C is essential for X if
we have C = D whenever D is a clique such that:
i) C ⊆ D ⊆ X ; and
ii) ∩{x ∈ C} = ∩{x ∈ D}.

Observe that any complex C that is made of a single voxel is a clique (a
3-clique). Furthermore any voxel of a complex X constitutes a clique that is
essential for X .

In Fig. 2 (a), {f, g} is a 2-clique that is essential for X , {b, d} is a 0-clique
that is not essential for X , {b, c, d} is a 0-clique essential for X , {e, f, g} is a
1-clique essential for X .

Definition 3. Let S ∈ V3. The K-neighborhood of S, written K(S), is the set
made of all voxels that are adjacent to each voxel in S. We set K∗(S) = K(S)\S.

We note that we have K(S) = N (x) whenever S is made of a single voxel x.
We also observe that we have S ⊆ K(S) whenever S is a clique.

Definition 4. Let X ∈ V3 and let C be a clique that is essential for X . We say
that the clique C is regular for X if K∗(C) ∩ X is reducible. We say that C is
critical for X if C is not regular for X .

Thus, if C is a clique that is made of a single voxel x, then C is regular for
X if and only if x is simple for X .

In Fig. 2 (a), the cliques C1 = {b, c, d}, C2 = {f, g}, and C3 = {f, h} are
essential for X . We haveK∗(C1)∩X = ∅, K∗(C2)∩X = {e, h}, and K∗(C3)∩X =
{g}. Thus, C1 and C2 are critical for X , while C3 is regular for X .

The following result is a consequence of a general theorem that holds for
complexes of arbitrary dimensions [3,5], see an illustration Fig. 2 (a) and (b)
where the complexes X and Y satisfy the condition of Th. 5.

Theorem 5. Let X ∈ V3 and let Y ⊆ X.
The complex Y is a thinning of X if any clique that is critical for X contains at
least one voxel of Y .

5 A Generic 3D Parallel and Asymmetric Thinning
Scheme

Our goal is to define a subset Y of a voxel complex X that is guaranteed to
include at least one voxel of each clique that is critical for X . By Th. 5, this
subset Y will be a thinning of X .

Let us consider the complex X depicted Fig. 3 (a). There are precisely three
cliques that are critical for X :
- the 0-clique C1 = {b, c} (we have K∗(C1) ∩X = ∅);
- the 2-clique C2 = {a, b} (we have K∗(C2) ∩X = ∅);
- the 3-clique C3 = {b} (the voxel b is not simple).
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Suppose that, in order to build a complex Y that fulfills the condition of Th.
5, we select arbitrarily one voxel of each clique that is critical for X . Following
such a strategy, we could select c for C1, a for C2, and b for C3. Thus, we would
have Y = X , no voxel would be removed from X . Now, we observe that the
complex Y ′ = {b} satisfies the condition of Th. 5. This complex is obtained by
considering first the 3-cliques before selecting a voxel in the 2-, 1-, or 0 cliques.

The complex X of Fig. 3 (b) provides another example of such a situation.
There are precisely three cliques that are critical for X :

- the 1-clique C1 = {e, f, g, h} (we have K∗(C1) ∩X = ∅);
- the 1-clique C2 = {e, d, g} (we have K∗(C2) ∩X = ∅);
- the 2-clique C3 = {e, g} (K∗(C3) ∩X is not connected).

If we select arbitrarily one voxel of each critical clique, we could obtain the
complex Y = {f, d, g}. On the other hand, if we consider the 2-cliques before
the 1-cliques, we obtain either Y ′ = {e} or Y ′′ = {g}. In both cases the result is
better in the sense that we remove more voxels from X .

This discussion motivates the introduction of the following 3D asymmetric and
parallel thinning scheme AsymThinningScheme(see also [4,5]). The main features
of this scheme are the following:

- Taking into account the observations made through the two previous examples,
critical cliques are considered according to their decreasing ranks (step 4). Thus,
each iteration is made of four sub-iterations (steps 4-8). Voxels that have been
previously selected are stored in a set Y (step 8). At a given sub-iteration, we
consider voxels only in critical cliques included in X \ Y (step 6).
- Select is a function from V3 to V 3, the set of all voxels. More precisely, Select
associates, to each set S of voxels, a unique voxel x of S. We refer to such a
function as a selection function. This function allows us to select a voxel in a
given critical clique (step 7). A possible choice is to take for Select(S), the first
pixel of S in the lexicographic order of the voxels coordinates.
- In order to compute curvilinear or surface skeletons, we have to keep other
voxels than the ones that are necessary for the preservation of the topology of
the object X . In the scheme, the set K corresponds to a set of features that
we want to be preserved by a thinning algorithm (thus, we have K ⊆ X).
This set K, called constraint set , is updated dynamically at step 10. SkelX is
a function from X on {True, False} that allows us to keep some skeletal voxels
of X , e.g., some voxels belonging to parts of X that are surfaces or curves. For
example, if we want to obtain curvilinear skeletons, a popular solution is to set
SkelX(x) = True whenever x is a so-called end voxel of X : an end voxel is a
voxel that has exactly one neighbor inside X ; see Fig. 7(a) a skeleton obtained in
this way. However, this solution is limited and does not permit to obtain surface
skeletons. Better propositions for such a function will be introduced in section 6.

By construction, at each iteration, the complex Y at step 9 satisfies the condi-
tion of Th. 5. Thus, the result of the scheme is a thinning of the original complex
X . Observe also that, except step 4, each step of the scheme may be computed
in parallel.
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Fig. 3. Two complexes

Algorithm 1: AsymThinningScheme(X,SkelX)

Data: X ∈ V3, SkelX is a function from X on {True, False}
Result: X
K := ∅;1
repeat2

Y := K;3
for d ← 3 to 0 do4

Z := ∅;5
foreach d-clique C ⊆ X \ Y that is critical for X do6

Z := Z ∪ {Select(C)};7

Y := Y ∪ Z;8

X := Y ;9
foreach voxel x ∈ X \K such that SkelX(x) = True do K := K ∪ {x};10

until stability ;11

Fig. 4 provides an illustration of the scheme AsymThinningScheme. Let us
consider the complex X depicted in (a). We suppose in this example that we
do not keep any skeletal voxel, i.e., for any x ∈ X , we set SkelX(x) = False.
The traces of the cliques that are critical for X are represented in (b), the trace
of a clique C is the face f = ∩{x ∈ C}. Thus, the set of the cliques that are
critical for X is precisely composed of six 0-cliques, two 1-cliques, three 2-cliques,
and one 3-clique. In (c) the different sub-iterations of the scheme are illustrated
(steps 4-8):
- when d = 3, only one clique is considered, the dark grey voxel is selected
whatever the selection function;
- when d = 2, all the three 2-cliques are considered since none of these cliques
contains the above voxel. Voxels that could be selected by a selection function
are depicted in medium grey;
- when d = 1, only one clique is considered, a voxel that could be selected is
depicted in light grey;
- when d = 0, no clique is considered since each of the 0-cliques contains at least
one voxel that has been previously selected.
After these sub-iterations, we obtain the complex depicted in (d). The figures (e)
and (f) illustrate the second iteration, at the end of this iteration the complex
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 4. (a): A complex X made of precisely 12 voxels. (b): The traces of the cliques
that are critical for X. (c): Voxels that have been selected by the algorithm. (d): The
result Y of the first iteration. (e): The traces of the 4 cliques that are critical for Y .
(f): The result of the second iteration. (g) and (h): Two other possible selections at the
first iteration.

Fig. 5. Ultimate asymmetric skeletons obtained by using AsymThinningScheme
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x x x

(a) (b) (c)

Fig. 6. In this figure, a voxel is represented by its central point. (a): A voxel x and the
set N (x)∩X (black points). (b): A set S which is a 1-surface, N ∗(x)∩X is reducible
to S, thus x is a 2-isthmus. for X. (c): A voxel x and the set N (x)∩X (black points).
The voxel x is a 1-isthmus for X.

is reduced to a single voxel. In (g) and (h) two other possible selections at the
first iteration are given.

Of course, the result of the scheme may depend on the choice of the selection
function. This is the price to be paid if we try to obtain thin skeletons. For
example, some arbitrary choices have to be made for reducing a two voxels wide
ribbon to a simple curve.

In the sequel of the paper, we take for Select(S), the first pixel of S in the
lexicographic order of the voxels coordinates.

Fig. 5 shows another illustration, on bigger objects, of AsymThinningScheme.
Here also, for any x ∈ X , we have SkelX(x) = False (no skeletal voxel). The
result is called an ultimate asymmetric skeleton.

6 Isthmus-Based Asymmetric Thinning

In this section, we show how to use our generic scheme AsymThinningScheme in
order to get a procedure that computes either curvilinear or surface skeletons.
This thinning procedure preserves a constraint set K that is made of “isthmuses”.

Intuitively, a voxel x of an object X is said to be a 1-isthmus (resp. a 2-
isthmus) if the neighborhood of x corresponds - up to a thinning - to the one of
a point belonging to a curve (resp. a surface) [5].

We say that X ∈ V3 is a 0-surface if X is precisely made of two voxels x and
y such that x ∩ y = ∅.

We say that X ∈ V3 is a 1-surface (or a simple closed curve) if:
i) X is connected; and ii) For each x ∈ X , N ∗(x) ∩X is a 0-surface.

Definition 6. Let X ∈ V3, let x ∈ X .
We say that x is a 1-isthmus for X if N ∗(x) ∩X is reducible to a 0-surface.
We say that x is a 2-isthmus for X if N ∗(x) ∩X is reducible to a 1-surface.
We say that x is a 2+-isthmus for X if x is a 1-isthmus or a 2-isthmus for X .



60 M. Couprie and G. Bertrand

(a) (b)

(c) (d)

(e) (f)

Fig. 7. Asymmetric skeletons obtained by using AsymThinningScheme. (a): the function
SkelX is based on end voxels. (b,c,d): the function SkelX is based on k-isthmuses, with
k = 1, 2 and 2+ respectively. (e,f): detail of (c,d) respectively.
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Our aim is to thin an object, while preserving a constraint set K that is
made of voxels that are detected as k-isthmuses during the thinning process.
We obtain curvilinear skeletons with k = 1, surface skeletons with k = 2, and
surface/curvilinear skeletons with k = 2+. These three kinds of skeletons may
be obtained by using AsymThinningScheme, with the function SkelX defined as
follows:

SkelX(x) =

{
True if x is a k-isthmus,
False otherwise,

with k ∈ {1, 2, 2+}.
Observe there is the possibility that a voxel belongs to a k-isthmus at a given

step of the algorithm, but not at further steps. This is why previously detected
isthmuses are stored (see line 10 of AsymThinningScheme).

In Fig. 7(b-f), we show a curvilinear skeleton, a surface skeleton and a sur-
face/curvilinear skeleton obtained by our method from the same object.

7 Conclusion

We introduced an original generic scheme for asymmetric parallel topology-
preserving thinning of 3D objects made of voxels, in the framework of critical ker-
nels. We saw that from this scheme, one can easily derive several thinning operators
having specific behaviours, simply by changing the definition of skeletal points. In
particular, we showed that ultimate, curvilinear, surface, and surface/curvilinear
skeletons can be obtained, based on the notion of 1D/2D isthmuses.

A key point, in the implementation of the algorithms proposed in this paper,
is the detection of critical cliques and isthmus voxels. In [5], we showed that it is
possible to detect critical cliques thanks to a set of masks, in linear time. We also
showed that the configurations of 1D and 2D isthmuses may be pre-computed by
a linear-time algorithm and stored in lookup tables. Finally, based on a breadth-
first strategy, the whole method can be implemented to run in O(n) time, where
n is the number of voxels of the input 3D image.

In an extended paper, in preparation, we will show how to deal with the
robustness to noise issue thanks to the notion of isthmus persistence. We will
also compare our method with all existing asymmetric parallel skeletonization
algorithms acting in the 3D cubic grid.
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Abstract. We propose an extension of simple homotopy by consider-
ing homotopic pairs. Intuitively, a homotopic pair is a couple of objects
(X,Y ) such that X is included in Y and (X,Y ) may be transformed to
a trivial couple by simple homotopic deformations that keep X inside Y .
Thus, these objects are linked by a “relative homotopy relation”.

We formalize these notions by means of completions, which are in-
ductive properties expressed in a declarative way. In a previous work,
through the notion of a dyad, we showed that completions were able to
handle couples of objects that are linked by a certain “relative homology
relation”.

The main result of the paper is a theorem that makes clear the link
between homotopic pairs and dyads. Thus, we prove that, in the unified
framework of completions, it is possible to handle notions relative to both
homotopy and homology.
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1 Introduction

Simple homotopy, introduced by J. H. C. Whitehead in the early 1930’s, may
be seen as a refinement of the concept of homotopy [1]. Two complexes are
simple homotopy equivalent if one of them may be obtained from the other by
a sequence of elementary collapses and anti-collapses.

Simple homotopy plays a fundamental role in combinatorial topology [1–7].
Also, many notions relative to homotopy in the context of computer imagery
rely on the collapse operation. In particular, this is the case for the notion of
a simple point, which is crucial for all image transformations that preserve the
topology of the objects [8–10], see also [11–13].

In this paper, we propose an extension of simple homotopy by considering
homotopic pairs. Intuitively, a homotopic pair is a couple of objects (X,Y ) such
that X is included in Y and (X,Y ) may be transformed to a trivial couple by
simple homotopic deformations that keep X inside Y . Thus, these objects are
linked by a “relative homotopy relation”.
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We formalize these notions by means of completions, which are inductive
properties expressed in a declarative way [14]. In a previous work, we introduced
the notions of a dendrite and a dyad [15], which were also formalized by means
of completions. A dendrite is an acyclic object, a theorem asserts that an object
is a dendrite if and only if it is acyclic in the sense of homology. Intuitively, a
dyad is a couple of objects (X,Y ), with X ⊆ Y , such that the cycles of X are
“at the right place with respect to the ones of Y ”. A theorem provides a relation
between dendrites and dyads. Thus, these results show that completions are
able to handle couples of objects that are linked by a certain “relative homology
relation”.

The main result of the paper is a theorem that makes clear the link between
homotopic pairs and dyads. In particular, this theorem indicates that a subset
of the completions that describe dyads allows for a complete characterization of
homotopic pairs. Thus, we prove that, in the unified framework of completions,
it is possible to handle notions relative to both homotopy and homology.

The paper is organized as follows. First, we give some basic definitions for
simplicial complexes (Sec. 2). Then, we recall some basic facts relative to the
notion of a completion (Sec. 3). We recall the definitions of the completions that
describe dendrites and dyads, and we introduce our notion of homotopic pairs
(Sec. 4). In the following section, we introduce some tools that are necessary
to prove our results (Sec. 5). We establish the theorem that provides a relation
between homotopic pairs and dyads in Sec. 6. In Sec. 7, we give a result linking
homotopic pairs and the more classical notion of simple homotopy.

The paper is self contained. In particular, almost all proofs are included.

2 Basic Definitions for Simplicial Complexes

Let X be a finite family composed of finite sets. The simplicial closure of X is the
complex X− = {y ⊆ x | x ∈ X}. The family X is a (finite simplicial) complex
if X = X−. We write S for the collection of all finite simplicial complexes. Note
that ∅ ∈ S and {∅} ∈ S, ∅ is the void complex, and {∅} is the empty complex.

Let X ∈ S. An element of X is a simplex of X or a face of X . A facet of X
is a simplex of X that is maximal for inclusion.

A simplicial subcomplex of X ∈ S is any subset Y of X that is a simplicial
complex. If Y is a subcomplex of X , we write Y � X .

Let X ∈ S. The dimension of x ∈ X , written dim(x), is the number of
its elements minus one. The dimension of X , written dim(X), is the largest
dimension of its simplices, the dimension of ∅ being defined to be −1.

A complex A ∈ S is a cell if A = ∅ or if A has precisely one non-empty facet x.
We write C for the collection of all cells. A cell α ∈ C is a vertex if dim(α) = 0.

The ground set of X ∈ S is the set X = ∪{x ∈ X | dim(x) = 0}. We say that
X ∈ S and Y ∈ S are disjoint, or that X is disjoint from Y , if X ∩ Y = ∅. Thus,
X and Y are disjoint if and only if X ∩ Y = ∅ or X ∩ Y = {∅}.
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If X ∈ S and Y ∈ S are disjoint, the join of X and Y is the simplicial complex
XY such that XY = {x ∪ y | x ∈ X, y ∈ Y }. Thus, XY = ∅ if Y = ∅ and
XY = X if Y = {∅}. The join αX of a vertex α and a complex X ∈ S is a cone.

Important convention. In this paper, if X,Y ∈ S, we implicitly assume that
X and Y have disjoint ground sets whenever we write XY .

We recall now some basic definitions related to the collapse operator intro-
duced by J.H.C. Whitehead ([1], see also [16]).

Let X ∈ S and let x, y be two distinct faces of X . The couple (x, y) is a free
pair for X if y is the only face of X that contains x. If (x, y) is a free pair for X ,
Y = X \{x, y} is an elementary collapse of X and X is an elementary expansion
of Y . We say that X collapses onto Y , or that Y expands onto X , if there exists
a sequence 〈X0, ..., Xk〉 such that X0 = X , Xk = Y , and Xi is an elementary
collapse of Xi−1, i ∈ [1, k]. The complex X is collapsible if X collapses onto
∅. We say that X is (simply) homotopic to Y , or that X and Y are (simply)
homotopic, if there exists a sequence 〈X0, ..., Xk〉 such that X0 = X , Xk = Y ,
and Xi is an elementary collapse or an elementary expansion of Xi−1, i ∈ [1, k].
The complex X is (simply) contractible if X is simply homotopic to ∅.

Let X,Y ∈ S and let x, y ∈ Y \X . The pair (x, y) is free for X ∪Y if and only
if (x, y) is free for Y . Thus, by induction, we have the following proposition.

Proposition 1. Let X,Y ∈ S. The complex Y collapses onto X ∩Y if and only
if X ∪ Y collapses onto X.

3 Completions

We give some basic definitions for completions, a completion may be seen as a
rewriting rule that permits to derive collections of sets. See [14] for more details.

Let S be a given collection and let K be an arbitrary subcollection of S.
Thus, we have K ⊆ S. In the sequel of the paper, the symbol K, with possible
superscripts, will be a dedicated symbol (a kind of variable).
Let K be a binary relation on 2S, thus K ⊆ 2S × 2S. We say that K is finitary,
if F is finite whenever (F,G) ∈ K.
Let 〈K〉 be a property that depends on K. We say that 〈K〉 is a completion (on
S) if 〈K〉 may be expressed as the following property:
−> If F ⊆ K, then G ⊆ K whenever (F,G) ∈ K. 〈K〉
where K is an arbitrary finitary binary relation on 2S.
If 〈K〉 is a property that depends on K, we say that a given collection X ⊆ S
satisfies 〈K〉 if the property 〈K〉 is true for K = X.

Theorem 1. [14] Let 〈K〉 be a completion on S and let X ⊆ S. There exists,
under the subset ordering, a unique minimal collection that contains X and that
satisfies 〈K〉.

If 〈K〉 is a completion on S and if X ⊆ S, we write 〈X; K〉 for the unique
minimal collection that contains X and that satisfies 〈K〉.
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Let 〈K〉 be a completion expressed as the above property 〈K〉. By a fixed point
property, the collection 〈X; K〉 may be obtained by starting from K = X, and
by iteratively adding to K all the sets G such that (F,G) ∈ K and F ⊆ K (see
[14]). Thus, if C = 〈X; K〉, then 〈X; K〉 may be seen as a dynamic structure that
describes C, the completion 〈K〉 acts as a generator, which, from X, makes it
possible to enumerate all elements in C. We will see now that 〈K〉 may in fact
be composed of several completions.

Let 〈K1〉, 〈K2〉, ..., 〈Kk〉 be completions on S. We write ∧ for the logical “and”.
It may be seen that 〈K〉 = 〈K1〉∧〈K2〉...∧〈Kk〉 is a completion. In the sequel, we
write 〈K1,K2, ...,Kk〉 for 〈K〉. Thus, if X ⊆ S, the notation 〈X; K1,K2, ...,Kk〉
stands for the smallest collection that contains X and that satisfies each of the
properties 〈K1〉, 〈K2〉, ..., 〈Kk〉.

Remark 1. If 〈K〉 and 〈Q〉 are two completions on S, then we have 〈X; K〉 ⊆
〈X; K,Q〉 whenever X ⊆ S. Furthermore, we have 〈X; K〉 = 〈X; K,Q〉 if and
only if the collection 〈X; K〉 satisfies the property 〈Q〉.

4 Completions on Simplicial Complexes

The notion of a dendrite was introduced in [14] as a way for defining a collection
made of acyclic complexes. Let us consider the collection S = S, and let K
denotes an arbitrary collection of simplicial complexes.

We define the two completions 〈D1〉 and 〈D2〉 on S: For any S, T ∈ S,
−> If S, T ∈ K, then S ∪ T ∈ K whenever S ∩ T ∈ K. 〈D1〉
−> If S, T ∈ K, then S ∩ T ∈ K whenever S ∪ T ∈ K. 〈D2〉
Let D = 〈C;D1,D2〉. Each element of D is a dendrite.

Remark 2. Let K be the binary relation on 2S such that (F,G) ∈ K iff there exist
S, T ∈ S, with F = {S, T, S∩T } and G = {S∪T }. We see that K is finitary and
that 〈D1〉 may be expressed as the property 〈K〉 given in the preceding section.
Thus 〈D1〉 is indeed a completion, and so is 〈D2〉.

The collection T of all trees (i.e., all connected acyclic graphs) provides an
example of a collection of dendrites. It may be checked that T satisfies both 〈D1〉
and 〈D2〉, and that we have T ⊆ D. In fact, we have the general result [14]:

A complex is a dendrite if and only if it is acyclic in the sense of homology.
As a consequence, any contractible complex is a dendrite but there exist some
dendrites that are not contractible. The punctured Poincaré homology sphere
provides an example of this last fact. Note also that each complex in 〈C;D1〉
is contractible [6], but there exist some contractible complexes that are not in
〈C;D1〉. The dunce hat [18] provides an example of this last fact. It follows that
it is not possible, using only the two completions 〈D1〉 and 〈D2〉, to characterize
precisely the collection composed of all contractible complexes.

The aim of this paper is to make clear the link between (simple) homotopy and
completions. By the previous remarks, we will have to consider other completions
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Fig. 1. (a) (Q,S) is not a dyad. (b) (R,S) is a dyad. (c) Suppose (R,S) and (S∩T, T )
are dyads. Then, by 〈Ÿ1〉, (S, S ∪ T ) must be a dyad. Furthermore, by 〈T̈〉, (R,S ∪ T )
must also be a dyad.

than the two above ones. To achieve our goal, we will proceed by using some
completions that describe dyads [15].

Intuitively, a dyad is a couple of complexes (X,Y ), with X � Y , such that the
cycles of X are “at the right place with respect to the ones of Y ”. For example,
the couple (Q,S) of Fig. 1 (a) is not a dyad, while the couple (R,S) of Fig. 1
(b) is a dyad.

We set S̈ = {(X,Y ) | X,Y ∈ S, X � Y } and C̈ = {(A,B) ∈ S̈ | A,B ∈ C}.
In the sequel of the paper, K̈ will denote an arbitrary subcollection of S̈.

We define five completions on S̈ (the symbols T̈, Ü, L̈ stand respectively for
“transitivity”, “upper confluence”, and “lower confluence”):
For any S, T ∈ S,
-> If (S ∩ T, T ) ∈ K̈, then (S, S ∪ T ) ∈ K̈. 〈Ÿ1〉
-> If (S, S ∪ T ) ∈ K̈, then (S ∩ T, T ) ∈ K̈. 〈Ÿ2〉
For any (R,S), (S, T ), (R, T ) ∈ S̈,
-> If (R,S) ∈ K̈ and (S, T ) ∈ K̈, then (R, T ) ∈ K̈. 〈T̈〉
-> If (R,S) ∈ K̈ and (R, T ) ∈ K̈, then (S, T ) ∈ K̈. 〈Ü〉
-> If (R, T ) ∈ K̈ and (S, T ) ∈ K̈, then (R,S) ∈ K̈. 〈L̈〉
We set Ẍ = 〈C̈; Ÿ1, Ÿ2, T̈, Ü, L̈〉. Each element of Ẍ is a dyad 1.

See Fig. 1 (c) for an illustration of the completions 〈Ÿ1〉 and 〈T̈〉. In [15], the
following relation between dyads and dendrites was given.

Theorem 2. Let (X,Y ) ∈ S̈ and let α be a vertex such that αX ∩ Y = X. The
couple (X,Y ) is a dyad if and only if αX ∪ Y is a dendrite. In particular, a
complex Y ∈ S is a dendrite if and only if (∅, Y ) is a dyad.

Intuitively, this result indicates that (X,Y ) is a dyad if we cancel out all cycles
of Y (i.e., we obtain an acyclic complex), whenever we cancel out those of X
(by the way of a cone).

In Fig. 1 (b), we see that it is possible to continuously deform R onto S, this
deformation keeping R inside S. It follows the idea to introduce the following
notions in order to make a link between dyads and simple homotopy.

1 In [15], a different but equivalent definition of a dyad was given. See Th. 2 of [15].
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If X,Y ∈ S, we write X
E	−→ Y , whenever Y is an elementary expansion of X .

We define four completions on S̈: For any (R,S), (R, T ), (S, T ) in S̈,

-> If (R,S) ∈ K̈ and S
E	−→ T , then (R, T ) ∈ K̈. 〈Ḧ1〉

-> If (R, T ) ∈ K̈ and S
E	−→ T , then (R,S) ∈ K̈. 〈Ḧ2〉

-> If (R, T ) ∈ K̈ and R
E	−→ S, then (S, T ) ∈ K̈. 〈Ḧ3〉

-> If (S, T ) ∈ K̈ and R
E	−→ S, then (R, T ) ∈ K̈. 〈Ḧ4〉

We set Ï = {(X,X) | X ∈ S} and Ḧ = 〈̈I; Ḧ1, Ḧ2, Ḧ3, Ḧ4〉. Each element of Ḧ is
a homotopic pair.

Note that we have 〈̈I; Ḧ1〉 = 〈̈I; Ḧ1, Ḧ4〉. Furthermore, (X,Y ) ∈ 〈̈I; Ḧ1〉 if and
only if Y collapses onto X .

If (X ′, Y ′) is obtained from (X,Y ) by applying one of the completions 〈Ḧ1〉,
〈Ḧ2〉, 〈Ḧ3〉, 〈Ḧ4〉, then X ′ is homotopic to X , and Y ′ is homotopic to Y . Since,
for generating the collection Ḧ, we start from Ï, we have the following.

Proposition 2. If (X,Y ) ∈ Ḧ, then X is homotopic to Y .

Observe that, if X is homotopic to Y and if X � Y , then we have not
necessarily (X,Y ) ∈ Ḧ. See the couple (Q,S) of Fig. 1 (a).

5 Product

In this section we give some notions that are essential for the proofs of the main
results of this paper. In particular, we introduce the notion of a product of a
simplicial complex by a copy of this complex. Intuitively, this product has the
structure of a Cartesian product of an object by the unit interval.

Let Z,Z ′ ∈ S. We say that Z and Z ′ are isomorphic if there exists a bijection
λ : Z → Z ′ such that, for all x, y ∈ Z, we have λ(x) ⊆ λ(y) if and only if x ⊆ y.
In this case, we also say that Z ′ is a copy of Z, we write λx = λ(x), and we set
λX = {λx | x ∈ X} whenever X � Z. Thus, λZ stands for Z ′. If T � Z, we say
that λZ is a copy of Z with T fixed if λT = T .
In the sequel, we denote by Cop(Z) the collection of all copies of a complex Z,
and we denote by Cop(Z;T ) the collection of all copies of Z with T fixed.
Let Z ∈ S and let λZ ∈ Cop(Z). If X � Z and Y � Z, we note that λ(X ∪Y ) =
λX ∪ λY , λ(X ∩ Y ) = λX ∩ λY . If XY � Z, we also have λ(XY ) = λXλY .

Remark 3. Let T, Z ∈ S, with T � Z, and let λZ ∈ Cop(Z). Suppose that
Z collapses onto T . Then, the complex λZ collapses onto λT . Nevertheless, if
T � λZ, then λZ does not necessarily collapses onto T (T may be not "at the
right place" w.r.t λZ). Of course if λZ ∈ Cop(Z;T ), then λZ collapses onto T .

Let X ∈ S and let λX ∈ Cop(X) disjoint from X . The product of X by λX
is the simplicial complex X ⊗ λX such that X ⊗ λX = {x ∪ λy | x ∪ y ∈ X}.
Observe that z is a facet of X ⊗ λX if and only if there exists a facet x of X
such that z = x ∪ λx. Note also that we have dim(X ⊗ λX) = 2dim(X) + 1.

Let Z ∈ S and λZ ∈ Cop(Z) disjoint from Z. If X � Z, Y � Z, then:
- (X ∪ Y )⊗ λ(X ∪ Y ) = (X ⊗ λX) ∪ (Y ⊗ λY ); and
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- (X ∩ Y )⊗ λ(X ∩ Y ) = (X ⊗ λX) ∩ (Y ⊗ λY ).
If XY � Z, we have (XY )⊗ λ(XY ) = (X ⊗ λX)(Y ⊗ λY ).
If A ∈ C and if A � Z, then A⊗ λA = AλA.

The proofs of the two following propositions will be given in an extended
version of this paper.

Proposition 3. Let (X,Y ) ∈ S̈, let λX ∈ Cop(X) disjoint from Y , and let
Z � X. The complex (X ⊗ λX)∪ Y collapses onto (Z ⊗ λZ)∪ Y . In particular,
(X ⊗ λX) ∪ Y collapses onto Y and (X ⊗ λX) collapses onto X.

Proposition 4. Let (X,Y ) ∈ S̈ and let λX ∈ Cop(X) disjoint from Y .
Let (λX,Z) ∈ S̈ such that Z is disjoint from Y . If X collapses onto X ′, then
(X ⊗ λX) ∪ Y ∪ Z collapses onto (X ′ ⊗ λX ′) ∪ Y ∪ Z.

Let X,Y ∈ S. We say that Y is independent from X if a simplex x ∈ Y is
necessarily in X whenever x ⊆ X. In other words, Y is independent from X if
any cell that is included in Y but not in X , contains a vertex that is included
in Y but not in X .

Observe that Y is independent from X if and only if X ∪ Y is independent
from X . Also, a product such that X⊗λX is independent from X and from λX .

The proof of the following proposition is easy.

Proposition 5. Let X,Y ∈ S and (X,Z) ∈ S̈. If Z is independent from X, then
there exists λZ ∈ Cop(Z;X) such that λZ ∩ Y = X ∩ Y .

Remark 4. Let X,Y ∈ S such that X and Y are disjoint, and let (X,Z) ∈ S̈.
Then, there exists λZ ∈ Cop(Z;X) such that λZ and Y are disjoint. In other
words, in this particular case, Prop. 5 is satisfied even if the complex Z is not
independent from X .

6 Completions and Homotopic Pairs

In this section, we establish a link between dyads and homotopic pairs (Th. 3).
For that purpose, we give first the following characterization of Ḧ.

If X,Y ∈ S, we write X
∗E	−→ Y , whenever X expands onto Y .

Proposition 6. Let (X,Y ) ∈ S̈. We have (X,Y ) ∈ Ḧ if and only if there exists
a complex Z independent from Y such that X ∗E	−→ Z and Y

∗E	−→ Z.

Proof. Let (X,Y ) ∈ S̈.
i) Suppose X

∗E	−→ Z and Y
∗E	−→ Z. Then, we may derive (X,Z) from (Z,Z) by

repeated applications of 〈Ḧ4〉 and we may derive (X,Y ) from (X,Z) by repeated
applications of 〈Ḧ2〉. Thus, (X,Y ) ∈ Ḧ.
ii) We proceed by induction on the four completions that describe Ḧ. If Y = X ,
then Y is independent from X , X ∗E	−→ Y , and Y

∗E	−→ Y . Suppose Y �= X and
suppose there exists a complex Z independent from Y such that X

∗E	−→ Z and
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Y
∗E	−→ Z. Thus, we have λX

∗E	−→ λZ and λY
∗E	−→ λZ, whenever λZ ∈ Cop(Z).

1) Let T such that Y E	−→ T . Let λZ ∈ Cop(Z) disjoint from T . We consider
the complex Z ′ = T ∪ (Y ⊗λY )∪λZ, Z ′ is independent from T . By Prop. 1 and
3, we have:
T

∗E	−→ T ∪ (Y ⊗ λY )
∗E	−→ T ∪ (Y ⊗ λY ) ∪ λZ, and

X
∗E	−→ (X⊗λX)

∗E	−→ (X⊗λX)∪λZ ∗E	−→ (Y ⊗λY )∪λZ ∗E	−→ T ∪ (Y ⊗λY )∪λZ.
Thus, T ∗E	−→ Z ′ and X

∗E	−→ Z ′.
2) Let T such that T

E	−→ Y and X � T . Let λZ ∈ Cop(Z) disjoint from Y .
Thus, we have λT

∗E	−→ λY . We consider the complex Z ′ = (T ⊗ λT ) ∪ λZ, Z ′ is
independent from T . By Prop. 1 and 3, we have:
T

∗E	−→ (T ⊗ λT )
∗E	−→ (T ⊗ λT ) ∪ λY

∗E	−→ (T ⊗ λT ) ∪ λZ, and
X

∗E	−→ (X ⊗ λX)
∗E	−→ (X ⊗ λX) ∪ λZ

∗E	−→ (T ⊗ λT ) ∪ λZ.
Thus, T ∗E	−→ Z ′ and X

∗E	−→ Z ′.
3) Let T such that X

E	−→ T and T � Y . Let λZ ∈ Cop(Z) disjoint from Y .
We consider the complex Z ′ = (Y ⊗ λY ) ∪ λZ, Z ′ is independent from Y . By
Prop. 1, 3, 4, we have:
Y

∗E	−→ (Y ⊗ λY )
∗E	−→ (Y ⊗ λY ) ∪ λZ, and

T
∗E	−→ T∪(X⊗λX)

∗E	−→ T∪(X⊗λX)∪λZ ∗E	−→ (T⊗λT )∪λZ ∗E	−→ (Y ⊗λY )∪λZ.
Thus, Y ∗E	−→ Z ′ and T

∗E	−→ Z ′.
4) Let T such that T E	−→ X . The complex Z is independent from Y , and we

have Y
∗E	−→ Z and T

∗E	−→ X
∗E	−→ Z. �

As a direct consequence of Prop. 6, we have the following result. Observe that
the expression Ḧ = 〈̈I; Ḧ1, Ḧ2〉 means that a pair (X,Y ) may be detected as a
homotopic pair by using only transformations that keep the complex X fixed.

Proposition 7. We have Ḧ = 〈̈I; Ḧ1, Ḧ2〉 = 〈̈I; Ḧ2, Ḧ4〉.

Proof. Let Ḧ′ = 〈̈I; Ḧ1, Ḧ2〉 and Ḧ′′ = 〈̈I; Ḧ2, Ḧ4〉. We have Ḧ′ ⊆ Ḧ and Ḧ′′ ⊆ Ḧ

(see Remark 1). Let (X,Y ) ∈ Ḧ. By Prop. 6, there exists Z such that X
∗E	−→ Z

and Y
∗E	−→ Z. We have (X,X) ∈ Ḧ′. Thus, by 〈Ḧ1〉, (X,Z) ∈ Ḧ′ and, by 〈Ḧ2〉,

(X,Y ) ∈ Ḧ′. We also have (Z,Z) ∈ Ḧ′′. Thus, by 〈Ḧ4〉, (X,Z) ∈ Ḧ′′ and, by
〈Ḧ2〉, (X,Y ) ∈ Ḧ′′. It follows that Ḧ ⊆ Ḧ′ and Ḧ ⊆ Ḧ′′. �

Lemma 1. If X ∈ S and α is a vertex, then (∅, αX) ∈ 〈C̈; Ÿ1, T̈, Ü〉.

Proof. Let Ḧ′ = 〈C̈; Ÿ1, T̈, Ü〉. If Card(X) ≤ 2, then αX is a cell. In this case
the property is true since (∅, αX) ∈ C̈. Let k ≥ 3. Suppose the property is true
whenever Card(X) < k and let X such that Card(X) = k. If X has a single
facet then, again, αX is a cell and (∅, αX) ∈ C̈. If X has more than one facet,
then there exists X ′ and X ′′ such that αX = αX ′ ∪ αX ′′ with Card(X ′) < k,
Card(X ′′) < k, and Card(X ′ ∩X ′′) < k. By the induction hypothesis, we have
(∅, αX ′) ∈ Ḧ′, (∅, αX ′′) ∈ Ḧ′, and (∅, α(X ′ ∩ X ′′)) ∈ Ḧ′. By 〈Ü〉, we have
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(α(X ′∩X ′′), αX ′′) = (αX ′∩αX ′′, αX ′′) ∈ Ḧ′. By 〈Ÿ1〉, we obtain (αX ′, αX) ∈
Ḧ′. Now, by 〈T̈〉, we conclude that (∅, αX) ∈ Ḧ′. �

Lemma 2. Let X,Y ∈ S. If X E	−→ Y , then (X,Y ) ∈ 〈C̈; Ÿ1, T̈, Ü〉.

Proof. If A is a cell, with A �= ∅, we set ∂A = A \ {x}, where x is the unique
facet of A. Let Ḧ′ = 〈C̈; Ÿ1, T̈, Ü〉. Suppose X

E	−→ Y . If X = ∅, then Y is a
vertex, and (X,Y ) ∈ C̈. Otherwise, there exists a vertex α and a cell A ∈ C,
with A �= ∅, such that Y = X∪αA and X∩αA = α∂A (the free pair is (A,αA)).
By Lemma 1, we have (∅, α∂A) ∈ Ḧ′ and (∅, αA) ∈ Ḧ′. Thus, by 〈Ü〉, we have
(α∂A, αA) ∈ Ḧ′. By 〈Ÿ1〉, we obtain (X,Y ) ∈ Ḧ′. �

The following theorem shows that four of the five completions that describe
dyads allow for a characterization of the collection made of all homotopic pairs.

Theorem 3. We have Ḧ = 〈C̈; Ÿ1, T̈, Ü, L̈〉.

Proof. Let Ḧ′ = 〈C̈; Ÿ1, T̈, Ü, L̈〉.
i) Setting T = ∅ in the definition of Ÿ1, we see that Ï ⊆ Ḧ′. We have (X,Y ) ∈ Ḧ′

whenever X E	−→ Y (Lemma 2 and Remark 1). Now, for any (R,S), (R, T ), (S, T )
in S̈:
- If (R, T ) ∈ Ḧ′ and S

E	−→ T , then (S, T ) ∈ Ḧ′ and, by L̈, we have (R,S) ∈ Ḧ′;
- If (S, T ) ∈ Ḧ′ and R

E	−→ S, then (R,S) ∈ Ḧ′ and, by T̈, we have (R, T ) ∈ Ḧ′.
By induction, since Ḧ = 〈̈I; Ḧ2, Ḧ4〉 (Prop. 7), it follows that Ḧ ⊆ Ḧ′.

ii) If (X,Y ) ∈ C̈, then it may be checked that Y collapses onto X . Thus C̈ ⊆ Ḧ.
- Let S, T ∈ S. Suppose (S ∩ T, T ) ∈ Ḧ. Thus, there exists K independent

from T such that S∩T ∗E	−→ K and T
∗E	−→ K (Prop. 6). Then, there exists a copy

λK ∈ Cop(K;T ) such that λK ∩ S = S ∩ T (Prop. 5). Since S ∩ T
∗E	−→ λK,

we have S
∗E	−→ S ∪ λK (Prop. 1). We have also λK ∩ (S ∪ T ) = T . Thus, since

T
∗E	−→ λK, we have S ∪ T

∗E	−→ S ∪ λK (Prop. 1). Therefore (S, S ∪ T ) ∈ Ḧ.
- Let (R,S), (S, T ), (R, T ) ∈ S̈. Suppose (R,S) ∈ Ḧ and (S, T ) ∈ Ḧ. There

exists K such that S ∗E	−→ K, and T
∗E	−→ K (Prop. 6). By 〈Ḧ1〉, we have (R,K) ∈

Ḧ. Thus, by 〈Ḧ2〉, we have (R, T ) ∈ Ḧ.
- Let (R,S), (S, T ), (R, T ) ∈ S̈. Suppose (R,S) ∈ Ḧ and (R, T ) ∈ Ḧ. By

Prop. 6, there exists K independent from S such that R
∗E	−→ K, and S

∗E	−→ K.
By Prop. 5, there exists λK ∈ Cop(K;S) such that λK∩T = S. Since S ∗E	−→ λK,
we have T

∗E	−→ T ∪ λK (Prop. 1). By 〈Ḧ1〉, we have (R, T ∪ λK) ∈ Ḧ. Since
R

∗E	−→ λK, by 〈Ḧ3〉, we have (λK, T ∪ λK) ∈ Ḧ and, by 〈Ḧ4〉, (S, T ∪ λK) ∈ Ḧ.
By 〈Ḧ2〉, we get (S, T ) ∈ Ḧ.

- Let (R,S), (S, T ), (R, T ) ∈ S̈. Suppose (R, T ) ∈ Ḧ and (S, T ) ∈ Ḧ. There
exists K such that S ∗E	−→ K, and T

∗E	−→ K (Prop. 6). By 〈Ḧ1〉, we have (R,K) ∈
Ḧ. Thus, by 〈Ḧ2〉, we have (R,S) ∈ Ḧ.
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Thus, by induction, we have Ḧ′ ⊆ Ḧ. �
By Th. 3, the only difference between the collection Ẍ of dyads and the collec-

tion Ḧ of homotopic pairs is the completion 〈Ÿ2〉. This difference may be illus-
trated by the following classical construction. Let P be the punctured Poincaré
homology sphere. The complex P is not contractible since the fundamental group
of P is not trivial, thus (∅, P ) �∈ Ḧ. Let α and β be two distinct vertices and let
S = αP ∪ βP be a suspension of P . Now the fundamental group of S is trivial
and S is contractible. So we have (∅, S) ∈ Ḧ. Since Ḧ ⊆ Ẍ, we get (∅, S) ∈ Ẍ.
But (∅, αP ) ∈ Ẍ (Prop. 2 of [15]). Thus, by 〈Ü〉, it follows that (αP, S) ∈ Ẍ.
By 〈Ÿ2〉, we deduce that (αP ∩ βP, βP ) ∈ Ẍ. We obtain (P, βP ) ∈ Ẍ. Since
(∅, βP ) ∈ Ẍ, by 〈L̈〉, we conclude that (∅, P ) ∈ Ẍ, i.e., that P is a dendrite
(Th.ň2).

Remark 5. Let us consider the following completion on S̈: For any S, T ∈ S,

-> If S E	−→ T , then (S, T ) ∈ K̈. 〈Ë〉
Using Th. 3, we can check that we have Ḧ = 〈̈I; Ë, T̈, Ü, L̈〉.

7 Completions and Simple Homotopy

In the preceding section we have established a link between dyads and homotopic
pairs. Here, we will clarify the relation between homotopic pairs and the more
classical notion of simple homotopy (Th. 4). For that purpose, we introduce the
following relation.

We denote by H∼ the binary relation on S such that, for all X , Y ∈ S, we have
X

H∼ Y if and only if:
i) The complexes X and Y are disjoint; and
ii) There exists K ∈ S such that (X,K) ∈ Ḧ and (Y,K) ∈ Ḧ.

For example, if X ∈ S and if λX ∈ Cop(X) is disjoint from X , then, by Prop.
3, we have X

∗E	−→ X ⊗ λX and λX
∗E	−→ X ⊗ λX . Thus, we have X

H∼ λX .

Proposition 8. Let X,Y ∈ S be disjoint complexes. We have X
H∼ Y if and

only if there exists Z ∈ S such that X ∗E	−→ Z and Y
∗E	−→ Z.

Proof. The “if” part is straightforward. Suppose there exists K ∈ S such that
(X,K) ∈ Ḧ and (Y,K) ∈ Ḧ. By Prop. 6, there exists Z ′ such that X ∗E	−→ Z ′ and
K

∗E	−→ Z ′. By 〈Ḧ1〉, we have (Y, Z ′) ∈ Ḧ. Then, again by Prop. 6, there exists
Z such that Y

∗E	−→ Z and Z ′ ∗E	−→ Z. Thus, we have X
∗E	−→ Z and Y

∗E	−→ Z. �

Lemma 3. Let X,Y ∈ S. If X and Y are simply homotopic, then there exists
λY ∈ Cop(Y ) disjoint from X, and there exists K ∈ S such that X ∗E	−→ K and
λY

∗E	−→ K.

Proof. Let X , Y ∈ S.
i) If X = Y , then there exists λY ∈ Cop(Y ) disjoint from X . Let K = X ⊗ λY .
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By Prop. 3, the complex K satisfies the above condition.
ii) Suppose λY and K satisfy the above condition.

- Let X ′ such that X
E	−→ X ′. Let μK ∈ Cop(K) disjoint from K and X ′.

We have μλY � μK and μλY is a copy of Y disjoint from X ′. We set K ′ =

X ′∪(X⊗μX)∪μK. We haveX ′ ∗E	−→ X ′∪(X⊗μX)
∗E	−→ X ′∪(X⊗μX)∪μK = K ′,

and μλY
∗E	−→ μK

∗E	−→ (X ⊗ μX) ∪ μK
∗E	−→ X ′ ∪ (X ⊗ μX) ∪ μK = K ′.

- Let X ′ such that X ′ E	−→ X . Let μK ∈ Cop(K) disjoint from K. We have
μλY � μK and μλY is a copy of Y disjoint from X ′. We set K ′ = (X ′⊗μX ′)∪
μK. We have X ′ ∗E	−→ (X ′ ⊗ μX ′)

∗E	−→ (X ′ ⊗ μX ′) ∪ μK = K ′, and
μλY

∗E	−→ μK
∗E	−→ (X ′ ⊗ μX ′) ∪ μK = K ′.

The proof is complete by induction on the number of elementary collapses and
expansions that allow us to transform X into Y . �
Theorem 4. Let X,Y ∈ S such that X and Y are disjoint. The complexes X

and Y are simply homotopic if and only if X H∼ Y .

Proof. Let X,Y ∈ S be disjoint complexes.
i) If X H∼ Y , then, by Prop. 8, X and Y are simply homotopic.
ii) Suppose X and Y are simply homotopic. Then, there exists λY ∈ Cop(Y )

disjoint from X , and there exists K ∈ S such that X
∗E	−→ K and λY

∗E	−→ K
(Lemma 3). Furthermore, there exists μK ∈ Cop(K;X) disjoint from Y (see
Remark 4). Thus, X ∗E	−→ μK and μλY

∗E	−→ μK. Let K ′ = μK ∪ (Y ⊗ μλY ). We
have X

∗E	−→ μK
∗E	−→ K ′ and Y

∗E	−→ Y ⊗μλY
∗E	−→ K ′. It follows that (X,K ′) ∈ Ḧ

and (Y,K ′) ∈ Ḧ. Therefore X
H∼ Y . �

Since simple homotopy corresponds to a transitive relation, the following is a
corollary of Th. 4.

Corollary 1. Let X,Y, Z ∈ S be three mutually disjoint complexes.
If X H∼ Y and Y

H∼ Z, then X
H∼ Z.

If X ∈ S and if λX ∈ Cop(X), then X and λX are simply homotopic. Thus,
we also have the following immediate consequence of Th. 4 and Prop. 8.

Corollary 2. Let X,Y ∈ S and let λY ∈ Cop(Y ) disjoint from X. The com-
plexes X and Y are simply homotopic if and only if there exists K ∈ S such that
X

∗E	−→ K and λY
∗E	−→ K.

Remark 6. In [1], the following result was given (see Th. 4 of [1]):
Let X,Y ∈ S. If X and Y are simply homotopic, then there exists K ∈ S and
there exists a stellar sub-division Ỹ of Y , such that X ∗E	−→ K and Ỹ

∗E	−→ K.
Cor. 2 shows that we can have the same relationship between two homotopic
complexes without involving sub-divisions, which change the structure of a com-
plex. Only the notion of a copy is necessary. Observe that this result has been
made possible thanks to the notion of a product, this construction allows us to
have “more room” to perform homotopic transforms.
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8 Conclusion

We proposed an extension of simple homotopy by considering homotopic pairs.
The notion of a homotopic pair was formalized by means of completions. One of
the main results of the paper (Th. 3) shows that a subset of the five completions
that describe dyads allows for a complete characterization of homotopic pairs.
Since dyads are linked to homology, we have a unified framework where a link
between some notions relative to homotopy and some notions relative to homol-
ogy may be expressed. It should be noted that such a link is not obvious in the
classical framework [19].

In the future, we will further investigate the possibility to use completions for
deriving results related to combinatorial topology.
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2D Subquadratic Separable Distance

Transformation for Path-Based Norms�

David Coeurjolly

CNRS, LIRIS, UMR5205, F-69621, France

Abstract. In many applications, separable algorithms have demon-
strated their efficiency to perform high performance and parallel vol-
umetric computations, such as distance transformation or medial axis
extraction. In the literature, several authors have discussed about con-
ditions on the metric to be considered in a separable approach. In
this article, we present generic separable algorithms to efficiently com-
pute Voronoi maps and distance transformations for a large class of
metrics. Focusing on path based norms (chamfer masks, neighborhood
sequences, ...), we detail a subquadratic algorithm to compute such
volumetric transformation in dimension 2. More precisely, we describe
a O(log2 m ·N2) algorithm for shapes in a N ×N domain with chamfer
norm of size m.

Keywords: Digital Geometry, Distance Transformation, Path-based
Norms.

1 Introduction

Since early works on digital geometry, distance transformation has been play-
ing an important role in many applications [16,15]. Given a finite input shape
X ⊂ Zn, the distance transformation labels each point in X with the distance
to its closest point in Zn \ X . Labeling each point by the closest background
point leads to Voronoi maps. Since such characterization is parametrized by a
distance function, many authors address this distance transformation problem
with trade-offs between algorithmic performances and the accuracy of the digital
distance function with respect to the Euclidean one. Hence, authors have con-
sidered distances based on chamfer masks [15,2,6] or sequences of chamfer masks
[16,11,17,13]; the vector displacement based Euclidean distance [5,14]; Voronoi
diagram based Euclidean distance [3,9] or the square of the Euclidean distance
[7,10]. For the Euclidean metric, separable volumetric computations have demon-
strated to be very efficient: optimal O(n ·Nn) time algorithms for shapes in Nn

domains, optimal multi-thread/GPU implementation. . . (please refer to [4] for
a discussion). For path-based metrics (chamfer mask, -weighted- neighborhood
sequences,. . . ), two main techniques exist to compute the distance transforma-
tion. The first one considers a weighted graph formulation of the problem and
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Dijkstra-like algorithms on weighted graphs to compute distances. If m denotes
the size of the chamfer mask, computational cost could be in O(m ·Nn) using
a cyclic bucket data structure [19]. Another approach consists in a raster scan
of the domain: first the chamfer mask is decomposed into disjoint sub-masks.
Then the domain grid points are scanned in a given order (consistent with the
sub-mask construction) and a local computation is performed before being prop-
agated [16,2]. Scanning the domain several times (one per sub-mask) leads to
the distance transformation values. Again, we end up with a O(m ·Nn) compu-
tational cost.

Beside specific applications which use the anisotropic nature of the chamfer
mask, rotational dependency is usually ensured increasing the mask size m to-
gether with optimizing weights. In this context and for arbitrarily large N , both
Dijsktra-like and raster scan approaches have a quadratic computational cost
with respect to N and m. In practical situations, m ! N but m still needs to
be in O(Nn) to have accurate asymptotic DT.

Please note that Dijkstra’s graph approach allows us to defined constrained
distance transformation (i.e. geodesic metric), both separable approaches and
raster-scan for path-based metrics are only dedicated to compact convex domains
(usually hyper-rectangular) distance transformation.

Contributions. In this article, we first describe the generic framework for sep-
arable distance transformation and metric conditions to be consistent with this
model. Then, we describe subquadratic and parallel algorithms in dimension 2 to
compute error-free distance transformation and Voronoi map for chamfer norms
and other path-based metrics. Overall computational costs can be summarized
as follows (see 3.2 for predicate definitions):

Metric Closest HiddenBy Sep. Voronoi Map Reference
L2 O(1) O(1) Θ(n ·Nn) [7]
L∞ O(1) O(1) Θ(n ·Nn) [10]
L1 O(1) O(1) Θ(n ·Nn) [10]

Lp (exact pred.) O(log p) O(log p · logN) O(n ·Nn · log p · logN) Lem. 1, [1]
Lp (inexact pred.) O(1) O(logN) O(n ·Nn · logN) Lem. 1, [1]

2D Chamfer norm O(logm) O(log2 m) O(log2 m ·N2) Theorem 1

2D Neig. seq. norm O(log f) O(log2 f) O(log2 f ·N2) Th. 1 and [13]

2 Preliminaries

Definition 1 (Norm and metric induced by a norm). Given a vector space
EV, a norm is a map g from EV to a sub-group F of R such that ∀x,y ∈ EV ,

(non-negative) g(x) ≥ 0 (1)

(identity of indiscernibles) g(x) = 0⇔ x = 0 (2)

(triangular inequality) g(x+ y) ≤ g(x) + g(y) (3)

(homogeneity) ∀λ ∈ R, g(λ · x) = |λ| · g(·x) (4)
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d(a, b) :=g(b−a) is the metric induced by the norm g. (E,F, d) is called a metric
space if d : E → F (with E such that for a, b ∈ E, (b − a) ∈ EV ).

Note that the above definition can be extended from vector spaces to modules
on a commutative ring (Zn being a module on Z but not a vector space) [18].
Path-based approaches (chamfer masks, -weighted- neighborhood sequences...)
aim at defining digital metrics induced by norms in metric spaces (Zn,Z, d).
Note that (weighted, with wi ≥ 0) Lp metrics

dLp(a, b) =

(
n∑

k=1

wk|ak − bk|p
) 1

p

, (5)

define metric spaces (Zn,R, dLp) which are not digital. However, rounding up
the distance function (Zn,Z, �dLp�) is a digital metric space [8].

Definition 2 (Distance Transformation and Voronoi Map). The distance
transform DTX associated with a digital metric space (Zn,Z, d) is a map X → Z

such that, for a ∈ X DTX(a) = minb∈Zn\X{d(a, b)}. The Voronoi map is the
map X → Zn: ΠX(a) = argminb∈Zn\X{d(a, b)}.

Voronoi mapΠX corresponds to the intersection between the continuous Voronoi
diagram for the metric d of points Zn \X and the lattice Zn. If a digital point
a belongs to a Voronoi diagram d−facet (0 ≤ d < n), a is equidistant to 2 or
more points in Zn \ X but only one is considered in ΠX(a) this choice has no
influence on DTX .

Definition 3 (Chamfer Mask). A weighted vector is a pair (v, w) with v ∈ Zn

and w ∈ N∗. A chamfer mask M is a central-symmetric set of weighted vectors
with no null vectors and containing at least a basis of Zn.

Many authors have proposed algorithmic and/or analytic approaches to con-
struct chamfer masks approximating the Euclidean metric. In the following, we
focus on such chamfer norms which are chamfer metric induced by a norm. To
evaluate distances between two digital points for a given chamfer metric, direct
formulations have been proposed with simple geometrical interpretation:

Definition 4 (Rational ball, minimal H-representation [18,12]). Given
a Chamfer norm M, the rational ball associated with M is the polytope

BR = conv

{
vk

wk
; (vk, wk) ∈ M

}
. (6)

Rational ball BR can also be described as the H-representation of polytope with
minimal parameter [13]: P = {x ∈ Zn;Ax ≤ y } such that ∀k ∈ [1 . . . f ], ∃x ∈
P Akx = yk.

1 f is the number of rows in A and the number of facets in BR,
and is thus related to |M|.
1 Ak being the kth row of A.
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An important result for distance computation can be formalized as follows:

Proposition 1 (Direct Distance Computation [12]). Given a chamfer
mask M induced by a norm and (A, y) its minimal parameter H-representation,
then for any a ∈ Zn, the chamfer distance of a from the origin is

dM(O, a) = max
1≤k≤f

{Aka
T } . (7)

Among path-based digital metric, (weighted) neighborhood sequences have been
proposed to have better approximation of the Euclidean metric from sequences of
elementary chamfer masks [16,11,17,13]. A key result have been demonstrated in
[13] stating that for such distance functions, a minimal parameter polytope rep-
resentation exists and that distances can be obtained from a expression similar
to (7):

d(O, a) = max
1≤k≤f

{fk(Aka
T )} , (8)

fk being some integer sequence characterizing the neighborhood sequence metric.
In the following and for the sake of simplicity, we describe our algorithms focusing
on chamfer norms but similar results can be obtained for more generic path-based
metric such as neighborhood sequences.

3 Separable Distance Transformation

3.1 Voronoi Map from Separable Approach and Metric Conditions

In [7,3,10,9], several authors have described optimal in time and separable tech-
niques to compute error-free Voronoi maps or distance transformations for L2

and Lp metrics. Separability means that computations are performed dimension
by dimension. In the following, we consider Voronoi Map approach as defined in
[3]: Let us first define an hyper-rectangular image IX : [1..N1]× . . .× [1..Nn]→
{0, 1} such that IX(a) = 1 for a ∈ [1..N1] × . . . × [1..Nn] iff a ∈ X (IX(a) = 0
otherwise). In dimension 2, each row of the input image are processed to create
independent 1D Voronoi maps along the first dimension for the metric. Then, for
each further dimension, the partial Voronoi mapΠX is updated using one dimen-
sional independent processes on image spans along the ith dimension. Algorithm
1 describes the 1D processes to perform on each row, column and higher di-
mensional image span2. In this process, metric information are embedded in the
following predicates (see Fig. 1): Closest(a, b, c), given three points a, b, c ∈ Zn

this predicate returns true if d(a, b) < d(a, c). HiddenBy(a, b, c, S), given three
points a, b, c ∈ Zn such that ai < bi < ci

3 and a 1D image span S, this predicates
returns true if there is no s ∈ S such that

d(b, s) < d(a, s) and d(b, s) < d(c, s) . (9)

2 An image span S along the ith direction is a vector of Ni points with same coordinates
except at their ith one.

3 Subscript ai denotes the ith coordinate of point a ∈ Zn.
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Algorithm 1. Voronoi map construction on 1D image span S along the
ith dimension.
Data: Input binary map IX if i = 1 or partial Voronoi map ΠX obtained for

dimensions lower than i, and a 1D span S with points {s1, . . . , sNi}
sorted by their ith coordinate.

Result: Updated partial Voronoi map ΠX along S.
1 if i == 1 ; // Special case for the first dimension

2 then
3 k = 0;
4 foreach point s in S do
5 if IX(s) == 1 then
6 LS [k] = s;
7 k ++;

8 else
9 LS[0] = ΠX(s1);

10 LS[1] = ΠX(s2);
11 k = 2 , l = 3;
12 while l ≤ Ni do

13 w = ΠX(sl);
14 while k ≥ 2 and HiddenBy(LS[k − 1], LS [k], w, S) do
15 k −−;

16 k ++ ; l ++;
17 LS[k] = w;

18 foreach point s in S by increasing ith coordinate do
19 while (k < |LS |) and not(Closest(s, LS [k], LS [k + 1])) do
20 k ++;

21 ΠX [s] = LS [k];

a

b

c

S(a)

a

b

c

S(b)

b

c

a

S(c)

Fig. 1. Geometrical predicates for Voronoi map construction: HiddenBy(a, b, c, S) re-
turns true in (a) and false in (b) (straight segments correspond to Voronoi diagram
edges). (c) illustrates the Closest(a, b, c) predicate for c ∈ S.

In other words, HiddenBy returns true if and only if the Voronoi cells of sites
a and c hide the Voronoi cell of b along S. For L1, L2 and L∞ metrics, Closest

and HiddenBy predicates can be computed in O(1) [3,7,10]. Hence, Algorithm
1 is in O(Ni) for dimension i, leading to an overall computational time for the
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Voronoi map and distance transformation problem in Θ(n · Nn) (if we assume
that ∀i ∈ [1 . . . n], Ni = N).

In [7] or [9], authors discussed about conditions on the metric d to ensure
that Algorithm 1 is correct. The key property can be informally describe as
follows: given two points a, b ∈ Zn such that ai < bi and a straight line l along
the ith direction and if we denote by vl(a) (resp. vl(b)) the intersection between
the Voronoi cell of a (resp. b) and l, then vl(a) and vl(b) are simply connected
Euclidean segments and vl(a) appears before vl(b) on l (so called monotonicity
property in [9] and is related to quadrangle inequality in [7]). To sum up these
contributions, we have the following sufficient conditions on the metric:

Proposition 2 (Metric conditions [7]). Let d be a metric induced by a norm
whose unit ball is symmetric with respect to grid axes and if distance
comparison predicate is exact, Algorithm 1 is correct and returns a Voronoi map
ΠX .

When implementing Algorithm 1, the distance comparison predicate is exact if
we can compare two distances, e.g. Closest predicate, without error.

For Lp norms Algorithm 1 provides exact Voronoi map computation. Indeed,
distance comparison predicate can be error-free implemented from integer num-
ber comparisons considering the p power of the distance function

(
dLp

)p
.

Proposition 2 also implies that most chamfer norms and neighborhood se-
quence based norms can also be considered in separable Algorithm 1 (see Fig. 2).
We just need algorithmic tools to efficiently implement both Closest and Hid-

denBy predicates.

Fig. 2. Balls for different metrics satisfying Proposition 2: (from left to right) L1, L1.4,
L2, L4, L43.1, M3−4 and M5−7−11

3.2 A First Generic Adapter

We first detail the overall computational cost of Algorithm 1:

Lemma 1. Let (Zn, F, d) be a metric space induced by a norm with axis sym-
metric unit ball. If C denotes the computational cost of Closest predicate and
H is the computational cost of the HiddenBy predicate, then Algorithm 1 is in
O(n ·Nn · (C +H)).

From [3,10], C = H = O(1) for L1, L2 and L∞ norms. For given norm d, we first
define generic Algorithms 2, 3 and 4: From some evaluations of d, HiddenBy
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predicate is obtained by a dichotomic search on the 1D image span S to localize
the abscissa of Voronoi edges of sites {a, b} and {b, c} (see Fig. 3).

Algorithm 2. Generic Closest(a, b, c ∈ Zn).

1 return d(a, b) < d(a, c);

Algorithm 3. Generic VoronoiEdge(a, b, si, sj ∈ Zn), ai < bi.

1 if (j − i = 1) then
2 if i = 1 and Closest(si, b, a) then
3 return −∞;

4 if i = Ni and Closest(si, a, b) then
5 return ∞;

6 return i;

7 mid = i+ (j − i)/2;

8 if Closest(smid, a, b) then
// smid closer to a

9 return VoronoiEdge(a, b, smid, sj)

10 else
// smid closer to b

11 return VoronoiEdge(a, b, si, smid)

Algorithm 4. Generic HiddenBy(a, b, c ∈ Zn;S in the ith direction) ai < bi <

ci.

1 vab = VoronoiEdge(a, b, s1, sNi);

2 vbc = VoronoiEdge(b, c, s1, sNi);
3 return (vab > vbc);

Lemma 2. Let (Zn, F, d) be a metric space induced by a norm with axis sym-
metric unit ball, from Algorithms 2 and 4, we have H = O(C · logN).

Proof. First, the generic VoronoiEdge is dichotomic with O(logN) steps and
each step is in O(C). VoronoiEdge is in O(C · logN). To prove the correctness
of VoronoiEdge (and thus Alg. 1), we use the convexity of the metric and the
quadrangle property: since ai < bi, all grid points closer to a than b in S (if
exist) are lower than all pixels on S closer to b than to a (if exist too). Thanks
to the test in line 8, recursive call maintain this invariant. Note that tests on
lines 2− 5 handle the fact that the edge may not belong to S. �
If we consider a chamfer norm with a rational ball of f facets, Eq. (7) suggests
that C = O(f). Hence, we have the following corollary:

Corollary 1. Let M be a chamfer norm whose rational ball has f facets, sepa-
rable exact Voronoi map ΠX can be obtained in O(n ·Nn · f · logN).

Please remember that naive implementation of chamfer mask distance transfor-
mation using raster scan approach would lead to a O(f ·Nn) computational cost.
In the following sections, we use the convex structure of BR to design a parallel
subquadratic algorithm for chamfer norms.
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3.3 Subquadratic Algorithm in Dimension 2

Let us consider a 2D chamfer norm M with m weighted vectors (note that
f := |BR| = m in 2D). We suppose that vectors {vk}k=1...m are sorted counter-
clockwise. We define a wedge as a pair (vk,vk+1) of vectors. To each wedge is
associated a row Ak in the minimal H-representation of A (Ak can also be seen
as a –non-unitary– normal vector to BR facets [12]). Using similar notations,
[18,17] demonstrate that the distance evaluation of point a can be obtained in
two steps: First, we compute the wedge (vk,vk+1) a belongs to. Then,

dM(O, a) = Ak · aT (10)

Lemma 3. Given a chamfer norm M in dimension 2 with m vectors, the dis-
tance computation and thus the Closest predicate are in O(logm).

Proof. Since vectors are sorted counter-clockwise, (vk,vk+1) wedge can be ob-
tained by a dichotomic search with O(logm) steps. At each step, we compute the
local orientation of point a w.r.t. a direction which is in O(1). Once the wedge
has been obtained, Eq. (10) returns the distance value in O(1). �

Please note that in practical implementations, we can use symmetries inM to
only work on restrictions of chamfer mask directions, so called generator in the
literature. To optimize theHiddenBy predicate, we focus on theVoronoiEdge

function. Given two points a and b (ai < bi) and a 1D image span S along the ith

dimension, we have to find the lowest abscissa ei of the point e on S such that
d(a, e) < d(b, e) and d(a, e′) ≥ d(b, e′) for any e′ with e′i > ei. Let us first suppose
that we do not know e but we know the wedge (vk,vk+1) (resp. (vj ,vj+1)) to
which the vector (e − a)T (resp. (e − b)T ) belongs to (see Fig. 3−(c)). In this
situation, we know that e is the solution of

Ak · (e− a)T = Aj · (e − b)T . (11)

(since e ∈ S, we have one linear equation with only one unknown ei). As
a consequence, if we know the two wedges the Voronoi edge belongs to, we
have the abscissa in O(1) (see Algorithm 5 and Fig. 3−(c)). To obtain both
wedges, we use a dichotomic search similar to Algorithm 3: Algorithm 6 re-
turns the wedge associated with a containing the Voronoi edge with respect
to b. Applying this algorithm to obtain the wedge associated with b with re-
spect to a defines Algorithm 5. The dichotomic search shrinks the set of vectors

Algorithm 5. 2D chamfer norm VoronoiEdge(a, b, si, sj ∈ Z2).

1 (vk,vk+1) = VoronoiEdgeWedge(a, b,v1,vm, S);

2 (vj ,vj+1) = VoronoiEdgeWedge(b, a,v1,vm, S);

3 Compute the abscissa ei of the point e such that Ak · (e− a)T = Aj · (e− b)T ;
4 return ei;
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a
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S

(a)

a

b
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vmid+1

vj
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pmid+1
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(b)

a

b
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e
vk

vk+1

vj

vj+1

(c)

Fig. 3. VoronoiEdgeWedge and VoronoiEdge: (a) initial problem, we want to
compute the intersection between S and the Voronoi edge of a and b (in red). (b) an
internal step of VoronoiEdgeWedge to reduce the set of directions of M at a (here
the next recursive call will be on (vi,vmid)).(c) final step of VoronoiEdge where both
wedges have been obtained and thus e can be computed.

{vi, . . . ,vj} to end up with a wedge (vk,vk+1) such that the intersection point
between the straight line (a + vk) and S is in the Voronoi cell of a and such
that the intersection between (a + vk+1) and S is in the Voronoi cell of b (see
Fig. 3−(c)). Algorithm 6 thus first computes the intersection points associated
with a wedge (vi+(j−i)/2,vi+(j−i)/2+1) (lines 5 − 6); evaluates the distances at
these points (lines 7 − 8) and then decides which set {vi, . . . ,vi+(j−i)/2} or
{vi+(j−i)/2, . . . ,vj} has to be considered for the recursive call (lines 14− 20 and
Fig. 3−(b)).

Theorem 1. LetM be a 2D chamfer norm with axis symmetric unit ball and m
weighted vectors, then we have: (i) Algorithm 5 is in O(log2 m); (ii) Algorithm
1 (with predicates from Algorithm 5 and Lemma 3), computes a Voronoi map
ΠX and thus the distance transformation of X for metric dM in O(log2 m ·N2).

Proof. Let us first consider (i). As described above, Algorithm 6 performs logm
recursive calls and each step is in O(logm). Indeed, pmid and pmid+1 are given
by the intersections between two rational slope straight lines plus a rounding
operations on rational fractions, which are assumed to be O(1). Then, line 8
requires two O(logm) computations by Lemma 3. Hence, Eq. (11) leads to O(1)
computations, O(log2 m) is required for Algorithm 5. (ii) is a direct consequence
of (i) and Lemma 2 with n = 2. �

4 Implementation Details and Experimental Analysis

In this section, we give some implementation details and experimental results
for chamfer norm Voronoi map in dimension 2. First of all, most algorithms
presented here are available in the DGtal library [1]. For Lp metrics, we have
implemented several Closest and HiddenBy predicates: If p = {1, 2}, exact
computations are proposed and all predicates are in O(1) with only integer num-
ber computations [7,9,10]; If p ∈ R, p ≥ 1, we have approximated computations
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Algorithm 6. VoronoiEdgeWedge(a, b ∈ Z2;vi, vj in M; S along the ith

direction).

1 if (j − i = 1) then
2 return (vi,vi+1);
3 else
4 mid = i+ (j − i)/2;

5 Let pmid be the intersection point between (a+ vmid) and S;

6 Let pmid+1 be the intersection point between (a+ vmid+1) and S;

// O(1) evaluation of distances w.r.t. a dapmid = Amid · (pmid − e)T ;

7 dapmid+1 = Amid+1 · (pmid+1 − e)T ;

// O(logm) evaluation of distances w.r.t. b dbpmid = dM(b, pmid);

8 dbpmid+1 = dM(b, pmid+1);

9 Let bmid be true if dapmid < dbpmid ; false otherwise;

10 Let bmid+1 be true if dapmid+1 < dbpmid+1 ; false otherwise;

11 if bmid �= bmid+1 ; // we have the Voronoi edge wedge

12 then

13 return (vmid,vmid+1);

14 if bmid = bmid+1 = true ; // Both points are in a’s cell

15 then
16 if ai < bi then

17 return VoronoiEdgeWedge(a, b,vmid,vj , S);
18 else

19 return VoronoiEdgeWedge(a, b,vi,vmid, S);

20 if bmid = bmid+1 = false; // Both points are in b’s cell

21 then
22 if ai < bi then

23 return VoronoiEdgeWedge(a, b,vi,vmid, S);
24 else

25 return VoronoiEdgeWedge(a, b,vmid,vj , S);

on real numbers (double) and we consider the Generic HiddenBy predicate in
O(logN) (Alg. 4). Since predicates are based on floating point computations,
numerical issues may occur. If p ∈ Z, p ≥ 3, we use exact integer number
based computations of distances storing sum of power p quantities (which can
be computed in O(log p) thanks to exponentiation by squaring). The HiddenBy

predicate is also based on Algorithm 4. Beside these predicates for Lp metrics,
DGtal also contains a generic metric adapter: if the user specifies a distance
function (taking two points and returning a value) corresponding to a norm
with axis symmetric unit ball, generic Closest and HiddenBy predicates can
be automatically constructed. Please note that since all algorithms are separable,
the generic framework provided in DGtal allow us to have a free multi-thread
implementation [4].
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To implement efficient predicates leading to subquadratic algorithm in di-
mension 2 (Alg. 5 and 6), we store the chamfer norm weighted vectors M in
a random access container sorted counterclockwise to be able to get the mid-
vector vmid in O(1). When implementing Algorithms 5 and 6, few special cases
have to be taken into account. For instance, we have to handle situations where
a, b or c belong to S in Alg. 5 and 6. Furthermore, Eq. (11) has a solution iff
Ak �= Aj . Thanks to the geometrical representation of the dichotomic process
(Fig. 3), such special cases are easy to handle. Fig. 4-(a) illustrates some results
on a small domain.

To evaluate experimentally the computational cost given in Theorem 1, we
use the following setting: given a mask size m, we generate m distinct random
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Fig. 4. (a) Separable Voronoi map and distance transformation for M5−7−11 and L2:
on a 2562 domain with 256 and 2 random seeds, the first row corresponds to M5−7−11

and the second one to L2. (b) and zoom in (c): Experimental evaluation of subquadratic
chamfer norm Voronoi map computation.
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vectors (x, y)T with gcd(x, y) = 1 (extracted from Farey series for instance).
For a general mask of size m, we do not optimize the weights to approximate
as best as possible the Euclidean metric. Indeed, weights do not play any role
in the computational analysis, we just use trivial ones that ensure that M is
a norm with axis symmetric unit ball. In Fig.4-(b − c), we have considered a
2D domain 20482 with 2048 random sites. First, we observe that fixing N , the
log2 m term is clearly visible in the computational cost of the Voronoi map
(single thread curve). Bumps in the single thread curve may be due to memory
cache issues. Please note that if we consider classical chamfer norm DT from
raster scan (and sub-masks), the computational cost is in O(m · N2) and thus
has a linear behavior in Fig. 4-(c). Since we have a separable algorithm, we can
trivially implement it in a multi-thread environment. Hence, on a bi-processor
and quad-core (hyper-threading) Intel(R) Xeon(R) cpu (16 threads can run in
parallel), we observe a speed-up by a factor 10 (blue curve in Fig. 4-(b)). Please
note that on this 20482 domain with 2048 sites, Euclidean Voronoi Map (L2) is
obtained in 954.837 milliseconds on a single core and 723.196 msec on 16 cores.

5 Conclusion and Discussion

In the literature, several authors discussed about the fact that a large class of
metrics can be considered in separable approaches for volumetric analysis. In this
article, we have proposed several algorithms to efficiently solve the Voronoi map
and distance transformation: given a user-specified distance function (induced
by a norm with some properties) a first generic separable algorithm can be used.
Focusing on chamfer norms, geometrical interpretation of this generic approach
allows us to design a first subquadratic algorithm in dimension 2 to compute the
Voronoi map. Thanks to separability, parallel implementation of the distance
transformation leads to efficient distance computation.

In higher dimensions, it turns out that most results are still true: distance
function can be evaluated in O(n · logm) and the dichotomic search described in
VoronoiEdgeWedge can also be extended to n-dimensional chamfer norms.
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Abstract. The Euclidean distance transform (EDT) is used in many
essential operations in image processing, such as basic morphology, level
sets, registration and path finding. The anti-aliased Euclidean distance
transform (AAEDT), previously presented for two-dimensional images,
uses the gray-level information in, for example, area sampled images to
calculate distances with sub-pixel precision. Here, we extend the studies
of AAEDT to three dimensions, and to the Body-Centered Cubic (BCC)
and Face-Centered Cubic (FCC) lattices, which are, in many respects,
considered the optimal three-dimensional sampling lattices. We compare
different ways of converting gray-level information to distance values,
and find that the lesser directional dependencies of optimal sampling
lattices lead to better approximations of the true Euclidean distance.

1 Introduction

1.1 Supersampling and Coverage

In a binary image, the spatial elements (spels) are classified either as part of
an object or of the background. When imaging a continuous scene, this leads to
jagged edges, and much of the information on the edge location and length is
lost. With inspiration from anti-aliasing in computer graphics, it is shown in [13]
that part of this information is preserved if the image is supersampled, and the
intensity of a spel is proportional to the part of its Voronoi cell that is inside
of an object, as in Figure 1. The intensity c(p) of a spel p is then referred to
as its coverage value. The theory is further developed in [12], and it is shown
that some physical properties, such as volume and surface area, can be measured
with higher accuracy in supersampled images. These qualities are important in,
for example, cancer diagnostics [3, 7].

In 2D imaging devices, the intensity of a spel is usually computed through
integration over some environment of the spel center [2], and the result is more
or less equivalent to a coverage value. 3D imaging techniques, such as computed
tomography (CT), are often based on combining 2D images from different per-
spectives, and thus we feel comfortable to suggest and apply coverage based
image processing methods in 3D as well.

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 88–98, 2014.
c© Springer International Publishing Switzerland 2014
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(a) continuous edge (b) coverage values

Fig. 1. Assignment of intensity proportional to spel coverage

1.2 Euclidean Distance Transforms

The Euclidean distance dE between two points p1 and p2 in n-dimensional space
is defined as

dE (p1,p2) =

√√√√ n∑
i=1

(p1(i)− p2(i))
2
.

The Euclidean distance transform (EDT) maps every point p to

dEDT (p) = inf
pω∈Ω

(dE(p,pω)) ,

where Ω is some object(s) or a set of seed points. This transform is used in
many essential operations in image processing, such as basic morphology, level
sets, registration and path finding [1]. In 3D, it can be used for, among other
things, visualization, modeling and animation [6].

Anti-Aliased Euclidean Distance Transform. The anti-aliased Euclidean
distance transform (AAEDT) for two-dimensional images is presented in [5]. It
uses coverage information to compute the Euclidean distance from an object
with sub-spel precision. The distance dAAEDT is defined as

dAAEDT (p) = min
pω∈∂Ω

(|dE(p,pω)|+ df (pω)) , (1)

where |dE(p,pω)| is the Euclidean distance between the centers of a background
spel p and an edge spel pω ∈ ∂Ω, ∂Ω being the edge of a binary and areasampled
object Ω, and df (pω) is the distance between the edge and the center of the edge
spel. This is illustrated in Figure 2. The addition of the term df (pω) is the source
of the sub-pixel precision, which improves, for example, the accuracy of level sets
and small-scale morphology.

1.3 Three-Dimensional Sampling Lattices

The spels in a digital image represent sample points, which are organized in
a so-called sampling lattice. The most common sampling lattice is the Carte-
sian Cubic (CC) lattice, resulting in square spels in 2D, and cubic spels in 3D.
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Fig. 2. Illustration of the anti-aliased Euclidean distance dAAEDT between two spels
p and pω

Unfortunately, the sampling properties of the CC lattice are strongly direction
dependent [8, 14]. Consequently, to guarantee some minimum resolution in all
directions within the image, some directions must be over-sampled, and redun-
dant data must thus be stored and processed. An alternative is to use the Body-
Centered Cubic (BCC) and Face-Centered Cubic (FCC) sampling lattices. Their
direction dependence is much weaker, and, for band-limited signals, a minimum
resolution in all directions can be obtained using ∼ 30% fewer sample points
than if a CC lattice were used [4, 8, 10, 14, 15].

1.4 Scope of This Paper

In AAEDT, df (pω) is computed from the coverage value c(pω) of the edge spel,
usually under the assumption that the object surface intersecting the spel is
locally flat, and that df (pω) is measured along the surface normal [5]. However,
as the orientation of the surface is unknown, the asymmetry of the Voronoi
cell of the spel makes it difficult to construct a mapping between c(pω) and
df (pω). Moreover, for spels not located on the edge, the vector propagation
process may introduce a discrepancy between the direction to the nearest edge
spel and that to the closest point on the surface. We propose that the lesser
direction dependencies of the BCC and FCC sampling lattices, compared to the
CC sampling lattice, lead to improved performance of AAEDT.

2 Method

2.1 Implementation

We use the graph-based AAEDT implementation presented in [9], which can be
adapted to any dimensionality and sampling lattice by changing the definition
of the spel neighborhood. In this way, we ensure fair comparison of the lattices.

2.2 Computation of df(pω)

We want to find an expression on the form df (c) to approximate the value
df (pω) of an edge spel pω from its coverage value c(pω). As a reference for
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different approximation methods, we simulate df (pω) and c(pω) for the Voronoi
cells of the CC, BCC and FCC lattices: We construct a set of planes, the normals
of which are uniformly distributed within the symmetry regions of the Voronoi
cells, intersecting the cell center. Using the Monte-Carlo sampling method [11],
we approximate the portions of the cell that are located above and below the
plane. We repeat the process while moving the plane away from the spel center
in small steps, until the entire Voronoi cell is below the plane. The simulation
output is shown in Figure 3, with plots of three different approximations df (c)
of df (pω) from c(pω), described below.

The implementation in [5] approximates df (pω) within an edge spel using

df (c) = 0.5− c(pω). (2)

This is the exact relationship between df (pω) and c(pω) for for a spel of a CC
lattice being intersected by a plane perpendicular to a lattice vector. Although
df (c) is only computed in the initialization of AAEDT, the computational sim-
plicity of (2) is an attractive property. There is no equally simple formula for
BCC and FCC lattices. However, linear regression on the simulation output in
Figure 3 shows that (2) is actually an even better approximation of the rela-
tionship between df (pω) and c(pω) on these lattices, than on the CC lattice.
Higher order regression on the data in Figure 3 leads to overfitting rather than
improvement of the approximation.

As we do not calculate the orientation of the plane that intersects the spel,
we want df (c) to be orientation independent. As the ideal Voronoi cell of a sam-
ple point, with respect to sampling properties, is a ball, which is completely
orientation independent, we derive df (c) for a ball of unit volume. As our im-
plementation uses 256 gray levels, we tabulate the relationship for 256 coverage
values in the interval [0, 1].

For the third approximation method plotted in Figure 3, we simply use the
mean value of the Monte-Carlo simulation output. Again, we tabulate the rela-
tionship for 256 coverage values in the interval [0, 1]. This is the only approxi-
mation method in this study that is lattice dependent.

3 Experiments

3.1 Choice of Test Images

We study the behavior of AAEDT applied to images of supersampled binary
balls, with 256 gray levels representing degrees of spel coverage, sampled on
CC, BCC and FCC lattices. We use the exterior and interior distance from
the ball surface as examples of convex and concave surfaces, respectively, of
different orientations. By varying the ball radius rs within some range rs ∈
[rmin, rmax], rmin, rmax # rv, where rv is the average radius of a spel, we study
the impact of surface curvature on the accuracy of AAEDT.

We use the distance from balls where rs ≈ rv to indicate the behavior of
AAEDT for undersampled objects.
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Fig. 3. Approximative mappings between df (pω), the distance between the intersecting
plane and spel center, and the c(pω), the spel coverage value, plotted on top of the
output of a Monte-Carlo simulation of the relationship. As df (c) behaves as an odd
function centered at c(pω) = 0.5, it is only plotted for c ∈ [0, 0.5].

For every lattice, we use a set of balls where the center points are evenly
distributed within the symmetry region of the Voronoi cell of that lattice, so
that the ball center is unlikely to coincide with a sample point. The sample
density for all lattices is one spel per unit volume.

4 Results

The results are expressed in terms of

ε(p) = dEDT (p)− dAAEDT (p),

and its mean value ε(p)m, where dEDT (p) is the exact Euclidean distance trans-
form, the unsigned relative error

|εr(p)| =
|dEDT (p) − dAAEDT (p)|

dEDT (p)
,

and the mean unsigned relative error |εr(p)|m. The error is evaluated within a
Euclidean distance of 50 units from the ball surface, where the unit distance is
defined in relation to the unit volume of the spels.

4.1 Bias Error

The mean error ε(p)m, computed on the CC, BCC and FCC lattices using linear,
ball-based and mean value-based approximations of df (c), is shown in Figures
4, 5 and 6.

For convex surfaces with rs # rv, and linear approximation of df (c), the dis-
tance is underestimated on all lattices, although much more so on the CC lattice.
The mean error on the CC lattice also exhibits a larger standard deviation than
that on the BCC and FCC lattices. On the CC lattice, both the mean error
and standard deviation are reduced by ball-based approximation of df (c), and
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even further by mean value-based approximation. The error on the BCC lattice
seems to be almost completely unbiased for ball-based approximation relative to
the others, and tends somewhat towards underestimation for mean value-based
approximation. On the FCC lattice, we see a tendency towards underestima-
tion for all approximation methods, but it is the least apparent for ball-based
approximation.

For concave surfaces with rs # rv, the mean error is very close to being un-
biased for small rs, and tends towards underestimation for less curved surfaces.
As the bias increases, the standard deviation grows. As for convex surfaces, the
result on the CC lattice is improved by ball-based and mean value-based approx-
imation of df (c). On the BCC and FCC lattices, it is very difficult to discern
any bias for ball-based approximation, while there is a slight underestimation
using mean value-based approximation.

For rs ≈ rv, all lattices and approximations of df (c) yield equivalent results,
always underestimating the distance.

4.2 Error Range

Figures 7, 8 and 9 show the first (25th percentile), second (median) and third
(75th percentile) quartiles of |εr(p)|.

For convex surfaces with rs # rv, the CC lattice is clearly outperformed
by the BCC and FCC lattices. The range of |εr(p)|, indicated by the 25th and
75th percentiles, is highly concentrated around the median error on BCC and
FCC, while it is notably larger on the CC lattice. However, the performance
of the CC lattice is very much improved when ball-based or mean value-based
approximation of df (c) is used.

For concave surfaces, and for rs ≈ rv, the performance is almost equivalent
on all lattices. However, the growth of the range of |εr(p)|, that occurs for small
rs, starts at an earlier stage on the CC lattice than on BCC and FCC.

In Figures 10, 11 and 12, we see |εr(p)|m as a function of the distance d to
the ball surface.

The approximation of df (c) takes place at d < 1, at which state the difference
between the lattices is small. In the cases of rs # rv, the BCC and FCC lattices
seem to be at a small advantage in making this approximation, compared to the
CC lattice, when ball-based or mean value-based approximation is used.

For all curvatures, lattices and approximations of df (c), |εr(p)|m decreases
rapidly as the distance increases. For rs # rv, this decrease is more rapid on the
BCC and FCC lattices than on the CC lattice.

5 Discussion

5.1 Bias Errors

The AAEDT has two possible sources of bias errors: The approximation of df (c),
and the risk that |dAAEDT (p,pω)| is incorrect due to omitted edge spels, as
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Fig. 4. Mean error with one standard deviation, convex surface, rs � rv
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Fig. 5. Mean error with one standard deviation, concave surface, rs � rv

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

radius

m
ea

n 
er

ro
r

 

 

CC

BCC

FCC

(a) linear df (c)

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
radius

 

 

CC

BCC

FCC

(b) ball coverage df (c)

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
radius

 

 

CC

BCC

FCC

(c) mean value df (c)

Fig. 6. Mean error with one standard deviation, convex surface, rs ≈ rv

described in [9]. The former may cause both over- and underestimation, while
the latter always causes overestimation of the distance.

Underestimation is likely a result from the fact that the distance from an edge
to the center of an edge spel pω depends not only on c(pω), but also on the edge
orientation. This is very prominent on the CC lattice, where the variation is a
factor of

√
2, making it very difficult to make a representative model for mapping

distance to coverage. In Figure 3, we can see that this causes problems for both
linear and mean-value based approximation of df (c), as the large variance close to
c = 0 and c = 1 dulls the slope of the curve, leading to a large difference between
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Fig. 7. First, second and third quartiles, convex surface, rs � rv

0 10 20 30 40 50 60 70
0

0.05

0.1

0.15

0.2

sphere radius

er
ro

r

 

 

CC
BCC
FCC

(a) linear df (c)

0 10 20 30 40 50 60 70
sphere radius

 

 

CC
BCC
FCC

(b) ball coverage df (c)

0 10 20 30 40 50 60 70
sphere radius

 

 

CC
BCC
FCC

(c) mean value df (c)

Fig. 8. First, second and third quartiles, concave surface, rs � rv
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Fig. 9. First, second and third quartiles, convex surface, rs ≈ rv

the largest df (c) that can be assigned to an edge spel, and the smallest dAAEDT

that can be assigned to a background spel. For a ball, we have limcball→0 df (c) =
rv and limcball→1 df (c) = −rv, with a smooth transition from fully covered (or
uncovered) to partly covered. It is possible that this, combined with the low
directional dependencies of the BCC and FCC lattices, results in the low bias
observed for the ball-based approximation of df (c).
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Fig. 10. Mean unsigned relative error vs. convex surface, rs � rv

0 10 20 30 40 50

10
−3

10
−2

10
−1

distance from edge

m
ea

n 
er

ro
r

 

 

CC

BCC

FCC

(a) linear df (c)

0 10 20 30 40 50
distance from edge

 

 

CC

BCC

FCC

(b) ball coverage df (c)

0 10 20 30 40 50
distance from edge

 

 

CC

BCC

FCC

(c) mean value df (c)

Fig. 11. Mean unsigned relative error vs. concave surface, rs � rv
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Fig. 12. Mean unsigned relative error vs. convex surface, rs ≈ rv

5.2 Error Range

Figures 10, 11 and 12 show that |εr(p)|m is smaller farther away from the surface.
From this, we draw the conclusion that errors arise mainly from the approxima-
tion of df (c), and not from the vector propagation.

It seems that the effect of improving the approximation of df (c) is the most
noticeable on the CC lattice. This is expected, as the cubic spels are more di-
rectionally dependent than the truncated octahedra and rhombic dodecahedra
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of the BCC and FCC lattices, respectively. Ironically, even the linear approxi-
mation used in [5] and [9] is much less accurate on the CC lattice than on BCC
and FCC. Actually, although considerably improved when using the mean value-
based approximation of df (c), the performance of AAEDT on the CC lattice is
still not as good as that on the BCC and FCC lattices, using only the linear
approximation.

The best performance is achieved by using the ball-based approximation of
df (c) on the BCC and FCC lattices. As explained above, this behavior is likely
to be a consequence of the treatment of edge spels with c ≈ 0 and c ≈ 1.

The increase of the median of |εr(p)| for large rs in Figure 7 does not neces-
sarily mean that AAEDT is less accurate for flat surfaces. As we compute the
error for d ≤ 50 for all rs, the ratio nclose/nfar, where nclose is the number of spels
close to the surface and nfar the number of spels far away, is smaller for small
balls. Hence, the ratio nlarge error/nsmall error is also smaller. As the decrease in
|εr(p)|, visible in Figures 10 and 11, seems to be smooth, this affects both the
mean value and median of |εr(p)|.

The bad performance for rs ≈ rv shows that AAEDT is highly dependent
on the sampling density being proportional to image scale, as df (pω) cannot be
accurately approximated from surfaces that are not locally flat.

5.3 Conclusions and Future Work

In this paper, we show how the performance of AAEDT in 3D can be significantly
improved. We analyze the impact of the approximation of df (c), and we explore
the advantages of sampling lattices with lesser directional dependencies than the
wide-spread CC lattice. Next, we hope to investigate the behavior of AAEDT
in the presence of sharp corners and more complex surface curvature. In [5], it
is suggested that gradient information is used to estimate the orientation of the
surface, which may improve the performance on the BCC and FCC lattices even
further.

Acknowledgements. The authors want to thank M.Sc. Max Morén for en-
abling the production of test images on the BCC and FCC lattices.
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Abstract. Rigid transformations are involved in a wide variety of image pro-
cessing applications, including image registration. In this context, we recently
proposed to deal with the associated optimization problem from a purely discrete
point of view, using the notion of discrete rigid transformation (DRT) graph. In
particular, a local search scheme within the DRT graph to compute a locally opti-
mal solution without any numerical approximation was formerly proposed. In this
article, we extend this study, with the purpose to reduce the algorithmic complex-
ity of the proposed optimization scheme. To this end, we propose a novel algo-
rithmic framework for just-in-time computation of sub-graphs of interest within
the DRT graph. Experimental results illustrate the potential usefulness of our ap-
proach for image registration.

Keywords: image registration, discrete rigid transformation, discrete optimiza-
tion, DRT graph.

1 Introduction

1.1 Discrete Rotations and Discrete Rigid Transformations

In continuous spaces (i.e., Rn), rotations are some of the simplest geometric transfor-
mations. However, in the discrete spaces (i.e., Zn), their analogues, namely discrete
rotations, are more complex. The induced challenges are not simply due to high-
dimensionality: indeed, even in Z2, discrete rotations raise many difficulties, deriving
mainly from their non-necessary bijectivity [1]. In this context, discrete rotations – and
the closely related discrete rigid tansformations – have been widely investigated.

From a combinatorial point of view, discrete rotations have been carefully studied
[2–4], in particular to shed light on remarkable configurations induced by the periodicity
of rotations with respect to the discrete grid. At the frontier between combinatorics and
algorithmics, the problem of 2D pattern matching under discrete rotations has also been
explored [5, 6].

From an algorithmic point of view, efforts have been devoted to effectively com-
pute discrete rotations. In particular, the quasi-shear rotations [7, 8] were introduced to
preserve bijectivity, by decomposing rotations into successive quasi-shears.
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Finally, from an applicative point of view, discrete rotations have been used for im-
age/signal processing purposes [9, 10]. Other strategies have also been proposed to
pre-process 2D images in order to guarantee the preservation of topological properties
under discrete rigid transformations [11].

Recently, we proposed a new paradigm to deal with discrete rotations, and more gen-
erally rigid transformations. This paradigm relies on a combinatorial structure, called
discrete rigid transformation graph (DRT graph, for short) [12]. This structure describes
the quantification of the parameter space of rigid transformations, in the framework of
hinge angles, pioneered in [13–15].

The DRT graph has already allowed us to contribute to the state of the art on rigid
transformations from a combinatorial point of view, by establishing the complexity of
“free” [12] and “constrained” [16] discrete rigid transformations. From an algorithmic
point of view, it has been used to characterise topological defects in transformed images
[17]. Finally, we recently started to explore the applicative possibilities offered by the
DRT graph. In particular, we have considered its potential usefulness in the context of
image registration [18].

1.2 Registration Issues

In the context of image processing, geometric transformations are often considered for
registration purposes [19]. Registration is indeed a complex, often ill-posed problem,
that consists of defining the transformation that is required to correctly map a source
image onto a target image.

Registration is mandatory in various application fields, from remote sensing [20] to
medical imaging [21]. According to the specificities of these fields, registration can
implicate different types of images (2D, 3D) and transformations, both rigid and non-
rigid. However, the problem remains almost the same in all applications. Given two
images A and B, we aim at finding a transformation T ∗ within a given transformation
space T. This transformation minimizes a given distance d between the image A and the
transformed image T (B) of the image B by T , i.e.

T ∗ = arg min
T∈T

d(A, T (B)) (1)

In recent works [18], we investigated how to use the DRT graph in order to solve this
problem in the case of rigid registration of 2D images. The novelty of this approach,
with respect to the state of the art, was to provide exact transformation fields, so as to
avoid any interpolation process and numerical approximations.

In this context, a preliminary algorithm was proposed for computing a local min-
imum for Eq. (1), thus providing a solution in a neighbourhood of depth k ≥ 1, to
the above registration problem. This algorithm strongly relies on the DRT graph, and
consists of exploring a sub-graph defined around a given vertex, modeling an initial
transformation. Its time complexity was O(mkN2), which is linear with respect to the
image size, but exponential with respect to the neighbourhood depth (with m the size of
the 1-depth neighbourhood).
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1.3 Contribution

We propose an improved algorithm (Sec. 3), which dramatically reduces the exponential
complexity of that developed in [18]. Indeed, we show that the k-depth neighbourhood
of a DRT graph can be computed with a time complexityO(kN2) (Sec. 4). Experiments
emphasise the methodological interest of the proposed approach (Sec. 5).

2 Introduction to Discrete Rigid Transformation Graphs

2.1 Rigid Transformation Space

In the continuous space R2, a rigid transformation is a bijection T : R2 → R2, defined,
for any x = (x, y) ∈ R2, by

T (x) =

(
cos θ − sin θ
sin θ cos θ

) (
x
y

)
+

(
a1

a2

)
(2)

where a1, a2 ∈ R and θ ∈ [0, 2π[ (T is sometimes noted Ta1a2θ). In order to apply such
rigid transformations on Z2, a post-processing digitization is required. More precisely, a
digitized rigid transformation T : Z2 → Z2 is defined as T = D ◦T where D : R2 → Z2

is a rounding function. In other words, for any p = (p, q) ∈ Z2, we have

T (p) =

(
p′

q′

)
= D ◦ T (p) =

(
[p cos θ − q sin θ + a1]
[p sin θ + q cos θ + a2]

)
(3)

The use of the rounding function D implies that digitized rigid transformations are
not continuous within the 3D parameter space induced by a1, a2 and θ. The transfor-
mations leading to such discontinuities are called critical transformations. In the space
(a1, a2, θ), the subspace of critical transformations is composed of 2D surfaces Φpqp′

and Ψpqq′ , analytically defined, for any p = (p, q) ∈ Z2 and any vertical (resp. horizon-
tal) pixel boundary x = p′ + 1

2 (resp. y = q′ + 1
2 ) with p′ ∈ Z (resp. q′ ∈ Z), by

Φpqp′ : p cos θ − q sin θ + a1 = p′ +
1
2

(4)

Ψpqq′ : p sin θ + q cos θ + a2 = q′ +
1
2

(5)

For a given triplet (p, q, p′) (resp. (p, q, q′)),Φpqp′ (resp.Ψpqq′ ) is called a vertical (resp.
horizontal) tipping surface in the parameter space (a1, a2, θ), and a vertical (resp. hori-
zontal) tipping curve in the 2D plane (a1, θ) (resp. (a2, θ)).

For an image of size N × N, Φpqp′ and Ψpqq′ verify p, q ∈ [[0,N − 1]] and p′, q′ ∈
[[0,N]]. Examples of tipping surfaces and curves are illustrated in Fig. 1.

2.2 Discrete Rigid Transformation Graph

A set of tipping surfaces induces a subdivision of the (a1, a2, θ) space into classes, each
consisting of transformations Ta1a2θ such that (a1, a2, θ) 	→ T = D ◦ Ta1a2θ is con-
stant. These classes – called discrete rigid transformations (DRTs) – indeed form 3D
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a1 a2

(a)

a2a1

(b)

Fig. 1. (a) Tipping surfaces in the space (a1, a2, θ), and (b) their tipping curves [16]

a2

a1

(a)

a1

a2

(b)

Fig. 2. (a) Subdivision of the (a1, a2, θ) parameter space into 3D cells by tipping surfaces, and (b)
the associated DRT graph [17]

cells, bounded by tipping surfaces that correspond to discontinuities. By mapping each
cell onto a vertex, and each tipping surface piece onto an edge, in a Voronoi/Delaunay
paradigm, we can model this subdivided parameter space as a graph, called the DRT
graph, as illustrated in Fig. 2.

Definition 1 ([12]). A DRT graph G = (V, E) is defined such that (i) each vertex v ∈ V
models a DRT; and (ii) each labelled edge e = (v,w, f ) ∈ E, where f is either Φpqp′ or
Ψpqq′ , connects two vertices v,w ∈ V sharing the tipping surface f as boundary.

For a given image I, each vertex is associated with a unique transformed image,
induced by the DRT corresponding to the vertex. The existence of an edge between two
vertices indicates a “neighbouring” relation between the two associated DRTs. More
precisely the two transformed images differ by at most one over the N2 pixels of I; the
edge label f provides this information. This allows us to use the DRT graph to produce
all the transformed images via successive elementary (i.e., single-pixel) modifications.

2.3 Discrete Rigid Transformation Graph and Image Registration

The registration problem formalised in Eq. (1) consists of finding the transformation
that best maps a source image onto a target image, with respect to a given distance.
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In the discrete framework, the number of transformations is actually finite. In par-
ticular, in the case of rigid registration, the solution(s) to Eq. (1) can be found within
the DRTs exhaustively modeled by the DRT graph. In other words, by considering a
brute-force search, a solution, i.e., a global optimum, can be determined. However, the
DRT graph G of an image of size N × N, has a high space complexity O(N9) [12] that
induces the same time complexity both for its construction and exhaustive search.

This limits exploration of the whole structure to relatively small images. Neverthe-
less, as already discussed in [18], it is possible to perform a local search on G in order
to determine a local optimum.

2.4 Local Search on a Discrete Rigid Transformation Graph

To find such an optimum, a local search begins at a given transformation, i.e., a chosen
vertex v of G. Then, it moves towards a better solution in its neighbourhood – following
a gradient descent – as long as an improved solution can be found. Beyond the choice
of the initial vertex – often guided by the application context – the most critical issue is
the choice of a “good” search area around this vertex, i.e., a depth of its neighbourhood.
In particular, the trade-off is time efficiency versus exhaustiveness.

The neighbourhood of depth 1, notedN1(v), actually corresponds to the set N(v) of
vertices adjacent to v in G. More generally, neighbourhoods of depth k ≥ 1, also called
k-neighbourhoods, are then recursively obtained as

Nk(v) = Nk−1(v) ∪
⋃

u∈Nk−1(v)

N(u) (6)

whereN0(v) = {v}.
Our initial algorithm [18] was directly mapped on this recursive definition. As a con-

sequence, this approach led to a high time complexityO(mkN2), that is exponential with
respect to the depth k of the neighbourhood with vertex degree m, which is supposed
to be constant in average (Sec. 4.2). In the next section, we propose a more efficient
algorithm, that removes this exponential cost.

3 k-Neighbourhood Construction Algorithm

We now propose an algorithm that efficiently computes the part of a DRT graph that
models the neighbourhood of depth k around a given vertex. To this end, we need to
handle the analytical representation of the cells associated to the DRT graph vertices,
inside the subdivided parameter space of (a1, a2, θ) (Sec. 3.1). Then, we develop a con-
struction strategy that relies on a sweeping plane technique introduced in [12] (Sec. 3.2).
The final algorithm is described and formalized in Sec. 3.3.

3.1 Tipping Surfaces Associated to a Discrete Rigid Transformation

A vertex v of a DRT graph G corresponds to one discrete rigid transformation, that
induces a unique transformed image Iv obtained by applying this transformation on an
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initial image I. In other words, for each pixel (pi, qi) of Iv, we know which pixel (p′i , q
′
i)

of I transfers its value to (pi, qi). This correspondence is modeled by the following
inequalities deriving from Eq. (3)

p′i −
1
2
< pi cos θ − qi sin θ + a1 < p′i +

1
2

(7)

q′i −
1
2
< pi sin θ + qi cos θ + a2 < q′i +

1
2

(8)

For an image I of size N × N, each of the N2 pixels generates 4 such inequalities. In
the parameter space of (a1, a2, θ), the obtained 4N2 inequalities then define a 3D cell,
denoted by Rv, which gathers all the parameter triplets associated to the discrete rigid
transformation corresponding to the vertex v.

When interpreting these inequalities in terms of tipping surfaces/curves (see Eqs. (4–
5)), it appears that for each pixel of Iv, Eqs. (7–8) define a region of the parameter space
that is bounded by two offset vertical (resp. horizontal) tipping surfaces/curves Φpiqi p′i
and Φpiqi p′i−1 (resp. Ψpiqiq′i

and Ψpiqiq′i−1). For any i ∈ [[1,N2]], Φpiqi p′i
(resp. Ψpiqiq′i

) is
called an upper tipping surface/curve, while Φpiqi p′i−1 (resp. Ψpiqiq′i−1) is called a lower
tipping surface/curve. The sets composed by these surfaces/curves, for all i ∈ [[1,N2]],
are denoted S+1 (Iv) and S−1 (Iv) (resp. S+2 (Iv) and S−2 (Iv)).

We derive from Eqs. (7–8), that any cell Rv is directionally convex along the a�-axes
[16]. This implies that for any θ value where it is defined, Rv is bounded by at least
one upper (resp. lower) tipping surface, which constitutes the upper (resp. lower) part
of its boundary in each a�-direction. This property can be used for constructing a DRT
graph locally, or for obtaining topological information from a DRT graph such as a
neighbourhood. One may notice that it is sufficient to consider only tipping surfaces of⋃

(S+�(Iv) ∪ S−�(Iv)) in order to obtain the k-neighbourhood of v, if k < N.

3.2 Sweeping Plane Algorithm for DRT Sub-graph Construction

In our new algorithm, the purpose is to build a k-neighbourhood “similarly” to the con-
struction of a 1-neighbourhood in our previous version [18], that is by using a sweeping
plane technique from one value θv within Rv, to both the left-hand and right-hand sides
along the θ-axis in the space (a1, a2, θ).

The differences between this new algorithm and the former are twofold. On the one
hand, the range of the considered θ values is wider. Indeed, the sweep must be carried
out inside Rv but also outside. On the other hand, a larger number of tipping surfaces
are considered around Rv, while only immediate neighbours were previously involved.

To ease the understanding of this algorithm, we first recall the general idea of the
sweeping plane technique.

Given a set S of s1 vertical and s2 horizontal tipping surfaces, we aim to construct
the DRT sub-graph G corresponding to a given range [θstart, θend]. By comparison to
[12], the plane is then swept from θstart to θend, instead of 0 to 2π. From the very def-
inition of tipping surfaces, this plane is subdivided into (s1 + 1) × (s2 + 1) 2D rectan-
gular cells, generated by its intersection with the tipping surfaces of S. More precisely,
we have (s� + 1) divisions in each a�-direction, except at the intersection of tipping
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(a) (b)

Fig. 3. DRT graph construction by the sweeping plane algorithm, with 2 vertical (blue, cyan) and
2 horizontal (red, magenta) tipping surfaces. (a) 3 × 3 rectangular cells generated by the tipping
surfaces in each sweeping plane. (b) The associated DRT graph in each plane (in green: new
vertices and edges in the second and third planes).

surfaces, where a rectangle disappears while a new appears. By observing these rect-
angle updates during the plane sweeping from θstart to θend, we can construct the DRT
sub-graph, where each rectangle corresponds to a vertex while each tipping surface be-
tween two rectangles corresponds to an edge. In other words, at each intersection of
tipping surfaces, s� new vertices and their associated (3s� + 2) edges are generated, as
illustrated in Fig. 3. (The reader is referred to [12] for more details.)

Our modified algorithm consists of using a topological sweep [22] in order to find
the next closest intersection of tipping surfaces for updating the planar division. We
consider at most |S| − 2 intersections at each update, by considering only the intersec-
tions of consecutive tipping surfaces in their ordered structure in the sweeping plane
along each a�-axis, and find the closest one among them. After each update, the mod-
ifications of such intersections can be performed in constant time. We can also ignore
the intersections that are not in the range between θstart and θend. In particular, since we
have |θend −θstart| � 2π, the number of intersections can be considered a small constant.

Hereafter, we denote this specific procedure by S weep(S, θstart, θend), and we write
G = S weep(S, θstart, θend) for the output DRT sub-graph.

3.3 k-Neighbourhood Construction

Finding the neighbouring vertices and edges of a given vertex v with depth k, is actu-
ally equivalent to constructing the DRT sub-graph containing those vertices and edges
around v. Here, we assume to know a value θv lying into Rv, and we use it as initial
value of the sweeping algorithm. The plane is thus swept twice, in the space (a1, a2, θ),
along the two directions of the θ-axis.

The key-point is how to limit the construction of the DRT sub-graph. For this purpose
we verify, for each generated vertex u, its neighbourhood depth tv(u) with respect to v.
If tv(u) > k for all vertices in the current sweeping plane, the process ends.
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Algorithm 1. k-neighbourhood computation (in the left-hand side along the θ-axis)

Input: A DRT v (or its associated image Iv); a positive integer k.
Output: The DRT sub-graph F = (V, E) containing the k-neighbours of v.

1 for � = 1, 2 do
2 Determine the tipping surfaces associated to v: S+�(Iv), S−�(Iv) (Sec. 3.1).
3 In S+�(Iv) (resp. S−�(Iv)), find the (k + 1)-th lowest (resp. uppermost) tipping surface f +�

(resp. f −� ), that intersects the initial plane at θv.
4 Find and sort the k + 1 tipping surfaces that are lower (resp. upper) or equal to f +�

(resp. f −� ), and put them in an ordered set S�.

5 Initialize V = ∅, E = ∅
6 Initialize θprev = θv
7 repeat
8 for � = 1, 2 do
9 Find the next left intersection θ+� of f +� (resp. θ−� of f −� ) with the other surface in

S� for θ < θprev.

10 θnext = min{θ+1 , θ−1 , θ+2 , θ−2 } − ε with ε � 1
11 ΔF = S weep(S1 ∪ S2, θprev, θnext)
12 if ∃u ∈ ΔV, tv(u) ≤ k then
13 F = F ∪ ΔF, θprev = θnext

14 if the next intersecting surface with f +� (or f −� ) is in S� then
15 Exchange their order in S�.
16 else
17 Replace f +� (or f −� ) in S� with the new intersecting surface.

18 until ∀u ∈ ΔV, tv(u) > k;

When a vertex u is created, its depth tv(u) depends on that of the two vertices w1 and
w2 to which it is adjacent in the a�-direction of the tipping surface intersection. We then
have tv(u) = 1 + min{tv(w1), tv(w2)}. (An iterative backtracking process is also needed
to update the depth of w� and its successive neighbours, whenever tv(w�) > tv(u) + 1.)

In each a�-direction, by considering the (k + 1) closest tipping surfaces around Rv,
we can obtain all the vertices u such that tv(u) ≤ k. In the θ-direction, we need to check
if tv(u) > k for all vertices u in the current sweeping plane; if so, the sweeping ends.

The global process is described in Alg. 1. (Note that the algorithm describes only
the k-neighbourhood construction in the left-hand side along the θ-axis, but the right-
hand side can be constructed similarly.) The first loop (Lines 1–4) initializes the set
of tipping surfaces that are needed to generate the k-neighbours of a given DRT v. We
obtain 2(k + 1) vertical (resp. horizontal) tipping surfaces close to Rv at θ = θv, and sort
and store them in the lists S�. In the second loop (Line 7), we first verify how long we
can keep the same tipping surface sets S� (Lines 9–10), and then build a DRT sub-graph
by using the S weep algorithm for this verified θ interval (Line 11). After verifying if
there still exists a generated vertex whose neighbourhood depth is ≤ k (Line 12), we
update the tipping surface sets S� for the next interval (Lines 14–17).

Obviously, F is not the smallest sub-graph G including the k-neighbours of v. To
obtain G from F, we simply keep vertices whose neighbourhood depth is ≤ k.
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Fig. 4. (a) Average vertex degree in a 2D DRT graph. (b) Normalised vertex degree distribution
in a 2D DRT graph.

4 Complexity Analysis

4.1 Time Complexity of k-Neighbourhood Construction Algorithm

In order to obtain the initial 2(k + 1) vertical (resp. horizontal) tipping surfaces of S�,
the time complexity is O(N2) for Line 2; O(N2) for Line 3 on the average case if we
use Hoare’s FIND algorithm [23]; and O(N2) and O(k log k) for finding and sorting the
tipping surfaces in Line 4, respectively. Then, we carry out the plane sweep for each
updated S1 ∪S2. For each iteration in the loop, the most costly parts are Lines 9 and 11,
which require O(N2) and O(k2), respectively.

The next question concerns the number of updates for S1 ∪ S2. If m is the degree of
any vertex u of a DRT graph, this update number can be estimated as m(2k + 1), since
the union of Ru for all u in the k-neighbourhood of a given vertex v contains at most
2k + 1 adjacent Ru in the θ-direction. Therefore, the time complexity is O(mkN2) for
this iterative plane sweep loop.

The time complexity of Alg. 1 is thus O(mkN2), which is significantly lower than
that of our previous algorithm [18], namely O(mkN2). We observe, in the next section,
that m can be estimated as a low constant value, leading to a final complexity ofO(kN2).

4.2 Average Degree of DRT Graphs

The DRT graph space complexity for an image of size N ×N is O(N9), both for vertices
and edges [12]. In other words, the number of vertices and that of edges grow at the
same rate. We can then infer that m is actually bounded, independently of N.

By analogy, let us imagine that we divide a 2D plane with straight lines defined
randomly. Three lines will almost never intersect at a same point, and for a number of
lines sufficiently large, the cells of the induced subdivision will be mostly triangles.

Following this analogy, we may infer that the degree of the vertices of the 2D DRT
graphs in the planes (a1, θ) and (a2, θ) is close to 3, in average. However, this analogy
has some limits. Indeed, the considered tipping curves are not straight lines, while their
very regular structure implies that many curves often intersect at a same point.



108 Y. Kenmochi et al.

0
1

2
3

4
5

6

Fig. 5. Degree distribution in a 2D DRT graph, viewed in the dual subdivision of the parameter
space. Each colour represents a given degree, that corresponds here to the number of curves
bounding each cell (3: red, 4: green, 5: blue; 6: yellow).

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6. Input images and results of the iterated local search for image registration. (a) Refer-
ence image, (b) target image, and (c) the initial transformed image of (b) with (a1, a2, θ) =
(0.365,−0.045, 0.1423). (d–h) Local optima obtained from (c) by using k-neighbours for
k = 1, 3, 5, 10, 15 respectively. Note that in (c–h), pixels are coloured if they are different from
those in (a); yellow (resp. red) pixels are white (resp. black) in (c–h) and black (resp. white) in (a).

Nevertheless, we can assimilate a 2D DRT graph (which is the projection of a 3D
DRT graph onto the (a�, θ) plane) to a planar graph whenever N is sufficiently large.
Under such assumption, the Euler formula is valid, i.e., we have v−e+ f = 2, where v, e
and f are the number of (0D) vertices, (1D) edges and induced (2D) cells, respectively.
From the very definition of the DRT graph, we have 4 f ≤ 2e. It then comes that 2e/v ≤
4 − 8/v. As v � 8 in DRT graphs, we have 2e/v < 4, where 2e/v is indeed the average
degree of the 2D DRT graph. It follows that the average degree m of the 3D DRT graph
(obtained by Cartesian product of two 2D DRT graphs) is lower than 2 × 4 = 8. This is
confirmed by the experimental analysis, illustrated in Fig. 4(a).

In practice, the maximal degree of the vertices within a DRT graph also remains
close to this average value. Indeed, the histograms depicted in Fig. 4(b) show that the
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Fig. 7. Distance evolution during iterations of local search for the inputs in Fig. 6 (a) and (b),
from the initial transformation in Fig. 6 (c), with respect to different depths k

2D DRT vertex degrees converge rapidly to a stable distribution that contains mainly
degrees of value 3 and 4 (with a maximal value experimentally identified at 8). More
qualitatively, Fig. 5 illustrates the distribution of these degrees of a 2D DRT graph.

5 Experiments

Iterated local search was applied to image registration. In this section we validate Alg. 1
in practice, and we observe its local behaviour when varying k. For simplicity, we use
the same experimental settings as in [18], i.e., two input binary images and a signed
distance [24] for Eq. (1). In order to find an initial transformation, we use the first
and second order central moments of a binary shape [25]. Experiments are carried out
with different neighbourhood sizes, k = 1, 3, 5, 10, 15 on binary images of size 53 × 53
from the initial transformation, as illustrated in Fig. 6. We can observe in Fig. 7 that
the locally optimal distance improves when we use a larger neighborhood, which is
coherent in a gradient descent paradigm.

6 Conclusion

We have significantly improved the time complexity of the process of computing a
neighbourhood of given depth within a DRT graph, without requiring the computation
of the whole graph. This time complexity may be reduced in some cases, in particular
if the image is binary by dealing only with the pixels that compose the binary object
border. The proposed applications only validate our approach as a proof of concept.
Nevertheless, an exact – i.e., numerical error-free – strategy is novel in the field of
image registration and may open the way to new image processing paradigms. In future
work we will explore the notion of DRT graph in Z3.
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Abstract. Distance and path-cost functions have been used for image segmen-
tation at various forms, e.g., region growing or live-wire boundary tracing using
interactive user input. Different approaches are associated with different funda-
mental advantages as well as difficulties. In this paper, we investigate the stability
of segmentation with respect to perturbations in seed point position for a recently
introduced pseudo-distance method referred to as the minimum barrier distance.
Conditions are sought for which segmentation results are invariant with respect
to the position of seed points and a proof of their correctness is presented. A
notion of δ-interface is introduced defining the object-background interface at
various gradations and its relation to stability of segmentation is examined. Fi-
nally, experimental results are presented examining different aspects of stability
of segmentation results to seed point position.

1 Introduction

Distance transforms and functions are widely used in image processing [1–8]. Intensity-
weighted distance transforms take the pixel intensity values into consideration
[6, 9–11]. This way, the homogeneity of intensity values in regions are quantified. This
property makes intensity-weighted distances well-suited for image segmentation, where
the goal is to group pixels in homogenous regions.

Here, image segmentation by intensity-weighted distances is achieved by assigning
to each pixel the distance to, and the label of, the closest labeled seed point. The seed
point can be given by a user or utilizing some domain knowledge. Stability to seed point
position is a very important aspect of these segmentation methods; small perturbations
in the seed point position should ideally not lead to significantly changed segmenta-
tion result. Different aspects on stability to seed point position for intensity-weighted
distances have been examined [1, 12, 13].

Many distance- or cost functions in image segmentation by region growing have a lo-
cality property, which makes it possible to efficiently compute distance (or cost) defined
as optimal paths by propagating values from adjacent points. The locality property is in
one sense a deficiency, since global properties can not easily be included in the prop-
agation. On the other hand, the locality property is essential for efficient computation,
typically by wave-front propagation starting from points with zero cost or distance.

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 111–121, 2014.
c© Springer International Publishing Switzerland 2014
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A well-known and often used method, watershed, can intuitively be described as a
flooding process of a topographic representation of gray scale images, where low inten-
sities correspond to low altitude in the topographic representation. A recently developed
method, the minimum barrier distance, is given by the minimum barrier that has to be
passed to go from one point to another in the topographic representation of image data.
The minimum barrier distance is a pseudo-metric, meaning that the properties identity,
symmetry and triangle inequality, but not positivity, are obeyed [1]. We have showed
that the minimum barrier distance has many properties that make it beneficial for image
segmentation, e.g., stability to seed point position (using simple Dice’s coefficient on
segmentation results), noise, smoothing etc. [1, 13].

However the minimum barrier path cost function is not local in the above sense, and
therefore standard wave-front propagation algorithms are not sufficient for computing
the exact minimum barrier distance map [1, 13]. We have developed efficient algorithms
for computing the minimum barrier distance [13] and approximations thereof [1]. A
vectorial minimum barrier distance that takes multi-band image data, e.g., color or other
multispectral images, as input has also been developed [14].

In this paper, we examine the stability to seed point position for the minimum barrier
distance by introducing conditions under which the distance between points p and q
equals the distance between p and another point q′. Also, we introduce the δ-interface
which essentially is a region of uncertainty of border position in a segmentation result.

2 The Minimum Barrier Distance

We will consider D = {p = (x1, x2, . . . , xn) ∈ Zn : Li ≤ xi ≤ Ui} as the image do-
main. The intensity at a point p is denoted by f(p). A path, π = 〈p0, p1, . . . , pn〉,
is a sequence of points p0, p1, . . . , pn, where each pair of consecutive points are ad-
jacent given some adjacency. The maximum and minimum values along a path π =
〈p0, p1, . . . , pn〉 are

max(π) = max
0≤i≤n

f (pi) and min(π) = min
0≤i≤n

f (pi) ,

respectively. The minimum barrier along a path π is defined as

Φ(π) = max(π) −min(π).

The minimum barrier distance between two points p and q is defined as

Φ(p, q) = min
π∈Π

Φ(π),

where Π is the set of all paths between p and q. A path in Π that attains the minimum
barrier distance is called an MBD-optimal path. The minimax and maximin distances
between points are defined as

Φmax(p, q) = min
π∈Π

max(π) and Φmin(p, q) = max
π∈Π

min(π),

respectively. The concatenation of two paths π and τ is denoted π · τ .
In [1], we gave an approximation of the minimum barrier distance, namelyΦ(p, q) ≈

Φmax(p, q)−Φmin(p, q). We showed that Φmax−Φmin equals Φ in the continuous case
and converges to Φ as the sampling density increases in the discrete case [1].
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Distance Transform Algorithms and Segmentation
As previously mentioned, the key to seeded segmentation by intensity weighted dis-
tance transforms is the distance transform, where each pixel is assigned the distance to
(and label of) the closest seed point. We have developed different algorithms that com-
pute approximations of the minimum barrier distance-transform in O(n logn) time,
where n is the number of pixels [1, 13]. In this manuscript, we will use our recently de-
veloped efficient algorithm for computing the exact minimum barrier distance [13]. The
worst case time complexity is O(mn logn) (or O(m(n +m)), depending on the data
structure), where m is the range of the weight function (here the number of intensitites
that can be attained).

3 Stability of the Minimum Barrier Distance with Respect to Seed
Point Position

In this section, we introduce this paper’s theoretical results on conditions for which the
minimum barrier distance between p and q equals the distance between p and q′ and the
δ-interface. The latter will also be used in the experiments in Section 4.

3.1 Invariance under Seed Point Position

In interactive segmentation, there is an uncertainty in the exact positions of seed points
due to, for example, inter- and intra-user variability. Given a point p (for example in
the object) and a user added seed point q (for example in the background). The used
distance function has a high invariance under seed point position if there is a large
set of points that can be used instead of q without altering the distance to the point p.
Following this idea, conditions for which the minimum barrier distance value between
a point p and seed point q equals the minimum barrier distance value between p and
another seed point q′ are given in the following theorem.

Theorem 1. Let q and q′ be points, and let I = [Imin, Imax] be an interval such that any
MBD-optimal paths π between q and q′ are such that max(π) ≤ Imax and min(π) ≥
Imin. Let p be a point such that

• Φmax(q, p) > Imax. (†)
• Φmin(q, p) < Imin. (‡)

Then Φ(q′, p) = Φ(q, p).

Proof. Let π be an MBD-optimal path between p and q′, and let π′ be an MBD-optimal
path between q and q′. Then Φ(π · π′) = max(max(π),max(π′)) − min(min(π),
min(π′)) = max(π′)−min(π′) = Φ(π′), and so Φ(q′, p) ≤ Φ(q, p).

Next, assume (*) that there exists a path π′′ between q′ and p such that Φ(π′′) <
Φ(q, p). Then the following properties hold:

• max(π′′) ≥ Φmax(q, p). (Otherwise max(π ·π′′) < Φmax(q, p), contradicting (†).)
• min(π′′) ≤ Φmin(q, p). (Otherwise min(π · π′′) < Φmin(q, p), contradicting (‡).)
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From these properties, it follows that Φ(π ·π′′) = Φ(π′′). But π ·π′′ is a path between
q and p and therefore Φ(π′′) �< Φ(q, p), contradicting (*). 
�

Note that the strong conditions in Theorem 1 are not often satisfied for real images.
The theorem and conditions are presented here mainly to give a deeper understanding
of the minimum barrier distance.

3.2 The δ-Interface

In region growing segmentation among multiple objects [15], different objects are de-
fined with respect to their seed points where a given point is assigned to an object whose
seeds are closest to that point under a cost- or distance-function. Here, we formulate
a notion of δ-interface that defines the region of uncertainty at the interface between
two or more objects. Ideally, small perturbation in seed point positions will only ef-
fect the segmentation region within the uncertain region and, therefore, segmented core
objects regions will be unaltered under such small perturbation in seed positions. The
δ-interface will be used as a tool to quantify this stability.

The δ-interface is a region with ’thickness’ δ where two regions meet. A δ-interface
with δ = 0 is the set of points located at the exact same distance to two seed points.
Given a value of δ ≥ 0, the δ-interface between points p and q is the set I(p, q, δ) =
{r : |Φ(p, r) − Φ(q, r)| ≤ δ}.

Fig. 1. Illustration of δ-interfaces. Left: example image and points p and q. Middle: I(p, q, δ)
(shown in white), with small δ. Right:I(p, q, δ), with large δ.

The following Theorem gives a correspondence between the delta-interface between
p, q and p, q′.

Theorem 2. I(p, q, δ) ⊂ I(p, q′, δ + Φ(q, q′))

Proof. Let r ∈ I(p, q, δ). We want to show that r ∈ I(p, q′, δ + Φ(q, q′)), i.e. that

|Φ(q′, r) − Φ(p, r)| ≤ δ + Φ(q, q′). (1)

(i) First of all, by the triangular inequality, Φ(q′, r) − Φ(p, r) ≤ Φ(q, r) + Φ(q, q′) −
Φ(p, r) ≤ δ + Φ(q, q′).
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(ii) Secondly, by the triangle inequality, |Φ(r, p) − Φ(q, p)| ≤ Φ(q, r) for any given
points p, q, r. Therefore, Φ(q′, r) − Φ(p, r) ≥ Φ(q, r) − Φ(q, q′) − Φ(p, r) ≥ −δ −
Φ(q, q′). By combining (i) and (ii), we get exactly (1). 
�

The following Corollary gives a set containing borders between objects defined by seed
points p, q and p, q′, respectively. The smaller the set, the more robust the minimum
barrier distance is to seed point positioning.

Corollary 1. I(p, q, δ), I(p, q′, δ) ⊂ (I(p, q′, δ + Φ(q, q′)) ∩ I(p, q, δ + Φ(q, q′)))

The sets I(p, q′, Φ(q, q′)) and I(p, q, Φ(q, q′)), i.e. when δ = 0, are illustrated in
Figure 2.

Fig. 2. Illustration of Corollary 1 and the experiment in Section 4.1. Left: A gray-level image
with three seed-points, p, q, and q′. Middle: The set I(p, q′, Φ(q, q′)) is shown in gray. The
sets I(p, q, 0) and I(p, q′, 0) are shown in white. Right: The set I(p, q, Φ(q, q′)) is shown in
gray. The sets I(p, q, 0) and I(p, q′, 0) are shown in white. E(p, q, q′, 0) is the intersection of
I(p, q′, Φ(q, q′)) and I(p, q, Φ(q, q′)).

4 Experiments and Results

Seventeen images from the grabcut dataset [16] are used for the experiments, see Fig-
ure 3. The images come with a reference segmentation, which we eroded/dilated to get
object and background regions as shown for an example image in Figure 4. The images,
converted to gray scale by using the mean of the three color band values, are used. The
intensity range of the images is [0, 255].

4.1 Stability to Seed Point Position

Seed points added by a user with low accuracy or precision will differ in spatial distance.
Ideally, a small perturbation in the seed point position gives a small difference in the
segmentation result. In this section, we will evaluate the effect of a small change in
position of the seed point q. This will be done by comparing the δ-interface of p and q
with that of p and q′ (such that q and q′ are at a fixed spatial distance). We will see how



116 R. Strand et al.

Fig. 3. Images from the grabcut database used for the experiments. Bottom: image numbering.

Fig. 4. Image 8 from the grabcut database used for the experiments. Left: original image. Right:
Object region (white) and background region (gray).
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the spatial distance between seed points q and q′ affect the δ-interface. The set metric
we will use in the evaluation is

E(p, q, q′, δ) = |I(p, q′, δ + Φ(q, q′)) ∩ I(p, q, δ + Φ(q, q′))|

with δ = 0. The set I(p, q, 0) corresponds exactly to the set of pixels with equal dis-
tance between p and q. In other words, intuitively, this is the border between the regions
that correspond to p and q, respectively in a segmentation. By comparing this set and
the set obtained by I(p, q′, 0), where q′ is a point close to q, the difference between a
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Fig. 5. Cardinality of the set E(p, q, q′, 0), for random points p (in the object), q (in the back-
ground), and q′ (in the background such that ‖q− q′‖ = K) as a function of K. The mean values
(top) and the interquartile range (iqr, the difference of the 75:th and 25:th percentiles, bottom) of
1000 executions for each image and value of K are plotted. The values are normalized with the
size (number of pixels) of the images.
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segmentation result obtained by seed points p and q compared to p and q′ can be quanti-
fied. The quantification we will use is E(p, q, q′, 0), for random points p (in the object),
q (in the background), and q′ (in the background and such that ‖q − q′‖ approximately
equals a constant K). See the illustration in Figure 2.

Note that the quantification E used in the experiment only measures the difference
between the interface I(p, q, 0) and the interface I(p, q′, 0). Clear distinction by the
distance function between object and background gives a small interface and the lower
E is, the smaller the interface is. See Figure 1 and Figure 2 for illustrations.
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Fig. 6. Cardinality of the set I(p, q,K) as a function of K. For each of the 17 images in Figure 3
I(p, q,K), where q is a random object seed point and p is a random background seed point, is
generated for K = 1 . . . 30. The mean values (top) and the interquartile range (iqr, bottom) of
1000 executions for each image and value of K are plotted. The values are normalized with the
size (number of pixels) of the images.
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Since the cardinality of the set {q′ ∈ Z2 : ‖q− q′‖ = K} usually is very small in the
digital space, we can not use points q and q′ at exactly a Euclidean distance K . Instead,
points q′ are derived as follows: a random angle θ ∈ [0, 2π[ is extracted and the point
q′ = q + (�K cos θ�, �K sin θ�) is used. Here, �·� is the rounding off function which
gives the nearest integer.

A plot showing the mean overlap region from 1000 iterations per value of K for the
17 images in Figure 3 is shown in Figure 5.

4.2 Uncertainty of Border Position

The idea behind this experiment is to see how the cardinality of the δ-interface increases
with increasing values of δ. By iteratively and randomly selecting an object seed point
p and a background seed point q and computing the cardinality of the set I(p, q,K)
for increasing values of K , quantitative measures on the region where the uncertainty
of the border position is high can be obtained. A plot on the mean cardinality of the
uncertainty region from 1000 iterations per value of K for the 17 images in Figure 3 is
shown in Figure 6.

5 Conclusions and Future Work

In Theorem 1, we gave conditions that guarantee that the minimum barrier distance
between p and q equals the distance between p and a third point r. The conditions are
correct by the proof. However, the practical implications of Theorem 1 are limited since
the conditions are not often satisfied in real world images. Therefore, no evaluation of
Theorem 1 is presented here.

In the first experiment, we evaluated how small perturbations in the seed point po-
sition changed the segmentation result by a measure on the difference between object
region border when p and q are used as seed points, compared to when p and q′, such
that ‖q − q′‖ ≈ K , are used. From the plots in Figure 5, we can see that there is a big
difference between the images with lowest error (image 10, 17, 6, 8, 15, 5 in Figure 3)
and the images with highest error (image 3, 11, 14, 4, 7, 9). The low-error images all
have a distinct border between object and background, whereas this border is not as dis-
tinct in the images with high error. Also, images with an apparent texture all give high
error. This is expected since only barriers based on intensity are taken into account in
the minimum barrier distance given here. The vectorial minimum barrier distance, pre-
sented in [14], with appropriate point-wise texture features is expected to handle these
situations better.

Statistical dispersions were computed by the interquartile range (the difference of
the 75:th and 25:th percentiles) for the experiments, see Figure 5 and Figure 6. For
experiment 1, the general trend was that the higher mean value, the higher interquartile
distance. The interquartile distance values were roughly in the same range as the mean
values. For experiment 2, the dispersion measures were lower, suggesting that these
results are more reliable.

In the second experiment, the region with pixels such that the distances to the two
seed points p and q are similar (K) is quantified. In most cases, a linear relationship
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between K and the cardinality of the δ-interface was observed. This relationship seems
to not hold for image 15, probably due to the weak gradient in the border between object
and background. Judging from the images with the lowest error (image 10, 17, 8, 4, 6,
2) and the images with highest error at K = 30 (image 15, 11, 14, 7, 3, 5), we conclude
that this error measure seems to be less sensitive to texture.

In our future work, we plan to combine the minimum barrier distance with a spatial
distance term to avoid problems with object ’leakage’ due to the fact that after passing
a large ’barrier’, distance values are constant. Experiment 1 in this paper evaluates how
small perturbations in the seed point positions change the segmentation result. As a re-
sult of the insightful reviews of this paper, we plan to define an uncertainty model from
a probability displacement distribution and then to compute statistics while sampling
q′ in this distribution. This approach will more realistically model the distribution of
seed points added by a large number of users. We also plan to do extensive evaluation
of stability of several intensity-weighted distance functions, and methods that can be
expressed as intensity-weighted distance- or cost-functions such as [17], with respect
to seed point position, blur, inhomogeneity, noise, etc.
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Abstract. We present here a linear time and space algorithm for com-
puting the outer hull of any discrete path encoded by its Freeman chain
code. The basic data structure uses an enriched version of the data struc-
ture introduced by Brlek, Koskas and Provençal: using quadtrees for
representing points in the discrete plane Z×Z with neighborhood links,
deciding path intersection is achievable in linear time and space. By com-
bining the well-known wall follower algorithm for traversing mazes, we
obtain the desired result with two passes resulting in a global linear time
and space algorithm. As a byproduct, the convex hull is obtained as well.

Keywords: Freeman code, lattice paths, radix tree, discrete sets, outer
hull, convex hull.

1 Introduction

The ever-growing use of digital screens in industrial, military and civil applica-
tions gave rise to a new branch of study of discrete objects: digital geometry,
where objects are sets of pixels. In particular, their various geometric properties
play an essential role, for allowing the design of efficient algorithms for recogniz-
ing patterns and extracting features: these are mandatory steps for an accurate
interpretation of acquired images.

Convex objects play a prominent role in several branches of mathematics,
namely functional analysis, optimization, probability and mathematical physics
(see [1] for a detailed account of convex geometry and applications). In Euclidean
geometry, given a finite set of points, the problem of finding the smallest convex
set containing all of them led to the introduction of the geometric notion of
convex hull. On the practical side, the computation of the convex hull proved to
be one of the most fundamental algorithm in computational geometry as it has
many applications ranging from operational research [2] to design automation [3].
It is also widely used in computer graphics, and particularly in image processing
[4]. For example, the Delaunay triangulation of a d-dimensional set of points
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in Euclidean space is equivalent to finding the convex hull of a set of d + 1-
dimensional points [5]. It is well known that for the Euclidean case, algorithms
for computing the convex hull of a set S ⊂ R2 run in O(n logn) time where
n = |S| (see [6,7]). One can also show that such algorithms are optimal up to a
linear constant (see [8,9,10] for the general case).

Nevertheless, by confining the problem to computing the convex hull of simple
polygons, linear asymptotic bounds are achieved (see [11,12]). The digital version
of this problem is a little more involved. For instance, one can compute the
convex hull of a set of pixels S by first computing the Euclidean convex hull
of S and then digitalizing the result [13]. This automatically yields O(n log n)
asymptotical bounds in the worst case. In the discrete case, the situation is
surprisingly easier with the help of combinatorics on words, a field which recently
led to the development of efficient tools to study digital geometry (see [17,18]).
For instance, linear asymptotic bounds are obtained when considering discrete
paths encoded by elementary steps. Indeed, Brlek et al. designed a linear time
algorithm for computing the discrete convex hull of non self-intersecting closed
paths in the square grid [14]. It is based on an optimal linear time and space
algorithm for factorizing a word in Lyndon words designed by Duval [15]. The
situation is more complicated for intersecting paths.

Here, we describe a linear algorithm for computing the outer hull of any dis-
crete path using the data structure described in [16] where the authors designed
a linear time and space algorithm for detecting path intersection. It rests on the
encoding of points in the discrete plane Z × Z by quadrees deduced from the
radix order representation of binary coordinate points. Then, each path is dy-
namically encoded by adding a pointer for each step of the discrete path encoded
on the four letter alphabet {0,1,2,3}. Starting from that, the wall follower algo-
rithm used for maze solutions allows to take at each intersection the rightmost
available step. The resulting two-passes algorithm is linear in space and time.
As a byproduct, the convex hull of any discrete path is computed in linear time.

2 Preliminaries

Given a finite alphabet Σ, a word w is a function w : [1, 2, . . . , n] −→ Σ denoted
by its sequence of letters w = w1w2 · · ·wn, and |w| = n is its length. For a ∈ Σ,
|w|a is the number of letters a in w. The set of all words of length k is denoted
by Σk. Consequently, Σ∗ =

⋃∞
i=0 Σ

i is the set of all finite words on Σ where
Σ0 = {ε}, the set consisting of the empty word. Σ∗ together with the operation
of concatenation form a monoid called the free monoid on Σ.

There is a bijection between the set of pixels and Z2 obtained by mapping
(a, b) ∈ Z2 to the unitary square whose bottom left vertex coordinate is (a, b).
Therefore, we may consider pixels as elements of Z2. By definition, a discrete set
S is a set of pixels, i.e. S ⊂ Z2. Also, S is called 4-connected if each pair of pixels
share a common edge and 8-connected if each pair of pixels share a common edge
or vertex. Since any discrete set is a disjoint collection of 8-connected sets, we
consider from now on that discrete sets are 4 or 8-connected.
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A convenient way of representing discrete sets without hole is to use a word
describing its contour. In 1961, Herbert Freeman proposed an encoding of dis-
crete objects by specifying their contour using the four elementary steps (→
, ↑,←, ↓) ( (0, 1, 2, 3) [19]. This encoding provides a convenient representa-
tion of discrete paths in Z2. By definition, a discrete path P is a sequence of
points P = {p1, p2, . . . , pn} where pi and pi+1 are neighbors for 1 ≤ i < n.
Intuitively, two points u and v are neighbors if and only if u = v ± e where
e ∈ {(1, 0), (0, 1), (−1, 0), (0,−1)}.

It is clear from these definitions that any discrete path P is represented by
a word w ∈ F∗ where F = {0, 1, 2, 3} is the Freeman alphabet. It is worth
mentioning that in the case of a closed discrete path, w is unique up to a circular
permutation of its letters. For example, any circular permutation of the word
w = 001100322223 represents the discrete path shown in Figure 1(a). One says
that a word w ∈ F∗ is closed if and only if |w|0 = |w|2 and |w|1 = |w|3. Further,
w is called simple if it codes a non self-intersecting discrete path. For instance,
w = 001100322223 is non-simple and closed.

0 0

1

1

0 0

3

2222

3

(a)

0
1

0

3 0 3

3000
1

(b)

Fig. 1. (a) A discrete path coded by the word w = 001100322223; (b) and its first
difference word Δ(w) = 01030330001

It is sometimes useful to consider encoding of paths with turns instead of ele-
mentary steps. Such encoding is obtained from the contour word w = w1 · · ·wn

by setting

Δ(w) = (w2 − w1)(w3 − w2) · · · (wn − wn−1)

where subtraction is computed modulo 4. Δ(w) is called the first differences
word of w. Letters of Δ(w) ∈ F∗ are interpreted via the bijection (0, 1, 2, 3) (
(forward, left turn, u-turn, right turn). For example, one can verify in Figure 1(b)
that Δ(w) = 01030330001 and that it codes the turns of w.

Now, every path w is contained in a smallest rectangle, or bounding box such
that we can define the point W as in Figure 2(a). W is easily obtained in linear
time by keeping track of the extremum coordinates while reading the word. It
is worth mentioning that in the case of a closed simple path u, this coordinate
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corresponds to the point W of the standard decomposition of u obtained by
considering the following four extremal points of the bounding box: W (lowest
on the left side), N (leftmost on the top side), E (highest on the right side) and
S (rightmost on the bottom side) (see Figure 2(b)).

W

(a)

W

S

E

N

(b)

Fig. 2. (a) Smallest rectangle containing a discrete path and the point W ; (b) Standard
decomposition of a self-avoiding closed path

We close this section by recalling some notions about topological graph theory
(see [20] for a thorough exposition of the subject). Let P be a discrete path (i.e.
a sequence of integer points) coded by the word w. The image of P as a subset
of R2 is noted GP while the graph of its image embed in the plane R2 is noted
G(P ). Such embeddings in the plane are completely determined by associating
a cyclic order on the edges around each vertex in the following way: Begin by
fixing an orientation at each point (e.g. counterclockwise). Then, for each vertex
v in GP , define the cyclic permutation on incident edges of v. This defines a
rotation scheme on GP . One can then show that such a scheme is equivalent to
an oriented embedding of GP on a surface. For example, Figure 3 illustrates the
path P coded by w = 001233, its graph GP and its associated counterclockwise
embedding G(P ) in R2.

0 0

1

2

3

3

(a)

A

B
C

D
E

F

(b)

A : E
B : C E
C : B D
D : C E
E : A F D B
F : E

(c)

Fig. 3. (a) The graph GP associated to the path coded by w = 001233; (b) The
counterclockwise embedding G(P ) in R2; (c) And its associated rotation scheme
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3 Outer and Convex Hull

We recall from topology that given a set S, the boundary ∂S is the set of
points in the closure of S, not belonging to the interior of S. Now, let S be a
8-connected discrete set. The outer hull of S, denoted Hull(S) is the boundary
of the intersection of all discrete sets without hole containing S, i.e. the non
self-intersecting path following the exterior contour of S. Definition 1 extends
the notion of outer hull to any discrete path.

Definition 1. Let P be any discrete path. Then, the outer hull of P , denoted
by Hull(P ) is the outer face of the embedded graph G(P ).

The difference between Definition 1 and the preceding one lies in the use of the
embedding of P in the plane instead of a discrete set to describe the outer hull.
This choice is not arbitrary as it allows the treatment of discrete line segments
(i.e. Euclidean sets of area 0). For example, Figure 4 illustrates the outer hull
of the path coded by w = 021. Remark that using Definition 1, the boundary
of discrete line segments are coded by closed words, e.g. the outer hull of the
horizontal line segment coded by 0 is coded by 02 (see Figure 4). This ensures
that Definition 1 is a convenient generalization of the outer hull to discrete paths.
Indeed, if P codes the boundary of a discrete set S, then P is simple and closed
by definition. This gives P = Hull(P ) and since Hull(S) is the boundary ∂(S)
of S by definition, we have

Hull(S) = ∂(S) = P = Hull(P ).

0

2

1

(a)

2

3

(b)

W 0

2

1
3

(c)

Fig. 4. (a) The path w = 021, (b) its first diference word Δ(w) = 23 and (c) its outer
hull Hull(w) = 0213

Since there is a bijection between discrete paths in Z2 and words on F , we
identify P with its coding word w and we write Hull(w) instead of Hull(P ).

Finally, we recall some basic notions concerning digital convexity, for which a
detailed exposure appears in [14,18]. Let S be an 8-connected discrete set. S is
digitally convex if it is the Gauss digitalization of a convex subset R of R2, i.e.
S = Conv(R)∩Z2. The convex hull of S, denoted Conv(S) is the intersection of
all convex sets containing S. In the case of a closed simple path w, Conv(w) is
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given by the Spitzer factorization of w (see [21,14]). Given w = w1w2 · · ·wn ∈
{0, 1}∗, one can compute the NW part of this factorization as follows: Start with
the list (b1, b2, . . . , bn) = (w1, w2, . . . , wn). If the slope ρ(bi) = |bi|1/|bi|0 of bi is
strictly smaller than that of bi+1 for some i, then

(b1, b2, . . . , bk) = (b1, . . . , bi−1, bibi+1, bi+2, . . . , bk).

By repeating this process until it is no longer possible to concatenate any words,
one obtains the Spitzer factorization of w. The NE, SE and SW parts of the
factorization are obtained by rotations.

4 Algorithm

Let w ∈ F∗ be a discrete path and Gw its graph representation. Remark that
the application g : w 	→ Gw is not bijective since it is not injective (for example,
u = 0 and v = 02 admits the same graph). Now, recall from Section 2 that the
embedding G(w) of Gw in R2 gives rise to a rotation scheme (provided we fix
an orientation). We use this embedding to compute the outer hull of w (i.e. the
outer face of G(w)): Fix an orientation O of the surface R2 and let ei = (u, v) be
an arc from vertex u to v in G(w) such that ei is an edge of the outer face of the
embedding G(w) and such that e follows the fixed orientation O. Next, compute
ei+1 = (v, σv(u)) where σv is the cyclic permutation associated to v in G(w).
By letting O be the counterclockwise orientation, one can iterate this process to
obtain the outer face of G(w). For example, using the rotation scheme defined
for w = 001233 in Figure 3(c) and starting with the arc (A,E), one computes
the sequence of arcs

(A,E), (E,F ), (F,E), (E,D), (D,C), (C,B), (B,E), (E,A)

which corresponds to the outer hull of w (see Figure 5).
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E
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1
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(b)

u

σ3
v(u)

σ2
v(u)

v

σv(u)

(c)

Fig. 5. (a) The sequence of arcs obtained by using the rotation scheme of Figure 3(c);
(b) The outer hull of w = 001233; (c) The sequence (u, v), (v, σv(u)) corresponds to a
right turn in the graph of a path, provided the orientation is counterclockwise
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The correctness of this method follows from the so-called “right-hand rule” or
“wall follower algorithm” for traversing mazes. Indeed, given an arc (u, v), taking
the adjacent arc (v, σv(u)) amounts to “turning right” at vertex v (see Figure
5(c)). The underlying principle of our algorithm is thus to walk along the path,
starting at an origin point on the outer hull and turning systematically right
at each intersection and returning to the origin point. The preceding discussion
guarantees that the resulting walk is then precisely the outer hull of w.

To efficiently implement this procedure, several problems must be addressed.
First, as stated before, the walk needs to start on a coordinate of the outer
hull, otherwise the resulting path may not describe the correct object. This can
be solved by choosing the point W associated with the contour word w as the
starting point.

Secondly, whenever a path returns to W (the simplest of which is the path
coded by w = 021, see Figure 4), before continuing on, one must make sure that
the algorithm does not stop until every such sub-path has been explored. An
easy solution for managing that situation is to keep a list of all neighbors of W
that are in the path P associated with w. This list has at most two elements
since no vertex in P is located below or left of W .

Finally, one needs to recognize intersections and decide of the rightmost turn.
We solve this problem by using a quadtree structure keeping information on
neighborhood relations. This so-called radix quadtree structure was first intro-
duced by Brlek, Koskas and Provençal in [16] for detecting path intersections.
Given a discrete path w starting at (x, y) ∈ N2 and staying in the first quadrant,
the quadtree structure associated to w (see [18] and [16] for the generalization to
all four quadrants) is described as follows. G = (N,R, T ) is a quadtree where:

N is the set of vertices associated to points in the plane;
R is a set of edges representing the fatherhood relation: r ∈ R is an edge from

(x, y) to (x′, y′) ⇐⇒ (x′, y′) is a child of (x, y), that is if (x′, y′) = (2x +
α, 2y + β) where (α, β) ∈ {0, 1}2;

T is a set of edges representing the neighborhood relation: t ∈ T is an edge from
(x, y) to (x′, y′) ⇐⇒ (x′, y′) is a neighbor of (x, y), that is if (x′, y′) =
(x, y) + e where e ∈ {(1, 0), (0, 1), (−1, 0), (0,−1)} (see Example 2).

One should note that the quadtree structure is described in [16] with unidirec-
tional edges while in this paper all edges are considered bidirectional. Further, by
following the procedure described in [16] to build the quadtree, one adds neigh-
borhood links between non-visited nodes during the recursion process. This is
easily fixed by adding a boolean label to each neighborhood edge indicating if
that specific edge is part of the discrete path or if it has been added by a recur-
sive call. This ensures that the points u and v are neighbors if and only if there
is a non-labeled neighborhood edge between these two vertices in the quadtree
structure.

It is worth mentioning that this structure is computed in linear time and
space. Moreover, it can be generalized to any discrete path as opposed to paths
staying in the first quadrant.
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Example 2. Let w = 001100322223 be the word coding the discrete path in
Figure 1 translated to the origin. The quadtree structure associated to w is rep-
resented in Figure 6. Parenthood and neighborhood relations are respectively rep-
resented by black and red edges. Visited nodes are marked by red squares.

(0,0)

(0,1)

(0,2) (0,3) (1,2) (1,3)

(1,0)

(2,0)

(4,0) (4,1)

(2,1)

(4,2)

(3,0) (3,1)

(1,1)

(2,2) (2,3) (3,2) (3,3)

Fig. 6. Quadtree corresponding to the word w = 001100322223. Neighborhood edges
added by recursive calls are omitted.

This gives rise to the following Algorithm 1 to compute the outer hull of a
discrete path w, which proceeds as follows.

Algorithm 1. Outer hull

Require: A word w ∈ F∗ coding a discrete path
Ensure: A simple word w′ ∈ F∗ describing Hull(w)
1: Construct the quadtree G associated to w rooted in W
2: Let W be the leftmost lowest coordinate on the bounding box of w
3: Let N be the set of all visited neighbors of W
4: c ← W+ (1, 0) if it is in N or W+ (0, 1) otherwise
5: w′ = Step(c− W)
6: while c �= W or N �= ∅ do
7: turn = 2 mod 4
8: for each neighbor v of c do
9: if [Step(v− c)− Lst(w′)] + 1 mod 4 ≤ [turn] + 1 mod 4 then
10: turn ← Step(v− c)− Lst(w′)
11: next ← v

12: end if
13: end for
14: w′ = w′ · Step(next− c)
15: remove c from N

16: c ← next

17: end while
18: return w′
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It is assumed that the pointW , that is the leftmost lower point of the bounding
box is known. First, the quadtree G associated to w is built starting from W .
Then, the graph G is traversed from its root W , following the path represented
by w. At every intersection c, we need to:

(a) extract the letter α associated to the vector −→cv for each neighbor v of c;
(b) determine the turn associated to each v, that is Δ(wc · α);
(c) choose the rightmost one, that is the closest to 3.

This procedure ends when returning to the point W .

Theorem 3 (Correctness of Algorithm 1). For any word w ∈ F∗, Algo-
rithm 1 returns Hull(w).

Proof. Let Hull(w) be of length k ∈ N+. We use the following loop invariant:

At the start of the ith iteration of the while loop in Line 6, w′ is a
prefix of length i of the contour word associated to Hull(w).

The invariant holds the first time Line 6 is executed, since at that time, w′

is the first step of the outer hull of w computed at Line 5. Now, assume the
invariant holds before the ith iteration of the loop. Then, Lines 8 to 13 find the
rightmost turn at the current coordinate c. Then in Line 14, w′ is concatenated
with the step of this turn. By the right-hand rule for solving simply connected
maze, considering rightmost turns yields coordinates on the outer hull of w.
Consequently, at the end of the iteration, w′ is a prefix of the contour word
associated to Hull(w) of length i + 1. Finally, at the end of the loop, w′ is a
prefix of the contour word associated to Hull(w) of length k, that is w′ = Hull(w).
Note that since any neighbor of W is on Hull(w), Line 15 clearly removes every
element from N yielding, at termination, an empty set. 
�

We end this section by showing that Algorithm 1 is linear in time and space.
First, the quadtree structure is constructed in linear time (see [16]). Also, as
stated before, the point W is easily computed in linear time. Consequently,
computations in Line 1 are performed in linear time. Next, Line 2, 4 and 5 each
take constant time. Moreover, the set N is constructed in linear time by accessing
neighborhood informations of the root in the quadtree structure, so Line 3 takes
linear time. Now, since any coordinate has at most four neighbors, the for loop
in Line 8 is executed at most four time per iteration of the while loop. Line 15
takes constant time. This is due to the fact that N contains at most two elements.
Since instructions in Line 7, 9, 10, 11, 14 and 16 all are computed in constant
time, at most k(4c1 + c2) computations occur during the execution of the while
loop where k ∈ N+ is the length of Hull(w) and c1, c2 ∈ R some constants, thus
making Algorithm 1 linear in time. Finally, the quadtree structure needs space
linear in the length of the path, so that our algorithm is also linear in space.
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Example 4. Consider the word w = 001100322223 of Example 2. Then, Algo-
rithm 1 yields w′ = 001001223223 (see Figure 7). One can easily verify that w′

is a simple path describing the outer hull of w, so Hull(w) = w′.

0 0

1

0 0

1

22

3

22

3

(a) w′ = 001001223223

0
1

3 0
1

1
0

1

30
1

(b) Δ(w′) = 01301101301

Fig. 7. Outer hull of w = 001100322223

Our algorithm was implemented using the C++ programming language and
tested with numerous examples (see Figure 8). The source code is available at
http://bitbucket.org/htremblay/outer_hull.
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Fig. 8. Running time of Algorithm 1 for random discrete paths of length 105 to 107,
with each point representing the mean running time of 100 random discrete paths of
same length

Finally, we show how Algorithm 1 can be used to compute in linear time
and space the convex hull of any discrete path. It relies on the following rather
obvious result:

http://bitbucket.org/htremblay/outer_hull
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Proposition 5. Let w ∈ F∗ be a boundary word coding a discrete path. Then,

Conv(w) = Conv(Hull(w)).

Proof. If w is simple, then Hull(w) = w so the claim holds. Now, suppose w is
non-simple. Then by definition, Hull(w) is the boundary of w. Since, Conv(w)
is the intersection of all convex sets containing w, it must also contain Hull(w)
and thus Conv(w) = Conv(Hull(w)). 
�

Recall that Hull(w) is non self-intersecting for any path w. Proposition 5 then
yields a very simple procedure for computing the convex hull of a discrete path
using Brlek et al. simple path convex hull algorithm (see [14]):

1. Start by computing Hull(w) = w′;
2. Compute Conv(w′).

It is clear that the preceding procedure computes the convex hull of a discrete
path in linear time and space. Indeed, we showed in Section 4 that the first step
is computed in linear time and space. Furthermore, it is shown in [14] that the
second step is computed in a similar fashion.

5 Concluding Remarks

We presented an algorithm for computing the outer hull of a discrete path. This
led to a procedure for computing the convex hull of any discrete set. Our algo-
rithm is a significant improvement over the convex hull algorithm presented in
[14] in the sense that computations can be made on any discrete path as opposed
to non self-intersecting ones. Moreover, we proved that such computations can
be made in linear time and space.

Instead of computing the outer hull of a discrete path P as described in
this paper, one could want to compute the largest simply connected isothetic
polygon such that all integers points on its boundary are visited by P . Although
some modifications to our algorithm are necessary in order to perform such
computations, the time complexity would not change.

In addition, this research begs to be generalized to three dimensional discrete
spaces, that is geometry in Euclidean space R3 studying sets of unit cubes. Also,
applications of our algorithm is not limited to convex hull problems. We plan on
using it to study various path intersections problems such as primality, union,
intersection and difference of discrete sets.

Acknowledgement. Martin Lavoie helped in implementing Algorithm 1.
Thanks Martin. We are also grateful to the reviewers for the accurate comments
which substantially improved the theoretical background of our work.
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Abstract. We propose a robust estimator of geometric quantities such
as normals, curvature directions and sharp features for 3D digital
surfaces. This estimator only depends on the digitisation gridstep and is
defined using a digital version of the Voronoi Covariance Measure, which
exploits the robust geometric information contained in the Voronoi cells.
It has been proved in [1] that the Voronoi Covariance Measure is resilient
to Hausdorff noise. Our main theorem explicits the conditions under
which this estimator is multigrid convergent for digital data. Moreover,
we determine what are the parameters which maximise the convergence
speed of this estimator, when the normal vector is sought. Numerical
experiments show that the digital VCM estimator reliably estimates nor-
mals, curvature directions and sharp features of 3D noisy digital shapes.

1 Introduction

Differential quantities estimation, surface reconstruction and sharp fea-
ture detection are motivated by a large number of applications in com-
puter graphics, geometry processing or digital geometry.

Digital geometry estimators. The commun way to link the estimated
differential quantities to the expect Euclidean one is the multigrid con-
vergence principle: when the shape is digitized on a grid with gridstep h
tending to zero, the estimated quantity should converge to the expected
one. In dimension 2, several multigrid convergent estimators have been
introduced to approach normals [2, 3] and curvatures [3–5]. In 3D, empiri-
cal methods for normal and curvature estimation have been introduced in
[6]. More recently, a convergent curvature estimator based on covariance
matrix was presented in [7].
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Voronoi-based geometry estimation. Classical principal component
analysis methods try to estimate normals by fitting a tangent plane or a
higher-order polynomial (e.g. see [8]). In contrast, Voronoi-based methods
try to fit the normal cones to the underlying shape, either geometrically
[9] or more recently using the covariance of the Voronoi cells [1, 10].
Authors of [1] have improved the method of [10] by changing the domain
of integration and the averaging process. The authors define the Voronoi
Covariance Measure (VCM) of any compact sets, and show that this
notion is stable under Hausdorff perturbation. Moreover, the VCM of a
smooth surface encodes a part of its differential information, such as its
normals and curvatures. With the stability result, one can therefore use
the VCM to estimate differential quantities of a surface from a Hausdorff
approximation such as a point cloud or a digital contour.

Voronoi Covariance measure background. The Voronoi covariance
measure (VCM) has been introduced in [1] for normals and curvature es-
timations. Let K be a compact subset of R3 and dK the distance function
toK, i.e. the map dK(x) := minp∈K ‖p− x‖. A point p where the previous
minimum is reached is called a projection of x on K. Almost every point
admits a single projection on K, thus definining a map pK : R3 → K
almost everywhere. The R-offset of K is the R-sublevel set of dK , i.e.
the set KR := d−1

K (] − ∞, R[). The VCM maps any integrable function
χ : R3 → R+ to the matrix

VK,R(χ) :=

∫
KR

(x− pK(x))(x − pK(x))tχ(pK(x))dx.

Remark that this definition matches the definition introduced in [1]: when
χ is the indicatrix of a ball, one recovers a notion similar to the convolved
VCM : VK,R(χ) :=

∫
KR∩p−1

K (By(r))
(x−pK(x))(x−pK(x))tdx. The domain

of integration KR ∩ p−1
K (By(r)) is the offset of K intersected with a union

of Voronoi cells (cf. Figure 1). The stability result of [1] implies that

Fig. 1. VCM domain of integration
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information extracted from the covariance matrix such as normals or prin-
cipal directions are stable with respect to Hausdorff perturbation.

Contributions. The contributions of the paper can be sketched as fol-
lows. First, we define the estimator of the VCM in the case of digital data,
for which we prove the multigrid convergence (Sect. 2, Theorem 1). We
then show that the normal direction estimator, defined as the first eigen-
vector of the VCM estimator, is also convergent with a speed in O(h

1
8 )

(Sect. 3, Corollary 1). Furthermore, Theorem 2 specifies how to choose
parameters r and R as functions of h to get the convergence. Finally, we
present an experimental evaluation showing that this convergence speed
is closer to O(h) in practice (Sect. 4). Moreover, experiments indicate
that the VCM estimator can be used to estimate curvature information
and sharp features in the case of digital data perturbated by Hausdorff
noise.

2 VCM on Digital Sets

In this section, we define an estimator of the VCM in the case of 3D digital
input. Theorem 1 explicits the conditions under which this estimator is
multigrid convergent for digital data.

2.1 Definition

Let X be a compact domain of R3 whose boundary is a surface of class
C2. We denote ∂X the boundary of X, Xh := Digh(X) = X ∩ (hZ)3

the Gauss digitisation of X, and ∂hX ⊂ R3 the set of boundary surfels
of Xh. We define a digital approximation of the VCM on a subset of
the point cloud : Zh = ∂hX ∩ h(Z + 1

2)
3. For each point x ∈ h(Z + 1

2)
3

with x = (x1, x2, x3), we can define the voxel of center x by vox(x) =
[x1− 1

2h, x1+
1
2h]× [x2− 1

2h, x2+
1
2h]× [x3− 1

2h, x3+
1
2h]. We then define

the digital VCM estimator as

V̂Zh,R(χ) :=
∑
x∈ΩR

h

h3(x− pZh
(x))(x− pZh

(x))tχ(pZh
(x)),

where ΩR
h = {x ∈ ZR

h ∩ h(Z + 1
2)

3, vox(x) ⊂ ZR
h } is the set of centers of

voxels entirely contained in ZR
h , the R-offset of Zh (see Fig. 2). Remark

that the Hausdorff distance between ∂X and the point cloud Zh used in
the definition is less than h.
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Fig. 2. Digitisation of the offset and its localisation

2.2 Multigrid Convergence of the VCM-Estimator

The main theoretical result of the paper is the following theorem. Roughly
speaking, it quantifies the approximation of the VCM of a smooth surface
by the digital VCM of its Gauss digitisation. We denote by ‖.‖op the
matrix norm induced by the Euclidean metric. Given a function f : Rn →
R, we let ‖f‖∞ = maxx∈Rn |f(x)| and denote Lip(f) = maxx �=y |f(x) −
f(y)|/ ‖x− y‖ its Lipschitz constant.

Theorem 1. Let X be a compact domain of R3 whose boundary ∂X is a
C2 surface with reach ρ > 0. Let R < ρ

2 and χ : R3 → R+ be an integrable
function whose support is contained in a ball of radius r. Then for any

h > 0 such that h ≤ min
(
R, r2 ,

r2

32ρ

)
, one has

∥∥∥V∂X,R(χ)− V̂Zh,R(χ)
∥∥∥
op

=O
(
Lip(χ)× [(r3R

5
2 + r2R3 + rR

9
2 )h

1
2 ]

+‖χ‖∞× [(r3R
3
2 + r2R2+ rR

7
2 )h

1
2 + r2Rh]

)
.

In the theorem and in the following of the text, the constant involved in
the notation O(.) only depends on the reach of ∂X and on the dimension
(which is three here).

For the proof of Theorem 1, we introduce the VCM of the point cloud
Zh, namely VZh,R(χ). By the triangle inequality, one has

∥∥∥V∂X,R(χ)− V̂Zh,R(χ)
∥∥∥
op

≤ ‖V∂X,R(χ)− VZh,R(χ)‖op +
∥∥∥VZh,R(χ)− V̂Zh,R(χ)

∥∥∥
op

.

In Proposition 1, we bound the second term and in Proposition 2, we
bound the first term.
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Estimation of the VCM of a Point Cloud. Here and in the following
of this section, X is a compact domain of R3 whose boundary ∂X is a
C2 surface with reach ρ > 0. We put R < ρ

2 and χ : R3 → R+ is an
integrable function whose support is contained in a ball By(r) of center y
and radius r.

Proposition 1. For any h ≤ min
(
R, r2 ,

r2

32ρ

)
, one has∥∥∥VZh,R(χ)− V̂Zh,R(χ)

∥∥∥
op
= O
[
r2R2(Lip(χ)R + ‖χ‖∞) h

1
2 + r2R‖χ‖∞h

]
.

Proof. Step 1: The aim of the first step is to prove that

VZh,R(χ) =

∫
vox(ΩR

h )
(x−pZh

(x))(x−pZh
(x))tχ(pZh

(x))dx+R2‖χ‖∞O(hr2).

Since vox(ΩR
h ) ⊂ ZR

h , one has

VZh,R(χ) =
∫
vox(ΩR

h )(x− pZh
(x))(x − pZh

(x))tχ(pZh
(x))dx

+
∫
ZR
h \vox(ΩR

h )(x− pZh
(x))(x − pZh

(x))tχ(pZh
(x))dx

By using the facts that ‖x− pZh
(x)‖ ≤ R, χ is bounded by ‖χ‖∞, and

the support of χ is contained in the ball By(r) (see Figure 2), the second
term of the previous equation is bounded by

R2 × ‖χ‖∞ ×H3
([

ZR
h \vox(ΩR

h )
]
∩ p−1

Zh
(By(r))

)
.

Now, we claim that ZR
h ∩ p−1

Zh
(By(r)) ⊂ p−1

∂X(By(2r)). Indeed, let x ∈
ZR
h ∩ p−1

Zh
(By(r)). The fact that the Hausdorff distance between Zh and

∂X is less than h implies that x ∈ ∂XR+h. Now, since h ≤ R, Lemma 3
implies that ‖p∂X(x)− pZh

(x)‖ ≤
√
8hρ+ h, which leads to

‖p∂X(x)− y‖ ≤ ‖p∂X(x)− pZh
(x)‖+ ‖pZh

(x)− y‖ ≤
√

8hρ+ h+ r ≤ 2r.

Now, we show that ZR
h \vox(ΩR

h ) ⊂ ∂XR+h\∂XR−(
√
3+1)h. Indeed, as said

just before, one has ZR
h ⊂ ∂XR+h. Furthermore, if x ∈ ∂XR−(

√
3+1)h, then

the fact that the Hausdorff distance between Zh and ∂X is less than h

implies that x ∈ ZR−√
3h

h . Let c ∈ h(Z + 1
2 )

3 be the center of a voxel

containing x. The fact that diam(vox(c)) =
√
3h implies that vox(c) ⊂

ZR
h , and thus x ∈ ZR

h . We then get ZR
h \vox(ΩR

h ) ⊂ ∂XR+h\∂XR−(
√
3+1)h.

We finally deduce that[
ZR
h \vox(ΩR

h )
]
∩ p−1

Z (By(r)) ⊂
[
∂XR+3h\∂XR−3h

]
∩ p−1

∂X(By(2r)), (1)
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whose volume is bounded by O(hr2) by Proposition 3, which allows us to
conclude.
Step 2: We then have to bound the remaining term

Δ =

∫
vox(ΩR

h )
(x− pZh

(x))(x − pZh
(x))tχ(pZh

(x))dx− V̂Zh,R(χ).

By decomposing Δ over all the voxels of vox(ΩR
h ), one has

Δ =
∑
c∈ΩR

h

∫
vox(c)

[
(x− pZh

(x))(x − pZh
(x))tχ(pZh

(x))

−(c− pZh
(c))(c − pZh

(c))tχ(pZh
(c))
]
dx

As in Step 1, we can localise the calculation around the support of χ and
we introduce the set of centers D = ΩR

h ∩p
−1
∂X(By(2r)). Using the relation

χ(pZh
(c)) = χ(pZh

(c)) + χ(pZh
(x)) − χ(pZh

(x)), one gets Δ = Δ1 +Δ2,
where

Δ1 =
∑
c∈D

∫
vox(c)

(x− pZh(x))(x− pZh(x))
t[χ(pZh(x))− χ(pZh(c))]dx

Δ2 =
∑
c∈D

∫
vox(c)

[(x− pZh(x))(x− pZh(x))
t − (c− pZh(c))(c− pZh(c))

t]χ(pZh(c))

We are now going to bound Δ1 and Δ2. One has

‖Δ1‖op ≤
∑
c∈D

∫
vox(c)

‖x− pZh(x)‖
∥∥x− pZh(x)

t
∥∥ ‖χ(pZh(x))− χ(pZh(c))‖dx.

For all c ∈ D and x ∈ vox(c), we have ‖x− c‖ ≤
√
3
2 h. Furthermore, by

definition of ΩR
h , we have that x and c belong to ZR

h ⊂ ∂XR+h. Then,

since h ≤ R ≤ ρ
2 , Proposition 4 implies ‖pZh

(x)− pZh
(c)‖ = O(h

1
2 )

and then ‖χ(pZh
(x))− χ(pZh

(c))‖ = Lip(χ)O(h
1
2 ). Using the fact that

‖x− pZh
(x)‖ ≤ R, one has

‖Δ1‖op = Vol(vox(D))×R2 × Lip(χ)×O(h
1
2 ).

Since vox(D) ⊂ ZR
h ∩ p−1

∂X(By(2r)) ⊂ ∂XR+h ∩ p−1
∂X(By(2r)) and h ≤ R,

Proposition 3 implies that Vol(vox(D)) = O(r2R). Finally ‖Δ1‖op =

Lip(χ)×O(r2R3h
1
2 ).

Similarly, let us bound ‖Δ2‖op. We put u = (x− c), v = c− pZh
(c) and

w = pZh
(c)− pZh

(x). We can write x− pZh
(x) = u+ v + w, and we get

Δ2 =
∑
c∈D

[∫
vox(c)

[(u+ v + w)(u+ v + w)t − vvt]χ(pZh
(c))

]
.
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From ‖u‖ ≤ h, ‖v‖ ≤ R and ‖w‖ = O(h
1
2 ), we bound the integrand by

O(‖χ‖∞(R h
1
2 + h)). From Vol(vox(D)) = O(r2R), one has ‖Δ2‖op =

O(‖χ‖∞ (R2r2h
1
2 + r2Rh)).

Stability of the VCM. It is known that the VCM is stable. More
precisely, Theorem 5.1 of [1] states that ‖V∂X,R(χr)− VZh,R(χr)‖op =

O(h
1
2 ). However, the constant involved in O(h

1
2 ) depends on the whole

surface ∂X. We provide here a more precise constant involving only local
estimations, r and R. The proof is very similar to the one of [1], except
that we localise the calculation of the integral. It is given in Appendix.

Proposition 2. For any h ≤ R such that
√
8hρ+ h ≤ r, one has

‖V∂X,R(χr)− VZh,R(χr)‖op
= O

(
Lip(χ)× [(r3R

5
2 + r2R

7
2 + rR

9
2 )h

1
2 ] + ‖χ‖∞ × [(r3R

3
2 + r2R

5
2 + rR

7
2 )h

1
2 ]
)
.

End of proof of Theorem 1. Let h ≤ min
(
R, r2 ,

r2

32ρ

)
. The assumption

h ≤ r2

32ρ implies that
√
8hρ+h ≤ r. Thus we can apply Proposition 1 and

Proposition 2.

3 Multigrid Convergence of the Normal Estimator

Let X be a compact domain of R3 whose boundary ∂X is a surface of
class C2. We now want to estimate the normal, denoted by n(p0), of ∂X
at a point p0 from its Gauss digitisation. We define the normal estimator
by applying the digital VCM on a Lipschitz function that approaches the
indicatrix of the ball Bp0(r).

Definition 1. The normal estimator n̂r,R(p0) is the unit eigenvector as-

sociated to the largest eigenvalue of V̂Zh,R(χr), where χr is a Lipschitz

function that is: equal to 1 on Bp0(r), equal to 1− (‖x− p0‖ − r)/r
3
2 on

Bp0(r + r
3
2 ) \ Bp0(r), and equal to 0 elsewhere.

Remark that the normal estimator is defined only up to the sign. The
following theorem gives an error estimation between ±n̂r,R(p0) and n(p0).

Theorem 2. Let X be a compact domain of R3 whose boundary ∂X is
a C2 surface with reach ρ > 0. Let R < ρ

2 . Then for any h > 0 such that

h ≤ min
(
R, r2 ,

r2

32ρ

)
, the angle between the lines spanned by n̂r,R(p0) and

n(p0) satisfies
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〈n̂r,R(p0), n(p0)〉 = O
(
(rR− 3

2 +R−1+r−
1
2R− 1

2 +r−
3
2 +r−

5
2 R

3
2 )h

1
2 +R−2h+r

1
2 +R2

)
.

The following corollary is a direct consequence.

Corollary 1. Let X be a compact domain of R3 whose boundary ∂X is
a C2 surface with reach ρ > 0. Let a, b ∈ R+, r = ah

1
4 and R = bh

1
4 .

Then for any h > 0 small enough, one has

〈n̂r,R(p0), n(p0)〉 = O
(
h

1
8

)
.

Proof of Theorem 2. We introduce the normalized VCM N̂r,R(p0) =
3

2πr2R3 V̂Zh,R(χr). From Davis-Kahan sin(θ) Theorem [11], up to the sign
of ±n̂r,R(p0), one has

‖n̂r,R(p0)− n(p0)‖ ≤ 2
∥∥∥N̂r,R(p0)− n(p0)n(p0)

t
∥∥∥
op

.

It is therefore sufficient to bound the right hand side. The triangle in-
equality gives∥∥∥N̂r,R(p0)− n(p0)n(p0)

t
∥∥∥
op
≤ 3

2πR3r2

∥∥∥V̂Zh,R(χr)− V∂X,R(χr)
∥∥∥
op

+
3

2πR3r2

∥∥∥V∂X,R(χr)− V∂X,R(1Bp0 (r)
)
∥∥∥
op

+

∥∥∥∥ 3

2πR3r2
V∂X,R(1Bp0 (r)

)− n(p0)n(p0)
t

∥∥∥∥
op

.

The proof of the theorem relies on Theorem 1, that controls the first term,
and on the two following lemmas.

Lemma 1. Under the assumption of Theorem 2, we have

3

2πr2R3

∥∥∥V∂X,R(χr)− V∂X,R(1Bp0 (r)
)
∥∥∥
op

= O(r
1
2 ).

Proof. Since χr = 1Bp0 (r)
on the ball Bp0(r), by using similar arguments

as previously, one has∥∥∥V∂X,R(χr)− V∂X,R(1Bp0(r)
)
∥∥∥
op

≤ Vol
(
∂XR ∩

[
p−1
∂X(By(r + r

3
2 ))

∖
p−1
∂X(By(r))

])
×R2.

Proposition 3 implies that the volume Vol
(
∂XR ∩

[
p−1
∂X(By(r + r

3
2 ))

∖
p−1
∂X(By(r))

])

is less than 4R × Area
(
By(r + r

3
2 )
∖
By(r)

)
. The fact that this area is

bounded by O(r
5
2 ) allows to conclude.
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Lemma 2. Under the assumption of Theorem 2, we have∥∥∥∥ 3

2πR3r2
V∂X,R(1Bp0 (r)

)− n(p0)n(p0)
t

∥∥∥∥
op

= O(r +R2)

Proof. We have the following relation (see Theorem 1 of [12])

V∂X,R(1Bp0 (r)
) =

2

3
R3
[
1 +O(R2)

] ∫
p∈Bp0 (r)∩S

n(p)n(p)t dp. (2)

By the mean value theorem applied to the normal to ∂X, one has

‖n(p)− n(p0)‖ ≤ sup
q∈S

‖Dn(q)‖op lp,p0 ,

where lp,p0 is the length of a geodesic joining p and p0. Since the chord
(pp0) belongs to the offset ∂XR, where R < ρ, we have lp,p0 = O(‖p −
p0‖) (see [13] for example). Therefore ‖n(p) − n(p0)‖ = O(r) and thus
n(p)n(p)t − n(p0)n(p0)

t = O(r). Consequently
∫
p∈Bp0(r)∩S

n(p)n(p)t dp = Area(Bp0(r) ∩ S)n(p0)n(p0)
t +Area(Bp0(r) ∩ S) O(r).

Combining with Eq. (2), we have

3

2R3Area(Bp0(r) ∩ S)
V∂X,R(1Bp0 (r)

)=
[
1 +O(R2)

]
×
(
n(p0)n(p0)

t +O(r)
)
.

We conclude by using the fact that Area(Bp0(r)∩S) is equivalent to πr2.

4 Experiments

We evaluate experimentally the multigrid convergence, the accuracy and
robustness to Hausdorff noise of our normal estimator, and also its ability
to detect features.

The first series of experiments analyzes the convergence of the normal
estimation by VCM toward the true normal of the shape boundary ∂X.
The shape “torus” is a torus of great radius 6 and small radius 2, and
the shape “ellipsoid” is an ellipsoid of half-axes

√
90,

√
45 and

√
45. We

measure the absolute angle error with ε(p) = 180
π cos−1(n̂(p) · n(p)) for

every pointel p ∈ Zh of the digitized shape with several normalized norms:

l1(ε)
def
=

1

Card(Zh)

∑
p∈Zh

ε(p), l∞(ε)
def
= sup

p∈Zh

ε(p). (3)
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Fig. 3. Multigrid convergence of angle error of normal estimator (in degree). Abscissa
is the gridstep h. Tests are run on torus shape for three kernel radii (R = r = 3hα

for α ∈ { 1
4
, 1
3
, 1
2
}), two norms (l1, l∞): (left) kernel ball function χ0

r, (right) kernel hat
function χ1

r.

In experiments we tried several kernel functions χr and we display results
for two of them: the “ball” kernel χ0

p0,r(x) = 1 if ‖x−p0‖ ≤ r, 0 otherwise;
the “hat” kernel χ1

p0,r(x) = 1 − ‖x − p0‖/r if ‖x − p0‖ ≤ r, 0 otherwise.
Figure 3 displays the norms of the estimation angle error in degrees,
for finer and finer digitization steps. Corollary 1 predicts the multigrid
convergence of the estimator when r = ah

1
4 and R = bh

1
4 at a rate

in O(h
1
8 ). We observe the convergence of the estimator for parameters

R = r = 3h
1
4 , R = r = 3h

1
3 , R = r = 3h

1
2 , at an almost linear rate O(h),

for all norms. More experiments show that the most accurate results are
obtained for α ∈ [13 ,

1
2 ] if R = r = ahα. Note that the kernel function

has not a great impact on normal estimates, as long as it has a measure
comparable to the ball kernel.

We perturbate the shape “torus” with a Kanungo noise model of pa-
rameter p = 0.25 (the number pd is the probability that a voxel at digital
distance d from the boundary ∂X is flipped inside/out). This is not ex-
actly a Hausdorff perturbation but most perturbations lie in a band of
size 2h/(1− p). Figure 4 shows that the normal is still convergent for all

norms. Again convergence speed is experimentally closer to O(h
2
3 ), much

better than the proved O(h
1
8 ).

We then assess the visual quality of the estimators on several shapes, by
rendering the digital surfels according to their estimated normals. First of
all, Figure 5 displays normal estimation results on a noisy “torus” shape
perturbated with a strong Kanungo noise of parameter p = 0.5. Then,
Figure 6 displays the visual improvement of using normals computed by
the VCM estimator. In particular, comparing Fig.6b and Fig.6c shows
that convolving Voronoi cell geometry is much more precise than con-
volving only surfel geometry. Furthermore, we have tested our estimator
on many classical digital geometry shapes (see Figure 7).
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Fig. 4. Multigrid convergence of angle error of normal estimator (in degree) on a noisy
shape. Abscissa is the gridstep h. Tests are run on “torus” shape (upper row) and on
“ellipsoid” shape (lower row), perturbated by a Kanungo noise of parameter 0.25, for
three kernel radii (R = r = 3hα for α ∈ { 1

4
, 1
3
, 1
2
}), two norms (l1, l∞): (left) kernel

ball function χ0
r, (right) kernel hat function χ1

r.

Our VCM estimator is a matrix and carries also curvature information
along other eigendirections. Mérigot et al. [1] proposed to detect sharp
features by using the three eigenvalues l1, l2, l3 of the VCM as follows:
if l1 ≥ l2 ≥ l3, compute l2/(l1 + l2 + l3) and mark the point as sharp
if this value exceeds a threshold T . Figure 8 shows such sharp features
detection on the “bunny” dataset at many different scales, with T = 0.1
for all datasets (it corresponds to an angle of ≈ 25◦). This shows that the
VCM information is geometrically stable and essentially scale-invariant.
To conclude, we list below some information on computation times. This
estimator has been implemented using the DGtal library [14], and will
soon be freely available in it.

Image size #surfels (R, r) χr-VCM comput. Orienting normals

“Al” 1503 48017 (30, 3) 0.73 s 0.88 s
“rcruiser” 2503 66543 (30, 3) 1.26 s 0.99 s
“bunny” 5163 933886 (30, 5) 30.1 s 15.9 s

“Dig. Snow” 5123 3035307 (30, 5) 82.1 s 53.6 s
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Fig. 5. Visual result of the normal estimation on the “torus” shape perturbated
with a strong Kanungo noise (p = 0.5) for gridsteps from left to right h =
0.5, 0.25, 0.125, 0.0626

(a) (b) (c) (d)

Fig. 6. Visual aspect of normal estimation on “bunny66” for r = 3: (a) trivial normals,
(b) normals by χ1

r convolution of trivial normals with flat shading, (c) χ1
r-VCM normals

with flat shading, (d) χ1
r-VCM normals with Gouraud shading

Fig. 7. Visual aspect of normal estimation on classical digital data structures: “Al”
1503, “Republic cruiser” 2503, “Digital snow” 5123
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Fig. 8. Sharp feature detection on “bunny” dataset at increasing resolutions (R = 30,
T = 0.1): color is metallic blue when value is in [0, 2

3
T ], then goes through cyan and

yellow in ] 2
3
T, T [, till red in [T,+∞[

5 Conclusion

We have presented new stable geometry estimators for digital data, one
approaching the Voronoi Covariance Measure and the other approaching
the normal vector field. We have shown under which conditions they are
multigrid convergent and provided formulas to determine their parame-
ters R and r as a function of the gridstep h. Experiments have confirmed
both the accuracy and the stability of our estimators. In future works,
we plan to compare numerically our estimator with other discrete normal
estimators (e.g. integral invariants [7], jets [15]) and also to perform a
finer multigrid analysis to get a better theoretical bound on the error.
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Appendix

We give here all the sketchs of the proofs to be self-content. Proposition
3 is classical and follows from the well-known tube formula for smooth
surfaces [16]. Proposition 4 states that the projection map pK onto a
set K that is close to a smooth surface S behaves like the projection
map pS . It relies on classical properties of the projection map onto a set
with positive reach. The proof of Proposition 2 is similar to the proof of
Theorem 5.1 of [1], except that the calculations are done locally.

5.1 Hausdorff Measure of Offsets

Proposition 3. Let S ⊂ R3 be a surface of class C2 with reach ρ > 0.
Let R > 0 and ε > 0 be such that R + ε < ρ

2 . Then for any ball B of
radius r, one has:

a) Vol
(
SR ∩ p−1

S (B ∩ S)
)
= O(Rr2).

b) Vol
(
(SR+ε\SR−ε) ∩ p−1

S (B ∩ S)
)
= O(εr2).

c) Area
(
∂[SR ∩ p−1

S (B ∩ S)]
)
= O(Rr + r2),

where the notation O involves a constant that only depends on the reach ρ.

http://libdgtal.org
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Proof. The proof is based on the tube formula for surfaces of class C2

[16, 17]. One has

Vol(SR ∩ p−1
S (B ∩ S)) =

∫
B∩S

∫ R

−R
(1− tλ1(x))(1 − tλ2(x))dtdx,

where λ1(x) and λ2(x) are the principal curvatures of S at the point x.
Now, since |λ1(x)| and |λ2(x)| are smaller than 1

ρ , one has

Vol(SR ∩ p−1
S (B ∩ S)) ≤

∫
B∩S

dx×
∫ R

−R

(
1 +

t

ρ

)2

dt ≤ Area(B ∩ S)× 2R

(
1 +

R2

3ρ2

)
.

Point a) follow from the fact that Area(B ∩S) = O(r2). We use the same
kind of argument for Points b) and c).

5.2 Stability of the Projection on a Compact Set

Proposition 4. Let S be a surface of R3 of class C2 whose reach is
greater than ρ > 0. Let K be a compact set such that dH(S,K) = ε < 2ρ,
and R < ρ a positive number. If x and x′ are points of SR such that
d(x, x′) ≤ η, then :

∥∥pK(x)− pK(x′)
∥∥ ≤ 2

√
8ερ+ 2ε+

1

1− R
ρ

η

The proof of the proposition relies on Lemma 3 whose proof is given in
[18].

Lemma 3. Let S be a surface of R3 with a reach ρ > 0. Let K be a
compact set such that dH(S,K) = ε with ε ≤ 2ρ. Let R be a number such
that R < ρ. For every x ∈ SR, one has

pK(x) ∈ B(pS(x),
√

8ερ+ ε)

Proof (of Proposition 4). By the triangle inequality, we have
∥∥pK(x)− pK(x′)

∥∥ ≤ ‖pK(x)− pS(x)‖+
∥∥pS(x)− pS(x

′)
∥∥+

∥∥pS(x′)− pK(x′)
∥∥ .

It is well-known that the projection map pS is 1
1−R

ρ

-Lipschitz in SR (The-

orem 4.8 of [17]). We then have ‖pS(x)− pS(x
′)‖ ≤ 1

1−R
ρ

η. The two other

terms are bounded with Lemma 3.
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5.3 Proof of Proposition 2

Similarly, as for equation (1) and using the hypothesis h ≤ ρ
2 and

√
8hρ+

h ≤ r, we have p−1
Zh

(supp(χ)) ⊂ p−1
∂X(By(2r)). We then introduce the com-

mon set E = ∂XR−h ∩ p−1
∂X(By(2r)), on which we are going to integrate.

We have :

V∂X,R(χr) =

∫
∂XR∩p−1

∂X(By(2r))
(x− p∂X(x))(x− p∂X(x))tχ(p∂X(x))

=

∫
E
(x− p∂X(x))(x− p∂X(x))tχ(p∂X(x)) + Err1,

where the error Err1 satisfies

‖Err1‖op ≤ R2 × ‖χ‖∞ ×Vol(∂XR ∩ p−1
∂X(By(2r)) \E).

Furthermore, one has ∂XR ∩ p−1
∂X(By(2r)) \ E =

[
∂XR\∂XR−h

] ∩ p−1
∂X(By(2r)),

whose volume is bounded by Proposition 3 by O(r2h). Then

‖Err1‖op = ‖χ‖∞ ×O(R2r2h).

Similarly, one has

V∂X,R(χr) =

∫
E
(x− pZh

(x))(x− pZh
(x))tχ(pZh

(x)) + Err2,

where the error Err2 satisfies ‖Err2‖op = (R+h)2×‖χ‖∞×O(r2h). We
now have to compare the two integrals on the common set E

Δ =

∫
E

[
(x− p∂X(x))(x− p∂X(x))tχ(p∂X(x))− (x− pZh(x))(x− pZh(x))

tχ(pZh(x))
]
.

Following now the proof of Theorem 5.1 of [1], one has

‖Δ‖op ≤ (R2Lip(χ)+2R‖χ‖∞)× [Vol(E)+(diam(E)+R+
√
Rh)×Area(∂E)]×

√
Rh.

Proposition 3 gives that Vol(E) is bounded by O(r2R) and Area(∂E) is
bounded by O(rR+ r2). We then have

‖Δ‖op = O
(
Lip(χ)× [(r3R

5
2 + r2R

7
2 + rR

9
2 )h

1
2 ] + ‖χ‖∞ × [(r3R

3
2 + r2R

5
2 + rR

7
2 )h

1
2 ]
)
.

Adding the bounds of ‖Err1‖op, ‖Err2‖op and ‖Δ‖op, we find the same
bound :

‖V∂X,R(χr)− VZh,R(χr)‖op
= O

(
Lip(χ)× [(r3R

5
2 + r2R

7
2 + rR

9
2 )h

1
2 ] + ‖χ‖∞ × [(r3R

3
2 + r2R

5
2 + rR

7
2 )h

1
2 ]
)
.
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Abstract. In this paper, we arithmetically describe the convex hull of a
digital straight segment by three recurrence relations. This characteriza-
tion gives new insights into the combinatorial structure of digital straight
segments of arbitrary length and intercept. It also leads to two on-line
algorithms that computes a part of the convex hull of a given digital
straight segment. They both run in constant space and constant time
per vertex. Due to symmetries, they are enough to reconstruct the whole
convex hull. Moreover, these two algorithms provide efficient solutions
to the subsegment problem, which consists in computing the minimal
parameters of a segment of a digital straight line of known parameters.

1 Introduction

The connection between continued fractions and the convex hull of lattice points
lying above and below a straight segment whose endpoints are lattice points was
already observed by Klein in the nineteenth century as mentioned in [7].

Based on this connection, many papers introduce output-sensitive algorithms
to compute the convex hull of analytical point sets, such as the intersection of the
fundamental lattice and an arbitrary half-plane [3,6,9,10], convex quadrics [3] or
convex bodies [9]. In these papers, the authors propose a geometrical extension
of the result of Klein, while in this paper, the connection between arithmetic
and discrete ray casting, which is briefly described by Har-Peled in [9], is used to
propose an arithmetical interpretation of the geometrical algorithm of Charrier
and Buzer [6]. This new point of view leads to a simple arithmetical extension of
the result of Klein to straight segments of arbitrary rational slope and arbitrary
rational intercept.

More precisely, we introduce three recurrence relations, defining three se-
quences of integer pairs, viewed as points or vectors in the fundamental lattice
Z2. The first two sequences, denoted by {Lk}0...n and {Uk}0...n, both contain
vertices of the convex hull of some lattice points lying on each side of a straight
line (see fig. 1.a). There exists a close link between a separating line and a dig-
ital straight line (DSL). We refer the reader that is not familiar with digital
� This work has been mainly funded by DigitalSnow ANR-11-BS02-009 research

grants.
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straightness to [11] and we use below the arithmetical framework introduced
in [8,15]. For each 0 ≤ k ≤ n, Lk − (0, 1) (resp. Lk − (−1, 1)) is a vertex of
the lower convex hull of the associated naive (resp. standard) DSL. Fig. 1.b is
an illustration of the naive case. For the sake of clarity, we focus on the naive
case in the rest of the paper. The last sequence, denoted by {vk}0...n, has also a
simple geometrical interpretation. Indeed, we prove in section 2.3 that for each
0 ≤ k ≤ n, (Lk − Uk) and vk are a pair of unimodular vectors. In other words,
vk is the direction vector of a digital straight segment (DSS) whose first lower
and upper leaning points are respectively Lk − (0, 1) and Uk.

(a) separating line (b) digital line

Fig. 1. Upper and lower convex hulls of lattice points of positive x-coordinate lying on
each side of the straight line {(α, β) ∈ R2|5α−8β = −4} (Point (0, 0) is on the bottom
left) (a). They are closely related to the upper and lower convex hulls of a naive and
8-connected digital straight segment of slope 5/8, intercept −4 and first point (0, 0) (b).

Our arithmetical characterization goes beyond the scope of convex hull com-
putation, because the convex hull of a DSS provides a substantial part of its
combinatorial structure. Let us define a upper (resp. lower) digital edge as a
DSS whose first and last point are upper (resp. lower) leaning points. The com-
binatorial structure of a digital edge has been studied since the seventies [4] and
is well-known since the early nineties [5,15,18]. However, these works focus on
digital edges or DSLs, which are infinite repetitions of digital edges, because the
intercept of a DSL has no effect on its shape and can be assumed to be null
without any loss of generality.

To the best of our knowledge, there are few works that extend such results to
DSSs of arbitrary intercept and length. In [16], Yaacoub and Reveillès provide
an algorithm to retrieve the convex hull of a naive DSS of slope a/b, intercept
μ ∈ [0; b[ and length |b|. But the presented algorithm fails to reach the claimed
logarithmic complexity, because it takes as input the set of additive convergents
of the continued fraction expansion of a/b.
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Moreover, it is known for a long time that computing the convex hull of a
DSS is a way of computing its parameters [2]. Several authors have recently
investigated the problem of computing the minimal parameters of a subsegment
of a DSL of known parameters [6,12,14,17]. Minimality is required to have a
unique and compact representation of the segment slope and intercept. Due to
the prior knowledge of one of its bounding digital straight line, all proposed
algorithms outperform classical recognition algorithms [8,13], where each point
must be considered at least once. Our simple arithmetical characterization leads
to two algorithms, called smartCH and reversedSmartCH, which not only
retrieve the vertices of a part of the DSS convex hull, but also compute its
minimal parameters. They both runs in constant space and constant time per
vertex. Their overall time complexity are among the best ones (see tab. 1 for a
comparison).

Table 1. Theoretical comparison of smartCH and reversedSmartCH with convex
hull algorithms (upper block) and subsegment algorithms (lower block). We consider a
naive DSS Σ starting from (0, 0) and of slope a/b = [u1, . . . , un] such that 0 ≤ a < b.
For the sake of clarity, we consider its left subsegment Σ′ of slope a′/b′ = [u′

1, . . . , u
′
n]

and of length l ≤ b such that Σ′ = {(x, y) ∈ Σ|0 ≤ x ≤ l}. Time complexities depend
on a, b, and l. If l � b, bounds depending on l are better. However, if l is close to b,
bounds depending on the difference b− l are better.

Algorithms Time complexity Remarks
smartCH O(log l) on-line: O(1) per vertex
reversedSmartCH O(log(b− l)) on-line: O(1) per vertex,

leaning points must be known
Reveillès et. al. [16] O(

∑n
i ui) l = b, {ui} must be known

Har-Peled [9] O(log2 l) on-line: O(log l) per vertex
Harvey [10] O(log b)

Balza-Gomez et. al. [3] O(log l) post-processing required
Charrier et. al. [6] O(log l) on-line: O(1) per vertex
smartDSS, Lachaud et. al. [12] O(

∑n
i u′

i)

reversedSmartDSS, ibid. O(log(b− l)) {ui} must be known
Sivignon [17] O(log l)

Ouattara et. al. [14] O(log l)

In section 2, we introduce our arithmetical characterization and discuss its
theoretical properties. New algorithms are derived in section 3.

2 A Simple Arithmetical Characterization

Let L(a, b, μ) (or simply L) be a straight line of equation {(α, β) ∈ R2|aβ− bα =
μ} with a, b, μ ∈ Z, gcd(a, b) = 1. Due to symmetries, let us assume w.l.o.g. that
0 ≤ a < b. In addition, due to invariance by integral translation, let us assume
w.l.o.g. that −b < μ ≤ 0.
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Let Λ be the restriction of the fundamental lattice Z2 to the lattice points of
positive x-coordinate, i.e. Λ := {(x, y) ∈ Z2|x ≥ 0}. The straight line L always
divides Λ into a upper domain, Λ+ := {(x, y) ∈ Λ|ax − by ≤ μ}, and a lower
one, Λ− := {(x, y) ∈ Λ|ax− by > μ}.

Definition 1 (Left hull (see fig. 1)). The lower (resp. upper) left hull of Λ+

(resp. Λ−) is the part of the lower (resp. upper) convex hull located between the
vertex of minimal x-coordinate and the vertex the closest to L.

In this section, we provide a simple arithmetical characterization of the upper
and lower left hull of the lower and upper domain.

2.1 Recurrence Relations

Due to the asymmetric definition of Λ+ (in which there is a large inequality) and
Λ− (in which there is a strict one), we introduce the two following notations:
∀x ∈ R (resp. ∀x ∈ R \ 0), [x] (resp. �x�) returns the integer i ∈ Z farthest to 0
such that |i| ≤ |x| (resp. |i| < |x|), i and x having same sign. We assume in this
paper that these two floor functions run in O(1). Moreover, the restriction of the
strict floor function �·� to R \ 0 does not cause any problem in our framework.

On the other hand, we recall that the remainder with respect to the straight
line of slope a/b is a function r(b,a) : Z2 → Z such that r(b,a)(x, y) := (b, a) ∧
(x, y) = ax−by. This value corresponds to the z-component of the cross-product
(b, a)∧(x, y) and is equal to the signed area of a parallelogram generated by (b, a)
and (x, y). Note that the ∧ operator is linear and antisymmetric.

In the sequel, r(b,a)(·) is simplified into r(·) when the remainder refers to L.
Since a and b are given and constant, the difference r(Q) − μ of a point Q
measures how far Q is from L.

Let us consider the following set of recurrence relations (see fig. 2.1 for a
numerical example):

L0 = (0, 1), U0 = (0, 0), v0 = (1, 0) +
[μ− a

−b

]
(0, 1) (1)

∀k ≥ 1,
r(vk−1) �= 0

if r(vk−1) > 0,

⎧⎪⎪⎨⎪⎪⎩
Lk = Lk−1 +

⌊
μ−r(Lk−1)
r(vk−1)

⌋
vk−1

Uk = Uk−1

vk = vk−1 +
[
μ−(r(Uk)+r(vk−1))

(r(Lk)−r(Uk))

]
(Lk − Uk)

if r(vk−1) < 0,

⎧⎪⎪⎨⎪⎪⎩
Lk = Lk−1

Uk = Uk−1 +
[
μ−r(Uk−1)
r(vk−1)

]
vk−1

vk = vk−1 +
⌊
μ−(r(Lk)+r(vk−1))

(r(Uk)−r(Lk))

⌋
(Uk − Lk)

(2)

The goal of this section is to prove the following theorem:

Theorem 1. The sequence {Lk}0...n (resp. {Uk}0...n) corresponds to the vertices
of the lower (resp. upper) left hull of Λ+ (resp. Λ−).
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k 0 1 2 3 4

Lk (0, 1) (0, 1) (2, 2) (2, 2) (7, 5)
Uk (0, 0) (1, 1) (1, 1) (4, 3) (4, 3)
vk (1, 1) (2, 1) (3, 2) (5, 3) (8, 5)

L0,1

L2,3

L4

U0

U1,2

U3,4

v0

v1 v2

v3

v4

Fig. 2. We apply (1) and (2) for a = 5, b = 8 and μ = −4. The first two sequences
are respectively depicted with white and black disks, whereas the third sequence is
depicted with arrows.

The proof of theorem 1 will be derived in section 3 from properties proved in
section 2.3. The proof of some of these properties requires the following useful
geometrical interpretation of integer divisions (see also [9]).

2.2 Integer Division and Ray Casting

Let us consider a point Q such that r(Q) ≥ μ and a direction vector v whose
coordinates are relatively prime and such that r(v) < 0.1 Since r(Q) ≥ μ and
r(v) < 0, the ray emanating from Q in direction v intersects L at a point I (see
fig. 3.a). The discrete ray casting procedure consists in computing the lattice
point farthest from Q and lying on the line segment [QI]. Let I be equal to
Q + τv for some τ ∈ R+. Since I belongs to L by definition, r(I) = μ and the
linearity of the ∧ product gives:

μ = r(I) = r(Q) + τr(v) ⇔ τ =
μ− r(Q)

r(v)
.

Since the components of v are relatively prime and since τ is positive, the greatest
integer t ∈ Z that is less than or equal to τ , i.e. t = [τ ], leads to the lattice point
Q+ tv, which is the farthest from Q among those lying on [QI]. In the example
illustrated by fig. 3.a, t = 2. Note that if we consider the half-open line segment
[QI[ instead of the closed line segment [QI], i.e. I is not included, we must use
the strict floor function �·� instead of the large floor function [·].

Moreover, note that we can reverse a ray casting under some conditions. We
will use this property to propose a dual characterization that leads to a reversed
algorithm in section 3. Let us recall that the position of a point with respect to
a direction vector s is a function ps : Z2 → Z such that ps(x, y) := (x, y) ∧ s.
In the sequel, we assume that s = (0, 1) because we focus on the naive case and
ps(x, y), which is merely denoted by p(x, y), returns x.

1 Note that points and vectors are both viewed as integer pairs (x, y) ∈ Z2.
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Q

v

L
I

(a)

Q

v

L

Q+ 2v

(b)

Fig. 3. In (a), the ray emanating from Q in direction v intersects L = {(α, β) ∈ R2|3α−
8β = −2} at I , because Q = (1, 0) and v = (2, 1) are such that r(Q) = 3 ≥ μ = −2
and r(v) = −2 < 0. The lattice point lying on the ray segment [QI ] and farthest from
Q is Q+ 2v = (5, 2). Indeed, [μ−r(Q)

r(v)
] = [ 5

2
] = 2. In (b), the point Q may be retrieved

from Q + 2v and v by a reversed discrete ray casting procedure, because p(Q) = 1 is
strictly less than p(v) = 2.

It is easy to see that

p(Q) < p(v)⇒
[p(Q+ tv)

p(v)

]
= t. (3)

Fig. 3.b shows the reversed version of the ray casting depicted in fig. 3.a.

2.3 A Unimodular Basis

We now prove several properties of (1) and (2). Let n be the index such that
r(vn) = 0. For the sake of clarity, we postpone the demonstration of the existence
of such index to the end of the subsection. We first show that for each 0 ≤ k ≤ n,
points Lk and Uk lie on each side of L, i.e.

∀0 ≤ k ≤ n, r(Lk) < μ and r(Uk) ≥ μ. (4)

It is easy to see that (4) is true for k = 0 by (1) and that for all 0 ≤ k ≤ n,
the constructions of Lk from Lk−1 (when r(vk−1) > 0) and Uk from Uk−1 (when
r(vk−1) < 0) are such that r(Lk) < μ and r(Uk) ≥ μ.

Moreover, for each 0 ≤ k ≤ n, we show that there is a strong link between
Lk, Uk and vk:

Lemma 1. ∀0 ≤ k ≤ n, vk is the unique negative and valid Bezout vector2 of
(Lk − Uk), i.e.

∀0 ≤ k ≤ n, r(Lk) < μ− r(vk) ≤ r(Uk), (5)

∀0 ≤ k ≤ n, vk ∧ (Lk − Uk) = −1. (6)
2 The notion of valid Bezout vector is introduced in [6].
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To prove lemma 1, we prove successively (5) and (6).

Proof (of (5)). Base case: Let us consider the ray emanating from (1, 0) in direc-
tion L0 = (0, 1). The lattice point farthest from (1, 0) lying on the ray and below
L is v0 by (1). We have thus r(v0) ≥ μ and as a corollary, r(v0) + r(L0) < μ,
because the lattice point following v0 in direction L0 is above L. Putting the two
inequalities together we have r(L0) < μ− r(v0) ≤ r(U0).

Induction step: Let us assume that for some k between 1 and n, r(Lk−1) <
μ − r(vk−1) ≤ r(Uk−1). We focus on the case where r(vk−1) > 0, because the
other case is symmetric. In that case, due to the induction hypothesis, r(Uk) =
r(Uk−1) ≥ μ− r(vk−1). Let us consider now the ray emanating from Uk + vk−1

in direction Lk − Uk. It intersects L because (i) r(Uk + vk−1) ≥ μ and (ii)
r(Lk−Uk) < 0 by (4). The lattice point farthest from Uk+vk−1 lying on the ray
and below L is Uk+vk by (2). We have thus r(Uk)+r(vk) ≥ μ and as a corollary,
r(Uk) + r(vk) + r(Lk − Uk) < μ, which is equivalent to r(Lk) + r(vk) < μ. As a
consequence, we have r(Lk) < μ− r(vk) ≤ r(Uk), which concludes the proof. 
�

To show (6), we use induction and the properties of the ∧ operator (linearity
and anticommutativity).

Proof (of (6)). Base case: v0 = (1, 0) − c(0, 1) for some constant c ∈ Z and
(L0 − U0) = (0, 1) by (1). Therefore v0 ∧ (L0 − U0) = (1, 0) ∧ (0, 1) = −1.

Induction step: let us assume that for some k between 1 and n, vk−1∧(Lk−1−
Uk−1) = −1. By (2), vk = vk−1 − c(Lk − Uk) and (Lk −Uk) = (Lk−1 − Uk−1)−
c′vk−1 for some constants c, c′ ∈ Z. We conclude that vk ∧ (Lk − Uk) = vk−1 ∧
(Lk−1 − Uk−1), which is equal to −1 due to the induction hypothesis. 
�

Note that (6) implies that ∀0 ≤ k ≤ n, vk and (Lk − Uk) are irreducible, i.e.
their coordinates are relatively prime. Indeed, v0 and (L0 − U0) are irreducible
and for all k ≥ 1, the greatest common divisor of their coordinates divides
vk ∧ (Lk − Uk), which is equal to −1.

Geometrically, (6) implies that at each step 0 ≤ k ≤ n, vk and (Lk − Uk) are
a pair of unimodular vectors, while (4) and (5) guarantee that in such a basis
the line segment [LkUk] is always intersected by L, whereas the line segment of
endpoints Lk (resp. Uk) and Lk + vk (resp. Uk + vk) is never intersected by L.

We now end the subsection with the following lemma:

Lemma 2. There exists a step n ≥ 1 such that:

r(Ln − Un) = −1, r(vn) = 0. (7)

Un = μ and Ln = μ− 1. (8)

To prove lemma 2, it is enough to notice that r(Lk − Uk) is always strictly
negative by (4) and that ∀0 ≤ k ≤ n, r(Lk−1 − Uk−1) < r(Lk − Uk) by (2).
These inequalities and (6) guarantee that r(Ln − Un) = −1 and r(vn) = 0 at
some step n ≥ 1. Note that vn = (b, a), because vn is irreducible. Then, by (4),
the only possible values of r(Ln) and r(Un) must be respectively μ− 1 and μ.
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3 Convex Hull Algorithms

The proof of theorem 1 is now straightforward:

– Ray casting is equivalent to integer division on remainders (section 2.2),
– (1) is equivalent to the initialization of Charrier and Buzer’s algorithm [6].
– By lemma 1, (1) and (2) maintain the same invariant as Charrier and Buzer’s

algorithm [6], i.e. ∀0 ≤ k ≤ n, vk is the negative and valid bezout vector of
(Lk − Uk).

– Lemma 2 guarantees that the whole lower and upper left hulls are computed.

As a consequence, (1) and (2) provide a simple way to compute the left hull of
the lower and upper domains. In the following sections, we show how to translate
(1) and (2) first into a forward algorithm and then into a backward algorithm,
based on (3).

3.1 A Forward Approach

We first propose a forward algorithm that computes Lk, Uk and vk with increas-
ing k, starting from L0, U0 and v0. This algorithm is called smartCH, because
it is on-line and runs in O(1) per vertex and is thus optimal (see algorithm 1).

It is a rather straightforward translation of (1) and (2). There is a difference
though: we add an extra constraint, which modifies the stopping criterion. Al-
gorithm smartCH takes as input not only the slope a/b and the intercept μ
of a DSL, but also the length l of the subsegment Σ′ starting from (0, 0). If
b is minimal for Σ′ or, which is equivalent, if l # b, the algorithm iteratively
computes Lk, Uk, and vk from Lk−1, Uk−1 and vk−1 until r(vk) = 0. Otherwise,
the algorithm stops as soon as it detects that a new lower or upper leaning point
would lie outside Σ′ (lines 3 and 7 of algorithm 2). In this case, we correct the
last ray casting in order to get the last leaning point (lines 14 and 17) or the
last direction vector of Σ′ (lines 9 to 11 and 18 to 19 of algorithm 2). The com-
ponents of the last direction vector gives the rational slope whose denominator
is bounded by l and that best approximates a/b. This final step is computed in
O(1) instead of the O(log(l)) steps required to compute the critical supporting
lines of the lower and upper convex hulls as proposed in [6].

3.2 A Backward Approach

If all partial quotients are known, by using (1) and (2), it is obviously possible
to compute Uk, Lk, and vk with decreasing k from a given step n ≥ 1. In this
section, we show that these partial quotients can be computed from the positions
of Un, Ln and vn.

As seen in section 2.2, ray casting can be reversed under some conditions.
These conditions are actually fulfilled in our framework:
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Algorithm 1. smartCH(a, b, μ, l)
Input: a, b, μ, l
Output: V , LHull and UHull, lower and upper left hull
// initialisation
stop := FALSE ;1
U := (0,0) ; add U to UHull ;2
L := (0,1) ; add L to LHull ;3

V := (1,0) +
[
μ−a
−b

]
(0,1) ;4

// main loop
while r(vk) �= 0 and not stop do5

if r(vk) > 0 then6
stop := nextVertex(a, b, μ, l, L, U, V, LHull, [.], �.�) ;7

if r(vk) < 0 then8
stop := nextVertex(a, b, μ, l, U, L, V, UHull, �.�, [.]) ;9

Algorithm 2. nextVertex(a, b, μ, l, X, Y, V, XHull, floor1, floor2)
Input: a, b, μ, l, X, Y, V, XHull, floor1, floor2
Output: X, V, XHull
q := floor1

(
μ−r(X)
r(V )

)
; // first ray casting1

X := X + q V ;2
if (p(X) ≤ l) then3

add X to XHull ;4

q := floor2
(

μ−(r(Y )+r(V ))
(r(X)−r(Y ))

)
; // second ray casting5

V := V + q (X - Y) ;6
if (p(Y ) + p(V ) ≤ l) then return TRUE ;7
else8

V := V - q (X - Y) ;9

q :=
[
l−(p(Y )+p(V ))

p(X)−p(Y )

]
;10

if q > 0 then V := V + q (X - Y) ;11
return FALSE ;12

else13
X := X - q V ;14

q :=
[
l−p(X)
p(V )

]
;15

if q > 0 then16
X := X + q V ; add X to XHull ;17

q :=
[
l−(p(Y )+p(V ))

p(X)−p(Y )

]
;18

if q > 0 then V := V + q (X - Y) ;19
return FALSE ;20
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Theorem 2. For each 0 ≤ k ≤ n, the positions of Lk, Uk, vk are ordered as
follows:

∀0 ≤ k < n,

{
p(vk) < p(Lk+1), if r(vk) > 0
p(vk) < p(Uk+1), if r(vk) < 0.

(9)

∀0 ≤ k ≤ n, p(Lk) < p(vk) and p(Uk) < p(vk). (10)

Inequalities (9) are obvious and provide the necessary and sufficient condition
to reverse the second ray casting (lines 5-6 of algorithm 2). Indeed, (3) requires
that

p(Y ) + p(V ) < p(X − Y )⇔ p(V ) < p(X)

and according to the notation used in algorithm 2, X = Lk+1 if V = vk has a
positive remainder, but X = Uk+1 otherwise.

Inequalities (10) provide the necessary and sufficient condition to reverse the
first ray casting (lines 1-2 of algorithm 2). Indeed, (3) requires that p(X) < p(V )
and according to the notation used in algorithm 2, X = Lk if V = vk has a
positive remainder, but X = Uk otherwise.

To complete the proof of theorem 2, we prove (10) by induction.

Proof (of (10)). Base case: Since p(v0) = 1 while p(L0) = p(U0) = 0, (10) is
obviously true for k = 0.

Induction step: Let us assume that p(Lk−1) < p(vk−1) and that p(Uk−1) <
p(vk−1) for some k between 1 and n. Let us assume that r(vk−1) > 0, the other
case being symmetric. By (2), it is easy to see that p(vk) ≥ p(vk−1)+p(Lk−Uk).
Since Uk = Uk−1 and p(vk−1) − p(Uk−1) > 0 due to the induction hypothesis,
we have p(vk) > p(Lk). Since p(Lk) > p(Uk), we obviously have also p(vk) >
p(vk−1) > p(Uk−1) = p(Uk). 
�

Theorem 2 and (3) lead to a new set of recurrence relations, which is dual to
(1) and (2):

∀k ≤ n,
p(Uk) �= p(Lk)

if p(Lk) < p(Uk),

⎧⎪⎪⎨⎪⎪⎩
Lk−1 = Lk +

[
p(Lk)

p(vk−1)

]
vk−1

Uk−1 = Uk

vk−1 = vk +
⌊

p(vk)−p(Uk)
p(Uk)−p(Lk)

⌋
(Lk − Uk)

if p(Lk) > p(Uk),

⎧⎪⎪⎨⎪⎪⎩
Lk−1 = Lk

Uk−1 = Uk +
[

p(Uk)
p(vk−1)

]
vk−1

vk−1 = vk +
⌊

p(vk)−p(Lk)
p(Uk)−p(Lk)

⌋
(Uk − Lk)

(11)
This set of recurrence relations has properties similar to (2) and straight-

forwardly leads to a backward algorithm, called reversedSmartCH, which is
on-line and runs in O(1) per vertex. As done with smartCH, we can add a length
constraint to stop the algorithm sooner and solve the subsegment problem. We
do not provide more details due to lack of space. However, we compare below
our implementation of smartCH and reversedSmartCH to the algorithms
whose implementation is available in DGtal [1].
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3.3 Experiments

We generate random DSSs, starting from (0, 0), whose slope a/b has a continued
fraction expansion of constant depth n equal to 15.3 For each DSS, we consider
one of its left subsegment starting from (0, 0). Its length l is determined by the
denominator of the k-th convergent of the bounding DSS slope, so that the sub-
segment slope of minimal denominator has a continued fraction expansion of
depth n′ equal to k. In fig. 4, we plot the running times (in seconds) of 100.000
calls of several algorithms against parameter k, which is ranging from 1 to 14. As
expected in tab. 1, we observe that the running time of the forward methods (a)
is linear in n′ (and thus logarithmic in l), whereas the running time of the back-
ward methods (b) is linear in n−n′ (and thus logarithmic in b− l). Our generic
implementation of smartCH outperforms [6], smartDSS [12] and is comparable
to [17]. Moreover, our implementation of reversedSmartCH outperforms re-
versedSmartDSS [12], which is much more space consuming because continued
fraction expansions of all DSS slopes are stored in a shared data structure that
grows at each call.
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Fig. 4. We plot the running times of the algorithms whose implementation is available
in DGtal [1], i.e. [6,12,17], against parameter k, which is equal to the depth of the
subsegment slope

4 Conclusion

In this paper, we propose a simple arithmetical characterization of the convex
hull of DSSs, which gives new insights into the combinatorial structure of DSSs
of arbitrary intercept and length. This characterization and its dual, lead to
two on-line algorithms that computes the left hull of a given DSS. The first
one, called smartCH, returns vertices of decreasing remainders, but increasing
positions, while the second one, called reversedSmartCH, returns vertices of
3 Note that the depth is set to 15 and all partial quotients are randomly chosen in
{1, . . . , 4} so that numerators and denominators are not greater than 231 − 1.
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increasing remainders, but decreasing positions. They both run in constant space
and constant time per vertex. They also provide a logarithmic-time and efficient
solution to the subsegment problem.
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Abstract. In many geometry processing applications, the estimation
of differential geometric quantities such as curvature or normal vector
field is an essential step. Focusing on multigrid convergent estimators,
most of them require a user specified parameter to define the scale at
which the analysis is performed (size of a convolution kernel, size of local
patches for polynomial fitting, etc). In a previous work, we have proposed
a new class of estimators on digital shape boundaries based on Integral
Invariants. In this paper, we propose new variants of these estimators
which are parameter-free and ensure multigrid convergence in 2D. As
far as we know, these are the first parameter-free multigrid convergent
curvature estimators.

Keywords: Curvature estimation, multigrid convergence, integral in-
variants, digital straight segments, parameter-free estimators.

1 Introduction

Estimating differential quantities like curvatures on discrete data is a tricky task
and generally relies on some user supervision to specify some computation win-
dow. Indeed, the user has to balance between a small window which preserves
most likely sharp features and a big window which offer a better accuracy in
flatter smooth zones. Even worse, there may not exist a window size that is
appropriate to the whole data. For digital data, another fundamental issue is
related to the multigrid convergence property of geometric estimators: this prop-
erty holds whenever the geometric estimation on a digitized shape is more and
more accurate as the digitization step gets finer and finer. It is clear that a
user supervision cannot be considered when multigrid convergence is involved.
The question is then: can we design parameter-free curvature(s) estimator on
digital data ? Furthermore, can this estimator be adaptive to the local data
characteristics ?

For 2D digital curves, tangent estimation from maximal digital straight seg-
ments answers these two questions in a nice way. Indeed, it requires no parameter
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and is proven to be multigrid convergent [7,13]. For curvature estimation, the dig-
itization grid step h is required to get the scale of the shape but is not compulsory
to get relative estimations. Two accurate curvature estimators are parameter-
free and adaptive: one based on maximal digital circular arcs (MDCA) [12], one
based on squared curvature minimization [5]. However, their convergence is not
proven. To get convergence, authors generally define the computation window
as a function of h. Binomial or Gaussian convolution estimators [8,4] use some

1/hα window size, digital integral invariants [2] use some h
1
3 radius size. The

polynomial fitting of [11] also requires a thickness parameter. For 3D digital sur-
faces, the only multigrid convergent estimator of the curvature tensor that we
are aware of is the digital integral invariant (II for short) of [2,3]; it relies on a

h
1
3 radius size.
This paper proposes a theoretically sound method to get rid of user specified

parameters. The idea is to use length properties of maximal segments as functions
of h in order to determine automatically a correct computation window. We
show how this approach can set automatically the digital radius size required for
the multigrid convergence of the II curvature estimator, without any knowledge
of the grid step h. By this way, we obtain the first parameter-free multigrid
convergent curvature estimator for 2D contours. This approach is also extensible
to 3D by a careful use of axis-aligned slices in the shape. Although we have hints
of multigrid convergence, still some work is required to prove it fully.

2 Preliminaries

We denote by Z any subset of Z2 (or Z3, depending on the context). In dimension
2, Bd(Z) denotes the topological boundary of Z, seen as a cellular cartesian
complex. It is thus composed of 0− and 1−cells (resp. pointels and linels). By
convention, we decide to map pointels coordinates to Z2.

Definition 1 (Standard Line and Digital Straight Segment). The set
of points (x, y) ∈ Z2 satisfying μ ≤ ax − by < μ + |a| + |b|, with a, b and μ
integer numbers, is called the standard digital line with slope a/b and shift μ.
Any connected subset of pixels of a standard digital line is a digital straight
segment (DSS for short).

Definition 2 (Maximal Segment and Maximal Segment Pencil [7]). A
sequence of pointels {pi, . . . , pj} ⊂ Bd(Z) is a maximal segment iff {pi, . . . , pj}
is a DSS which cannot be extended neither to its front nor to its back while still
being a DSS. At a given pointel p ∈ Bd(Z), the pencil of maximal segment at p
is the set of maximal segments on Bd(Z) containing p.

In the multigrid convergence framework, digital objects Z are given by the dig-
itization of a continuous object for a given scale factor h. More formally, given
a family of Euclidean shapes X, we denote by Dh(X) the Gauss digitization of
X ∈ X in a d−dimensional grid of grid step h, i.e.

Dh(X)
def
=

(
1

h
·X
)
∩ Zd (1)
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Fig. 1. Integral invariant computation (left) and notations (right) in dimension 2

Similarly to [3] we denote ∂hX the h−boundary of X , i.e. a d − 1-dimensional
subset of Rd corresponding to the geometrical embedding of the boundary of the
Gauss digitization of X at grid step h. In our multigrid convergence framework,
quantities are estimated on ∂hX and then compared to associated expected
values on ∂X (see Fig. 1). Note that a discrete/combinatorial view of ∂hX is
given by Bd(Z) with Z = Dh(X). In many situations, maximal segments and
maximal segment pencils play a very important role in multigrid digital contour
geometry processing [6,13]. For the purpose of this paper, let us focus on the
asymptotic properties of lengths of maximal segment:

Lemma 1 (Asymptotic Laws of Maximal Segments [6,13]). Let X be
some convex shape of R2, with at least C3-boundary and bounded curvature. The
discrete length of maximal segments in Bd(Z) for Z = Dh(X) follows:

– the shortest is lower bounded by Ω(h− 1
3 );

– the longest is upper bounded by O(h− 1
2 );

– their average length, denoted LD(Z), is such that:

Θ(h− 1
3 ) ≤ LD(Z) ≤ Θ(h− 1

3 log

(
1

h

)
) . (2)

In [2,3], we have proposed convergent curvature estimators based on Integral
Invariants [10,9]. For short, the idea is to move a geometrical kernel (ball with
radius R) at each surface point and to compute integrals on the intersection be-
tween the ball and the digital shape. In dimension 2, the estimator κ̂R(Z, x̂, h) is
defined as a function of the number of grid points in (h ·Z)∩BR(x̂), BR(x̂) being
the ball with radius R centered at x̂. In dimension 3, mean curvature estimation
can be obtained from the number of points in (h ·Z)∩BR(x̂). Instead of simply
estimating the measure (volume) of X ∩BR(x) by discrete summation, we esti-
mate in 3D the covariance matrix of (h ·Z)∩BR(x̂). Its eigenvalues/eigenvectors
give us quantitative and directional information from which we can design esti-
mators κ̂1

R(Z, x̂, h) and κ̂2
R(Z, x̂, h) of principal curvatures κ

1 and κ2 for x ∈ ∂X .
Their multigrid convergence properties are summed up below.

Theorem 1 (Uniform multigrid convergence of κ̂R, κ̂
1
R, and κ̂2

R [2,3]).
Let X be some convex shape in R2 or R3, with at least C3-boundary and bounded
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curvature. Then, there exist positive constants h0, k and K, for any h ≤ h0,
setting R = kh

1
3 , we have: ∀x ∈ ∂X, ∀x̂ ∈ ∂hX, ‖x̂− x‖∞ ≤ h,

|κ̂R(Dh(X), x̂, h)− κ(X, x)| ≤ Kh
1
3 (3)

and more specifically for X in R3, ∀i ∈ {1, 2}:

|κ̂i
R(Dh(X), x̂, h)− κi(X, x)| ≤ Kh

1
3 (4)

A key point in Theorem 1 is that the radius R of the ball has to be in Θ(h
1
3 ) to

get the convergence result. In the following, we use geometrical characteristics
of Bd(Z) (its maximal segment length distribution) to automatically select the
appropriate local or global radius R while keeping the multigrid convergence
property.

3 Multigrid Convergence of 2D Parameter-Free
Curvature

Let us first define our new curvature estimator on digital objects Z ⊂ Z2:

Definition 3. Given Z ⊂ Z2, the parameter-free digital curvature estimator κ̂∗

at a pointel p ∈ Bd(Z) is defined as:

κ̂∗(Z, p)
def
=

3π

2ρ(Z)
− 3A(Z, p)

ρ(Z)
3 (5)

where ρ(Z) = L2
D(Z) and A(Z, p) = Card(Bρ(Z)(p) ∩ Z).

To rephrase the definition, we first compute the average discrete length of all
maximal segments of Bd(Z). Then the symbol ρ is the square of this length. The
estimation κ̂∗(Z, p) is a function of the number of digital points in Z intersected
with the ball of radius ρ centered at p. In the following, we fill the gap between the
parameter-free estimator κ̂∗ and 2D II curvature estimator as described in [2,3].

First of all, the multigrid convergence framework implies we have a scale factor
h between maximal segment lengths on Bd(Z) and distances in the Euclidean
space on which ∂hX is defined. Hence, for Z = Dh(X), inserting ρ(Z) = L2

D(Z)
into Lemma 1 implies

Θ(h
1
3 ) ≤ hρ(Z) ≤ Θ(h

1
3 log2(

1

h
)) . (6)

In [2,3], we have define a 2D II digital curvature estimator κ̂R that depends
on a ball radius R. Its multigrid convergence is guaranteed whenever the radius
is in Θ(h

1
3 ). The quantity ρ(Z) relies only on the digital contour geometry of Z.

Except for the log2(·) term, hρ(Z) is thus an excellent candidate for parameter

R, since it follows approximately Θ(h
1
3 ), to design a parameter free curvature

estimator.
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Theorem 2 (Uniform convergence of curvature estimator κ̂∗). Let X be
some convex shape of R2, with at least C3-boundary and bounded curvature. Let
Z = Dh(X). Then, there exist a positive constant h0, for any 0 < h ≤ h0, we
have, ∀x ∈ ∂X and ∀p ∈ Bd(Z)

‖hp− x‖∞ ≤ h⇒
∣∣∣∣ 1hκ̂∗(Z, p)− κ(X, x)

∣∣∣∣ ≤ O(h
1
3 log2(

1

h
)) . (7)

Note that p ∈ Bd(Z) implies hp ∈ ∂hX . The parameter-free curvature is rescaled
by h in order to compare comparable shapes.

Proof. First, we expand 1
h κ̂

∗(Z, p) as

1

h
κ̂∗(Z, p) =

3π

2hρ(Z)
− 3A(Z, p)

hρ(Z)
3 =

3π

2hρ(Z)
−

3 Card(Bρ(Z)(p) ∩ Dh(X))

hρ(Z)
3

=
3π

2hρ(Z)
−

3 Card(B(hρ(Z))/h(
1
h · (hp)) ∩ Dh(X), h)

hρ(Z)
3

= κ̂R(Dh(X), x̂, h) (with R
def
= hρ(Z) and x̂

def
= hp and [2]) .

It suffices now to bound |κ̂R(Dh(X), x̂, h) − κ(X, x)| according to the asymp-

totic behavior of R
def
= hρ(Z). According to Eq.(6), R is contained between two

bounds:
If R = Θ(h

1
3 ), we are in the hypothesis of Theorem 2, so the error term is in

O(h
1
3 ).

If R = Θ(h
1
3 log2( 1h)), we expand the error term in Theorem 2 using Eq. (18)

of [2] (with α′ = 1 and β = 1 in general case):

|κ̂R(Dh(X), x̂, h)− κ(X, x)|

≤ O(hρ(Z)) +O

(
h

(hρ(Z))2

)
+O

(
h

(hρ(Z))2

)
(1 +O((hρ(Z))2) +O(h))

(8)

≤ O(h
1
3 log2(

1

h
)) +O

(
h

1
3

log4( 1h )

)
+O(h) +O

(
h

4
3

log4( 1h)

)
(9)

O(h
1
3 log2( 1h)) is the dominant error term in the latter expression. Gathering the

two cases and recalling that 1
h κ̂

∗(Z, p) = κ̂R(Dh(X), x̂, h), we conclude that the

error in Eq.(7) is exactly O(h
1
3 log2( 1h)). �

The previous curvature estimator is thus convergent. It requires the scale
parameter h only to determine the unity used for measuring curvatures. But all
curvatures are correct relatively. A possible drawback of the previous estimator
is that the ball radius is not adaptive to shape features (for instance sharp
features). Instead of using the same ball radius for the whole shape, we can use
the maximal segment pencil at each pointel to detect a local size for the radius.
We will denote by ρ(Z, p) the square of average length of the maximal segment
pencil at pointel p.
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Definition 4. Given Z ⊂ Z2, the local parameter-free curvature estimator κ̂∗
l

at a pointel p ∈ Bd(Z) is given by:

κ̂∗
l (Z, p)

def
=

3π

2ρ(Z, p)
− 3A′(Z, p)

ρ(Z, p)
3 (10)

where A′(Z, p) = Card(Bρ(Z,p)(p) ∩ Z).

In this local version, some maximal segments may have a too long length which
prevents us to have multigrid convergence proof. Indeed, if, in the maximal
segment pencil, lengths are in the global range of Eq. (2), good multigrid behavior
of this local estimator can be expected. Issues arise for maximal segments with
longest length in O(h− 1

2 ) in Lemma 1. In this pathological case, no convergence
can be expected. In Sect. 5, we experimentally show very good convergence
properties on this estimator.

4 3D Parameter-Free Curvature Tensor Estimators

In this section, we present parameter-free curvature tensor estimators in 3D. To
sum up, we use the lengths of maximal segments in object slices to automatically
set the integral invariant radius parameter. Let us first start with a proposition
on smooth manifolds. Let X be any object in R3 with C2-smooth boundary
∂X whose absolute principal curvatures are bounded by some constant K. The
normal to ∂X at x is denoted by n(x). The principal curvatures at x are denoted
by κ1(x) and κ2(x).

Proposition 1. For any x ∈ ∂X, let πe(x) be the plane containing x and or-
thogonal to vector e ∈ {x,y, z}. Let ∂Xe(x) be the set that is the intersection
X ∩πe(x). Then at least two of the sets ∂Xx(x), ∂Xy(x) and ∂Xz(x) are locally
curves whose curvatures are bounded by

√
2K in absolute value.

The proof is available in Appendix A.1. The radius ρ′(Z) of integral invariant
computation will be defined as the square of some average of lengths of maximal
segments for a digital object Z in Z3, a more formal definition will be given just
after. We may define now our parameter-free curvature estimators in 3D:

Definition 5. Given Z ⊂ Z3, the parameter-free mean curvature estimator Ĥ∗

at a pointel p ∈ Bd(Z) is defined as:

Ĥ∗(Z, p)
def
=

8

3ρ′(Z)
−

4Vρ′(Z)(Z, p)

πρ′(Z)4
, (11)

where Vρ′(Z)(Z, p) = Card(Bρ′(Z)(p) ∩ Z).

As discussed in [9,3], directional curvature information and thus curvature
tensor can be estimated from the eigenvalues of the covariance matrix1 of
Card(Bρ′(Z)(p) ∩ Z).

1 The covariance matrix of Y ⊂ R3 is defined by J(Y )
def
=

∫
Y
(p−Y )(p−Y )Tdp where

Ȳ is the centroid of Y .
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Definition 6. Let Z be a digital shape in Z3, we define the parameter-free prin-
cipal curvature estimators κ̂1∗ and κ̂2∗ of Z at point p ∈ Bd(Z) as

κ̂1∗(Z, p) =
6(λ̂2 − 3λ̂1)

πρ′(Z)
6 +

8

5ρ′(Z)
, κ̂2∗(Z, p) =

6(λ̂1 − 3λ̂2)

πρ′(Z)
6 +

8

5ρ′(Z)
, (12)

where λ̂1 and λ̂2 are the two greatest eigenvalues of the covariance matrix of
Bρ′(Z)(p) ∩ Z.

Let us now precise what is the ρ′(Z) parameter. We provide one global definition
ρ′(Z) and one local definition ρ′(Z, p) for p ∈ Bd(Z):

Definition 7. Given a digital object Z, each surfel p ∈ Bd(Z) is orthogonal
to two slices πe1(p) and πe2(p). For each slice πei(p) ∩ Z, the pencil of maximal
segments covering p determines a set of integers li(p), formed by the lengths of
these maximal segments. Finally, we number by M(p) the slice containing the
longest maximal segment (i.e. the slice i whose set li(p) contains the biggest
integer). Then, we define

– ρ′(Z) is the square of the average of maximal segment lengths for all slices
πei(p) ∩ Z of Z;

– ρ′(Z, p) is the square of the average value of lM(p)(p).

As in 2D, some pathological cases may appear leading to the fact that hρ′(Z, p) ∈
Θ(1). In which case, nothing could be expected in terms of multigrid convergence.
Again, experimental analysis shows that this bad behavior is not observed. Un-
like the 2D case, we do not have a complete knowledge about the multigrid
behavior of hρ′(Z). Let use first express it as a conjecture.

Conjecture 1. Let X be some convex shape of R3, with C3-boundary and

bounded curvature. Let Z
def
= Dh(X), then there exists a positive constant h0,

∀0 < h ≤ h0, Θ(h
1
3 ) ≤ hρ′(Z) ≤ Θ(h

1
3 log2(

1

h
)) . (13)

The rationale behind this conjecture can be sketched as follows. Slicing the
objects in all directions, from Proposition 1, we know that at least two third of
the slices define convex curves with bounded local curvature information. Since
two slices go through one surfel, at least one slice per surfel provides a convex
curve with bounded curvature. We thus expect that the lengths of more than
half of the maximal segments follow Eq.(13) bounds. Hence, computing the mean
of all these lengths provides a stable and consistent quantity which would also
follow Eq. (13). In Sect 5, we provide a complete experimental evaluation which
supports this conjecture. Assuming Conjecture 1, we can prove the two following
observations:

Observation 1 (Uniform convergence of Ĥ∗.). Let X be some convex shape

of R3, with at least C3-boundary and bounded curvature. Let Z
def
= Dh(X), then
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there exists a positive constant h0, for any 0 < h ≤ h0, we have ∀x ∈ ∂X and
∀p ∈ Bd(Z),

‖hp− x‖∞ ≤ h⇒
∣∣∣∣1hĤ∗(Z, p)−H(X, x)

∣∣∣∣ ≤ O(h
1
3 log2(

1

h
)). (14)

Assuming Conjecture 1, the proof is similar to the proof of Theorem 2.

Observation 2 (Uniform convergence of κ̂1∗ and κ̂2∗). Let X be some
convex shape of R3, with at least C3-boundary and bounded curvature. For i ∈
{1, 2}, recall that κi(X, x) is the i-th principal curvature of ∂X at boundary point

x. Let Z
def
= Dh(X), then, there exists a positive constant h0, for any 0 < h ≤ h0,

we have ∀x ∈ ∂X and ∀p ∈ Bd(Z),

‖hp− x‖∞ ≤ h⇒
∣∣∣∣ 1hκ̂i∗(Z, p)− κi(X, x)

∣∣∣∣ ≤ O(h
1
3 log2(

1

h
)). (15)

Proof is available in Appendix A.2.

5 Experimental Evaluation

We present an experimental evaluation of our parameter-free curvature estima-
tors described before, in 2D and 3D (mean and principal curvatures). All these
estimators are implemented in the open-source C++ library DGtal [1]. DGtal
provides us a way to construct parametric and implicit 2D and 3D shapes for
a given grid step h. Furthermore, DGtal holds a collection of estimators and
several tools to facilitate the comparison between estimators. In dimension 2, we
compare our estimators with a parameter-free curvature estimator called Most-
centered Digital Circular Arc curvature estimator (MDCA) [12], which gives
good results but whose multigrid convergence — although observed — is un-
fortunately not proven. In dimension 3, there is no parameter-free estimator
which provides some multigrid convergence. Therefore, considering an implicit
or parametric shape on which the exact curvature is known, we present two dif-
ferent global curvature error measurement for a shape at a given grid step h: the
l∞ norm measures the average of the absolute error between estimated and true
curvature (it corresponds to the uniform convergence in previous theorems), and
the l2 norm is the square root of the average of squared errors (it better reflects
an average behavior of the estimator).

As described in Sect. 3, we build our estimators by moving a geometrical
kernel (an Euclidean ball in dD) of radius hρ in 2D and hρ′ in 3D, and centering
it on each surface elements (surfels). The volume or the covariance matrix of the
intersection of the kernel and the digital object is then estimated by simple pixel
or voxel enumeration. Since the radius of the kernel is hρ or hρ′, we first need
to estimate them.

In Fig. 2, we study hρ′. We see that experimentally it follows the expected
asymptotic behavior of Conjecture 1, i.e. they are bounded between Θ(h

1
3 ) and

Θ(h
1
3 log2( 1h)). Hence, they define a consistent kernel radius for curvature esti-

mators. In Fig. 3 we present asymptotic error measurements for the proposed
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Fig. 2. Clustering of squared length statistics usingK−means mapped to “flower” con-
tour points (left). Comparison of asymptotic behavior (in log-space) of hρ′(Z) (center)
and mapping of length of hρ′(Z, p) on an ellipsoid (right).

parameter-free curvature estimators κ̂∗ and κ̂∗
l . These graphs also display error

measurements for MDCA [12] and our former non parameter-free version of this
estimator κ̂R (setting R = kh1/3 for some constant k) [2]. We observe that all

estimators are convergent with convergence speed at least in O(h
1
3 ) except for

the local parameter-free estimator on the multigrid ellipse.
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Fig. 3. Comparison in log-space of l∞ curvature error on multigrid ellipses (left) and
flowers (right)

In Fig. 4, we present an experimental evaluation of local estimator κ̂∗
l which

adapts the kernel size for each point of the digital contour. The main argument
for this estimator is to offer an adaptive estimation, for instance to better handle
sharp features. As depicted in Fig. 4 for a “flower” shape, we first observe that
the local estimator κ̂∗

l has a similar behavior to the global estimator κ̂∗ for
the l∞ norm. We also note that, thanks to the adaptive nature of κ̂∗

l , the l2
error is lower for κ̂∗

l than κ̂∗. For high resolution objects (i.e. small h), κ̂∗
l is very

time consuming (we need to create a new kernel at each point and we cannot use
differential masks as described in [2]). To speed up its computation, we introduce
K−means variants: we distribute the lengths of maximal segments into K bins
by K-means clustering, in order to have a limited number of kernels. Hence



Parameter-Free and Multigrid Convergent Digital Curvature Estimators 171

10−4 10−3 10−2 10−1 100

h

10−4

10−3

10−2

10−1

l 2
er

ro
r

k̂∗

k̂∗l

k̂∗K=5

k̂∗K=10

k̂∗K=50

k̂R

MDCA

O(h1/3)

(a)

10−4 10−3 10−2 10−1 100

h

10−4

10−3

10−2

10−1

l 2
er

ro
r

k̂∗

k̂∗l

k̂∗K=5

k̂∗K=10

k̂∗K=50

k̂R

MDCA

O(h1/3)

(b)

10−4 10−3 10−2 10−1 100

h

10−3

10−2

10−1

100

101

102

103

104

105

tim
e

(in
s.

)

k̂∗

k̂∗l

k̂∗k=5

k̂∗k=10

k̂∗k=50

(c)

Fig. 4. Comparison in log-space of l2 curvature error on multigrid ellipses (a) and
multigrid flowers (b) with the local κ̂∗

l estimator and with different number of pre-
computed kernels. (c) Computational efficiency of local estimators.

Fig. 5. Curvature scale-space analysis of a flower: x−axis is the curvilinear abscissa,
y−axis is the kernel radius, curvature values are mapped between the blue (lowest
curvature) and the yellow color (highest curvature). In black are drawn the radius
ρ(Z) for global estimator κ̂∗ (first row), radii ρ(Z, p) for local estimator κ̂∗

l (second
row), and radii ρ(Z, p) after K−mean clustering for local estimator κ̂∗

K=5. (last row)
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Ĥ∗
K=50

O(h1/3)

10−2 10−1 100

h

10−3

10−2

10−1

100

l ∞
er

ro
r

k̂1∗

k̂1∗l

k̂1∗K=5

k̂1∗K=10

k̂1∗K=50

O(h1/3)

10−2 10−1 100

h

10−5

10−4

10−3

10−2

10−1

l 2
er

ro
r

k̂1∗

k̂1∗l

k̂1∗K=5

k̂1∗K=10

k̂1∗K=50

O(h1/3)

10−2 10−1 100

h

10−1

100

l ∞
er

ro
r

k̂2∗

k̂2∗l

k̂2∗K=5

k̂2∗K=10

k̂2∗K=50

O(h1/3)

10−2 10−1 100

h

10−4

10−3

10−2

10−1

l 2
er

ro
r

k̂2∗

k̂2∗l

k̂2∗K=5

k̂2∗K=10

k̂2∗K=50

O(h1/3)

Fig. 6. Comparison in log-space of l∞ (first column) and l2 (second column) mean cur-
vature (top), principal curvatures (middle and bottom) errors on a multigrid ellipsoid

mask precomputations are possible. Fig. 2 shows the distribution of K-radii in
2D and 3D. In Fig. 4, we tested curvature estimators based on this clustering
with K ∈ {5, 10, 20}. We first observe very good multigrid accuracy, even for a
small K, w.r.t. κ̂∗

l and κ̂∗. In addition, the timing graphs of Fig. 4−(c) highlight
the interest of considering K−means clustering to get an efficient and accurate
local estimator. To better understand the local and global length properties of
maximal segments, we display on Fig 5 a scale-space view of curvature estimation
on the classical “flower” shape and the ball radii respectively used by κ̂∗, κ̂∗

l

and κ̂∗
K=5.
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Fig. 7. (Left) Mean curvature mapped on “bunny” at different resolution using Ĥ∗
l

(yellow color is the highest curvature, blue the lowest). (Right) First principal direction
on “bunny” using k̂∗

l estimator.

Fig. 6 presents 3D result on parameter-free curvature tensor estimators Ĥ∗

and κ̂i∗. We also observe the expected O(h
1
3 ) convergence speed. Similarly to

2D, local estimators (with or without K-means clustering) on Fig. 6 (second
column) show good multigrid convergence.

6 Conclusion

In this article, we have proposed variants of integral invariant estimator to ob-
tain parameter-free curvature estimators in 2D and 3D. In dimension 2, we have
demonstrated that the parameter-free curvature estimator is also multigrid con-
vergent. As far as we know, this is the first parameter-free curvature estimator
with this multigrid property. In dimension 3, we have defined several parameter-
free curvature tensor estimators with very good multigrid convergence behaviors.
However, convergence proofs rely on an interesting open conjecture on the length
distribution of maximal segment in object slices.
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A Proofs

A.1 Proof of Proposition 1

Proof. Since no ambiguity may arise, we remove (x) from all notations. Please
also consider Fig. 8 for illustrations. First of all, if one of the πx, πy and πz is
the tangent plane at x, then the two other planes are normal planes to ∂X at x
(they contains the normal n). In this case, Euler’s theorem tells that any curve
defined by the intersection of a normal plane and the surface ∂X has a curvature

πy
πy

∂X

x
x

γκ2

γκ1

γ

γ

χ

πn×t

n
t(0)

t(0)

u

x
y

z

Fig. 8. Notations for Proposition 1
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κ equals to κ1 cos
2 θ + κ2 sin

2 θ for some angle θ. It is then immediate that |κ|
lies in-between [min(|κ1|, |κ2|),max(|κ1|, |κ2|)], and is therefore bounded by K
on these two planes.

Otherwise, for each e ∈ {x,y, z}, the set ∂Xe is locally a 3D curve that
crosses x on the surface ∂X . First remark that there is at most one e ∈ {x,y, z}
such that n · e ≥

√
2
2 . Indeed, let n = ax+ by+ cz and for instance n ·x ≥

√
2
2 ,

then b2 + c2 = 1− a2 = 1− (n ·x)2 < 1
2 . Hence both b = n · y and c = n · z are

smaller than
√
2
2 . We only consider a vector e ∈ {x,y, z} such that n · e ≤

√
2
2 .

Let χ be the curve defined by the intersection of ∂X and the plane πn×t

containing n and the tangent t at x of ∂Xe. From Meusnier’s theorem, we have
the following relationship between the curvature of κχ of χ and the curvature
κ of ∂Xe at x: κχ = κ · cosα, α being the angle between planes πe and πn×t.

Since cosα = n · e and
√
2
2 ≤ cosα ≤ 1, we finally have:

|κχ| ≤ |κ| ≤
√
2|κχ|. (16)

Again, since |κχ| lies in-between [min(|κ1|, |κ2|),max(|κ1|, |κ2|)], it is bounded
by K and we have the final result.

A.2 Proof of Uniform Multigrid Convergence of κ̂1∗ and κ̂2∗

Proof. As in 2D, we need to check the convergence of both error bounds of ρ′.
Assuming that Conjecture 1 is true, we have: If hρ′(Z) = Θ(h

1
3 ), we are in the

hypothesis of Theorem 1, the error term is in O(h
1
3 ). If hρ′(Z) = Θ(h

1
3 log2( 1h )),

we can decompose the error term using Equation (28) of [3] (setting μi = 1 in
Eq.(28)):

| 1
h
κ̂1∗(Z)− κ1(X, x)| = |κ̂1

R(Dh(X), x̂, h)− κ1(X, x)|

≤ O(R) +O(
h

R2
) (17)

≤ O(h
1
3 log2(

1

h
)) +O(

h
1
3

log4( 1h)
) (18)

The upper bound error term is O(h
1
3 log2( 1h )). Proof for κ̂2∗ follows simi-

larly. Finally, Θ(h
1
3 ) ≤ hρ′ ≤ Θ(h

1
3 log2( 1h )) implies | 1h κ̂i∗(Z) − κi(X, x)| ≤

O(h
1
3 log2( 1h)). �
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Abstract. This paper deals with the digitization of smooth or regular
curves (beyond algebraic, analytic or locally convex ones). The first part
explains why the Freeman square box quantization is not well-defined for
such curves, and discuss possible workarounds to deal with them. In the
second part, we prove that first-order differential estimators (tangent,
normal, length) based on tangent words are multi-grid convergent, for
any (C1) regular curve, without assuming any form of convexity.

Keywords: Freeman digitization, symbolic coding, cutting sequence,
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1 Freeman Square Box Quantization ...

In his survey paper [5], Freeman defines the square box quantization of tracings
as follows: given a continuous curve γ : [0, 1] → R2 and a (square) grid G, we
associate the (ordered) sequence of pixels that are intersected by γ.

There is a slight ambiguity when the curve crosses the grid since an edge
belongs to two pixels and a vertex belongs to four pixels. Freeman solves this
ambiguity by breaking the rotational symmetry and defines half-open pixels in a
way that the pixels form a partition of the plane R2. The pixel (m,n) is defined
as the set {(x, y) ∈ R2 | (m − 1/2)h < x ≤ (m + 1/2)h and (n − 1/2)h < y ≤
(n+1/2)h} (here, h denotes the mesh of the grid, m and n are integers, Freeman
does not consider any non-integer shift and places (0, 0) at the center of some
pixel). A vertex now belongs to its lower left pixel, a horizontal edge belongs to
its bottom pixel and a vertical edge belongs to its left pixel (see Figure 1).

Fig. 1. Two ambiguous discretizations of curves, solved by redefining pixel shape

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 176–189, 2014.
c© Springer International Publishing Switzerland 2014

http://www.lirmm.fr/~monteil
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Then, noticing that two consecutive pixels in the sequence are “essentially” 1-
connected (they share an edge, unless the curves goes to the bottom left vertex
of a pixel), Freeman codes the sequence of pixels by a word on the alphabet
{0, 1, 2, 3}, depending on whether a pixel is located right, above, left, or below
the previous one. We denote by F (γ,G) the Freeman chain code of the square
box quantization of the curve γ through the grid G (see Figure 2).

h

G

γ

Fig. 2. F (γ,G) = 00000101010101001000

The hypothesis about the regularity of the curve is very weak (the curve is
only assumed to be continuous), and allows a lot of pathological constructions
such as plane filling Peano curves that will prevent Freeman quantization to be
well defined.

There is a huge literature about the estimation of differential operators ap-
plied to a smooth curve through the knowledge of its Freeman discretizations at
arbitrary small scales. Most of the proven methods require, in addition to some
level of regularity (γ should be C2 or C3), the curve to be strictly convex. The
aim of this paper, in the sequel of [11], is to understand Freeman discretization
of smooth or regular curves, beyond convex of analytic ones.

Let I be the unit interval [0, 1]. A curve γ : I → R2 is said to be regular if it
is C1 and if ||γ′(t)|| > 0 for any t ∈ I. It is said to be smooth if it is moreover of
class C∞.

2 ... Is Not Well Defined for Smooth Curves

Another problem appears here, which is not addressed in Freeman’s survey:
the ”sequence” of pixels may not be well defined. Let us construct a typical

example of bad behaviour. The map s =

⎛⎝R→ R

x 	→ 0 if x ≤ 0

x 	→ e−1/x2

otherwise

⎞⎠ is smooth
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and positive on positive numbers. Hence, the bell map defined by b(x) = s(x −
1/3)s(2/3−x) is smooth and positive on (1/3, 2/3). Now let us define recursively
a sequence of maps bn by b0 = b and

bn+1 =

⎛⎜⎜⎝
R→ R

x 	→ bn(3x) if 0 < x < 1/3
x 	→ bn(3(x− 2/3)) if 2/3 < x < 1
x 	→ 0 otherwise

⎞⎟⎟⎠
Let (an) be a sequence of positive numbers such that, for any n and any k ≤ n,

||anb(k)n ||∞ ≤ 2−n. Since the metric space C∞(I,R) endowed with the distance

defined by d(f, g) =
∑

n≥0 2
−min(1,supt∈I |f(n)(t)−g(n)(t)|) is complete, the map

φ =
∑

n≥0 anbn is well defined and smooth. Its zeroes are located on the Cantor
set (see Figure 3).

Fig. 3. The curve defined as the graph of φ

The Freeman digitization of the smooth curve defined by γ(t) = (t, φ(t)) is not
well defined with respect to the unit grid (or any grid containing the horizontal
axis): since the Cantor set has uncountably many connected components, we
created an uncountable sequence of pixels ! But this construction is sensitive to
the choice that Freeman did along the edges. For example, replacing γ = (x, y)
by (x,−y) leads to a single pixel, and it can be opposed that such intersections
with the horizontal edge are irrelevant and could be considered as trivial.

To deal with such an objection, let us assume that vertices and edges do
not belong to any pixel, that is, a pixel is selected only when the curve pass
through its interior. Unfortunately, this is not sufficient to solve our problem: it
is possible to construct an oscillating smooth curve that intersects the interior
of the pixels infinitely many times. For this purpose, let us define the smooth
map ψ =

∑
n≥0(−1)nanbn (see Figure 4).

The Freeman digitization of the smooth curve defined by η(t) = (t, ψ(t)) is not
well defined with respect to the unit grid (or any grid containing the horizontal
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Fig. 4. The curve defined as the graph of ψ

axis): η passes through the interior of different pixels infinitely many times, and
no two of them are consecutive (letting the chain coding from the sequence of
pixels hard to define)!

Hence, we have a serious problem with the coding of smooth curves that
cannot be fixed with a convention on choosing how to code a curve that crosses
the vertex of the grid or turns around along an edge. Let us discuss some possible
workarounds, leading to different research directions.

3 Some Workarounds

3.1 Restrict

A first possibility to deal with such situations is to forbid them. For example, in
[6], the authors impose that the curve “passes only once between two neighboring
nodes of the grid”. Such a condition impacts both the curve and the grid.

Another possibility is to restrict to a class of curves that can not present such
oscillations. This is the case for analytic curves. A curve γ = (x, y) : [0, 1]→ R2

is said to be analytic if on a neighbourhood of any time t0 ∈ [0, 1], its coordinates
x(t) and y(t) can be written as

∑
n≥0 an(t− t0)

n. If such an analytic curve meets
an (say) horizontal edge infinitely many times, then x(t) takes the same value
for infinitely many t ∈ [0, 1]: such an accumulation forces x(t) to be constant
and the curve is a horizontal straight line.

A similar representation of curves by words was introduced by dynamicists
and are called cutting sequences. They have been introduced by Hadamard [7],
and are used in the symbolic coding of geodesics in hyperbolic or (piecewise)
euclidean spaces. It should be noticed that the problems we encountered are
avoided for a similar reason: geodesics are locally straight (while their long-range
behaviour may be intricate).
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3.2 Extend

Conversely, we can face the problem and extend Freeman chain code to gener-
alized sequences indexed by linear orders (instead of sequences on finite linear
orders (words)).

Let us describe the possible orders appearing in a generalized Freeman chain
code. Such orders are countable. Indeed, since we count intersections with inte-
riors of pixels and since the curve is assumed to be continuous, the set of times t
that γ spends in a pixel has non-empty interior. Since the real line is separable,
there are only countably many non-trivial pixel intersections in the sequence.
There are no other obstructions on the order type of the generalized sequence
of pixels.

Theorem 1. Any countable linear order can be obtained from the Freeman
square box quantization of a smooth curve.

Proof. The complement of the Cantor set in I (around which we built the map
ψ) is a disjoint union of open intervals. This countable set (which we denote by
I) inherits from the linear order of I (given two distinct intervals A = (a, b) and
B = (c, d) in I, either a < b < c < d or c < d < a < b). Since it is dense (for any
A < B in I, there exists a C ∈ I such that A < C < B), and has no maximum
nor minimum, it is (order) isomorphic to the chain Q of rationals. The chain of
rationals has the following universal property [2]: any countable linear order is
isomorphic to a subset of the chain of the rationals.

Given a countable linear order L, we can see it as a subset of I. Unfortunately,
it is not sufficient to keep only the bells that are defined on the elements of L.
Indeed, some consecutive elements may appear in L, and the related bells may
not have opposite signs (see Figure 5).

Fig. 5. Two consecutive bells in the same direction select only one pixel

So, we have to ensure local sign alternation for consecutive elements of L. Let
∼ be the binary relation defined on L by A ∼ B if, and only if, the set {X ∈ L |
A ≤ X ≤ B or B ≤ X ≤ A} is finite. This defines an equivalence relation whose
classes are either (order) isomorphic to a finite linear order {0, . . . , n−1}, to the
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chain N of non-negative integers, to the chain Z\N of negative integers, or to the
chain Z of integers, depending on the existence of a minimum or a maximum.
Two consecutive elements of L belong to the same class.

For each class C ⊆ L, we can define an oscillating smooth map χC : I → R

whose graph has a Freeman sequence that is order isomorphic to C. Let us
do it for the most complex case where C is isomorphic to Z. The sequence bn =
(1+n/(1+|n|))/2 is an increasing sequence from Z to I. If (an)n∈Z is a sufficiently
fast decreasing sequence of positive real numbers, the map defined by χC(x) =∑

n∈Z(−1)nans(x− bn)s(bn+1 − x) is convenient (see Figure 6).

Fig. 6. An oscillating smooth map whose Freeman sequence is order-isomorphic to Z

Now, since equivalent classes form intervals in L, the quotient J = L/ ∼
inherits a countable linear order from the one of L. We can see it as a subset
of I. For each element C of J , which is identified with an open interval (a, b)
of I, we can define the smooth map λC by λC(x) = χC((x − a)/(b − a)), which
vanishes out of (a, b), and whose Freeman coding is isomorphic to C.

Again, we can sum the family of maps (λC)C∈J in a way that it converges in
C∞(I,R). We constructed a smooth map I → R whose graph is a curve whose
Freeman sequence is order isomorphic to L. 
�

3.3 Blur

The mesh of the grid somehow corresponds to the scale of precision of the opti-
cal device. But the constructions above play with the sharpness of the interpixel
edges, as if the optical device is infinitely precise there. A possible workaround
is to consider that the optical device does not have an infinite precision between
consecutive cells. This corresponds to thicken the width of both edges and ver-
tices between pixels in the mathematical model (see Figure 7). Hence, a regular



182 T. Monteil

curve can not oscillate between two plain pixels anymore. The blurred edge be-
longs to both pixels nondeterministically: if a regular curve oscillates between a
pixel and a blurred edge, the device may detect it or not, as if the edge belongs
to this plain pixel. If the curve passes from a plain pixel to another plain pixel,
or if the curve threads its way through blurred edges, the device must detect it.
Among all possible outputs, one is a finite word.

Fig. 7. Thicken the interpixel vertices and edges (but keep the long-range information)

Multigrid convergence (corresponding to using better and better optical de-
vices) will therefore have to deal with two parameters (corresponding to the
sources of imprecision) : the mesh of the grid and the width of the blurred in-
terpixel zone. Their ratio may not be constant along the increase of precision,
and depending on the speed in which the width becomes small compared to the
mesh of the grid, some smoothed fractal details (as defined before) may appear
or not.

3.4 Look Almost Everywhere

The set of grids of given mesh h > 0, which are translate to each other, can be
identified with the torus R2/hZ2 of area h2 (corresponding to possible shifts of
the grid). It therefore inherits a natural finite Lebesgue measure.

The aim of this workaround is to prove that bad phenomena are very rare
with respect to this measure.

Theorem 2. Let γ be a regular curve and h be a positive mesh. For almost every
grid G of mesh h, γ does not cross any vertex of G and intersects the edges of
G transversally. For such generic grids G, the Freeman chain code F (γ,G) is a
well defined finite word.

Proof. Since the image of a regular curve has Lebesgue measure zero in R2, and
since the set of grid vertices is countable, we have that for almost every grid G
with mesh h, the curve γ does not hit a vertex of G.
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Sard’s lemma asserts that given a Ck map f : A ⊆ Rm → Rn (for k ≥
max(1,m − n + 1)), the image of critical points f({t ∈ A | rank(Difft(f)) <
n}) has (Lebesgue) measure zero in Rn. Let us apply this lemma to the first
coordinate x : I → R of γ. The set {X ∈ R | (∃t ∈ I)(X = x(t) and x′(t) = 0)}
has Lebesgue measure zero. By countable union, the set {κ ∈ [0, h] | (∃k ∈
Z)(∃t ∈ I)(x(t) = k + κ and x′(t) = 0)} also has measure zero. The same holds
for the second coordinate y, hence the set {(κ, λ) ∈ [0, h]2 | ((∃k ∈ Z)(∃t ∈
I)(x(t) = k + κ and x′(t) = 0)) or (∃t ∈ I)(y(t) = l + λ and y′(t) = 0)) has
measure zero. This set corresponds to the set of grids that are not transversally
intersected by γ.

Now, let G be a generic grid. At each time t when γ intersects G, the inter-
section is transverse: there is an open interval O containing t such that for any
t′ �= t in O, γ(t′) /∈ G. Moreover, γ(O ∩ [0, t)) and γ(O ∩ (t, 1]) are included in
two distinct adjacent connected components of R2 \G (pixel interiors). Since the
set γ−1(G) is a closed subset of the compact interval I and is made of isolated
points, it is finite. Hence, there is a finite set of times ≤ 0 < t0 < · · · < tn ≤ 1
such that for each i, γ(ti) is on the grid and γ((ti−1, ti)) and γ((ti, ti+1)) are
included in two distinct edge-adjacent pixel interiors. 
�

That said, note that the set of grids that are not transversally intersected
by γ may not be countable (an antiderivative f of φ admits uncountably many
singular values, hence the curve defined by γ(t) = (t, f(t)) intersects uncountably
many horizontal lines non-transversally).

With this workaround, by looking modulo almost everywhere, the arbitrary
choices made by Freeman in the boundaries of the pixels become irrelevant.
Hence, we get a more symmetric and intrinsic discretization scheme that does
not have to specify non-canonical choices (since those happen only on a set of
zero measure).

This workaround has another big advantage: the action of SL(2,Z) on R2 that
appears in the continued fractions algorithm is central in the study of discrete
straight segments (and tangent words), and inherent to the lattice structure of
the grid. It sends lines with rational slopes to the vertical and horizontal axes.
So, applying such a map to a well-coded curve that oscillates around a rational
slope may lead to an ill-coded one. By looking almost everywhere, we avoid such
a situation since the set of rational slopes is countable.

This workaround was the one we used in [11] to define tangent words and we
will stick to that framework for the remaining of the paper.

4 First-Order Differential Operators via Tangent Words

Given a regular curve, the limit object we get while zooming into a point is a
straight line. Freeman chain codes of straight segments are known to be exactly
the balanced words. Hence, it seems natural to decompose a discretized curve
into maximal balanced words in order to approach the tangents of the real curve,
a strategy which has been widely studied. But this is not what the multigrid
discretization scheme does: it discretizes a curve, at various scales. Tangent words
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Smooth curve Straight line
zoom in

Discretized curves

discretizations

. . . balanced word

discretization

Tangent word
zoom in

�=

Fig. 8. Not even a noncommutative diagram

are the finite words that appear in the coding of a smooth or regular curve at
arbitrary small scale.

More formally, a finite word u is said to be tangent if there exists a regular
curve γ : [0, 1] → R2 and a sequence of grids (Gn) whose meshes converge to
zero, such that u is a factor of the Freeman chain code F (γ,Gn) of the curve γ
through the grid Gn for any integer n.

Theorem 3. Let γ : [0, 1] → R2 be a regular curve. For any sequence (Gn) of
grids whose meshes converge to zero, the minimal length of a maximal tangent
word in F (γ,Gn) goes to ∞ with n.

Proof. Assume by contradiction that there exists a sequence of grids (Gn) whose
mesh converges to zero such that there exists an integer L such that, for any
N , there exists n ≥ N and a maximal tangent word w(n) in W (n) = F (γ,Gn)
whose length is less than L. Up to taking a subsequence (there are finitely many
words of length ≤ L), we can assume that there exists a finite word w that is a
maximal tangent word of W (n), for any n: w = W (n)in...jn for some indices in,
jn and neither W (n)in−1...jn nor w = W (n)in...jn+1 is tangent (when defined).
Since γ is regular, it is not trivial, hence it has positive length. In particular,
the length |W (n)| of W (n) goes to infinity with n. Hence, for n large enough,
in > 0 or jn < |W (n)| − 1. Up to symmetry and up to taking a subsequence,
we can assume that jn < |W (n)| − 1 for all n. Now, the letter W (n)jn+1 takes
at most four values: one of them, which we call a appears infinitely often: wa is
therefore a tangent word, that extends w in W (n) for infinitely many n, which
contradicts the maximality of w. 
�

The simplicity of this result (a pigeonhole argument) should not be surprising:
the definition of tangents words contains its adaptation to the behaviour of
regular curves. What is lucky is that tangent words have a simple combinatorial
characterization and can be recognized in linear time [11], so they are ready to
serve as drop-in replacement where balanced words are not optimal.

Now, this feature allows us to easily ensure multigrid convergence of first-
order differential operators by replacing decomposition of the curve into maximal
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balanced words by a decomposition into maximal tangent words. Due to a lack
of space, the proofs of the following results are postponed in the appendix.

4.1 Length Estimation

Given a regular curve γ, and a sequence of grids (Gn) whose meshes hn go
to zero, we can estimate its length as follows: for each n, greedily decompose
F (γ,Gn) into maximal (to the left) tangent words F (γ,Gn) = wn

0 . . . wn
kn−1,

and compute the length of the associated polygonal line:

ln = hn

kn−1∑
i=0

√
(|wn

i |0 − |wn
i |2)2 + (|wn

i |1 − |wn
i |3)2

The sequence ln converges to the length of γ when n goes to ∞.

4.2 Tangent Estimation

Let us first recall the definition of the directions of a tangent word u (see the
definition of slope in [8]). If u is a tangent word, there exists a regular curve
γ : I → R2 and a sequence (Gn) of grids whose meshes go to 0 and such that
for all n, u is a factor of F (γ,Gn). In particular, for any integer n, there exist
two sequences (t1n) and (t2n) in I such that u is the Freeman code of γ|]t1n,t2n[ with
respect to the grid Gn. Up to taking a subsequence (the segment I is compact),
we can assume that (t1n) and (t2n) both converge to some t ∈ I: we say that the
direction of γ′(t) is a direction of u. The set of directions of u corresponds to
all possible choices on the curve γ, the sequence of grids (Gn) and sequences of
times (t1n) and (t2n). The set of directions of a tangent words can be computed
from the continued fraction algorithm introduced to recognize it. The set of
directions of a balanced word is a non-trivial interval, while the set of directions
of a non-balanced tangent words is a singleton.

Now, we can obtain a tangent (or normal) estimator as follows: given a pixel
of a discretization of a regular curve γ, we can choose any maximal tangent word
that contains this pixel and take any of its directions as an estimation.

As for length estimation, this leads to uniformly multigrid convergent esti-
mators. Convex combinations of estimations (corresponding to λ-MST [10]) also
work. While existing convergence results for balanced word based estimators
require the curve to be C3 and piecewise strictly convex, the use of maximal
tangent words in place of balanced words only require the curve to be C1 (with
the same algorithms).

4.3 Maximal Symmetric Tangent Words

Feschet and Tougne [4] defined a tangent estimator based on maximal symmetric
balanced words around a given pixel (symmetric in the sense that the position of
the pixel is in the middle of the word). Since, even under very strong hypotheses,
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the length of such words does not converges to∞ around some pixels, [9] proved
that it is not a multigrid convergent tangent estimator.

But, the same argument as in Theorem 3 works for maximal symmetric tan-
gent words: any word w can be extended simultaneously in both directions as
awb for (a, b) ∈ {0, 1, 2, 3}2 in at most 16 ways. Since 16 is a finite number, the
same pigeonhole argument applies. Hence, apart from the ends of the word (a
case which can be dealt with by considering closed curves and circular words,
or by simply looking away from the ends), the length of the smallest maximal
tangent word which is symmetric around any letter converges to ∞ when the
mesh of the grid goes to zero, letting the estimator to be uniformly convergent.

5 Why Does Convexity Matter for Maximal Segment
Based Estimators?

A more detailed description of the tangent convex words was provided in [8]. In
particular, we should notice that any tangent convex word is the concatenation
of two balanced words, which should not impact the estimations so much. In
particular, while the smallest length of maximal balanced words is not the same
as for maximal tangent words, their average lengths are similar.

However, this is not the case for general tangent words, whose minimal fac-
torization into balanced words can have arbitrary many factors, and even linear
with respect to the length of the tangent word (think of the tangent words
(0011)n).

This difference between (piecewise) convex curves and more general smooth
curves is highlighted by this counting argument [12]: the set of tangent convex
words of length n has size Θ(n3), which is the same as for balanced words,
whereas the set of smooth tangent words of length n has exponential size.

Those facts tend to indicate that small oscillations are the main reason for
maximal segment-based estimators not to work for general smooth curves.

Fig. 9. Smallest maximal balanced (red) and tangent (blue) word in the coding of
circles (abscissa=inverse of the mesh, ordinate = length of the word (in a loglog scale))
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6 Conclusion

We tried to explain that the problems arising in the digitization of regular curves
are related to soften fractal oscillations. We saw that the use of tangent words in
place of balanced words has the effect of smoothing those irregularities, especially
around points whose curvature vanishes. They are very natural objects, since
their definition is adapted to the framework of regular (or smooth) curves, and
qualitative convergence properties come for free. Actually, quantitative results
on the speed of convergence can also be proven: if γ : [0, 1]→ R2 is any regular
C2 curve and (Gn) is a sequence of grids whose meshes hn converge to zero,

the minimal length of a maximal tangent word in F (γ,Gn) belongs to Ω(h
− 1

3
n ),

a result which requires much weaker hypotheses than in [1] and [3].
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Math. Pures et Appl. 4, 27–73 (1898)

8. Hoarau, A., Monteil, T.: Persistent patterns in integer discrete circles. In: Gonzalez-
Diaz, R., Jimenez, M.-J., Medrano, B. (eds.) DGCI 2013. LNCS, vol. 7749, pp.
35–46. Springer, Heidelberg (2013)

9. Lachaud, J.-O.: On the convergence of some local geometric estimators on digitized
curves. Research Report, 1347-05 (2005)

10. Lachaud, J.-O., Vialard, A., de Vieilleville, F.: Fast, accurate and convergent tan-
gent estimation on digital contours. Image Vision Comput. 25(10), 1572–1587
(2007)

11. Monteil, T.: Another definition for digital tangents. In: Debled-Rennesson, I.,
Domenjoud, E., Kerautret, B., Even, P. (eds.) DGCI 2011. LNCS, vol. 6607, pp.
95–103. Springer, Heidelberg (2011)

12. Monteil, T.: The complexity of tangent words. In: WORDS. Electronic Proceedings
in Theoretical Computer Science, vol. 63, pp. 152–157 (2011)



188 T. Monteil

7 Appendix: Postponed Proofs

7.1 Length Estimation (Section 4.1)

If w is a finite word over the alphabet {0, 1, 2, 3}, let us denote
||w|| =

√
(|w|0 − |w|2)2 + (|w|1 − |w|3)2.

Since the curve γ is of class C1, it is rectifiable and its length can be approxi-
mated as follows: if ({0 = tn0 ≤ tn1 ≤ · · · ≤ tnkn−1 ≤ tnkn

= 1})n∈N is a sequence of
subdivisions of the unit interval such that limn→∞ max0≤i≤kn−1 |tni+1 − tni | = 0,
then the length of γ is given by

l(γ) = lim
n→∞

kn−1∑
i=0

||γ(tni+1)− γ(tni )||

Given a grid Gn and a decomposition of F (γ,Gn) into maximal tangent words
wn

0 . . . wn
kn−1, each word wn

i corresponds to a sequence sni = (pi,n0 , . . . , pi,n|wn
i |
) of

|wn
i |+ 1 pixels of Gn, where the last pixel of sni is the first pixel of sni+1.
The value

ln = hn

kn−1∑
i=0

||wn
i ||

corresponds to the length of the polygonal line (xn
0 , . . . , x

n
kn
), where xn

i is the

center of the pixel pni := pi−1,n
|wn

i−1|
= pi,n0 .

We can pick, for any i, a time tni ∈ I where γ(tni ) pass through the pixel pni .
Since for any i, ||xn

i − γ(tni )|| ≤ hn, we have∣∣∣∣∣
kn−1∑
i=0

||γ(tni+1)− γ(tni )|| − hn

kn−1∑
i=0

||wn
i ||
∣∣∣∣∣ ≤ 2hnkn

Theorem 3 asserts that the minimum length of the wn
i (for 0 < i < kn − 1)

goes to infinity, hence 2hnkn goes to zero (the error we made in the extremities
of the segments become negligible with respect to their length).

We are almost done, except that max0≤i≤kn−1 |tni+1− tni | does not necessarily
converge to zero when n goes to infinity (some wn

i can be very long compared
to 1/hn). To achieve this, let us decompose the long maximal tangent words
into smaller ones (F (γ,Gn) = w̄n

0 . . . w̄n
k̄n−1

) in a way that their minimal length

(except on the boundaries) still goes to infinity, but such that the maximal value
of hn|w̄n

i | goes to zero. Hence, constructing the t̄ni accordingly, we now have

l(γ) = lim
n→∞

k̄n−1∑
i=0

||γ(t̄ni+1)− γ(t̄ni )|| = lim
n→∞

hn

k̄n−1∑
i=0

||w̄n
i ||

Now, tangent words enjoy some balance property (they stay close to a seg-
ment): if w is a tangent word that is written as a concatenation of words

w = w0 . . . wl−1, then
∣∣∣||w|| −∑l−1

i=0 ||wi||
∣∣∣ ≤ 4l. This concludes the proof since

it implies limn→∞

∣∣∣hn

∑k̄n−1
i=0 ||w̄n

i || − hn

∑kn−1
i=0 ||wn

i ||
∣∣∣ = 0. 
�
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7.2 Tangent Estimation (Section 4.2)

The structure of this proof is similar as above. Let t be a point in I and (Gn)
be a sequence of grids whose meshes go to zero. For any n, let un be a maximal
tangent factor of F (γ,Gn) containing γ(t), in the sense that there exists an
interval Iun ⊆ I containing t such that F (γ�Iun

, Gn) = un.
The first (resp. last) letter of un corresponds to an edge en (resp. e′n) of Gn.

The set D(un) of directions of un is included in the set of directions of vectors
b−a for (a, b) ∈ en×e′n, which we denote by D̄(un). Since γ crosses e and e′, the
mean value theorem implies there exists a point tn in Iun such that the direction
of γ′(tn) belongs to D̄(un).

Theorem 3 asserts that the length of un goes to infinity, hence the distance
between en and e′n goes to infinity and the diameter of D̄(un) converges to zero
(to be precise, we should deal separately with the special case along the axes
where γ oscillates around a set of parallel edges).

Now, as in the previous proof, if the length of un grows too fast, it is possible
that tn does not converge to the point t. Again, we can shorten un to a word
u′
n that still contains t, whose length still goes to infinity, but whose length is

negligible with respect to the inverse of the mesh of Gn. This leads to an interval
Iu′

n
, a point t′n in Iu′

n
and two sets of slopes D(u′

n) and D̄(u′
n) as before, with

the additional property that t′n converges to t. Even if D̄(u′
n) is not necessarily

included in D̄(un), the word u′
n is also tangent and D(u′

n) is included in D(un)
(which is included in D̄(un)). Since the diameter of D̄(un) goes to zero, and con-
tains γ′(t′n) which converges to γ′(t), any choice of direction in D̄(un) converges
to γ′(t). 
�
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Abstract. The standard Hough transform does not provide length and
width of a line-segment detected in an image; it just detects the nor-
mal parameters of the line. We present a novel method for determining
also length and width of a line segment by using the Hough transform.
Our method uses statistical analysis of voting cells around a peak in
the Hough space. In image space, the voting cells and voting values are
analysed. The functional relationship between voting variance and voting
angle is deduced. We approximate this relationship by a quadratic poly-
nomial curve. In Hough space, the statistical variances of columns around
a peak are computed and used to fit a quadratic polynomial function.
The length and width of a line segment are determined simultaneously by
resolving the equations generated by comparing the corresponding coef-
ficients of two functions. We tested and verified the proposed method on
simulated and real-world images. Obtained experimental results demon-
strate the accuracy of our novel method for determining length and width
of detected line segments.

Keywords: Hough transform, length, width, curve fitting.

1 Introduction

Line segments are important when analyzing geometric shapes in images for
machine vision applications; see, for example, [16]. In particular this problem
also involves a need to extract parameters of line segments in images, such as
width and length.

A class of methods for line detection applies least-square fitting; see, for exam-
ple, [15,17,19,22]. These methods are in general sensitive to outliers; they require
that feature points are clustered.

The Hough transform (HT) [1,8,11,23,24] defines an alternative class of meth-
ods. The basic HT does not provide length or width of a detected line segment;
it only provides the two normal parameters d and α of a line; see Eq. (1) below
for those two parameters. This paper contributes to the HT subject.

In principle, the HT is able to detect the length of a line segment. After having
the direction of a set of approximately collinear pixels detected, we can project

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 190–201, 2014.
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the estimated collinear image features on the x- or y-axis in image space; see,
for example, [5,18,25]; the length of the line-segment is then determined as the
Euclidean distance between the estimated two endpoints.

There are also HT methods which use the butterfly distribution in the Hough
space, as identified in [10]. These butterfly-techniques have origins in methods
proposed earlier. Akhtar [2] calculates the length of a detected line segment
based on the spreading of voting cells in a column around the peak. Ioannou [12]
estimates the line-segment length by analyzing the total vote values of cells in
the peak column. In [3,4,13,14], the endpoints are detected by resolving simulta-
neously equations obtained by the first and the last non-zero-value voting cells
in any two columns around the peak; the length is then again calculated as the
Euclidean distance between the estimated two endpoints.

These methods detect the length besides the standard HT output of nor-
mal parameters of a detected line segment. But, they do not contribute to the
calculation of the width of the line segment.

Du et al. [6,7] consider the complete parameter description of a line segment,
defined by direction, length, width, and position. Here, length is obtained by
measuring the vertical width of a butterfly wing. The width of a line segment is
computed by comparing the actual voting value and theoretical voting values in
a specific column. Reliable length and width are obtained using a Mean Square
Error (MSE) estimation by considering multiple columns. This method is af-
fected by image noise. The detection accuracy relies on a very fine quantization
of the Hough space.

This paper proposes an HT method for obtaining the length and width of
a detected line segment. The voting variance is analyzed in image space, and
a 2nd order functional relationship is deduced. In Hough space, the statistical
variances of columns around a peak are computed and used to fit a quadratic
polynomial function. Length and width of a line segment are determined by
resolving the equations generated by comparing the corresponding coefficients
of two functions.

The rest of the paper is organized as follows. Section 2 analysis the voting
variance in image space. Section 3 introduces the voting distribution in Hough
space, and calculates the length and width of a line segment. Section 4 provides
experimental results. Section 5 concludes.

2 Voting Analysis in Image Space

Following [8], the standard Hough transform applies the following equation

d = x · cosα + y · sinα (1)

for representing a straight line by normal parameters α and d. This representa-
tion was introduced in [20] when defining a transformation in continuous space,
today known as the Radon transform; this transform is a generalization of the
Hough transform.
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All pixels on the line-segment in an image vote for all possible cells (αi, dj)
in Hough space. For a pixel, given a voting angle αi ∈ [0, π), the corresponding
dj-value is computed. The cell (αi, dj) is voted for by increasing the voting value
at this cell by 1. Let Hij be the voting value of cell (αi, dj) in Hough space.

For a voting angle αi, the number of voting cells and voting values of each
cell are analyzed first; then we deduce a functional relationship between voting
variance and voting angle.

The actual normal parameters of a line segment are denoted by (α0, d0). Let
L and T denote the length and the width of the line segment. For abbreviation,
let S and C be short for the values of sine and cosine of |αi − α0|, respectively:

S = sin |αi − α0| and C = cos |αi − α0| (2)

2.1 Voting Cells and Voting Values

Regarding a voting angle αi, the number of voting cells is proportional to the
number of parallel bars intersected by the considered line-segment. The voting
value Hij , corresponding to the voting angle αi and the distance dj , is propor-
tional to the length of the bar intersected by the line-segment.

For detecting line segments with different length and width, we consider two
cases for estimating the number of voting cells and voting values.

Fig. 1. The number of voting cells and voting values for |αi − α0| < arctan(T/L) .
Actual parameters are normal parameters d0 and α0, and width T and length L. For
the remaining parameters in the figure see the text for explanations.
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For a voting angle αi, if |αi−α0| < arctan(T/L) then there are T ·C +L ·S
parallel bars crossing the considered line-segment in total. This is illustrated in
Fig. 1. At the middle of the parallel bars, the number of voting cells equals

T · C − L · S (3)

and the voting values are identical. On both outer sides of parallel bars, there
are L ·S voting cells for each side; and the voting values decrease to 0 gradually.

For a voting angle αi, if |αi−α0| > arctan(T/L) then there are L ·S+T ·C
parallel bars crossing the considered line-segment in total. This is illustrated in
Fig. 2. At the middle of the parallel bars, the number of voting cells equals

L · S − T · C (4)

and the voting values are identical. On both outer sides of the parallel bars, there
are T ·C voting cells on each side; and the voting values decrease to 0 gradually.

Fig. 2. The number of voting cells and voting values for |αi − α0| > arctan(T/L) .
See the text for explanations.

2.2 Voting Variances

In both cases for a voting angle αi, we consider the voting cells along the axis
d to be a random variable. The voting values of corresponding cells define a
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probabilistic density function. The voting variance σ2
i , which corresponds to

voting angle αi, is calculated based on the corresponding probabilistic density
function.

For both discussed cases, the voting variance σ2
i is calculated as follows:

σ2
i =

L2 sin2 |αi − α0|+ T 2 cos2 |αi − α0|
12

=
(L2 − T 2) sin2 |αi − α0|+ T 2

12
(5)

We only consider those voting cells around the peak in Hough space. It means
that |αi − α0| is small, and that we can approximate sin |αi − α0| by |αi − α0|.
Thus we have the following:

σ2
i ≈

(L2 − T 2)(αi − α0)
2 + T 2

12

=
(L2 − T 2)(α2

i + α2
0 − 2αiα0) + T 2

12

=
(L2 − T 2)α2

i − 2α0(L
2 − T 2)αi + (L2 − T 2)α2

0 + T 2

12
(6)

This shows that the functional relationship between voting variance σ2 and vot-
ing angle α can be approximated by a 2nd order curve (called f for later reference)
as expressed in Eq. (6).

Fig. 3. Voting distribution in an αi column for one “thick” line segment. Blue gradient
cells illustrate that the voting values decrease gradually on both sides.
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3 Statistical Distribution in Hough Space

For a line segment in an image, all collinear pixels vote for all possible cells in the
Hough space. Due to various uncertainties, the voting in a column is considered
as being a random variable. The voting value at each cell defines a probabilistic
distribution. We compute the statistical variances in columns near the peak and
use them to fit a quadratic polynomial curve, called g for later reference.

After voting, a peak is detected and represented by (αp, dp). This is just a
coarse estimate for the actual normal parameters (α0, d0).

In that αi-column which is close to the peak αp, the middle cells have approx-
imately identical voting values. Those voting values are larger than the voting
values at outer cells. See Fig. 3 for an illustration.

3.1 Statistical Variances

For each column αi in a peak region, the statistical mean mi and statistical
variance σ2

i are computed as follows:

mi =
∑
j∈W

[Hij · dj ]/
∑
j∈W

Hij

σ2
i =
∑
j∈W

[Hij · (dj −mi)
2]/
∑
j∈W

Hij (7)

where W defines the peak region in the Hough space.

3.2 Quadratic Polynomial Curve Fitting

Based on a voting analysis as discussed above, the functional relationship be-
tween statistical variance σ2 and angle α can be approximated by a quadratic
polynomial curve.

We fit a quadratic polynomial curve g to pairs (σ2
i , αi), all calculated in the

peak region. Formally, this is denoted by

g : σ2 = g(α)

� e2α
2 + e1α+ e0 (8)

3.3 Length and Width of Line-Segment

We compute length and width of a detected line segment based on the coefficients
of the fitted function.

Following Eqs. (6) and (8), we obtain the following equational system:

(L2 − T 2)/12 = e2 (9)

−2α0(L
2 − T 2)/12 = e1 (10)

((L2 − T 2)α2
0 + T 2)/12 = e0 (11)
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By solving simultaneously those equations, the length L and width T of the line
segment are as follows:

L =
√
12

√
e2 + e0 −

e21
4e2

(12)

T =
√
12

√
e0 −

e21
4e2

(13)

This defines our novel closed-form solution.

4 Experimental Results

We tested and verified the proposed method for determining the length and
width of a detected line segment. We used a set of simulated image data as well
as real-world images.

Used simulated binary images are of size 200 × 200. Each image contains a
representation of one digitized line-segment as well as background image noise.
A background pixel is called noisy if it is black due to the generated background
noise. For the digitised line segments we have all their parameters available,
including length and width, defining the ground truth. The direction, position,
length, and width of a synthesised line segment are generated randomly in our
test data.

Figure 4 illustrates an example for line segment detection. The length and
width are accurately calculated when applying the proposed method.

Fig. 4. Illustration of an example of our simulated binary images for determining the
length and width for a line-segment with the proposed method. The blue box is drawn
according to calculated length and width of the detected line-segment.
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Fig. 5. Detection errors in the common case. Top: Length. Bottom: Width.

Fig. 6. Detection errors in the coarse-quantization case. Top: Length. Bottom: Width.

Fig. 7. Detection errors in the heavy-noise case. Top: Length. Bottom: Width.
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Our method focuses on the accuracy of length and width calculation for a
single detected line segment. For the accuracy of length and width determination,
three cases have been considered in terms of different quantization steps and
noise scales.

In the common case there are no noisy pixels, and the quantization of the
Hough space equals (Δα,Δd) = (1◦, 1p) (the unit for d is the pixel distance). For
the coarse-quantization case, we set parameter quantization equal to (Δα,Δd) =
(4◦, 4p). For the heavy-noise case, 1,000 noisy pixels are randomly generated in
each of the 200× 200 images used.

We generated 500 synthetic images randomly for each of the three cases and
tested the proposed method. For each of the three cases, 500 resulting detection
errors for length and width are documented by Figs. 5, 6, and 7.

In the common case, the calculated values for length and width are accurate.
The mean errors of length and width are equal to 0.4853 and 0.0781, respectively.
When the Hough space is quantized at (Δα,Δd) = (4◦, 4p), the mean errors
of length and width are equal to 0.5796 and 1.1478, respectively. The length
detection is accurate, while the width detection is sensitive to the quantization
interval Δd. By adding 1,000 noisy pixels, the mean errors of length and width
are equal to 3.0772 and 0.2613, respectively. The calculated width values are still
accurate but length calculation is now effected by the given image noise.

For testing on recorded images, we use image sequences published in Set 5
of EISATS [9]. Images are of size 640× 480. Those image sequences have been
recorded for studying algorithms for vision-based driver assistance, in particular
for algorithms detecting and tracking lane borders. (A review about visual lane
analysis is given in [21]).

Fig. 8. Detection results for lane markers in real-world images. Left: Original images.
Right: Detected lane markers.

Lane-detection results for one image of this data set is shown in Fig. 8. Only
pixels in the lower half of the images are processed by supposing that lane
borders are constrained to this image region. We are able to detect both frontiers
(i.e. left and right border lines) of one lane marker as individual line segments
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Fig. 9. Detection results for a building facade and road images. Left: Original images.
Right: Detected result.

when using the accurate line detector reported in [23]. However, lane-border
detection usually does not require such a fine and accurate line detection; it is
more appropriate to detect one lane marker as a line segment of some width.
This also supports the typically following step of lane-border tracking that only
such line segments are accepted which do have a width within a given interval
estimated for lane markers.

We also test the proposed method on building facade images and road images;
see Fig. 9 for two examples, also showing detected lines. For the building facade
image, all linear features with different length and width are detected. Two wide
roads are detected in the shown aerial road view.

Line-segment features in images have varying lengths and widths. The pro-
posed method calculates the length and width of these linear features using a
Hough transform.

5 Conclusions

This paper proposes a novel method for line-segment length and width calcu-
lation using a Hough transform. We analyse the voting variance. We derive a
functional relationship between the voting variance and the voting angle. This re-
lation is approximated by a 2nd-order function f . Due to quantization errors and
image noise, we consider voting in an α-column as being a random variable, and
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voting values define a probabilistic distribution. We compute the corresponding
statistical variances and use them to fit a quadratic polynomial curve g.

We obtain three equations by comparing the coefficients of functions f and g.
We calculate the length and width of a line segment by solving simultaneously
these three equations. Various simulated and real-world images have been used
for testing the proposed method, and also for illustrating new opportunities
which are not yet available with previously specified line detection algorithms.

Experimental results verify the accuracy and feasibility of the proposed solu-
tion for line-segment length and width detection.

Acknowledgments. The first author thanks Jiangsu Overseas Research &
Training Program for University Prominent Young & Middle-aged Teachers and
Presidents for granting a scholarship to visit and undertake research at The
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2 DISMI, Università di Modena e Reggio Emilia, Italy
claudia.landi@unimore.it

3 ARCES, Università di Bologna, Italy

Abstract. Reeb graphs are combinatorial signatures that capture shape
properties from the perspective of a chosen function. One of the most
important questions is whether Reeb graphs are robust against function
perturbations that may occur because of noise and approximation errors
in the data acquisition process. In this work we tackle the problem of
stability by providing an editing distance between Reeb graphs of ori-
entable surfaces in terms of the cost necessary to transform one graph
into another by edit operations. Our main result is that the editing dis-
tance between two Reeb graphs is upper bounded by the extent of the
difference of the associated functions, measured by the maximum norm.
This yields the stability property under function perturbations.

Keywords: Shape similarity, editing distance, Morse function.

1 Introduction

In shape comparison, a widely used scheme is to measure the dissimilarity be-
tween signatures associated with each shape rather than match shapes directly
[14,12,18].

Reeb graphs are signatures describing shapes from topological and geometrical
perspectives. In this framework, shapes are modeled as spaces X endowed with
scalar functions f . The role of f is to explore geometrical properties of the space
X . The Reeb graph of f : X → R is obtained by shrinking each connected
component of a level set of f to a single point [15].

Reeb graphs have been used as an effective tool for shape analysis and de-
scription tasks since [17,16]. The Reeb graph has a number of characteristics that
make it useful as a search key for 3D objects. First, a Reeb graph always consists
of a one-dimensional graph structure and does not have any higher dimension
components such as the degenerate surface that can occur in a medial axis. Sec-
ond, by defining the function appropriately, it is possible to construct a Reeb
graph that is invariant to translation and rotation, or even more complicated
isometries of the shape.

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 202–213, 2014.
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One of the most important questions is whether Reeb graphs are robust
against perturbations that may occur because of noise and approximation er-
rors in the data acquisition process. Heuristics have been developed so that the
Reeb graph turns out to be resistant to connectivity changes caused by simpli-
fication, subdivision and remesh, and robust against noise and certain changes
due to deformation [10,4].

In this paper we tackle the robustness problem for Reeb graphs from a the-
oretical point of view. The main idea is to generalize to the case of surfaces
the techniques developed in [6] to prove the stability of Reeb graphs of curves
against function perturbations. Indeed the case of surfaces appears as the most
interesting area of applications of the Reeb graph as a shape descriptor.

To this end, we introduce a combinatorial dissimilarity measure, called an
editing distance, between Reeb graphs of surfaces in terms of the cost necessary
to transform one graph into another by edit operations. Thus our editing distance
between Reeb graphs belongs to the family of Graph Edit Distances [9], widely
used in pattern analysis. As shown in [9], some of these Graph Edit Distances
are metrics, some other are only pseudo-metrics. Our editing distance turns out
to have all the properties of a pseudo-metric. The main result we provide is that
the editing distance between two Reeb graphs is never greater than the extent
of the difference of the associated functions, measured by the maximum norm,
yielding the stability property under function perturbations.

In the literature, some other comparison methodologies have been proposed
to compare Reeb graphs and estimate the similarity of the shapes described by
Reeb graph.

In [10] the authors propose a Multiresolutional Reeb Graph (MRG) based on
geodesic distance. Similarity between 3D shapes is calculated using a coarse-to-
fine strategy while preserving the topological consistency of the graph structures
to provide a fast and efficient estimation of similarity and correspondence be-
tween shapes.

In [4] the authors discuss a method for measuring the similarity and recog-
nizing sub-part correspondences of 3D shapes, based on the synergy of a struc-
tural descriptor, like the Extended Reeb Graph, with a geometric descriptor, like
spherical harmonics.

Although the matching frameworks proposed in [10] and [4] are characterized
by several computational advantages, the methods provided for Reeb graphs
comparison have not been proved to be stable with respect to noise in the data,
differently from the method proposed here.

Only recently the problem of Reeb graph stability has been investigated from
the theoretical point of view.

In [6] an editing distance between Reeb graphs of curves endowed with Morse
functions is introduced and shown to yield stability. Importantly, despite the
combinatorial nature of this distance, it coincides with the natural pseudo-
distance between shapes [8], thus showing the maximal discriminative power
for this sort of distances.
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The work in [2] about a stable distance for merge trees is also pertinent to the
stability problem for Reeb graphs: merge trees are known to determine contour
trees, that are Reeb graphs for simple domains.

Recently a functional distortion distance between Reeb graphs has been pro-
posed in the preprint [1], with proven stable and discriminative properties. The
functional distortion distance is intrinsically continuous, whereas the editing dis-
tance we propose is combinatorial.

In conclusion, the novelty of this paper is the announcement of a new com-
binatorial method to compare Reeb graphs in a stable way when shapes can be
modeled as surfaces. An outline of the proof of this stability result is also given
here, while full details and technicalities can be found in the technical report [7].

Outline. Section 2 reviews Reeb graphs. Section 3 introduces the admissible
editing deformations to transform Reeb graphs into each other. In Section 4 the
editing distance is defined. Section 5 illustrates the stability of Reeb graphs with
respect to the editing distance. Section 6 concludes the paper.

2 Preliminaries on Reeb Graphs

An overview of the properties of Reeb graphs from the mathematical foundations
to its history in the Computer Graphics context can be found in [3].

Since the main focus of this paper is on theoretical aspects, and computational
issues being postponed to a future research, the appropriate setting for studying
Reeb graphs is the following one.
M is a smooth (i.e. differentiable of class at least C2) closed (i.e. compact

and without boundary) orientable surface, and f : M → R is a simple Morse
function on M, i.e., a smooth function such that its Hessian matrix at each
critical point is non-singular and, for every two distinct critical points p and q
of f , the associated critical level sets f−1(f(p)) and f−1(f(q)) are disjoint.

Definition 1. For every p, q ∈ M, set p ∼ q whenever p, q belong to the same
connected component of f−1(f(p)). The quotient space M/ ∼ is a finite and
connected simplicial complex of dimension 1 known as the Reeb graph associated
with f .

Hence, the Reeb graph of a simple Morse function f :M→ R is a graph whose
vertices are the connected components of the critical levels of f that contain a
critical point.

The Reeb graph associated with f will be denoted by Γf , its vertex set by
V (Γf ), and its edge set by E(Γf ). Moreover, if v1, v2 ∈ V (Γf ) are adjacent
vertices, i.e., connected by an edge, we will write e(v1, v2) ∈ E(Γf ).

The critical points of f correspond bijectively to the vertices of Γf . In partic-
ular, the assumption thatM is orientable ensures that the vertices of Γf can be
either of degree 1 (when corresponding to minima or maxima of f), or of degree
3 (when corresponding to saddles of f). Moreover, if M has genus g, Γf has
exactly g linearly independent cycles.
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In what follows, we label each vertex of Γf by the value taken by f at the
corresponding critical point. We denote such a labeled graph by (Γf , �f ), where
�f : V (Γf ) → R is the restriction of f :M→ R to the set of its critical points.
In a labeled Reeb graph, each vertex v of degree 3 has at least two of its adjacent
vertices, say w,w′, such that �f(w) < �f (v) < �f(w

′). An example is displayed
in Figure 1.

M (Γf , �f )

a1
a2

a3
a4

a5

a6
a7

a8
a9

a10
f

a1
a2

a3
a4

a5

a6
a7
a8
a9

a10

Fig. 1. Left: the height function f : M → R; center: the surface M of genus g = 2;
right: the associated labeled Reeb graph (Γf , �f )

Following [13], it can be seen that, given a graph on an even number of vertices,
all of which are of degree 1 or 3, appropriately labeled, there is a simple Morse
function whose labeled Reeb graph is the given one. This result requires the
following definition.

Definition 2. We shall say that two labeled Reeb graphs (Γf , �f), (Γg , �g) are
isomorphic, and we write (Γf , �f) ∼= (Γg, �g), if there exists a graph isomorphism
Φ : V (Γf ) → V (Γg) such that, for every v ∈ V (Γf ), f(v) = g(Φ(v)) (i.e. Φ
preserves edges and vertices labels).

Proposition 1 (Realization theorem). Let (G, �) be a labeled graph, where
G is a graph with m linearly independent cycles, on an even number of vertices,
all of which are of degree 1 or 3, and � : V (G) → R is an injective function
such that, for any vertex v of degree 3, at least two among its adjacent vertices,
say w,w′, are such that �(w) < �(v) < �(w′). Then an orientable closed surface
M of genus g = m, and a simple Morse function f : M → R exist such that
(Γf , �f ) ∼= (G, �).

One may wonder if such surface and function are also unique, up to labeled
graph isomorphism. Following [7], we answer to this question by considering
two equivalence relations on the space of functions, and studying how they are
mirrored by Reeb graphs isomorphisms.

Definition 3. Let D(M) be the set of self-diffeomorphisms of M. Two simple
Morse functions f, g : M → R are called right-equivalent if there exists ξ ∈
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D(M) such that f = g ◦ ξ. Moreover, f, g are called right-left equivalent if there
exist ξ ∈ D(M) and an orientation preserving self-diffeomorphism η of R such
that f = η ◦ g ◦ ξ.

Proposition 2 (Uniqueness theorem). If f, g are simple Morse functions on
a closed surface, then

1. f and g are right-left equivalent if and only if their Reeb graphs Γf and Γg

are isomorphic by an isomorphism that preserves the vertex order;
2. f and g are right-equivalent if and only if their labeled Reeb graphs (Γf , �f)

and (Γg, �g) are isomorphic.

3 Editing Deformations

In this section we present the moves that allow to edit Reeb graphs into each
other. Basically, these moves amount to finite ordered sequences of elementary
deformations.

Elementary deformations allow us to transform a Reeb graph into another
with either a different number of vertices (birth (B) and death (D)), or with the
same number of vertices endowed with different labels (relabeling (R) and moves
by Kudryavtseva (K1), (K2), (K3) [11]). We underline that the definition of the
deformations of type (B), (D) and (R) is essentially different from the definition
of analogous deformations in the case of Reeb graphs of curves as given in [6],
even if the associated cost will be the same (see Section 4). This is because the
degree of the involved vertices is 2 for Reeb graphs of closed curves, 1 and 3 for
Reeb graphs of surfaces.

Definition 4. With the convention of denoting the open interval with endpoints
a, b by ]a, b[, the elementary deformations (B), (D), (R), (Ki), i = 1, 2, 3, can be
defined as follows.

(B) For a fixed edge e(v1, v2) ∈ E(Γf ), with �f(v1) < �f (v2), T is an elementary
deformation of (Γf , �f) of type (B) if T (Γf , �f) is a labeled Reeb graph
(Γg, �g) such that

• V (Γg) = V (Γf ) ∪ {u1, u2};
• E(Γg) = (E(Γf )− {e(v1, v2)}) ∪ {e(v1, u1), e(u1, u2), e(u2, v2)};
• �f (v1) < �g(ui) < �g(uj) < �f (v2), with �−1

g (]�g(ui), �g(uj)[) = ∅, i, j ∈
{1, 2}, i �= j, and �g |V (Γf )

= �f .

(D) For fixed edges e(v1, u1), e(u1, u2), e(u1, v2) ∈ E(Γf ), u2 being of degree 1,
such that �f (v1) < �f(ui) < �f (uj) < �f (v2), with �−1

f (]�f (ui), �f (uj)[) =
∅, i, j ∈ {1, 2}, i �= j, T is an elementary deformation of (Γf , �f) of type
(D) if T (Γf , �f ) is a labeled Reeb graph (Γg, �g) such that

• V (Γg) = V (Γf )− {u1, u2};
• E(Γg) = (E(Γf )− {e(v1, u1), e(u1, u2), e(u2, v2)}) ∪ {e(v1, v2)};
• �g = �f |V (Γf )−{u1,u2}.
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(R) T is an elementary deformation of (Γf , �f ) of type (R) if T (Γf , �f ) is a
labeled Reeb graph (Γg, �g) such that
• Γg = Γf ;
• �g : V (G) → R induces the same vertex-order as �f except for at most
two non-adjacent vertices, say u1, u2, for which, if �f(u1) < �f(u2)
and �−1

f (]�f (u1), �f (u2)[) = ∅, then �g(u1) > �g(u2), and �−1
g (]�g(u2),

�g(u1)[) = ∅.
(K1) For fixed edges e(v1, u1), e(u1, u2), e(u1, v4), e(u2, v2), e(u2, v3) ∈ E(Γf ),

with two among v2, v3, v4 possibly coincident, and either �f(v1) < �f (u1) <
�f (u2) < �f (v2), �f (v3), �f(v4), with �−1

f (]�f (u1), �f (u2)[) = ∅, or �f (v2),

�f (v3), �f (v4) < �f(u2) < �f(u1) < �f(v1), with �−1
f (]�f (u2), �f (u1)[) = ∅,

T is an elementary deformation of (Γf , �f) of type (K1) if T (Γf , �f) is a
labeled Reeb graph (Γg, �g) such that:
• V (Γg) = V (Γf );
• E(Γg) = (E(Γf )− {e(v1, u1), e(u2, v2)}) ∪ {e(v1, u2), e(u1, v2)};
• �g|V (Γg)−{u1,u2} = �f , and either �f (v1) < �g(u2) < �g(u1) < �f (v2),

�f (v3), �f (v4), with �−1
g (]�g(u2), �g(u1)[) = ∅, or �f(v2), �f(v3), �f (v4) <

�g(u1) < �g(u2) < �f(v1), with �−1
g (]�g(u1), �g(u2)[) = ∅.

(K2) For fixed edges e(v1, u1), e(u1, u2), e(v2, u1), e(u2, v3), e(u2, v4) ∈ E(Γf ),
with u1, u2 of degree 3, v2, v3 possibly coincident with v1, v4, respectively,
and �f (v1), �f(v2) < �f(u1) < �f (u2) < �f (v3), �f (v4), with �−1

f (]�f (u1),
�f (u2)[) = ∅, T is an elementary deformation of (Γf , �f ) of type (K2) if
T (Γf , �f ) is a labeled Reeb graph (Γg, �g) such that:
• V (Γg) = V (Γf );
• E(Γg) = (E(Γf )− e(v1, u1), e(u2, v3)}) ∪ {e(u1, v3), e(v1, u2)};
• �g|V (Γg)−{u1,u2} = �f and �f(v1), �f (v2) < �g(u2) < �g(u1) < �f (v3),

�f (v4), with �−1
g (]�g(u2), �g(u1)[) = ∅.

(K3) For fixed edges e(v1, u2), e(u1, u2), e(v2, u1), e(u1, v3), e(u2, v4) ∈ E(Γf ),
with u1, u2 of degree 3, v2, v3 possibly coincident with v1, v4, respectively,
and �f (v1), �f (v2) < �f (u2) < �f (u1) < �f (v3), �f (v4), with �−1

f (]�f (u2),
�f (u1)[) = ∅, T is an elementary deformation of (Γf , �f ) of type (K3) if
T (Γf , �f ) is a labeled Reeb graph (Γg, �g) such that:
• V (Γg) = V (Γf );
• E(Γg) = (E(Γf )− e(v1, u2), e(u1, v3)}) ∪ {e(v1, u1), e(u2, v3)};
• �g|V (Γg)−{u1,u2} = �f and �f(v1), �f (v2) < �g(u1) < �g(u2) < �f (v3),

�f (v4), with �−1
g (]�g(u1), �g(u2)[) = ∅.

All the elementary deformations above defined are schematically displayed in
Table 1.

We observe that, differently from the case of curves [6], it is not sufficient to
consider only deformations of type (B), (D) and (R). The necessity to add those
of type (Ki), i = 1, 2, 3, can be in fact deduced by observing the changes a Reeb
graph undergoes when it is dynamically associated with Morse functions that at
a some instant fail to be simple (Table 1). Only in some particular cases, such
as when some of the vertices vj are of degree 1, operations (Ki), i = 1, 2, 3, can
be obtained by composition of operations (B), (D) and (R).
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Table 1. Elementary deformations of a labeled Reeb graph

�f (v1)�f (v1)

�g(u1)

�g(u2)
�f (v2)�f (v2)

(B)

(D)

�f (v1)

�g(u1)
�g(u2)

�f (v2)

�f (u1)
�f (u2)

�f (v3)
�g(v3)

�g(v4)
�f (v4)

�g(v1)
�g(v2)

�f (v5)
�g(v5)

�g(v6)
�f (v6)

(R)

�f (v1) �f (v1)

�g(u1)
�g(u2)

�f (u1)

�f (u2)

�f (v4) �f (v4)�f (v5) �f (v5)�f (v6) �f (v6)

(K1)

�f (v1) �f (v1)

�g(u1)
�g(u2)

�f (v2) �f (v2)

�f (u1)

�f (u2)

�f (v3) �f (v3)
�f (v4) �f (v4)

(K2)

(K3)
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Since each type of elementary deformation transforms a labeled Reeb graph
into another one, we can apply elementary deformations iteratively to transform
labeled Reeb graphs into each other.

Definition 5. We shall call deformation of (Γf , �f) any finite ordered sequence
T = (T1, T2, . . . , Tr) of elementary deformations such that T1 is an elemen-
tary deformation of (Γf , �f ), T2 is an elementary deformation of T1(Γf , �f ), ...,
Tr is an elementary deformation of Tr−1Tr−2 · · ·T1(Γf , �f). We shall denote by
T (Γf , �f ) the result of the deformation T applied to (Γf , �f ). Moreover, we shall
call identical deformation any deformation such that T (Γf , �f ) ∼= (Γf , �f ).

Proposition 3. Let (Γf , �f ) and (Γg, �g) be two labeled Reeb graphs associated
with simple Morse functions f, g :M→ R. Then the set of all the deformations
T such that T (Γf , �f) ∼= (Γg, �g) is non-empty.

In other words, any two Reeb graphs of simple Morse functions on a given
surface can be transformed into each other by a finite sequence of elementary
deformations. This result is a consequence of the fact that, through a finite
sequence of elementary deformations of type (B), (D),(R), (Ki), i = 1, 2, 3,
every Reeb graph can be transformed into one having only one maximum, one
minimum, and all the cycles, if any, of length 2 [7].

4 Editing Distance

Given two labeled Reeb graphs (Γf , �f) and (Γg, �g) associated with simple Morse
functions f, g :M→ R, we denote by T ((Γf , �f), (Γg , �g)) the set of all possible
deformations between (Γf , �f) and (Γg, �g). Let us associate a cost with each
editing deformation in T ((Γf , �f ), (Γg, �g)).

Definition 6. Let T be an elementary deformation such that T (Γf , �f )∼=(Γg, �g).

– If T is of type (B) inserting the vertices u1, u2 ∈ V (Γg), then we define the
associated cost as

c(T ) =
|�g(u1)− �g(u2)|

2
.

– If T is of type (D) deleting the vertices u1, u2 ∈ V (Γf ), then we define the
associated cost as

c(T ) =
|�f(u1)− �f (u2)|

2
.

– If T is of type (R) relabeling the vertices v ∈ V (Γf ) = V (Γg), then we define
the associated cost as

c(T ) = max
v∈V (Γf )

|�f (v)− �g(v)|.

– If T is of type (Ki), with i = 1, 2, 3, relabeling the vertices u1, u2 ∈ V (Γf ),
then we define the associated cost as

c(T ) = max{|�f(u1)− �g(u1)|, |�f (u2)− �g(u2)|}.
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Moreover, if T = (T1, . . . , Tr) is a deformation such that Tr · · ·T1(Γf , �f ) ∼=
(Γg, �g), we define the associated cost as c(T ) =

r∑
i=1

c(Ti).

Now we can define the editing distance between labeled Reeb graphs as the
infimum cost we have to bear to transform one graph into the other [7, Thm.
3.3].

Theorem 1. For every two labeled Reeb graphs (Γf , �f ) and (Γg, �g), we set

d((Γf , �f), (Γg , �g)) = inf
T∈T ((Γf ,�f ),(Γg ,�g))

c(T ).

Then d is a pseudo-metric on isomorphism classes of labeled Reeb graphs.

We recall that a pseudo-metric is non-negative, symmetric, and has the tri-
angle inequality, but may be unable to distinguish different objects.

We do not exclude that our editing distance may have also the coincidence
axiom as in the case of curves. If so, it would turn to be a metric. The main
difficulty is that the linearization technique used in the case of curves does not
work in the case of surfaces. We are currently investigating different techniques.

5 Stability Result

Let F(M,R) be the set of smooth real valued functions on M, endowed with
the C∞ topology, and let us stratify such a space, as done by Cerf in [5]. Let us
denote by F0 the submanifold of F(M,R) of co-dimension 0 that contains all the
simple Morse functions f :M→ R. Then, let F1 = F1

α∪F1
β be the submanifold

of F(M,R) of co-dimension 1, where: F1
α represents the set of functions whose

critical levels contain exactly one critical point, and the critical points are all
non-degenerate, except exactly one; F1

β the set of Morse functions whose critical
levels contain at most one critical point, except for one level containing exactly
two critical points.

The main result, proven in [7], is the following one.

Theorem 2 (Stability Theorem). For every f, g ∈ F0,

d((Γf , �f ), (Γg, �g)) ≤ ‖f − g‖C0 ,

where ‖f − g‖C0 = max
p∈M

|f(p)− g(p)|.

The proof relies on two intermediate results. The first one states that, con-
sidering a linear path connecting two functions f, g ∈ F0 and not traversing
strata of co-dimension greater than 0, the editing distance between the Reeb
graphs associated with its end-points is upper bounded by the distance of f and
g computed in the C0-norm. In this case the graph (Γg, �g) can be obtained
transforming (Γf , �f ) with a sequence of elementary deformations of type (R).
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– Let f, g ∈ F0 and let us consider the path h : [0, 1] → F(M,R) de-
fined by h(λ) = (1 − λ)f + λg. If h(λ) ∈ F0 for every λ ∈ [0, 1], then
d((Γf , �f), (Γg , �g)) ≤ ‖f − g‖C0 .

The second result states that, if two functions f, g ∈ F0 can be connected by
a linear path having only one point which belong to a stratum F1 and do not
traverse strata of co-dimension greater than 1, the cost to transform (Γf , �f)
into (Γg, �g) is again upper bounded by ‖f − g‖C0 . In particular, crossing a
stratum F1

α (F1
β , resp.), means that the Reeb graph is undergoing an elementary

deformation of type (B) or (D) ((R) or (Ki), i = 1, 2, 3, resp.).

– Let f, g ∈ F0 and let us consider the path h : [0, 1] → F(M,R) defined by
h(λ) = (1−λ)f +λg. If h(λ) ∈ F0 for every λ ∈ [0, 1] \ {λ}, with 0 < λ < 1,
and h transversely intersects F1 at λ, then d((Γf , �f), (Γg, �g)) ≤ ‖f − g‖C0 .

As an example illustrating the stability property of the editing distance, con-
sider f, g : M → R as in Figure 2. Let f(qi) − f(pi) = a, i = 1, 2, 3. It holds
that d((Γf , �f), (Γg , �g)) ≤ a

2 , showing that the editing distance is bounded by
the norm of the difference between the functions. Indeed, for every 0 < ε < a

2 ,
we can apply to (Γf , �f ) a deformation of type (R), that relabels the vertices
pi, qi, i = 1, 2, 3, in such a way that �f(pi) is increased by a

2 − ε, and �f (qi) is
decreased by a

2 − ε, composed with three deformations of type (D) that delete
pi with qi, i = 1, 2, 3. Thus, since the total cost is equal to a

2 − ε + 3ε, by the
arbitrariness of ε, it holds that d((Γf , �f ), (Γg, �g)) ≤ a

2 .

q1

p1

q2

p2

q3

p3

q q′

p p′

c1 + a

c1

c2 + a

c2

c3 + a

c3

c

d

c

d
(Γf , �f ) (Γg, �g)f g

Fig. 2. For these two simple Morse functions f, g it is easy to see that
d((Γf , �f ), (Γg, �g)) is bounded from above by the norm of f − g

6 Discussion

Building on arguments similar to those given in [6] for curves, we have presented
a combinatorial dissimilarity measure for Reeb graphs of surfaces. For a complete
analogy with the case of curves, we still need to prove that the editing distance is
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not only a pseudo-metric but actually a metric. Also, it would be useful to prove
that, as for curves, it discriminates shapes as well as the natural pseudo-distance.

From the computational viewpoint, it would be very interesting to find an
analogue of the editing distance for the case when the considered surfaces are
discrete models, e.g. triangular meshes, and the functions accordingly discrete.
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le théorème de la pseudo-isotopie. Inst. Hautes Études Sci. Publ. Math. 39, 5–173
(1970)

6. Di Fabio, B., Landi, C.: Reeb graphs of curves are stable under function perturba-
tions. Mathematical Methods in the Applied Sciences 35(12), 1456–1471 (2012)

7. Di Fabio, B., Landi, C.: Reeb graphs of surfaces are stable under func-
tion perturbations. Tech. Rep. 3956, Università di Bologna (February 2014),
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ou d’une fonction numérique. Comptes Rendus de L’Académie ses Sciences 222,
847–849 (1946)

http://amsacta.cib.unibo.it/3956/


Stable Shape Comparison of Surfaces via Reeb Graphs 213

16. Shinagawa, Y., Kunii, T.L.: Constructing a Reeb Graph automatically from cross
sections. IEEE Computer Graphics and Applications 11(6), 44–51 (1991)

17. Shinagawa, Y., Kunii, T.L., Kergosien, Y.L.: Surface coding based on morse theory.
IEEE Computer Graphics and Applications 11(5), 66–78 (1991)

18. Wu, H.Y., Zha, H., Luo, T., Wang, X.L., Ma, S.: Global and local isometry-
invariant descriptor for 3D shape comparison and partial matching. In: 2010 IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), pp. 438–445
(2010)



About Multigrid Convergence of Some Length
Estimators�

Loïc Mazo and Étienne Baudrier

ICube, University of Strasbourg, CNRS,
300 Bd Sébastien Brant - CS 10413 - 67412 ILLKIRCH, France

Abstract. An interesting property for curve length digital estimators is
the convergence toward the continuous length and the associate conver-
gence speed when the digitization step h tends to 0. On the one hand, it
has been proved that the local estimators do not verify this convergence.
On the other hand, DSS and MLP based estimators have been proved
to converge but only under some convexity and smoothness or polyg-
onal assumptions. In this frame, a new estimator class, the so called
semi-local estimators, has been introduced by Daurat et al. in [4]. For
this class, the pattern size depends on the resolution but not on the digi-
tized function. The semi-local estimator convergence has been proved for
functions of class C2 with an optimal convergence speed that is a O(h

1
2 )

without convexity assumption (here, optimal means with the best esti-
mation parameter setting). A semi-local estimator subclass, that we call
sparse estimators, is exhibited here. The sparse estimators are proved
to have the same convergence speed as the semi-local estimators under
the weaker assumptions. Besides, if the continuous function that is dig-
itized is concave, the sparse estimators are proved to have an optimal
convergence speed in h. Furthermore, assuming a sequence of functions
Gh : hZ → hZ discretizing a given Euclidean function as h tends to 0,
sparse length estimation computational complexity in the optimal setting
is a O(h− 1

2 ).

1 Introduction

The ability to perform the measurement of geometric features on digital repre-
sentations of continuous objects is an important goal in a world becoming more
and more digital. We focus in this paper on one classical digital problem: the
length estimation. The problem is to estimate the length of a continuous curve
S knowing a digitization of S. As information is lost during the digitization step,
there is no reliable estimation without a priori knowledge and it is difficult to
evaluate the estimator performances. In order to refine the evaluation of the es-
timators, a property, so called convergence property is desirable: the estimation
convergence toward the true length of the curve S when the grid step h tends
to 0. This property can be viewed as a robustness to digitization grid change.
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The local estimators based on a fixed pattern size do not satisfy the convergence
property [13]. The adaptive estimators based on the Maximal Digital Straight
Segment (MDSS) or the Minimum Length Polygon (MLP) satisfy the conver-
gence property under assumptions of convexity, 4-connectivity for closed simple
curves (also called Jordan curves) [3]. The semi-local estimators, introduced by
Daurat et al [4] for function graphs, verifies the convergence property under
smoothness assumption but without convexity hypothesis. We present here a
subclass of the semi-local estimators, the sparse estimators that only need infor-
mation on a small part of the function values and keep the convergence property.

The paper is organized as follows. In Section 2, some necessary notations
and conventions are recalled, then existing estimators and their convergence
properties are detailed. In Section 3, the sparse estimators are defined, their
convergence properties are given in the general case and then in the concave
cases (we make a distinction between the concavity of the continuous function
and the concavity of the piecewise affine function related to the discretization).
Due to the lack of place, no formal proofs can be provided in the present article.
Nevertheless a series of lemmas outlines them and an experiment exemplifies the
lemmas. The reader that want to dive more deeper in the proofs can find them
in [15]. Section 4 concludes the article and gives directions for future works. In
Appendix A two counterexamples about the concavity are exhibited. Appendix B
presents a minimal error on the sparse estimation of the length of a segment of
parabola.

2 Background

2.1 Digitization Model

In this work, we have restricted ourselves to the digitizations of function graphs.
So, let us consider a continuous function g : [a, b] → R (a < b), its graph
C(g) = {(x, g(x)) | x ∈ [a, b]} and a positive real number r, the resolution. We
assume to have an orthogonal grid in the Euclidean space R2 whose set of grid
points is hZ2 where h = 1/r is the grid spacing. We use the following notations:
�x�h is the greatest multiple of h less than or equal to x, {x}h = x − �x�h.
Finally, for any function f defined on an interval, L(f) denotes the length of
C(f), the graph of f (L(f) ∈ [0,+∞]).

The common methods to model the digitization of the graph C(g) at the
resolution r are closely related to each others. In this paper, we assume an object
boundary quantization (OBQ). This method associates to the graph C(g) the h-
digitization set DO(g, h) = {(kh, �g(kh)�h) | k ∈ Z}. The set DO(g, h) contains
the uppermost grid points which lie in the hypograph of g, hence it can be
understood as a part of the boundary of a solid object. Provided the slope of
g is limited by 1 in modulus, DO(g, h) is an 8-connected digital curve. Observe
that if g is a function of class C1 such that the set {x ∈ [a, b] | |g′(x)| = 1} is
finite, then by symmetries on the graph C(g), it is possible to come down to the
case where |g′| ≤ 1. So, we assume that g is a Lipschitz function which Lipschitz
constant 1. Hence, the set DO(g, h) is 8-connected for any h and the curve C(g)
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is rectifiable (L(g) < +∞). Moreover, the h-digitization set DO(g, h) can be
described by its first point and its Freeman code [9], F(g, h), with the alphabet
{0, 1, 7}. For any word ω ∈ {0, 1, 7}k (k ∈ N), we set ‖ω‖ =

√
k2 + j2 where j is

the number of letters 1 minus the number of letters 7 in the word ω.

2.2 Local Estimators

Local length estimators (see [10] for a short review) are based on parallel com-
putations of the length of fixed size segments of a digital curve. For instance,
an 8-connected curve can be split into 1-step segments. For each segment, the
computation return 1 whenever the segment is parallel to the axes (Freeman’s
code is even) and

√
2 when the segment is diagonal (Freeman’s code is odd).

Then all the results are added to give the curve length estimation.
This kind of local computation is the oldest way to estimate the length of

a curve and has been widely used in image analysis. Nevertheless, it has not
the convergence property. In [13], the authors introduce a general definition of
local length estimation with sliding segments and prove that such computations
cannot give a convergent estimator for straight lines whose slope is small (less
than the inverse of the size of the sliding segment). In [17], a similar definition of
local length estimation is given with disjoint segments. Again, it is shown that
the estimator failed to converge for straight lines (with irrational slopes). This
behavior is experimentally confirmed in [3] on a test set of five closed curves.
Moreover, the non-convergence is established in [5,18] for almost all parabolas.

2.3 Adaptive Estimators: MDSS and MLP

Adaptive length estimators gather estimators relying on a segmentation of the
discrete curve that depends on each point of the curve: a move on a point can
change the whole segmentation. Unlike local estimators, it is possible to prove
the convergence property of adaptive length estimators under some assumptions.
Adaptive length estimators include two families of length estimators, namely
the Maximal Digital Straight Segment (MDSS) based length estimators and the
Minimal Length Polygon (MLP) based length estimators.

Definition and properties of MDSS can be found in [12,7,3]. Efficient algo-
rithms have been developed for segmenting curves or function graphs into MDSS
and to compute their characteristics in a linear time [12,8,7]. The decomposition
in MDSS is not unique and depends on the start-point of the segmentation and
on the curve travel direction. The convergence property of MDSS estimators has
been proved for convex polygons whose MDSS polygonal approximation1 is also
convex [11, Th. 13 and the proof]: given a convex polygon C and a grid spacing
h (below some threshold), the error between the estimated length Lest(C, h) and
the true length of the polygon L(C) is such that
1 Though the digitization of a convex set is digitally convex, it does not mean that

a polygonal curve related to a convex polygonal curve via a MDSS segmentation
process is also convex.
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|L(S)− Lest(S, h)| ≤ (2 +
√
2)πh. (1)

Empirical MDSS multigrid convergence has also been tested in [3,6] on smooth
nonconvex planar curves. The obtained convergence speed is a O(h) as in the
convex polygonal case. Nevertheless it has not been proved under these assump-
tions. Another way to obtain an estimation of the length of a curve using MDSS
is to take the slopes of the MDSSs to estimate the tangent directions and then to
compute the length by numerical integration [2,3,14]. The estimation is unique
and has been proved to be multigrid convergent for smooth curves (of class C2

with bounded curvature in [2], of class C3 with strictly positive curvature in [14]).
The convergence speed is a O(h 1

3 ) [14] and thus, worse than (1).
Let C be a simple closed curve lying in-between two polygonal curves γ1 and

γ2. Then there is a unique polygon, the MLP, whose length is minimal between
γ1 and γ2. The length of the MLP can be used to estimate the length of the curve
C. At least two MLP based length estimators have been described and proved to
be multigrid convergent for convex, smooth or polygonal, simple closed curves,
the SB-MLP proposed by Sloboda et al. [16] and the AS-MLP, introduced by
Asano et al. [1]. For both of them, and for a given grid spacing h, the error
between the estimated length Lest(C, h) and the true length of the curve L(C) is
a O(h):

|L(C)− Lest(C, h)| ≤ Ah

where A = 8 for SB-MLP and A ≈ 5.844 for AS-MLP.
On the one hand, as estimators described in this section are adaptive, the

convergence theorems are difficult to establish and rely on strong hypotheses.
On the other hand, the study of the MDSS in [6] shows that the MDSS size
tends to 0 and their discrete length tends toward infinity as the grid step tends
to 0. Thereby, one could ask whether combining a local estimation with an
increasing window size as the resolution grows would give a convergent estimator
under more general assumptions and/or with simpler proofs of convergence. The
following sections explore this question.

2.4 Semi-local Length Estimators

The notion of semi-local estimator appears in [4]. At a given resolution, a semi-
local estimator resembles a local estimator: it can be implemented via a parallel
computation, each processor handling a fixed size segment of the curve. Never-
theless, in the framework of semi-local estimation, the processors must be aware
of the resolution from which the size of the segments depends.

More formally, let g : [a, b] → R be a 1-Lipschitz function2. Hence, at any
resolution, the Freeman’s code describing the discretization of g belongs to the
set P =

⋃
n∈N{0, 1, 7}n.

2 In [4], the hypothesis on g is not clear. On the one hand, the code F(g, h) is supposed
to have {0, 1} as alphabet. On the other hand, [4, Prop 1] does not retain any
hypothesis on g but its class of differentiability. Indeed, in the proof, the derivative
of g needs not be positive nor limited by 1.
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A semi-local estimator is a pair (H, p) where

– H :]0,∞[→ N∗ gives the relative size of the segments given a grid spacing h
and

– p : P → [0,∞[ gives the estimated feature (here, the length) associated to a
(finite) Freeman’s code.

At a given grid spacing h, the Freeman’s code describing the digitization of the
curve C(g) is segmented in Nh codes ωi of length H(h) and a rest ω∗ ∈ {0, 1, 7}j,
j < H(h). Then, the length of the curve C(g) is estimated by

LSL(g, h) = h

Nh−1∑
i=0

p(ωi).

In [4], the authors give a proof of convergence for functions of class C2.

Theorem 1 ([4, Prop. 1]). Let (H, p) be a semi-local estimator such that:

1. limh→0 hH(h) = 0,
2. limh→0 H(h) = +∞,
3. max

{
p(ω)− ‖ω‖ | ω ∈ {0, 1, 7}k

}
= o(k) as k → +∞.

Then, for any function g ∈ C2([a, b]), the estimation LSL(g, h) converges toward
the length of the curve C(g). Furthermore, if the term o(k) in the third hypothesis
is a constant and H(h) = Θ(h− 1

2 ), then L(g)− LSL(g, h) = O(h 1
2 ).

H(h) stands for the size of a Freeman’s code ω while hH(h) is the real length
of the computation step. In the above theorem, the first hypothesis states that
the real length hH(h) tends to 0. If instead of diminishing the grid spacing, we
keep it constant while doing a magnification of the curve with a factor 1/h, the
second hypothesis states that the size H(h) of a code tends to infinity. Finally,
and informally speaking, the last hypothesis states that the function p applied
to a code ω must return a value close to the diameter3 of the subset of DO(g, h)
associated to ω.

3 Sparse Estimators

In this section, we introduce a new notion, derived from semi-local estimators.
Yet, on the contrary to semi-local estimators, we discard the information given
by the codes ωi but their extremities. It is as if we had two resolutions, one for
the space (the abscissas), one for the calculus (the ordinates).

We have noted earlier that the hypotheses about semi-local estimators in [4]
are ambiguous. May be for the same reasons than Daurat et al., we are tempted
to do so. Indeed, in all of our proofs, we do not need the "1" in the 1-Lipschitz
hypothesis. But from a practical point of view, k-Lipschitz function for k > 1

3 The maximal Euclidean distance between two points of the subset.
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may give non 8-connected digitization and it does not make a lot of sense to
measure the length of a set of disconnected points (though we could define a
discrete curve as the curve, in the usual mathematical sense, of a function from
Z to Z). Hence, in the following definition, as in the statement of our theorems,
we assume a 1-Lipschitz function while we intentionally forget the "1" in the
statements of the lemmas.

3.1 Definition

Definition 1. Let H : ]0,+∞[→ N∗ such that limh→0 H(h) = +∞ and
limh→0 hH(h) = 0. We say that H is sparsity function. Let g : [a, b] → R be a
1-Lipschitz function. The H-sparse estimator of the length of the curve C(g) is
defined by

LSp(g, h) = h

Nh∑
i=0

‖ωi‖

where ωi ∈ {0, 1, 7}H(h) for i �= Nh, ωNh
∈ {0, 1, 7}j with j ∈ (0, H(h)] and the

concatenation of the words ωi equals F(g, h).
An Illustration is given Figure 1.

Fig. 1. Sparse estimation at two resolutions

3.2 Convergence

In this section, we establish that the sparse length estimators are convergent for
1-Lipschitz functions. Moreover, Theorem 2 gives a bound on the error at grid
spacing h for functions of class C2.

Let m = hH(h) and A, B be resp. the minimum and the maximum of the inte-
ger interval {k ∈ N | kh ∈ [a, b]}. The proof of Theorem 2 relies on two lemmas.
The first one evaluates the difference between the length of the curve C(g) and
the length of the curve of the piecewise affine function gm defined on [Ah,Bh]
by gm(Ah + km) = g(Ah + km) (k ∈ N) and gm(Bh) = g(Bh). The second
lemma evaluates the difference between L(gm) and the length of the piecewise
affine function ghm defined on [Ah,Bh] by ghm(Ah + km) = �gm(Ah+ km)�h =
�g(Ah+ km)�h (k ∈ N) and ghm(Bh) = �g(Bh)�h. Figure 2 shows the three
functions g, gm, ghm on an interval [Ah+ km,Ah+ (k + 1)m].
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Fig. 2. The two parts of the estimation error: the curve g (in green, solid) to its chord
gm (in magenta, dotted-dashed) then the curve chord to the chord ghm (in blue, dashed)
of the digitized curve DO(g, h) (black points)

Lemma 1. Let g be a Lipschitz function.

– For any sparsity function H, we have

lim
h→0

L(gm) = L(g).

– If furthermore g is of class C2, we have for any h

|L(gm)− L(g)| ≤ m
b− a

2
‖ϕ′‖∞ + 2h‖ϕ‖∞ (2)

where the function ϕ is defined on R by ϕ(t) =
√
1 + g′(t)2.

Lemma 1 can be seen as an adaptation of a classical result on the approxima-
tion of a curve by its chords, the difficulty comes from the 1-Lipschitz hypothesis
and the fixed sparsity step H(h).

Lemma 2. Let f1 and f2 be two piecewise affine functions defined on [c, d] ⊂ R

with a common subdivision having p steps. Suppose that f1 ≤ f2 and ‖f1 −
f2‖∞ ≤ e for some e ∈ R. Then

|L(f1)− L(f2)| ≤ p e.

Theorem 2 relies on Lemma 1 and Lemma 2 which is applied to the piecewise
affine functions gm and ghm, taking e = h.

Theorem 2. Let H be a sparsity function and g : [a, b] → R a 1-Lipschitz
function. Then, the estimator LSp converge toward the length of the curve C(g).
Furthermore, if g is of class C2, we have

L(g)− LSp(g, h) = O(hH(h)) +O
(

1

H(h)

)
. (3)
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Formula 3 shows two opposite trends for the determination of the sparsity step
H(h): O(hH(h)) – the discretization error – corresponds to the curve sampling
error and tends to reduce the step H(h) while O

(
1

H(h)

)
– the quantization error

– corresponds to the error due to the quantization of the sample points and tends
to extend the step. The optimal convergence speed in h

1
2 is then obtained taking

H(h) = Θ(h− 1
2 ). Thus, only one in about h− 1

2 value is needed to make a sparse
estimation (which justifies the adjective sparse). Then, the complexity in the
optimal case is a O(r 1

2 ).

3.3 Concave Functions

In this section, we assume besides that the function g is differentiable and con-
cave on [a, b]. Under these hypotheses, we can improve the bound on the con-
vergence speed of the estimated length toward the true length of the curve C(g).
The functions gm and ghm are those defined in Section 3.2. Lemmas 3 and 4
are improvements of Lemmas 1 and 2 for concave curves. Figure 3 shows some
experiments that illustrate the convergence rate obtained with Theorem 3.

Lemma 3. If g is of class C2 and g′′ ≤ 0 on [a, b], then

|L(g)− L(gm)| ≤ (b − a)‖g′′‖2∞
8

m2 + 2h‖ϕ‖∞ (4)

where the function ϕ is defined on R by ϕ(t) =
√
1 + g′(t)2.

The right part of Inequality (4) contains two terms as in Inequality (2) but
only the first term has been improved with m becoming m2. The second term
standing for the error on the edges remains the same.

Lemma 4. ∣∣L(gm)− L(ghm)
∣∣ ≤ (b − a)

1

H(h)2
+ h‖g′‖∞.

From Lemma 4 and Lemma 3, we derive the following bound on the speed of
convergence when the function g is concave.

Theorem 3. Let H be a sparsity function and g : [a, b] → R a concave 1-
Lipschitz function of class C2. Then, we have

L(g)− LSp(g, h) = O(h2H(h)2) +O
(

1

H(h)2

)
.

Concavity allows squarring each term (compared to Theorem 2), which does
not change the optimal size for H(h) but improves the optimal convergence speed
up to h.
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(a) |L(g)− L(gm)| (b)
∣∣L(gm)− L(ghm)

∣∣
Fig. 3. Experimental convergence rates. We have computed the length of the curve
y = ln(x), x ∈ [1, 2], using the sparse estimators defined by H(h) =

⌊
h−α

⌋
where

α ∈ { 1
4
, 1
3
, 1
2
, 2
3
}, for the resolutions defined by r =

⌊
1.51+3n

⌋
, n ∈ [0, 13]. (a) Dis-

cretization error (the errors on the left and the right bounds of the interval have been
withdrew). We observe the convergence in O(h2H(h)2) which appears in Theorem 3.
(b) Quantization error. For α ∈ { 1

4
, 1
3
, 1
2
}, we observe the convergence is a O(1/H(h)2),

which appears in Theorem 3. For α = 2
3
, the condition (iii) of Prop. 1 is satisfied and

thus the piecewise affine function ghm is concave. Hence, we can observe that the con-
vergence is a O(h) as deduced from Lemma 5.

3.4 Strong Concavity

When the function g is concave, the piecewise affine function gm is clearly also
concave. Nevertheless, the second piecewise function ghm is not necessary concave
even on the sub-domain Jh = [Ah,Ah+N0m] where N0 is the greatest integer
such that Jh ⊆ [a, b]. Indeed, we exhibit in Appendix A a function g that is
concave and for which the function ghm is nonconcave for any h below some
threshold. This section gives some sufficient conditions for ghm to be also concave
and studies the consequences on the convergence speed of such an assumption.

Proposition 1. Let H be a sparsity function and g : [a, b] → R a concave
function of class C2. If one of the following condition holds, then there exists
h0 > 0 such that, for any h < h0, the piecewise affine function ghm is concave
on Jh.

(i) H(h) = h− 1
2 and max(g′′) < −1.

(ii) H(h) = h− 1
2 and g(x) = ax2 + bx+ c where a ≤ − 1

2 .
(iii) hH(h)2 → +∞ as h→ 0 and max(g′′) < 0.

The following lemma is an improvement of Lemma 4 for two concave piecewise
affine functions.

Lemma 5. Let f1 and f2 be two concave piecewise affine functions with the
same monotonicity defined on [c, d] ⊂ R such that f1 ≤ f2 and ‖f1 − f2‖∞ ≤ e
for some e ∈ R. Then
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|L(f1)− L(f2)| ≤ B e.

where B is a constant related to the slope of f1 and f2 at c.

Corollary 1. Let H be a sparsity function and g : [a, b]→ R a concave function
of class C2. If, for some h0 > 0, the function ghm is concave on Jh for any h < h0,
then we have

L(g)− LSp(g, h) = O(h2H(h)2) +O(h).

From Corollary 1, it follows that, to speed up the convergence, we shall take
the smallest sparsity step H(h) provided the hypothesis about the concavity is
satisfied. According to Proposition 1, this should lead us to choose the function H
such that H dominates h− 1

2 as h→ 0. For instance, we can take H(h) = h− 1
2−ε

where ε > 0 and ε ≈ 0. Then, the convergence speed is h1−2ε. Note that h is
a minimal error bound that cannot be improved in the general case since for
the function g defined by g(x) = (1948 )

2 − x2, x ∈ [ 1
16 ,

19
48 ], we have shown that

L(g)− LSp(g, h) ≥ 0.06h (see Appendix B).

4 Conclusion

In this article, we have studied some convergence properties of a class of semi-
local length estimators in the concave and the general cases. These estimators
need few information about the curve: the proportion of points of the curve used
for the computation tends to 0 as the resolution tends toward infinity. That is
why we propose to call them sparse estimators. In a future work, we plan to
extend our estimators to the nD Euclidean space to compute k-volumes, k < n.
We have also to study how the material presented in this article behave with Jor-
dan curves obtained as boundary of solid objects through various discretization
schemes. Furthermore, the definition of the sparse estimators relies on Jordan’s
definition for curve length. It would be interesting to keep the main idea from
these estimators while relying on the more general definition of Minkowski (as
in [2]). This could be more realistic in the framework of multigrid convergence,
since physic objects cannot be considered as smooth (nor convex, etc. ) at any
resolution. Another extension of this work is to check whether the proofs of con-
vergence obtained for sparse estimators can help to obtain new proofs for the
convergence of adaptative length estimators as the MDSS. This could lead to
the definition of a larger class of geometric feature estimators including sparse
estimators and MDSS. Eventually, there is a need to find how to estimate the
resolution of a given curve.

A Strong Concavity: Counterexamples

In this appendix, we show that a piecewise affine function can be concave and its
digitization, beyond some resolution, never concave (that is, the piecewise affine
function ghm defined in Sec. 3.2 is not concave for grid spacing h below some
threshold). The first counterexample uses a local estimator and the second one
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uses a sparse estimator. Both counterexamples rely on the following theorem
proved in [18] (in fact, an extended version of the theorem is needed for the
second counterexample). This theorem asserts that, given a function x 	→ ax2 +
bx+ c, the distribution in [0, h] of the values of the expression {a(kh)2+ b(kh)+
c}h, k ∈ N, which are the errors resulting from the quantization, tends toward
the equidistribution.

Theorem 4 ([18, Lemma 2 and Prop. 3]). Let a, b ∈ R, a < b. Let g :
[a, b]→ R be a polynomial function of degre 2 with derivative in [0, 1]. Then, for
all [u, v] ⊆ [0, 1],

lim
h→0

card{x ∈ hN ∩ [a, b] | {g(x)}h ∈ [hu, hv]}
card(hN ∩ [a, b])

= v − u.

For the first counterexample, we digitize the parabola associated to the func-
tion g(x) = 2x − x2, x ∈ [0, 1] and we split this parabola into segments of size
5h. Thanks to Theorem 4, we prove that, for each grid spacing h below some
threshold, we can choose an integer p for which the fractional part {ghm(ph)}h is
such that the finite difference ghm((p+ 5)h)− ghm(ph) is less than or equal to the
grid spacing h while the finite difference ghm((p+10)h)− ghm((p+5)h) is greater
than or equal to twice the grid spacing h. Thus, the function ghm is not concave
on [0, 1].

For the second counterexample, we discretize the parabola y = g(x) = 1
50 (2x−

x2), x ∈ [0, 1] and we use segments of size H(h) =
⌊
h− 1

2

⌋
. Again, we have shown

that there exists h0 > 0 such that for any h, 0 < h < h0, there exists an integer
p for which the slope of ghm on [ph, ph + H(h)h] is greater than its slope on
[ph+H(h)h, ph+ 2H(h)h].

B Inferior Bound for the Method Error in the Concave
Case

We give an inferior bound on the difference between the true length L(g) of the
parabola y = g(x) = (1948 )

2−x2 for x ∈ [ 1
16 ,

19
48 ] and the length LSp(g, h), obtained

with the sparse estimator defined by the sparsity function H(h) =
⌊
h− 1

2

⌋
. Let gm

and ghm be the piecewise affine functions defined in Section 3.2. Then the lengths
of their curves satisfy L(ghm)+0.06h ≤ L(gm) ≤ L(g) for any h = (12(8p+ 1))−2

where p ∈ N. Moreover, the bounds of the interval [ 1
16 ,

19
48 ] are multiples of h.

Hence, there is no error due to the bounds. Eventually, for any p ∈ N and
h = (12(8p+ 1))−2, we get L(g)− LSp(g, h) ≥ 0.06h.
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Abstract. A main problem in discrete tomography consists in look-
ing for theoretical models which ensure uniqueness of reconstruction. To
this, lattice sets of points, contained in a multidimensional grid A =
[m1] × [m2] × · · · × [mn] (where for p ∈ N, [p] = {0, 1, ..., p − 1}), are
investigated by means of X-rays in a given set S of lattice directions.
Without introducing any noise effect, one aims in finding the minimal
cardinality of S which guarantees solution to the uniqueness problem.

In a previous work the matter has been completely settled in dimen-
sion two, and later extended to higher dimension. It turns out that d+1
represents the minimal number of directions one needs in Zn (n ≥ d ≥ 3),
under the requirement that such directions span a d-dimensional sub-
space of Zn. Also, those sets of d + 1 directions have been explicitly
characterized.

However, in view of applications, it might be quite difficult to decide
whether the uniqueness problem has a solution, when X-rays are taken
in a set of more than two lattice directions. In order to get computa-
tional simpler approaches, some prior knowledge is usually required on
the object to be reconstructed. A powerful information is provided by
additivity, since additive sets are reconstructible in polynomial time by
using linear programming.

In this paper we compute the proportion of non-additive sets of unique-
ness with respect to additive sets in a given grid A ⊂ Zn, in the important
case when d coordinate directions are employed.

Keywords: Additive set, bad configuration, discrete tomography, non-
additive set, uniqueness problem, X-ray.

1 Introduction

One of the main problems of discrete tomography is to determine finite subsets
of the integer lattice Zn by means of their X-rays taken in a finite number of
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lattice directions. Given a lattice direction u, the X-ray of a finite lattice set E
in the direction u counts the number of points in E on each line parallel to u.
The points in E can model the atoms in a crystal, and new techniques in high
resolution transmission electron microscopy allow the X-rays of a crystal to be
measured so that the main goal of discrete tomography is to use these X-rays to
deduce the local atomic structure from the collected counting data, with a view
to applications in the material sciences. The high energies required to produce
the discrete X-rays of a crystal mean that only a small number of X-rays can
be taken before the crystal is damaged. Therefore, discrete tomography focuses
on the reconstruction of binary images from a small number of X-rays.

In general, it is hopeless to obtain uniqueness results unless the class of lattice
sets is restricted. In fact, for any fixed set S of more than two lattice directions,
to decide whether a lattice set is uniquely determined by its X-rays along S is
NP-complete [9]. Thus, one has to use a priori information, such as convexity or
connectedness, about the sets that have to be reconstructed (see for instance [8],
where convex lattice sets are considered). An important class, which provides
a computational simpler approach to the uniqueness and reconstruction prob-
lems, is that of additive sets introduced by P.C. Fishburn and L.A. Shepp in [7]
(see the next section for all terminology). Additive sets with respect to a finite
set of lattice directions are uniquely determined by their X-rays in the given
directions, and they are also reconstructible in polynomial time by use of linear
programming. The notions of additivity and uniqueness are equivalent when two
directions are employed, whereas, for three or more directions, additivity is more
demanding than uniqueness, as there are non-additive sets which are unique [6].
More recently, additivity have been reviewed and settled by a more general treat-
ment in [10]. Thanks to this new approach, the authors showed that there are
non-additive lattice sets in Z3 which are uniquely determined by their X-rays
in the three standard coordinate directions by exhibiting a counter-example (see
[10, Remark 2 and Figure 2]). This answers in the negative a question raised
by Kuba at a conference on discrete tomography in Dagsthul (1997), that every
subset E of Z3 might be uniquely determined by its X-rays in the three standard
unit directions of Z3 if and only if E is additive.

In previous works we restricted our attention to bounded sets, i.e. lattice sets
contained in a given grid A = [m1] × [m2] × · · · × [mn]. In particular, in [2] we
addressed the problem in dimension two and we proved that for a given set S of
four lattice directions, there exists a rectangular grid A such that all the subsets
of A are uniquely determined by their X-rays in the directions in S. In [4] we
extended the previous uniqueness results to higher dimensions, by showing that
d+ 1 represents the minimal number of directions one needs in Zn (n ≥ d ≥ 3),
under the requirement that such directions span a d-dimensional subspace of Zn.
Also, those sets of d+ 1 directions have been explicitly characterized.

We also recall that Fishburn et al. [7] noticed that an explicit construction
of non-additive sets of uniqueness has proved rather difficult even though it
might be true that non-additive uniqueness is the rule rather than exception.
In particular they suggest that for some set of X-ray directions of cardinality
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larger than two, the proportion of lattice sets E of uniqueness that are not also
additive approaches 1 as E gets large. They leave it as an open question in the
discussion section. In [3] we presented a procedure for constructing non-additive
sets in Z2 and we showed that when S contains the coordinate directions this
proportion does not depend on the size of the lattice sets into consideration.

In the present paper we focus on non-additive sets in Zn and estimate the
proportion of non-additive sets of uniqueness with respect to additive sets in
a given grid A, when the set S contains d coordinate directions (see Theorem
1). It turns out that such proportion tends to zero as A gets large so that the
probability to have an additive set is high. From the viewpoint of the applica-
tions, this suggest the use of linear programming for good quality solutions as
the reconstruction problem for additive sets is polynomial.

2 Definitions and Preliminaries

The standard orthonormal basis for Zn will be {e1, . . . , en}, and the coordinates
with respect to this orthonormal basis x1, . . . , xn. A vector u = (a1, . . . , an) ∈
Zn, where a1 ≥ 0, is said to be a lattice direction, if gcd(a1, ..., an) = 1. We
refer to a finite subset E of Zn as a lattice set, and we denote its cardinality
by |E|. For a finite set S = {u1, u2, ..., um} of directions in Zn, the dimension
of S, denoted by dimS, is the dimension of the vector space generated by the
vectors u1, u2, ..., um. Moreover, for each I ⊆ S, we denote u(I) =

∑
u∈I u, with

u(∅) = 0 ∈ Zn. Any two lattice sets E and F are tomographically equivalent if
they have the sameX-rays along the directions in S. Conversely, a lattice set E is
said to be S-unique if there is no lattice set F different from but tomographically
equivalent to E.

An S-weakly bad configuration is a pair of lattice sets (Z,W ) each consisting of
k lattice points not necessarily distinct (counted with multiplicity), z1, ..., zk ∈ Z
and w1, ..., wk ∈ W such that for each direction u ∈ S, and for each zr ∈ Z, the
line through zr in direction u contains a point wr ∈W . If all the points in each set
Z,W are distinct (multiplicity 1), then (Z,W ) is called an S-bad configuration. If
for some k ≥ 2 an S-(weakly) bad configuration (Z,W ) exists such that Z ⊆ E,
W ⊆ Zn\E, we then say that a lattice set E has an S-(weakly) bad configuration.
This notion plays a crucial role in investigating uniqueness problems, since a
lattice set E is S-unique if and only if E has no S-bad configurations [7].

For p ∈ N, denote {0, 1, ..., p − 1} by [p]. Let A = [m1] × [m2] × · · · × [mn]
be a fixed lattice grid in Zn. We shall restrict our considerations to lattice sets
contained in a given lattice grid A, referred to as bounded sets. We say that a
set S is a valid set of directions for A, if for all i ∈ {1, . . . , n}, the sum hi of
the absolute values of the i-th coordinates of the directions in S satisfies the
condition hi < mi. Notice that this definition excludes trivial cases when S
contains a direction with so large (or so small) slope, with respect to A, such
that each line with this slope meets A in no more than a single point. If each
subset E ⊂ A is S-unique in A, we then say that S is a set of uniqueness for A.
For our purpose, we define additivity in terms of solutions of linear programs.



Non-additive Bounded Sets of Uniqueness in Zn 229

The reconstruction problem can be formulated as an integer linear program
(ILP). Since the NP-hardness of the reconstruction problem for more than two
directions reflects in the integrality constraint, relaxation of ILP are considered
(see, for instance [1], [11],[14],[15]). In this setting, a lattice set is S-additive if
it is the unique solution of the relaxed linear program (LP). Moreover, a set is
S-additive if and only if it has no S-weakly bad configurations. Additivity is also
fundamental for treating uniqueness problems, due to the following facts (see [5,
Theorem 2]):

1. Every S-additive set is S-unique.
2. There exist S-unique sets which are not S-additive.

A set which is not S-additive will be simply said non-additive, when confusion
is not possible.

In [2] we characterized all the minimal sets S of planar directions which are
sets of uniqueness for A, and in [4] we studied the problem in higher dimension.
In particular, we stated the following necessary condition on minimal sets S of
lattice directions to be sets of uniqueness for A.

Proposition A ([4, Proposition 8]). Let S ⊂ Zn be a set of distinct lattice
directions such that |S| = d+ 1 and dimS = d ≥ 3 (n ≥ d ≥ 3). Suppose that S
is a valid set of uniqueness for a finite grid A = [m1]× [m2]× · · · × [mn] ⊂ Zn.
Then S is of the form

S = {u1, ..., ud, w = u(I)− u(J)}, (1)

where the vectors u1, ..., ud are linearly independent, and I, J are disjoint subsets
of {u1, ..., ud} such that |I| ≡ |{w} ∪ J | (mod 2).

Examples of sets S of the form (1) which are contained in Z3 and Z4 are
presented in Subsections 3.1 and 3.2, respectively.

Among the sets S of the form (1) we then specified which ones are sets of
uniqueness for A, by employing an algebraic approach introduced by Hajdu and
Tijdeman in [12]. To illustrate the result we need some further definitions (see
also [4]).

For a vector u = (a1, . . . , an) ∈ Zn, we simply write xu in place of the mono-
mial xa1

1 xa2
2 . . . xan

n . Consider now any lattice vector u ∈ Zn, where u �= 0. Let
u− ∈ Zn be the vector whose entries equal the corresponding entries of u if neg-
ative, and are 0 otherwise. Analogously, let u+ ∈ Zn be the vector whose entries
equal the corresponding entries of u if positive, and are 0 otherwise.

For any finite set S of lattice directions in Zn, we define the polynomial

FS(x1, . . . , xn) =
∏
u∈S

(
xu+ − x−u−

)
. (2)

For example, for S = {e1, e2, e3, e1 + e2 − e3} ⊂ Z3 we get

FS(x1, x2, x3) = (x1 − 1)(x2 − 1)(x3 − 1)(x1x2 − x3) = −x1x2x2
3 + x2x2

3 + x1x2
3 − x2

3+

+x2
1x

2
2x3 − x1x2

2x3 − x2
1x2x3 + 2x1x2x3 − x2x3 − x1x3 + x3 − x2

1x
2
2 + x1x2

2 + x2
1x2 − x1x2.
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Given a function f : A → Z, its generating function is the polynomial defined
by

Gf (x1, . . . , xn) =
∑

(a1,...,an)∈A
f(a1, . . . , an)x

a1
1 . . . xan

n .

Conversely, we say that the function f is generated by a polynomial P (x1, . . . , xn)
if P (x1, . . . , xn) = Gf (x1, . . . , xn). Notice that the function f generated by the
polynomial FS(x1, . . . , xn) vanishes outside A if and only if the set S is valid for
A.

Furthermore, to a monomial kxa1
1 xa2

2 . . . xan
n we associate the lattice point z =

(a1, . . . , an) ∈ Zn, together with its weight k. We say that a point (a1, . . . , an) ∈
A is a multiple positive point for f (or Gf ) if f(a1, . . . , an) > 1. Analogously,
(a1, . . . , an) ∈ A is said to be a multiple negative point for f if f(a1, . . . , an) <
−1. Such points are simply referred to as multiple points when the signs are not
relevant. For a polynomial P (x1, . . . , xn) we denote by P+ (resp. P−) the set of
lattice points corresponding to the monomials of P (x1, . . . , xn) having positive
(resp. negative) sign, referred to as positive (resp. negative) lattice points. We
also write P = P+ ∪ P−.

The line sum of a function f : A → Z along the line x = x0 + tu, passing
through the point x0 ∈ Zn and with direction u, is the sum

∑
x=x0+tu,x∈A f(x).

Further, we denote ||f || = maxx∈A{|f(x)|}. We can easily check that the function
f generated by FS(x1, . . . , xn) has zero line sums along the lines taken in the
directions belonging to S.

Hajdu and Tijdeman proved that if g : A → Z has zero line sums along the
lines taken in the directions of S, then FS(x1, . . . , xn) divides Gg(x1, . . . , xn)
over Z (see [12, Lemma 3.1] and [13]). We recall that two functions f, g : A ⊂
Zn → {0, 1} are tomographically equivalent with respect to a given finite set S
of lattice directions if they have equal line sums along the lines corresponding to
the directions in S. Note that two non trivial functions f, g : A → {0, 1} which
are tomographically equivalent can be interpreted as characteristic functions of
two lattice sets which are tomographically equivalent. Further, the difference h =
f − g of f and g has zero line sums. Hence there is a one-to-one correspondence
between S-bad configurations contained inA and non-trivial functions h : A → Z

having zero line sums along the lines corresponding to the directions in S and
||h|| ≤ 1.

Let us consider a set S = {u1, ..., ud, w = u(I)−u(J)}, where I, J are disjoint
subsets of {u1, ..., ud}. We define

D = {±v : v = u(X)− u(I) �= 0, X ⊆ I ∪ J ∪ {w}}. (3)

In [4] we proved the following result.

Theorem B ([4, Theorem 12]). Let S ⊂ Zn be a set of distinct lattice direc-
tions such that S = {ur = (ar1, . . . , arn) : r = 1, . . . , d+ 1} (n ≥ d ≥ 3), where
u1, ..., ud are linearly independent, ud+1 = u(I)−u(J), and I, J are disjoint sub-
sets of {u1, ..., ud} such that |I| ≡ |{w}∪J |(mod2). Suppose S is valid for the grid
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A = [m1]× [m2]×· · ·× [mn]. Denote

d+1∑
r=1

|ari| = hi, for each i ∈ {1, . . . , n}. Sup-

pose that g : A → Z has zero line sums along the lines in the directions in S, and
||g|| ≤ 1. Then g is identically zero if and only if for each v = (v1, . . . , vn) ∈ D,
there exists s ∈ {1, . . . , n} such that |vs| ≥ ms − hs.

From the geometrical point of view, a set S of lattice directions is a set
of uniqueness for a grid A if and only if S and A are chosen according to
assumptions in Theorem B, and the resulting set D is such that its members
satisfy the conditions of the theorem.

3 Non-additive Bounded Set of Uniqueness

In this section we study non-additive sets of uniqueness contained in a given grid
A, in the important case when S contains the coordinate directions. In [3] we
showed that when S ⊂ Z2 contains the coordinate directions the proportion of
lattice sets E of uniqueness that are not also additive does not depend on the
size of the lattice sets into consideration and is given by

2

2|FS| − 2
,

where |FS | denotes the cardinality of the set of points corresponding to the
polynomial FS(x1, x2).

In the present paper we aim to extend this estimate to higher dimension.
Before presenting the general result, we wish to consider two preliminary cases,
concerning Z3 and Z4 respectively, which motivate the general result presented
below.

3.1 Non-additive Sets in Z3

Let us consider the case n = d = 3. Let S = {e1, e2, e3, w = u(I)− u(J)} ⊂ Z3,
where I, J are disjoint subsets of {e1, e2, e3} such that |I| ≡ |{w} ∪ J | (mod 2).
Since w is a direction distinct from e1, e2, e3, we have e1 ∈ I and, up to exchang-
ing the role of e2 and e3, we have the following choices for w.

1. w = e1 + e2 + e3 = (1, 1, 1), where I = {e1, e2, e3}, J = ∅.
2. w = e1 + e2 − e3 = (1, 1,−1), where I = {e1, e2, }, J = {e3}.
3. w = e1 − e2 − e3 = (1,−1,−1), where I = {e1}, J = {e2, e3}.

In order to apply Theorem B, we now evaluate the set D defined by (3), in all
these cases.

1. If I = {e1, e2, e3}, J = ∅, then by choosing X = {w, ei}, for i = 1, 2, 3, we
get v = ei ∈ D.

2. If I = {e1, e2, }, J = {e3}, then for X = {e1, e2, e3} we get v = e3 ∈ D. For
X = {e1} we get v = −e2 ∈ D, and for X = {e2} we get v = −e1 ∈ D.
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3. If I = {e1}, J = {e2, e3}, then for X = {e1, ei} we get v = ei ∈ D, where
i = 2, 3. For X = {w, e1, e2, e3} we get v = e1 ∈ D.

Since in all the previous cases we have hi = 2, for i = 1, 2, 3, then the set S is a
set of uniqueness for the grid A = [m1]× [m2]× [m3] if and only if mi−hi ≤ 1 for
each i = 1, 2, 3, that is mi = 3. This implies that A contains a unique S-weakly
bad configuration given by FS . The non-additive sets of uniqueness in FS are
precisely F−

S and F+
S . All the other subsets of FS , are additive. Therefore, the

proportion of bounded non-additive sets of uniqueness w.r.t. those additive is
given by

2 · 2|A\FS|

2|A| − 2 · 2|A\FS | =
2

2|FS | − 2
. (4)

3.2 Non-additive Sets in Z4

Let us now consider the case n = 4. We first note that the condition |I| ≡
|{w}∪ J | (mod 2) in Theorem B implies that |I ∪ J | must be odd. Therefore, we
have |I ∪ J | = 3 and we can distinguish the following cases:

1. n = 4 > d = |I ∪ J | = 3;
2. n = 4 = d > |I ∪ J | = 3.

1. Suppose n = 4 > d = |I ∪ J | = 3. Up to permutations of the standard
orthonormal vectors, we can assume S = {e1, e2, e3, w = u(I)− u(J)} ⊂ Z4,
where I, J are disjoint subsets of {e1, e2, e3} such that I ∪ J = {e1, e2, e3},
and |I| ≡ |{w} ∪ J | (mod 2). By identifying Z3 with the subspace H =
{(z1, z2, z3, 0) : z1, z2, z3 ∈ Z} in Z4, we can repeat the same considerations
as in the previous subsection. Therefore, we have S,D ⊂ H and the set
S is a set of uniqueness for the grid A = [m1] × [m2] × [m3] × [m4] if
mi = 3 for i = 1, 2, 3, and m4 ≥ 1. We shall simply write m = m4. In
this case the grid A can be arbitrary large in one direction and we shall
compute the proportion of bounded non-additive sets of uniqueness w.r.t.
those additive in A as a function of m. For the sake of simplicity, we assume
w = e1 + e2 + e3 = (1, 1, 1, 0), since all the other cases are analogous. We
have

FS(x1, x2, x3) = (x1 − 1)(x2 − 1)(x3 − 1)(x1x2x3 − 1),

and all the S-weakly bad configurations contained in A correspond to poly-
nomials of the form FS(x1, x2, x3)P (x4), where P (x4) is a polynomial in x4

with degree less than or equal to m− 1. Thus P (x4) = am−1x
m−1
4 + · · ·+a0,

where the coefficients am−1, · · ·, a0 are not all zero.
Let us consider two polynomials

Q1(x1, x2, x3, x4) = FS(x1, x2, x3)P1(x4) = FS(x1, x2, x3)
(
am−1x

m−1
4 + · · ·+ a0

)
,

Q2(x1, x2, x3, x4) = FS(x1, x2, x3)P2(x4) = FS(x1, x2, x3)
(
bm−1x

m−1
4 + · · ·+ b0

)
.
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The corresponding sets of points Q1, Q2 are equal if and only if ai = 0
implies bi = 0, for all i = 0, · · ·,m − 1. Thus the number of S-weakly bad
configurations contained in A equals the number of polynomials P (x4) =
am−1x

m−1
4 + · · ·+ a0 whose coefficients belong to the set {0, 1}, except the

null polynomial.
Let us denote by F the set of all points in A which belong to some S-weakly
bad configuration. Notice that each S-weakly bad configuration contains two
non-additive sets consisting of the set of positive (resp. negative) points. By
multiplying the corresponding polynomial by −1, these two non-additive sets
exchange each other. Therefore, the number of non-additive sets which are
contained in F equals the number of polynomials P (x4) = am−1x

m−1
4 +···+a0

whose coefficients belong to the set {−1, 0, 1}, except the null polynomial.
Thus we have 3m − 1 non-additive sets in F . Any other non-additive set
in A is obtained by adding some points of A \ F to a non-additive set in
F . Therefore, the number of non-additive sets contained in A is given by
2|A\F| (3m − 1).
The proportion of bounded non-additive sets of uniqueness in A with respect
to those additive is given by

2|A\F| (3m − 1)

2|A| − 2|A\F| (3m − 1)
=

3m − 1

2|FS|m − 3m + 1
. (5)

For m = 1 we get
2

2|FS| − 2
,

as in (4). Moreover, as A gets large, we get

lim
m→∞

3m − 1

2|FS|m − 3m + 1
= 0,

so that the set of non-additive sets is negligible.
2. Let us now suppose n = 4 = d > |I ∪ J | = 3. Up to permutations of

the standard orthonormal vectors, we can assume S = {e1, e2, e3, e4, w =
u(I) − u(J)} ⊂ Z4, where I, J are disjoint subsets of {e1, e2, e3} such that
I ∪ J = {e1, e2, e3}, and |I| ≡ |{w} ∪ J | (mod 2). By identifying Z3 with the
subspace H = {(z1, z2, z3, 0) : z1, z2, z3 ∈ Z} in Z4, we can repeat the same
considerations as in the previous subsection. In particular, we have hi = 2,
for i = 1, 2, 3, h4 = 1, and the set S is a set of uniqueness for the grid
A = [m1]× [m2]× [m3]× [m4] if and only if mi = 3 for each i = 1, 2, 3, and
m4 = m ≥ 2. Again we assume w = e1 + e2 + e3 = (1, 1, 1, 0), so that we
have

FS(x1, x2, x3, x4) = (x1−1)(x2−1)(x3−1)(x1x2x3−1)(x4−1) = FT (x1, x2, x3)(x4−1),

where T = {e1, e2, e3, w}. All the S-weakly bad configurations contained
in A correspond to polynomials of the form FS(x1, x2, x3, x4)P (x4), where
P (x4) is a polynomial in x4 with degree less than or equal to m − 2. Thus
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P (x4) = am−2x
m−2
4 + · · · + a0, where the coefficients am−2, · · ·, a0 are not

all zero. Denote by F the set of all points in A which belong to some S-
weakly bad configuration. Then, by the same arguments as in the previous
case we have that F contains 3m−1 − 1 non-additive sets. Thus, we obtain
the following estimate for the proportion of bounded non-additive sets of
uniqueness in A with respect to those additive.

2|A\F| (3m−1 − 1
)

2|A| − 2|A\F| (3m−1 − 1)
=

3m−1 − 1

2|F| − (3m−1 − 1)
=

3m−1 − 1

2|FT |m − 3m−1 + 1
, (6)

as |F| = m|FT |.
For m = 2 we get

2

2|FS| − 2
,

as |FS | = 2|FT |.
Again, as A gets large, we get

lim
m→∞

3m−1 − 1

215m − 3m−1 + 1
= 0,

so that the set of non-additive sets is negligible.

3.3 Non-additive Sets in Zn

We now consider the general case. In the following, for p, q ∈ N with 1 ≤ p < q,
we denote (p, q] = {z ∈ N : p < z ≤ q}. Further, to unify different cases, when
p = q we still adopt the notation (p, q] with the convention that

∏
j∈(p,q] zj = 1,

for every zj ∈ Z.

Theorem 1. Let S = {e1, . . . , ed, w = u(I) − u(J)} be a set of d + 1 distinct
directions in Zn, where n ≥ d ≥ 3, I ∪ J = {e1, . . . , ek} (3 ≤ k ≤ d), and
|I| �≡ |J | (mod 2). Let A = [m1] × [m2] × · · · × [mn] ⊂ Zn, where mi = 3 for
i = 1, . . . , k, mi ≥ 2 for i = k + 1, . . . , d, and mi ≥ 1 for i = d+ 1, . . . , n. Then
the set S is a set of uniqueness for A and the proportion of non-additive sets of
uniqueness in A with respect to those additive is given by

3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1

2(2
k+1−1)

∏
i∈(k,n] mi −

(
3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1
) . (7)

Proof. By Theorem B, in order to prove that S is a set of uniqueness for A, we
have to show that for each v = (v1, . . . , vn) ∈ D there exists i ∈ {1, . . . , n} such
that |vi| ≥ mi − hi.

We have w =
∑k

i=1 δiei, where δi = 1 if ei ∈ I, and δi = −1 if ei ∈ J , so that
hi = 2 for i = 1, . . . , k, hi = 1 for i = k+1, . . . , d, and hi = 0 for i = d+1, . . . , n.
If v = (v1, . . . , vn) ∈ D, then vj = 0 for k + 1 ≤ j ≤ n, and vi �= 0 for some
io ∈ {1, . . . , k}, so that |vio | ≥ mio − hio = 1. This proves that S is a set of
uniqueness for A.
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We have

FS(x1, . . . , xd) =
(
xw+ − x−w−

) d∏
i=1

(xi − 1).

Let us denote FT (x1, . . . , xk) = (xw+ − x−w−)
∏k

i=1(xi − 1). Then

FS(x1, . . . , xd) = FT (x1, . . . , xk)
∏

i∈(k,d]

(xi − 1).

All the S-weakly bad configurations contained in A correspond to polynomials of
the form FS(x1, . . . , xd)P (xk+1, . . . , xn), where the degree degiP (xk+1, . . . , xn)
of P (xk+1, . . . , xn) with respect to xi, where i = k + 1, . . . , n, satisfies the con-
ditions

degiP (xk+1, . . . , xn) < mi − 1 for i = k + 1, . . . , d,
degiP (xk+1, . . . , xn) < mi for i = d+ 1, . . . , n.

(8)

Thus we have

P (xk+1, . . . , xn) =
∑

ark+1,...,rnx
rk+1

k+1 . . . xrn
n , (9)

where rk+1 ∈ [mk+1 − 1], . . . , rd ∈ [md − 1], rd+1 ∈ [md+1], . . . , rn ∈ [mn]. Each
S-weakly bad configuration contained in A corresponds to a polynomial of the
form

P (xk+1, . . . , xn)FT (x1, . . . , xk)
∏

i∈(k,d]

(xi − 1),

where P (xk+1, . . . , xn) is given by (9).
Let us denote by F the set of points in A which belong to some S-weakly
bad configuration. Notice that each S-weakly bad configuration contains two
non-additive sets consisting of the set of positive (resp. negative) points. By
multiplying the corresponding polynomial by −1, these two non-additive sets
exchange each other. Therefore, the number of non-additive sets which are con-
tained in F equals the number of polynomials P (xk+1, . . . , xn) given by (9),
whose coefficients belong to the set {−1, 0, 1}, except the null polynomial. Such
a number is given by

3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1.

Any other non-additive set in A is obtained by adding some points of A \ F to
a non-additive set in F . Thus, the proportion of non-additive sets of uniqueness
in A with respect to those additive results

2|A\F|
(
3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1
)

2|A| − 2|A\F|
(
3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1
)

=
3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1

2|F| −
(
3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1
) . (10)
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Since |F| = |FT |
∏

i∈(k,n] mi and |FT | = 2k+1 − 1, we get

3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1

2(2
k+1−1)

∏
i∈(k,n] mi −

(
3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1
) ,

as required. 
�
When n = d = k = 3, as in Subsection 3.1, we have∏
i∈(k,d]

(mi − 1) =
∏

j∈(d,n]

mj =
∏

i∈(k,n]

mi = 1, 2k+1 − 1 = 24 − 1 = |FS |,

so that formula (7) gives (4).
When 4 = n = d > k = 3, as in Subsection 3.2 case 2, we have

∏
i∈(k,d]

(mi−1) = m4−1 = m−1,
∏

j∈(d,n]

mj =1,
∏

i∈(k,n]

mi = m4 = m, |FT | = 2k+1−1 = 15,

so that formula (7) gives (6).
Moreover, if 3 ≤ k < n, then for (mk+1, . . . ,mn)→ (∞, . . . ,∞) we have

3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1

2(2
k+1−1)

∏
i∈(k,n] mi −

(
3
∏

i∈(k,d](mi−1)
∏

j∈(d,n] mj − 1
) → 0.

4 Conclusions

We have determined explicitly the proportion of bounded non-additive sets of
uniqueness with respect to those additive. The resulting ratio has been computed
as a function of the dimensions of the confining grid. This allows us to prove
that, in the limit case when the grid gets large, the above proportion tends
to zero, meaning that the probability that a random selected set is additive
increases. Further improvements could be explored by considering more general
sets S of directions. In this case the tomographic grid, obtained as intersections
of lines parallel to the X-ray directions corresponding to nonzero X-ray, is not
necessarily contained in the confining rectangular grid A, and the computation
of the proportion of bounded non-additive sets of uniqueness with respect to
those additive, seems to be a more challenging problem to be investigated.
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1 Introduction

A Mojette projection of a 2D digital image I is comprised of the sums of image
pixel intensities that are located along parallel lines, oriented at some set of an-
gles defined by pairs of co-prime integers, (pi, qi) [3]. A set of Mojette projections
can be used to reconstruct, either approximately or exactly, an image of the orig-
inal data. A discrete point-spread function (PSF) is defined by back-projection
of a single point by a set of projected views, (pi, qi). The PSF links the original
image data to the Dirac Mojette back-projected image, Mpq, through:

Mpq = I ∗ PSFpq (1)

where ∗ denotes spatial convolution.
The Mojette Transform (MT) [3], is one of several inherently discrete im-

age projection techniques, like the (closely related) Finite Radon Transform
(FRT) [9], where each image projection is defined explicitly by the discrete image
data. We prefer to approach image reconstruction by first defining the discrete
image that we want to display and then deciding what sets of projected views
are sufficient to reconstruct that image.

Our aim is to do tomography this way, i.e. to transform real, noisy projection
data into a form that is discretely Mojette-like as possible, and then use the
Mojette inverse to reconstruct the image.

Inversion from Mojette projection sets may also shine some theoretical light
on the Katz Criterion [6] used in discrete tomography. Katz showed that any
N × N image can be reconstructed exactly from a set of discrete projections

(pi, qi) provided max (
∑
|pi|,
∑
|qi|) ≥ N . Here we set K = max(

∑
|pi|,

∑
|qi|)

N , so
that K = 1 for a projection set at the Katz limit, whilst a set with K < 1 is
below the Katz limit and cannot reconstruct an exact image. Katz specifies the
spatial resolution and view angle requirements that permit exact digital inver-
sion, but says nothing about approximate reconstructions, the effect of noise,
the equivalence (or not) of different sets of angles, nor about the constraints
imposed by the dynamic range of quantised image values.

There are other algorithms to invert Mojette projections, but these methods
have severe limitations. The corner-based algorithm of Normand, and related
geometric techniques [10], work only for noise-free projection sets that satisfy or
exceed the Katz condition. Alternatively Mojette data can be mapped to the pe-
riodic form of the FRT, for which inversion by back-projection is exact, or else by
applying the central slice theorem using Fourier [9] or number-theoretic trans-
forms [1,2]. Direct inversion of the projection matrix is possible, but requires
inverting very large matrices that are often ill-posed. Other methods, such as
conjugate gradient [11] or partially ordered sets, require an iterative or statis-
tical approach [4] that negate the advantages of using a direct reconstruction
algorithm.

The intensity at each forward-projected Mojette bin is back-projected across
the image reconstruction space, along the same discrete lines along which that
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(a) (b) (c)

Fig. 1. Left to right: back-projected reconstruction of a single point using (a) 4, (b) 12
and (c) 60 discretely projected Dirac Mojette views. Image data confined to the area
inside the red circle in (c) can be reconstructed exactly because the translated PSFs
(green circles) intersect back-projected pixels that all have zero intensity.

data was projected (but with the mean projected sum, not the individual pixel
values that make up each sum). The back-projection method is “blind” to other
values in the projection data, it does not try to uncouple projection bins and pixel
values. A back-projection algorithm is then tolerant of noise on the projections;
it uses the same method for whatever data lies in each projection bin.

2 Image Reconstruction and the Discrete PSF

Fig. 1a shows four back-projected rays (at angles (±1, 2), (±2, 1)) for a single
point located at the centre of an image. Back-projecting intensity values of 1.0
at the peak and −1/(4 − 1) elsewhere, results in a normalised intensity of 1.0
at their intersection point, zero along the projected rays and −0.333 elsewhere.
Back-projecting 12 symmetric projections ((1, 2), (1, 3) and (2, 3) in Fig. 1b) with
intensity 1.0 or −1/(12− 1) gives 1.0 at the intersection point, zero along each
of the 12 projected rays, and −0.0909 elsewhere. Fig. 1c shows the normalised
Mojette back-projection for 60 projected views (the symmetric set of shortest
vectors (p, q) = (0, 1) to (±3, 7)), yielding a centre value of 1.0 (white), the
central circular region has value zero (grey), other pixels have value −1/59.

Note how the zero pixels increasingly tile the region that surrounds the in-
tersection point. All translations of this PSF inside the red circle in Fig. 1c
can be reconstructed exactly (as a single 1 on a background of 0). A PSF can
only be translated as far as the green circles in that figure, before the negative
background value (here the black pixels) will cause reconstruction errors. For a
59 × 59 image, 3208 Mojette projections ((0, 1) to (31, 49)) are needed to uni-
formly tile a disc of radius R = 58 (since 312 + 492 = 3362 and 582 = 3364).
Hence direct, unfiltered, back-projection of discrete Mojette data works exactly,

but it requires approximately
(
6
π

)2
2N(2N − 1) views to reconstruct an N ×N

image [13]. This result confirmed earlier work done by Servières [12]. The shape
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of the image region of interest (ROI) also matters, as it determines how many,
and which, array pixels need to be exactly tiled by the discrete PSF.

If you have only M ! N2 views, you can try to interpolate the missing
N2−M views that you don’t know, using the M views that you do know [13,12].
For example, we can synthesize the projected view for (13, 14) from the known
projection for (1, 1). Interpolation of digital profiles is tough work, especially for
Dirac rather than the smoother Haar or higher-order spline projections.

If the image array is assumed to be periodic, the continuation of each projected
ray (other than for (1, 0) and (0, 1)) will pass across the ROI several times,
increasing the number of pixels that are filled by back-projection.

For the FRT [9], where the array size is prime, p × p, and for composite
N × N arrays [7,8], periodic back-projection can fully tile the ROI, the PSF is
then “perfect”, making exact inversion possible with O(N) projections from an
N × N image. A reconstruction method, for uniformly-distributed angle sets,
that merges elements of the discrete Mojette, Fourier and compressed sensing
techniques appeared recently [5].

2.1 Reconstruction of Images Using a Finite, Discrete PSF

Consider a finite PSF, such as our previous example composed of 60 views, which
reconstructs, perfectly, any image inside the red circle of Fig. 2a. If we try to
use this PSF to reconstruct a larger circular ROI (e.g. 60 × 60, the blue circle
in Fig. 2a), we need to correct for each of the discrete un-corrected negative
contributions that fall outside the flat zone of the blue PSF, i.e. all of the black
points that lie inside the green circle shown in Fig. 2a.

A discrete, back-projected image, Mpq, reconstructed from a set of view an-
gles, (p, q), is exactly equivalent to convolution of the discrete PSF with the
original image, I. This follows from the definition of discrete back-projection for
Dirac Mojette data [3]. This is easy to demonstrate; Fig. 3 shows an original im-
age, I, and the direct back-projected image,Mpq, for the set of 60 (p, q) angles
shown in Fig. 2. The back-projected image is identical to the convolution of the
original image data by the PSF shown in Fig. 2 (the differences on subtraction
are O(10−15) and result from finite float computational precision). Then,

Mpq ∗ PSF−1
pq = I (2)

I = F−1

{
F {Mpq}
F {PSFpq}

}
(3)

where F{·} denotes the 2D finite Fourier transform (FFT) of the zero-padded
image data. Equation (3) is the basis for the de-convolution process presented in
this work. Recovery of I from the direct, back-projected imageM, is contingent
on the FFT of the PSF being well-conditioned or regularised. To ensure these
conditions, a weighted version of the raw PSF, denoted as PSF+ in equation (6),
is then used in (3).
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(a) (b)

Fig. 2. Left: (a) Normalised, back-projected PSF reconstructed from 60 discrete pro-
jections at angles (p, q) using the shortest vector lengths (white = 1, grey = 0, black
< 0). Images confined inside the red circle (with a diameter of about 23 pixels) can be
reconstructed exactly by direct back-projection. Reconstruction of images lying inside
the blue circle, with diameter 60 pixels, using the same 60 projected views, requires
correction for all of the missing (black) back-projected points the lie inside the green
circle with diameter 120 pixels. Right: (b) a 3D view of the PSF in (a).

(a) (b) (c) (d)

Fig. 3. (a): Original image I, circular ROI diameter 60 pixels. (b): Raw back-projected
reconstruction from 60 discrete Mojette views of the original data. Image (b) is exactly
the same as the result obtained by convolving image (a) with the discrete PSF shown
in Fig. 2b. (c): Reconstructed image from the 416 Mojette shortest (p, q) views (65×65
pixels, K = 57 � 1), PSNR = 46.62, MSE = 1.30. This is about 10% of the number of
views required for exact, unfiltered Mojette back-projection. (d): reconstruction errors
for this image are structural and arise from inversion of the PSF; they are not evidently
strongly image-related.

2.2 Image Reconstruction Examples with K � 1

We verify this approach by applying (3) to reconstruct images from discrete
projection sets comprised of many views, but far fewer than the O(N2) views
required for exact N×N reconstruction. Fig. 3c shows an example image, recon-
structed from 416 Mojette projections, that were obtained from a circular ROI
in 65× 65 discrete image data (a cropped portion of the “cameraman” image).
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Adding normally distributed noise to each of the 416 projections only slightly
reduced the reconstructed image PSNR (from 46.62 to 43.8 ± 0.2), confirming
the robustness of the back-projection approach. The reconstructed images for
K # 1 are of high quality, but our aim here is to reduce the number of discrete
projections required, so that K ( 1, or preferably, K < 1. Using fewer projection
directions makes the outer zones of the PSF increasingly sparse and the flat
zone of zeros smaller, so that the PSF inverse becomes less well-conditioned and
requires some regularisation.

3 Regularisation of the PSF

Our approach to recover images for projection sets where K ( 1, is to weight
the image of the PSF, in the form as shown in Fig. 2, so that the outer regions of
the PSF are made smoother and closer to zero, whilst preserving the central flat
zone. These weights should be smooth and close to unity for O(N2) projected
views, where no or little correction of the back-projected image is required.
For increasingly sparse views, the weights should be closer to zero around the
periphery of the PSF, and remain strongly discretised along those directions
where more correction is needed.

For sets of projected views that exceed the Katz Criterion (K ≥ 1), we con-
struct a weight function, that we call Wpn, that reflects the correlation between
the spatial distribution of points across the region of support in the PSF that are
correctly back-projected and the distribution of points where the back-projected
data is absent.

We generate first an image (p) of the PSF that contains the correctly back-
projected points over the region of image support. These points are set to one,
all other points are set to zero. We generate a second image (n) of the PSF that
contains the (complementary) set of uncorrected back-projected points over the
region of image support. These points are set to one, all other points are set
to zero. We then cross-correlate these distributions, across the full extent of the
back-projected space, as

Wpn = (p  n) ∗ (D  D) (4)

where  denotes the cross-correlation product and D has the uniform value of
1 over the image region of support and is otherwise zero. Pixels of Wpn that
fall within the central flat zone of the PSF (the area of perfect reconstruction)
should not be down-weighted, so the weight for these pixels is set to 1. The
function Wpn is then normalised to have maximum value 1, as shown in Fig. 4a.

For sets of projected views that fall below the Katz Criterion (K ≤ 1), the
back-projected area becomes increasingly sparse outside the small flat central
zone of exact reconstruction and the region of support, D, plays an increasingly
smaller contribution. For these cases, the weight function, that we call Tpn, is
constructed as a direct correlation of the spatial distributions of the correctly
back-projected points in the PSF vs the non-back-projected points;

Tpn = p  n (5)
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Fig. 4. Top row: (a-b) Left: (a) Weight function Wpn for the PSF for the set of 52
angles ((1, 0) to (±2, 7)), 63× 63 image, circular region of support. Right: (b) Weight
function Tpn for the same PSF as in (a).
Bottom row: (c-d) Left: (c) The PSF weighted by Wpn for K > 1. Right: (d) the PSF
weighted by Tpn for K < 1. The central spike of the PSF has been suppressed here to
enhance the display of the small values at the periphery.

The weights for those pixels that lie within the central flat zone of the PSF
are set to 1, with the net result normalised, as shown in Fig. 4b. Weights Wpn

and Tpn multiply, point to point, the raw PSF image values,

PSF+ =

{
PSF,Wpn, if K > 1

PSF, Tpn, if K < 1
(6)

where , denotes the element-wise multiplication of 2D vectors.

4 Reconstruction Results for De-convolution of
Back-Projected Images Using the Weighted PSF

We applied the weightings Wpn and Tpn to the PSF (as shown in Fig. 4c,d) and
recorded the PSNR for images that were reconstructed, using equations (3) and
(6), for varying numbers of projected views. Here all angle sets are comprised
of the shortest (p, q) vectors. The results are given in Table 1 for image sizes of
63× 63 and 127× 127, respectively. At the Katz point, K = 1, the PSNR values
for reconstruction from projections after adding normally distributed noise have
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Table 1. PSNR values for two images of sizes of 63× 63 and 127× 127, reconstructed
using a weighted PSF, as a function of the number of projected views (shortest (p, q)
vector angle sets)

Image size K (Katz’ value) Projections count Weight Wpn Weight Tpn

0.59 20 18.89 18.67
0.81 24 19.98 19.93
1 28 21.63 21.63

63× 63 1.22 32 22.92 22.73
2.52 52 27.61 26.76
3.67 64 30.08 28.54
6.46 96 34.34 31.06
9.89 128 35.74 31.62

0.5 28 17.77 17.78
0.61 32 18.90 18.75
0.73 36 19.30 19.38
0.84 40 20.30 20.09

127× 127 0.98 44 21.35 20.92
1.11 48 22.54 21.66
3.2 96 29.70 26.95
4.91 128 32.74 28.55
9.11 192 35.01 29.44

also been included. Those results provide further confirmation of the robustness
of our direct inversion method.

We observed that weight Wpn performs better for K > 1, whilst the recon-
struction results for weight Tpn become slightly better than for weight Wpn for
K < 1, especially in larger images. For example, a 509× 509 portion of the Lena
image, reconstructed using the 96 shortest angles, where K = 0.8, yields a PSNR
of 19.80 for Tpn and 18.41 for Wpn.

The only other tool used to regularise the inverse of the PSF is to apply
a threshold test to the Fourier coefficient values before taking their inverse. If
the Fourier coefficient of the (weighted) PSF at (u, v) was less than a selected
fixed value, that coefficient was set to the mean of all above-threshold 3 × 3
neighbouring coefficients. The choice of this threshold value turned out to be
relatively insensitive; optimising its value made relatively small differences to
the final PSNR values. When reconstructing any images, we keep track of the
number of times the threshold is reached, to indicate if the threshold needs to
be modified. For example, at K = 0.59, for 20 angles, PSNR = 18.89 improves
to 19.45 after scanning across a range of threshold values to optimise the PSNR.

The size of the zero-padded region can be adjusted to be made (symmetrically)
slightly smaller or larger. This can change the reconstructed PSNR (again, only
slightly), as it may affect the degree of aliasing by the discretisation of the finite
Fourier transform at specific frequencies.
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(a) (b)

Fig. 5. Reconstruction of an image from a clustered set of 52 projection angles
(±1, i), (±i, 1); 0 ≤ i ≤ 13}, for which K = 3.29. Left: (a) the raw clustered view
PSF (125× 125). Right: (b) the reconstructed image (63× 63, using weight Tpn), with
PSNR = 23.33. After adding normally distributed noise, PSNR = 23.1± 0.1.

5 Reconstruction Using Different Distributions of
Projected View Angles

5.1 Clustered Projection Angles

We reconstructed images from sets of projected views that are clustered around
0° or around 90°. We do this by selecting discrete angles (p, q) corresponding to
(±1, i) and (±i, 1), for integers 0 ≤ i ≤ n. To maintain four-fold angle symmetry,
we usually increment the number of angles in steps of 4. The strongly non-
uniform distribution of angles makes the shape of the PSF less uniform and
thus more difficult to correct. Here the discrete weight Tpn (PSNR = 23.33)
performs better than weight Wpn (PSNR = 20.08), even for K > 1. An example
reconstructed image is shown in Fig. 5.

5.2 Randomly Distributed Projection Angles

We generated a random set of M projection angles selected from a range of
(p, q) vectors that was three times larger than for the shortest angle set for M
projections. As p and q can now be much larger than for the shortest set, the
number of bins in these projections, as given by nbin = (|p|+ |q|)(N − 1) + 1, is
also larger.

Whilst randomising the projection angles generally decreases the reconstructed
image quality because the PSF is less uniform, the use of large p and q values
generally improves the discrete reconstructions. The large |p|+ |q| discrete pro-
jections are less heavily summed, because there are more projection bins, but the
projected ray passing into each bin intersects fewer pixels. Forcing the inclusion
of the projections (1, 0), (0, 1) and (±1, 1) as part of the “random” set improves
the results, as those projections carry significant information about the image.
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(a) (b) (c)

Fig. 6. (a-b): PSF (125×125) for two random sets of 52 projection angles. (a): Including
(1, 0), (0, 1) and (±1, 1). (b): Excluding (1, 0), (0, 1) and (±1, 1). (c): Corresponding
63 × 63 reconstructed images using filter Wpn. Top image, PSNR = 31.31, bottom
image, PSNR = 26.33. After adding normally distributed noise PSNR = 27 ± 1 and
24.5± 1 respectively.

(a) (b)

Fig. 7. (a): Raw discrete PSF (129× 129) for the 440 shortest (p, q) angles. The high-
lighted portion of the rows and columns 60 pixels away from the PSF centre are heavily
tiled by back-projection. In contrast, pixels along the rows and columns a prime dis-
tance from the centre (e.g. 59 and 61) are sparsely tiled. (b): Differences in the discrete
PSF for the projection sets comprised of the 440 and 416 shortest angles emphasize
the bias towards better reconstruction along the horizontal and vertical directions.

The PSF weight Wpn performs slightly better here (mean PSNR = 28.5±1.5)
than does weight Tpn (mean PSNR = 25.5 ± 1.5), as the view angles are, on
average, more uniform and K > 1. Here K = 4.5± 0.3, see Fig. 6.

5.3 Discrete Image Reconstruction Errors

Our reconstruction errors occur predominantly along the image rows, columns
and diagonals (as in Fig. 3). Partly this effect may be due to the method we



248 I. Svalbe et al.

used to weight and invert the PSF, but another contribution comes from the
non-random distribution of (p, q) points as they get back-projected.The number
of back-projected points and their inclusion in the PSF depends on the set of
(p, q) view angles, but also on the size of the image ROI to be reconstructed.

Fig. 7a shows a PSF back-projected from the 440 discrete shortest (p, q) an-
gles (as a 129 × 129 pixel image). Entries in the PSF that arise from projec-
tion (p, q) are back-projected as points located (np, nq) pixels from the centre
of the PSF. Many back-projected points will lie on columns or rows that are
60 pixels distant from the centre, as n can be any of the many factors of 60;
n = {2, 3, 4, 5, 6, 10, 12, 15, 20, 30}.

However the PSF has few (almost zero) back-projected points along columns
or rows located 59 and 61 pixels from the centre, as these numbers are prime.
A 61× 61 portion from the image in Fig. 3c reconstructs (using an unweighted
PSF at 440 shortest views) with a PSNR of 41.76, whereas a 59× 59 portion of
the same data reconstructs with PSNR = 47.68, using identical views. Including
or excluding row and column 60 from the reconstructed ROI makes a large
difference to the PSF that, in turn, affects the reconstructed PSNR.

Strong, local changes at the edges of the PSF may also explain why we obtain
reconstructions for 65×65 images using 416 angles (PSNR = 46.62, last (p, q) =
(12, 17)) that are, uncharacteristically, slightly better than those for a much
larger angle set of 440 views (PSNR = 46.41, last (p, q) = (4, 21)). For 63 × 63
images we obtain PSNR = 45.52 for 416 views, PSNR = 46.69 at 440 views,
because part of the outer circle of back-projected points shown in Fig. 7b (arising
from the (4, 21) view), are now excluded.

6 Summary, Conclusions and Future Work

We presented, in this work, an approach to reconstructions that uses a weighted
version of the raw back-projected discrete PSF to recover, by direct de-
convolution, the original digital image from its direct back-projected reconstruc-
tion. As this is a linear system, the same approach could equally be achieved by
filtering the Mojette data in 1D before back-projection, as was originally sug-
gested by Andrew Kingston. Correction of 3D back-projected images, via the
inverse of the 3D PSF, is a natural extension of this 2D approach.

This filtered back-projection approach also tolerates the presence of significant
levels of noise in the projected data. Computation of these filtered back-projected
images is fast to compute, especially if the Fourier transform of the discrete PSF
and the associated weight functions (Tpn or Wpn) are known.

The relatively high accuracy of our reconstructions and the rapidity with
which they can be obtained would provide high quality initial-image estimates
that may enhance the convergence rate for slower, statistical iterative recon-
struction methods.

The use of an exact, algebraic approach to pre-filter each projection also
seems possible. Nicolas Normand has shown that direct inversion is possible
for projection data cast as a Vandermonde matrix and has also shown that
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Moore-Penrose pseudo-inverse techniques may be used to invert projection ma-
trices (unpublished work). These new techniques complement the existing “row-
solving” techniques [1,2] or methods based on the central–slice theorem [9] that
map between Mojette (or FRT) data and image space.

An enhanced ability to invert arbitrary sets of Mojette data will permit de-
tailed studies to be undertaken to understand how the grey-level quantisation of
a digital image affects image reconstruction, as seen via the Katz criterion. Our
method has already been applied to reconstruct binary and ternary image data
from sparse sets of discrete projections (unpublished work).
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3. Guédon, J., Normand, N.: Direct Mojette Transform. In: Guédon, J. (ed.) The
Mojette Transform: Theory and Applications, pp. 37–60. ISTE-WILEY (2009)

4. Herman, G.T., Kuba, A. (eds.): Advances in Discrete Tomography and its Appli-
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Abstract. We study a problem involving the reconstruction of an image
from its horizontal and vertical projections in the case where some parts
of these projections are unavailable. The desired goal is to model appli-
cations where part of the x-rays used for the analysis of an object are
blocked by particularly dense components that do not allow the rays to
pass through the material. This is a common issue in many tomographic
scans, and while there are several heuristics to handle quite efficiently
the problem in applications, the underlying theory has not been exten-
sively developed. In this paper, we study the properties of consistency
and uniqueness of this problem, and we propose an efficient reconstruc-
tion algorithm. We also show how this task can be reduced to a network
flow problem, similarly to the standard reconstruction algorithm, allow-
ing the determination of a solution even in the case where some pixels
of the output image must have some prescribed values.

1 Introduction

Discrete tomography is the discipline that studies the reconstruction of discrete
sets from the partial information deriving from their projections. Its main mo-
tivation arises from applications that tackle the problem of obtaining informa-
tion about an object by examining the data obtained from the x-rays projected
through the material, as in medical scans. Differently from computerized tomog-
raphy, in discrete tomography we suppose that the pixels forming the original
image may have a limited set of discrete values, often only 0 or 1. This assump-
tion is reasonable in many cases where the object has a uniform density, and
allows the definition of efficient algorithms even upon availability of a limited
number of x-rays, as in [6].

In applications, often heuristic algorithms allow an efficient reconstruction,
but on the other hand determining exact algorithms for discrete tomography
reconstruction is often a hard task, as the involved problems in many cases
are highly undetermined or computationally intractable [12]. To tackle these
problems and to include some other information that may model effectively
properties of the image to be rebuilt, often discrete tomography problems include
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some prior knowledge that gives birth to many variations of the reconstruction
problem. Some examples that have been studied in literature include connectivity
and convexity [4,2], cell coloring [10,3] or skeletal properties [14,15]. Often, with
appropriate assumptions, the arising problems result to be connected to other
fields of study as timetabling [18], image compression [1], network flow [5], graph
theory [7] and combinatorics [13]. An excellent survey that can be examined for
some classical results is [16].

In this paper, we model a situation where, due to causes such as a very dense
block of material, some x-rays are blocked and do not provide measurements
for these zones of the object. This is a common problem in many tomograph-
ical applications that may cause artifacts in the rebuilt images, that in some
cases may reduce the quality of the reconstruction up to the point of making
the resulting image unusable, for example for diagnostic purposes in the case
of a medical scan. Many heuristics exists to reduce such artifacts, based on al-
gebraic approaches [20], statistical analysis [8], linear interpolation [17], partial
differential equations [9], and image impainting [11]. The described approaches
are often sufficient in applications, however to the best of our knowledge there
is no theoretical study that determines the basic properties of consistency and
uniqueness of these problems. In this paper, we answer these questions and we
propose an efficient reconstruction algorithm that uses the horizontal and ver-
tical projections. Differently from the cited works, this article does not have an
immediate practical application, but is aimed to develop the theory underlying
these problems. Here we consider as input of the problem projections in only two
directions; this assumption is quite typical in discrete tomography, as the recon-
struction problem of binary matrices from three of more projections is know to
be NP-complete [12].

The paper is organized as follows. In Section 2 we give some preliminaries and
describe the adopted notation. In Section 3 we describe some basic properties of
the problem, and how they relate to the classical reconstruction problems with-
out the blocking component. In Section 4 we describe an efficient reconstruction
algorithm for the problem. In Section 5 we show how the reconstruction is con-
nected with a flow problem; this result is a natural extension of the well known
reduction of the standard problem, and allows us to solve the reconstruction
even in the cases where some zones of the resulting image must be fixed to some
prescribed values. Finally, in Section 6 we discuss and draw some conclusions
with an insight on future developments.

2 Notation and Preliminaries

In this section we give a formal description of the studied problem. Classically, a
solution of a reconstruction problem is represented by a binary matrix containing
the values 0 and 1; we refer to the entries of the matrix as cells. In this paper, we
suppose that for some zones of an image the horizontal and vertical projections
that would account for some zones are unavailable, as if in a tomographical scan
the area corresponding to these pixels blocked the x-rays. We refer to this set
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of cells as a blocking component ; the image that we aim to rebuild hence also
contains a special symbol * in correspondence to the cells in this component.

Without loss of generality, the blocking component can be positioned in the
last columns and rows of the matrix, as we could relate to this situation any
other configuration by a rearrangement of the columns and of the rows. We
also suppose that the blocking component has a rectangular shape, as any other
shape would introduce some cells that do not contribute to neither the horizontal
nor the vertical projections, and that are not relevant to the formulation of the
problem. The problem is hence defined as follows:

Input: two integers kh and kv representing the size of the blocking component,
and two vectors of projections H = (h1, . . . , hn−kv ), V = (v1, . . . , vm−kh ).

Output: an n×m matrix A = (ai,j), such that:
- ∀ 1 ≤ i ≤ n− kv,

∑m
j=1 ai,j = hi;

- ∀ 1 ≤ j ≤ m− kh,
∑n

i=1 ai,j = vj ;
- ∀ ai,j : i > n− kv, j > m− kh then ai,j = ∗.

An interesting feature of our problem is that, due to the missing projections,
the sum of the horizontal and vertical projections may differ, but even in this
case, there may be a solution fitting the constraints. We define this difference
as D =

∑
j vj −

∑
i hi, and without loss of generality we consider D ≥ 0. In

Figure 1, we depicted an example of the problem with horizontal and vertical
projections, and with a blocking component covering two rows and two columns.
The vectors H and V represent the input of the problem, while the content of
the cells of the matrix represents one of the possible solutions.

0

*

*

*

*

1 1 0 1 0 0

1 1 0 1 1 1 1

0 1 1 0 1 0 0

0 0 0 1 0

1 1 0 1 0

1 0 1 1 0 1 0

1 0 0 1 0 0 1

H = 

V =

3

4

3

6

3

4 4 3 5 3

Fig. 1. An instance of the considered problem and a possible solution

3 Properties

From classical results in literature, we dispose of a theorem which guarantees
the existence of a solution of the standard reconstruction problem. In this case,
we want to rebuild a binary matrix with horizontal and vertical projections equal
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to H and V . Without loss of generality, hereafter we consider the vectors H and
V to be ordered, so h1 ≥ h2 ≥ h3 . . . and v1 ≥ v2 ≥ v3 . . .

Definition 1. For two vectors A,B of length n, then A ≤d B if for every j we
have

∑j
i=1 ai ≤

∑j
i=1 bi.

Theorem 1. (Ryser [19]) The reconstruction problem with projections H,V has
a solution if and only if H ≤d V ∗, where V ∗ = (v∗1 , v

∗
2 , . . . , v

∗
n) is defined as

v∗i = |{vj : vj ≥ i}|. The problem admits a unique solution if and only if H = V ∗.

In this section we formally define the reconstruction problem involving block-
ing components. For a simpler notation, we define a partition of the cells of a
matrix A in three different submatrices C,X and Y in order to be able to identify
immediately the relative position of each cell with a blocking component. These
three matrices are dependent from A, however we omit this dependency in the
notation. The cells in C are those who give contribution to both the horizontal
and vertical projections, while those in X and Y are only counted in one of the
two. We have:

– C = (ci,j) of size (n − kv) × (m − kh) with ci,j = ai,j for i ≤ n − kv and
j ≤ m− kh;

– X = (xi,j) of size (n− kv)× kh with xi,j = ai,m−kh+j for 1 ≤ j ≤ kh;
– Y = (yi,j) of size kv × (m− kh) with yi,j = an−kv+i,j for 1 ≤ i ≤ kv.

We define the operators H(M) and V (M) that extract the horizontal and
vertical projections of a generic matrix M . We use the following operators to
count the number of ones in each zone; we define NC(A) as

∑
ci,j , and similarly

we refer to NX(A) and NY (A); also N(A) =
∑

ai,j �=∗ ai,j . When the argument

of these operators is unambiguous, we omit the argument (A) of the function,
referring simply, for example, to NC or NX . Finally, NH =

∑
i hi and NV =∑

j vj .
One of the additional difficulties of our problem is that the number of cells in

H may be different from the ones in V , since some cells contribute only one of the
horizontal or vertical projections. In order to define a reconstruction algorithm,
one of the first steps is to determine correct values for NX and NY . As some
first trivial conditions, it must stand NC +NX +NY = N , and NY ≥ D. The
maximal number of cells MX (symmetrically, MY ) in the group X (resp. Y ) for
any solution of the problem is given by the following property.

Property 1. For any matrix A having V as vertical projections, we have NY ≤
MY , where MY is defined by MY =

∑
j min(vj , k

v).

Proof. To prove this simple property, it is sufficient to observe that NY > MY

would imply that on some column the number of cells equal to 1 would exceed
the height kv of the matrix Y or a vertical projection, bringing to a contradiction.


�
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Note that while the N operators have as argument a matrix, the M operators
are in dependence from the input of the problem. From this property and the
trivial condition NY = NX +D we obtain the following corollary.

Property 2. For any matrix A solution of a reconstruction problem with blocking
component, we have NY ≤ min(MY ,MX +D).

3.1 Switching Components and Unique Solutions

We recall that the cells inside the blocking component of a matrix A, i.e. the
elements ai,j such that i > n − kv and j > m − kh, are represented with the
special symbol ∗. We now define some switching operations that, starting from a
solution of a problem, enable us to build other matrices satisfying the problem
constraints. These operations are similar to the standard switches found in liter-
ature, but the presence of a blocking component leads to other types of switches
involving the symbol ∗. The possible switches are shown in Figure 2 (left); it is
easy to verify that all these operations do not alter the horizontal and vertical
projections of a matrix.

1 0

10

0 1

01

1 *

*0

0 *

*1

1 0

*0

1 0

**

0 1

**

0 1

*1

1 1

1

1

1 0

00

0

0

*

Fig. 2. (Left) Possible switches in our instances. The one in the upper left is the
classical switching operation in the standard reconstruction problem, while the other
three are introduced by the existence of a blocking component in the problem. (Right)
The only possible structure of a matrix with no switching components, assuming rows
and columns are ordered by projections.

Considering these four types of switch, we can state a uniqueness result. In
that aim, we first show the structure of a matrix A that does not contain any
of the switching components. We recall that since w.l.g. h1 ≥ h2 ≥ . . . and
v1 ≥ v2 ≥ . . ., then we have:

Theorem 2. Let A be a solution of a blocking component reconstruction prob-
lem. The matrix A does not contain any switching components if and only if
its partitions C, X and Y satisfy the conditions below, for the generic values
i ∈ [1, n] and j, j′ ∈ [1,m].

1. ∀i, j, j′ then xi,j = xi,j′ ;
2. ∀i, i′, j then yi,j = yi′,j;
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3. ∀xi,j = yi′,j′ then ci,j′ = xi,j = yi′,j′ ;
4. H(C) = V ∗(C).

Proof. Observe that to avoid switching components involving two equal sym-
bols * every row of X and every column of Y must contain only one of the
values (points 1 and 2). To prohibit switches with one *, we impose Condition
3, while rule 4 must be adopted in order to prevent the standard switching
operation. 
�

In Figure 2 (right) we depicted a graphical representation of a matrix A
without any switching components. An example of a unique solution on a specific
problem instance can be seen in Figure 3.

In the standard reconstruction problem, the absence of switching components
is sufficient to prove that a matrix is the unique solution. In this problem, how-
ever, we may speculate about this fact, as two different solutions may exist,
but that there is no series of switching operations that transform one of them
into the other. The following theorem is necessary to show how this conjecture
turns out to be false, and furthermore its proof exhibits a procedure allowing
the determination of the unique solution if it exists.

Theorem 3. If a matrix with no switching components exists for a blocking
component reconstruction problem, then the given matrix is the only solution of
the problem.

Proof. Consider as input of the problem the dimension of the blocking compo-
nent described by kv and kh and the vectors of projections H = (h1, . . . , hn−kv ),
V = (v1, . . . , vm−kh). We shall determine, if possible, a value s ∈ [0, v1−kv] such
that for the kv elements in V ∗ from v∗s+1 to v∗s+kv , we have v∗s+1 = . . . = v∗s+kv =

r for some value r, and such that H = (v∗1 + kh, . . . , v∗s + kh, v∗s+kv+1, . . . , v
∗
v1).

The solution for the blocking component reconstruction problem is given by a
matrix A whose submatrices are defined uniquely by the following:

– H(C) = V ∗(C) = (v∗1 , . . . , v
∗
s , v

∗
s+kv+1, . . . , v

∗
v1);

– H(X) = (x1, . . . , xs) where xi = kh, 1 ≤ i ≤ s;
– V (Y ) = (y1, . . . , yr) where yj = kv, 1 ≤ j ≤ r.

Clearly, H(C)+H(X) = H and V (C)+V (Y ) = V ; note that knowing H(X)
and V (Y ) the matrices X and Y are trivially determined. By Theorem 2 each
solution with the previous structure does not admit any switching components.
Supposing that such solution exists, then we show that it is unique by proving
that there is only one possible value for s ∈ [0, v1 − kv]. Let us compute the
number of ones in the matrices C and X :

v1∑
i=1

v∗i −
s+kv∑
i=s

v∗i + skh =

n−kv∑
i=1

hi.

Since V ∗ is decreasing, then
∑s+kv

i=s v∗i is decreasing in s, and further skh grows
with s. From these properties, the left side of the equation is strictly increasing
with s, so this variable can have only one value to satisfy the equation. 
�
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In Figure 3 we depicted a graphical representation of the unique solution for
the blocking component reconstruction problem having as input kv = 3, kh = 2,
H = (10, 8, 7, 7, 6, 6, 5, 2, 2, 1, 1) and V = (14, 12, 10, 6, 4, 2, 1, 1).

4 The Reconstruction Algorithm

In this section we describe the reconstruction algorithm for a problem with a
blocking component. The core of the procedure is defined by Algorithm 1 that
determines the vector V (Y ) given a fixed number NY =

∑
i vi(Y ). We remark

that the array V (Y ) contains the vertical projections of Y . Our goal is to define
V (Y ) such that the vector V − V (Y ) is the minimum that we can obtain with
respect to the dominance ordering; this property guarantees that if V − V (Y )
and H−H(X) are not consistent with a solution for the standard reconstruction
problem for matrix C, then any other configuration of X and Y cannot yield a
solution. Without loss of generality, we impose that the elements of both V and
V −V (Y ) are ordered. The idea of the procedure consists in determining a value
p such that for every element vi ≥ p we may set vi(Y ) ∈ {kv, vi − p, vi − p+ 1},
and for every element vi < p then vi(Y ) = 0. To compute p, the procedure uses
a vector T , containing the maximum number of cells that could be contained in
V (Y ) for every possible choice of p. Doing so, placing kv elements in the first
columns of V (Y ) and 0 in the last ones, we maximize the vector V − V (Y ) in
the dominance ordering. In Figure 4 is shown an example of the execution of
Algorithm 1, where kv = 3 and NY = 23.

It may be possible to compute the vectors T and Z with a closed formula,
but this algorithmic formulation simplifies the following proof.

Theorem 4. Consider a vector V and two fixed integers NY and kv, and call
V − V (Y ) the output of Algorithm 1 with input V,NY , kv. For any ordered

Horizontal projections 
= h  , h     , ...

k  equal values

Horizontal projections 
= h + k, h + k, ...h h

1 2

v

n n-1

V

k

k

v

h

Fig. 3. Computing the only solution without switching components. To the left, we
have the graphical representation of V , while to the right we can see the unique solution
of the problem.
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Algorithm 1. Determination of V (C)

1. Input: a vector V , two integers NY , kv

2. Z = [0, . . . , 0], T = [0, . . . , 0], p = 0
3. for i = 1 to m− kh do
4. for j = vi downto max(vi − kv + 1, 1) do
5. zj = zj + 1
6. end for
7. end for
8. tv1 = zv1
9. for i = v1 − 1 downto 1 do

10. ti = ti+1 + zi
11. end for
12. p = max

i
(ti ≥ NY )

13. for i = 1 to m− kh do
14. vi(y) = vi −max(vi − kv, p)
15. end for
16. r = NY −∑

i vi(Y )
17. b = max

i
(vi ≥ p)

18. for i = b downto b− r + 1 do
19. vi(Y ) = vi(Y ) + 1
20. end for
21. return V − V (Y )

vector V ′(Y ) such that
∑

i v
′
i(Y ) =

∑
i vi(Y ) and ∀i, v′i(Y ) ≤ min(kv, vi), we

have V − V (Y ) ≤d V − V ′(Y ).

Proof. (Sketch) Call K = V − V (Y ) and L = V − V ′(Y ), and suppose by
contradiction that it does not stand that K ≤d L, hence that for some index
i,
∑i

w=1 kw >
∑i

w=1 lw. Since
∑

w kw =
∑

w lw this implies that for some j >
i, kj < lj . Consider the value p computed in the procedure, and name a =
maxw(vw > p + kw) and b = minw(vw < p) (b is the same value as the one
computed in Algorithm 1). For w ≤ a then V (Y ) = kv, hence i > a. For w ≥ b,
then V (Y ) = 0, and i < j < b. By construction of the algorithm, it follows
that [ka+1, . . . , kb−1] = [p, . . . , p, p− 1, . . . , p− 1], hence no indexes i and j can

be found in this interval that satisfy the conditions
∑i

w=1 kw >
∑i

w=1 lw and
kj < lj , and also maintain the vector K ordered, hence this brings us to our
contradiction. 
�

At this point we are ready to define formally our reconstruction procedure;
since we have proved that given a fixed NY , Algorithm 1 executes an optimal
choice for the cells in V (Y ) (resp. H(X)). Thanks to this property, to solve the
problem it would suffice to find an appropriate value for NY (resp. NY − D).
Unfortunately, we have not found yet a compact formula to determine this value.
For this reason, the following procedure, described by Algorithm 2, iterates on
all possible values until one yielding a solution is found.



258 S. Bilotta and S. Brocchi

1

3

4

5

3

4

4

5

4

1

4

8

13

16

20

24

29

33

N  = 23, p = 3

Z T

y

V(Y) = 3 3 3 3 3 3 1 2 1 1 0 0

V= 9 8 8 7 6 6 4 4 3 3 2 1

Fig. 4. The optimal choice for vector V (Y ); in grey, the maximum number of cells that
could be placed in each column given kv = 3. In this example, p = 3, hence every grey
cell at height > 3 contributes to V (Y ), while every cell of height < 3 doesn’t.

Algorithm 2. Reconstruction algorithm

1. Input: two vectors H and V , two integers kh and kv

2. for c = D to min(My,Mx +D) do
3. Determine V (Y ) and H(X) containing c and c−D cells using Algorithm 1
4. if (V − V (Y ))∗ ≤d H −H(X) then
5. Rebuild C with Ryser’s algorithm, fill X and Y according to H(X) and V (Y ),

exit for
6. end if
7. end for
8. If a solution has not been yet determined, return NO SOLUTION

5 A Network Flow Approach to Reconstruction

In this section, we show how the blocking component reconstruction problem
may be solved by means of a reduction to a network flow problem. It is well
known that the standard reconstruction problem can be solved by a network
flow approach; the procedure consists in considering a source for every hi with
capacity equal to the projection, a sink for every vj again with the appropriate
capacity, and a node for every cell (i, j) connected to the related source and sink
with arcs of capacity 1.

Beyond showing an interesting connection with an important research field,
this reduction also enables us to define a simple algorithm to solve the problem
in the case where we have some forbidden positions, i.e. cells that can not have
a value of 1. This can be useful in a variety of cases in applications, for example
if we already know the configuration of some areas of the image and we want to
include this information in the solution; note that positions where a cell must
have value 1 can be included in the formulation of the problem with forbidden
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positions, by simply subtracting 1 from the related projections and setting the
cell to a forbidden position. Using the network flow equivalence, we can solve
the problem by simply removing the nodes deriving from forbidden positions.
Hence by giving a similar reduction in our problem, we also trivially solve the
blocking component reconstruction problem with forbidden positions.

The idea of the construction is to compensate the difference in the projections
D with an artificial source. Since at least D cells of Y must be equal to 1 in
order to obtain a solution, we connect the source with capacity D to all of the
cells in Y ; further, since for every cell xi,j = 1, there must be an additional cell
in Y , we also connect the cells in X to every cell in Y .

Formally, the flow problem is composed by the following elements. To simplify
the notation, we refer to a node with the name of the related cell; every pair of
connected nodes has an edge of capacity 1 linking them. We call the following
problem the associate flow problem of the original reconstruction one:

– |H | sources of capacity h1, . . . , hn−kv ;
– 1 source of capacity D;
– |V | sinks of capacity v1, . . . , vm−kh ;
– |C| nodes, where ci,j is connected with source hi and sink vj ;
– |Y | nodes, where yi,j is connected to the source D, to the sink vj and with

every node in X ;
– |X | nodes, where xi,j is connected to each source hi and with every node

in Y .

The problem configuration is depicted in Figure 5, where the cells are repre-
sented by groups, and an edge labelled r represents a series of edges connecting
all nodes related by a column or row (as ci,j with hi) while unlabelled edges
represent connections between all possible pairs of the two groups.

Theorem 5. A reconstruction problem P admits a solution if and only if the
associate flow problem F has a solution.

Proof. (Sketch) From a solution of the flow problem, we can build a matrix that
is solution of P by simply setting to 1 every cell in F where the flow enters and

H

V

C X

Y

H D

C Y

V

Xr

r

rr

Fig. 5. Reducing an instance of the reconstruction problem to a flow problem
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exits. It is easy to verify that the projections match the input vectors H and V ,
as in F every sink and source receives (emits) a quantity of flow equivalent to
the contribution of the cell to the related projection.

Conversely, starting from a solution of P , we can build a solution of F in a
similar fashion, but while the edges connecting the groups H,C or C, V or H,X
are uniquely determined, we may have many ways to connect the cells in X,Y
and D,Y . Any choice yields a correct solution, as long as the number of cells to
select in the Y group is equal to D plus the number of nodes to select in the X
group, and this property follows immediately from the definition of D. 
�

6 Conclusions

We have studied how the standard reconstruction problem in discrete tomogra-
phy can be extended to the case where some vertical and horizontal projections
are unavailable, as if a component of the scanned object blocked the x-rays used
to study the material. We defined a criteria to determine when a problem has
a unique solution, and we furnished two polynomial reconstruction algorithms.
One allows us to reduce the problem to the standard reconstruction, allowing
the usage of the efficient algorithms known in literature; the other transforms
the problem in a flow problem, allowing us to solve it even when we want some
prescribed values in the output image.

Since the existence of a blocking component is a recurring problem in some
applications, in future works it will be interesting to consider also other assump-
tions on the image that has to be rebuilt, describing realistic environments. For
example, it would be interesting to study how a reconstruction algorithm could
work if the image must represent a convex polyomino as in [4], or more gen-
erally if we have of some skeletal information as in [15]. Introducing the right
assumptions, this line of research could indeed obtain results that could be ap-
plied in tomographic applications dealing with reconstruction artifacts caused
by blocking components.
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Abstract. The reconstruction problem of discrete tomography is stud-
ied using novel techniques from compressive sensing. Recent theoretical
results of the authors enable to predict the number of measurements re-
quired for the unique reconstruction of a class of cosparse dense 2D and
3D signals in severely undersampled scenarios by convex programming.
These results extend established �1-related theory based on sparsity of the
signal itself to novel scenarios not covered so far, including tomographic
projections of 3D solid bodies composed of few different materials. As a
consequence, the large-scale optimization task based on total-variation
minimization subject to tomographic projection constraints is consider-
ably more complex than basic �1-programming for sparse regularization.
We propose an entropic perturbation of the objective that enables to apply
efficient methodologies from unconstrained optimization to the perturbed
dual program. Numerical results validate the theory for large-scale recov-
ery problems of integer-valued functions that exceed the capacity of the
commercial MOSEK software.

Keywords: discrete tomography, compressed sensing, underdetermined
systems of linear equations, cosparsity, phase transitions, total variation,
entropic perturbation, convex duality, convex programming.

1 Introduction

This paper addresses the problem of reconstructing compound solid bodies u
from few tomographic projections: Au = b. Theoretical guarantees of recon-
struction performance relate to current research in the field of compressive sens-
ing, concerned with real sensor matrices A that do not satisfy commonly made
assumptions like the restricted isometry property.

By adopting the cosparse signal model [1] that conforms to our tomographic
scenario, the authors [2] recently established the existence of “phase transitions”
that relate the required limited(!) number of measurements to the cosparsity level
of u in order to guarantee unique recovery. This result was extensively validated
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numerically using the commercial MOSEK software, to avoid that numerical
optimization issues affect the validation.

For our 3D problems, a dedicated numerical optimization algorithm is neces-
sary, however, because MOSEK cannot handle medium and large problem sizes.
We present in this paper such an approach by utilizing the fact that adequate per-
turbations of the optimization problem may lead to a simpler dual problem [3,4].
We work out a corresponding approach to our specific reconstruction problem

min
u

TV(u) subject to Au = b , (1)

that minimizes the total variation TV(u) subject to the projection constraints.

Organization. Section 2 briefly reports the above-mentioned phase transitions,
followed by presenting a reformulation in Section 3 together with uniqueness re-
sults. A suitable perturbation is worked out in Section 4 that favorably compares
to MOSEK for relevant problem sizes (Section 5).

Basic Notation. For n ∈ N, we denote [n] = {1, 2, . . . , n}. The complement of
a subset J ⊂ [n] is denoted by Jc = [n] \ J . For some matrix A and a vector
z, AJ denotes the submatrix of rows indexed by J , and zJ the corresponding
subvector. Ai will denote the ith row of A. N (A) and R(A) denote the nullspace
and the range of A, respectively. Vectors are column vectors and indexed by
superscripts. Sometimes, we will write e.g. (u, v) instead of the more correct
(u, v). A denotes the transposed of A. � = (1, 1, . . . , 1) denotes the one-
vector whose dimension will always be clear from the context. The dimension of
a vector z is dim(z). 〈x, z〉 denotes the standard scalar product in Rn and we
write x ⊥ z if 〈x, z〉 = 0. The number of nonzeros of a vector x is denoted by

‖x‖0. The indicator function of a set C is denoted by δC(x) :=

{
0, if x ∈ C

+∞, if x /∈ C .

σC(x) := supy∈C〈y, x〉 denotes the support function of a nonempty set C. ∂f(x)
is the subdifferential of f at x and intC and rintC denote the interior and the
relative interior of a set C. By f∗ we denote the conjugate function of f . We
refer to [5] for related properties.

In what follows, we will work with an anisotropic discretization of the TV
operator in (1) given by

TV(u) := ‖Bu‖1, B :=

⎛
⎝∂1 ⊗ I ⊗ I
I ⊗ ∂2 ⊗ I
I ⊗ I ⊗ ∂3

⎞
⎠ ∈ R

p×n , (2)

where ⊗ denotes the Kronecker product and ∂i, i = 1, 2, 3, are derivative ma-
trices forming the forward first-order differences of u wrt. the considered co-
ordinates. Implicitly, it is understood that u on the r.h.s. of (2) is a vector
representing all voxel values in appropriate order.

2 Weak Phase Transitions for TV-Based Reconstruction

We summarize in this section an essential result from [2] concerning the unique
recovery from tomographic projection by solving problem (1), depending on the
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cosparsity level � of u (Definition 1) and the number m of measurements (pro-
jections) of u. This result motivates the mathematical programming approach
discussed in Section 3 and the corresponding numerical optimization approach
presented in Section 4.

Definition 1 (cosparsity, cosupport). The cosparsity of u ∈ Rn with respect
to B ∈ Rp×n is

� := p− ‖Bu‖0 , (3)

and the cosupport of u with respect to B is

Λ := {r ∈ [p] : (Bu)r = 0}, |Λ| = � . (4)

Thus, BΛu = 0. In view of the specific operator B given by (2), � measures the
homogeneity of the volume function u. A large value of � can be expected for u
corresponding to solid bodies composed of few homogeneous components.

Proposition 1 ([2, Cor. 4.6]). For given A ∈ Rm×n and B ∈ Rp×n, suppose
the rows of ( A

B ) are linearly independent. Then a �-cosparse solution u to the
measurement equations Au = b will be unique if the number of measurements
satisfies

m ≥ 2n− (� +
√
2�+ 1− 1) (in 2D) , (5a)

m ≥ 2n− 2

3

(
� +

3
√
3�2 + 2

3

√
�

3
− 2
)

(in 3D) . (5b)

The above lower bounds on the number of measurements m required to re-
cover a �-cosparse vector u, imply that recovery can be carried out by solving
minu ‖Bu‖0 subject to Au = b. Replacing this objective by the convex relax-
ation (2) yields an excellent agreement of empirical results with the prediction
(5), as shown in [2], although the independency assumption made in Prop. (1)
does not strictly hold for the sensor matrices A and the operator B (2) used in
practice.

This motivates to focus on efficient and sparse numerical optimization tech-
niques that scale up to large problem sizes.

3 TV-Recovery by Linear Programming

We consider the discretized TV-term (2), an additional nonnegative constraint
on image u and express Bu = z. Thus, (1) becomes

min
u,z
‖z‖1 s.t. Bu = z, Au = b, u ≥ 0 . (6)
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3.1 Primal Linear Program and Its Dual

By splitting the variable z in its positive v1 := max{0, z} and negative part
v2 := −min{0, z} we convert problem (6) into a linear program in normal form.
With

M :=

(
B −I I
A 0 0

)
, q :=

(
0
b

)
, (7)

and the polyhedral set

P := {x ∈ Rn+2p : Mx = q, x ≥ 0}, x := (u, v1, v2) , (8)

problem (6) becomes the linear program (P )

(P ) min
x∈P

〈c, x〉 = min
(u,v1,v2)∈P

〈�, v1 + v2〉, c = (0,�,�) . (9)

We further assume that P �= ∅, i.e. a feasible solution always exists. Due to
c ≥ 0, the linear objective in (P ) is bounded on P . Thus (P ) always has a solu-
tion under the feasibility assumption. In view of basic linear programing theory,
compare [5, 11.43], the dual program also has a solution. The dual program (D)
reads

(D) min
y
−〈q, y〉, My ≤ c .

With

y =

(
y0
yb

)
, M =

⎛⎝B A

−I 0
I 0

⎞⎠ , My =

⎛⎝By0 +Ayb
−y0
y0

⎞⎠ , (10)

this reads

min
y0,yb

−〈b, yb〉 s.t. By0 +Ayb ≤ 0, −1 ≤ y0 ≤ 1 . (11)

Moreover, both primal and dual solutions (x, y) will satisfy the following op-
timality conditions

0 ≤ c−My ⊥ x ≥ 0 , (12)

Mx = q . (13)

3.2 Uniqueness of Primal LP

A classical argument for replacing ‖ ·‖0 by ‖ ·‖1 and solving for (6) is uniqueness
of the minimal �1 (thus LP) solution. Let x = (u, v) = (u, v1, v2) be �-cosparse
and solve (9). We assume throughout

ui > 0, i ∈ [n] . (14)

Based on x, we define the corresponding support set

J := {i ∈ [dim(x)] : xi �= 0} = supp(x), J := Jc = [dim(x)] \ J . (15)
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Denoting k := p− �, the cardinality of the index sets J and J is

|J | = 2�+ k = p+ �, |J | = n+ 2p− |J | = n+ k , (16)

compare [2, Lem. 5.2]. This shows that x ∈ Rn+2p is a (n+ k)-sparse vector.

Theorem 1 ([6, Thm. 2(iii)]). Let x be a solution of the linear program (9).
The following statements are equivalent:

(i) x is unique.
(ii) There exists no x satisfying

Mx = 0, xJ ≥ 0, 〈c, x〉 ≤ 0, x �= 0 . (17)

Theorem (1) can be turned into a nullspace condition w.r.t. the sensor matrix
A, for the unique solvability of problems (9) and (6).

Proposition 2 ([2, Cor. 5.3]). Let x = (u, v1, v2) be a solution of the linear
program (9) with component u that has cosupport Λ with respect to B. Then x,
resp. u, are unique if and only if

∀x =

(
u
v

)
, v =

(
v1

v2

)
s.t. u ∈ N (A) \ {0} and Bu = v1 − v2 (18)

the condition
‖(Bu)Λ‖1 >

〈
(Bu)Λc , sign(Bu)Λc

〉
(19)

holds. Furthermore, any unknown �-cosparse vector u∗, with Au∗ = b, can be
uniquely recovered as solution u = u∗ to (6) if and only if, for all vectors u
conforming to (18), the condition

‖(Bu)Λ‖1 > sup
Λ⊂[p] : |Λ|=�

sup
u∈N (BΛ)

〈
(Bu)Λc , sign(Bu)Λc

〉
(20)

holds.

Remark 1. Conditions (19) and (20) clearly indicate the direct influence of
cosparsity on the recovery performance: if � = |Λ| increases, then these con-
ditions will more likely hold. On the other hand, these results are mainly the-
oretical since numerically checking (20) is infeasible. However, we will assume
that uniqueness of (6) is given, provided that the cosparsity � of the unique so-
lution u satisfies the conditions in (5a) and (5b). This assumption is motivated
by the comprehensive experimental assessment of recovery properties reported
in [2].

Remark 2. We note that, besides the condition for uniqueness from Thm. (1),
a LP solution is unique if there is a unique feasible point. For high cosparsity
levels �, this seems to be often the case.

Let x be a (possibly unique) primal solution of (P ) and y a dual solution. In
view of (15) and (12) we have

(c−My)i = 0, ∀i ∈ J . (21)

We note that non-degeneracy of the primal-dual pair (x, y) implies uniqueness
of the dual variable y.
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4 Recovery by Perturbed Linear Programming

Preliminaries: Fenchel Duality Scheme. We will use the following result.

Theorem 2 ([5]). Let f : Rn → R ∪ {+∞}, g : Rm → R ∪ {+∞} and A ∈
Rm×n. Consider the two problems

inf
x∈Rn

ϕ(x), ϕ(x) = 〈c, x〉+ f(x) + g(b−Ax), (22a)

sup
y∈Rm

ψ(y), ψ(y) = 〈b, y〉 − g∗(y)− f∗(Ay − c) . (22b)

where the functions f and g are proper, lower-semicontinuous (lsc) and convex.
Suppose that

b ∈ int(Adom f + dom g), (23a)

c ∈ int(A dom g∗ − dom f∗) . (23b)

Then the optimal solutions x, y are determined by

0 ∈ c+ ∂f(x)−A∂g(b−Ax), 0 ∈ b− ∂g∗(y)−A∂f∗(Ay − c) (24a)

and connected through

y ∈ ∂g(b−Ax), x ∈ ∂f∗(Ay − c), (25a)

Ay − c ∈ ∂f(x), b −Ax ∈ ∂g∗(y) . (25b)

Furthermore, the duality gap vanishes: ϕ(x) = ψ(y) .

Entropic Perturbation and Exponential Penalty. In various approaches
to solving large-scale linear programs, one regularizes the problem by adding to
the linear cost function a separable nonlinear function multiplied by a small pos-
itive parameter. Popular choices of this nonlinear function include the quadratic
function, the logarithm function, and the 〈x, log(x)〉-entropy function. Our main
motivation in following this trend is that by adding a strictly convex and sep-
arable perturbation function, the dual problem will become unconstrained and
differentiable. Consider

(Pε) min〈c, x〉+ ε〈x, log x− �〉 s.t. Mx = q, x ≥ 0 . (26)

The perturbation approach by the entropy function was studied by Fang et
al. [4,7] and, from a dual exponential penalty view, by Cominetti et al. [8].

The Unconstrained Dual. We write (Pε) (26) in the form (22a)

minϕ(x), ϕ(x) := 〈c, x〉 + ε〈x, log x− �〉+ δRn
+
(x)︸ ︷︷ ︸

:=f(x)

+δ0(q −Mx) . (27)
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With g := δ0, we get g∗ ≡ 0, since δ∗C ≡ σC and thus

g∗(y) = δ∗0(y) = σ0(y) = sup
z=0
〈y, z〉 = 0, ∀y ∈ Rn

holds. On the other hand, we have f∗(y) = ε〈�, e y
ε 〉. Now (22b) gives immedi-

ately the dual problem

supψ(y), ψ(y) := 〈q, y〉 − ε〈�, e
M�y−c

ε 〉 . (28)

We note that ψ is unconstrained and twice differentiable with

∇ψ(y) = q −Me
M�y−c

ε and (29a)

∇2ψ(y) = −1

ε
M diag e

M�y−c
ε M . (29b)

Moreover, −∇2ψ / 0 for all y, with e
M�y−c

ε ∈ R(M) = N (M)⊥, in view of
(29b). Note that if ψ has a solution, then it is unique and the strictly feasible
set must be nonempty, see (29a), thus rintP = {x : Mx = q, x > 0} �= ∅ ⇔
q ∈ M(Rn

++). Further, we can rewrite (28) in a more detailed form in view
of (10)

(Dε) min
y0,yb

−〈b, yb〉+ε〈�n, e
B�y0+A�yb

ε 〉+ε〈�p, e
−y0−�p

ε 〉+ε〈�p, e
y0−�p

ε 〉 . (30)

Connecting Primal and Dual Variables. With dom g = 0, dom g∗ = Rn,
dom f∗ = Rn and dom f = Rn

+, the assumptions (23) become q ∈ intM(Rn
+) =

M(intRn
+) = M(Rn

++), compare [5, Prop. 2.44], and c ∈ intRn = Rn. Thus,
under the assumption of a strictly feasible set, we have no duality gap. Moreover
both problems (27) and (28) have a solution.

Theorem 3. Denote by xε and yε a solution of (Pε) and (Dε) respectively. Then
the following statements are equivalent:

(a) q ∈M(Rn
++), thus the strictly feasible set is nonempty.

(b) The duality gap is zero ψ(yε) = ϕ(xε) .
(c) Solutions xε and yε of (Pε) and (Dε) exist and are connected through

xε = e
M�yε−c

ε . (31)

Proof. (a)⇒ (b): holds due to Thm. 2. On the other hand, (b) implies solvability
of ψ and thus (a), as noted after Eq. (29b). (a)⇒ (c): The assumptions of Thm. 2
hold. Now ∂f∗(y) = {∇f∗(y)} = {e y

ε } and the r.h.s. of (25a) gives (c). Now, (c)
implies Mxε = q and thus (a).

The following result shows that for ε → 0 and under the nonempty strictly
feasible set assumption, xε given by (31) approaches the least-entropy solution of
(P ), if yε is a solution of (Dε). The proof follows along the lines of [9, Prop. 1].
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Theorem 4. Denote the solution set of (9) by S. Assume S �= ∅ and rintP �= ∅.
Then, for any sequence of positive scalars (εk) tending to zero and any sequence
of vectors (xεk), converging to some x∗ , we have x∗ ∈ argminx∈S〈x, log x− �〉.
If S is a singleton, denoted by x, then xεk → x.

Partial Perturbation. In the case of a unique and sparse feasible point x the
assumption q ∈M(Rn

++) does not hold. With J = supp(x) the primal reads

min〈c, x〉+ ε〈xJ , log xJ − �J〉 s.t. Mx = q, xJc = 0, x ≥ 0,

and the dual becomes

max
y
〈q, y〉 − ε〈�, e

(M�)Jy−cJ
ε 〉 .

However, the solution support J is unknown. Using (21), one can show that an
approximative solution yε of (Dε), i.e. ‖∇ψ(yε)‖ ≤ τε, with τε > 0 small, can be
used to construct xε according to (31), such that xε → x .

Exponential Penalty Method. We discussed above how problem (Pε) tends
to (P ) as ε → 0. Likewise, (Dε) tends to (D). This was shown by Cominetti et
al. [8, Prop. 3.1]. The authors noticed that the problem (Dε) is a exponential
penalty formulation of (D), compare (10) and (30).

They also investigated the asymptotic behavior of the trajectory yε and its
relation with the solution set of (D). They proved the trajectory yε is approxi-
matively a straight line directed towards the center of the optimal face of (D),
namely yε = y∗ + εd∗ + η(ε), where y∗ is a particular solution of (D). Moreover,

the error η(ε) goes to zero exponentially fast, i.e. at the speed of e
−μ
ε for some

μ > 0. See the proof of [8, Prop. 3.2].

5 Numerical Experiments

In this section, we illustrate the performance of our perturbation approach com-
pared to the LP solver MOSEK, in noisy and non-noisy environments, for 2D and
3D cases. Besides the proposed entropic approach, we implemented a quadratic
perturbation approach for comparison purposes. We solved the perturbed dual
formulations by a conventional unconstrained optimization approach, the Lim-
ited Memory BFGS algorithm [10], which scales to large problem sizes. In all
experiments, the perturbation parameters were kept fixed to ε = 1/50 and α = 1,
see Fig. 3 for a justification. In the following 1

2α denotes the perturbation pa-
rameter of a quadratic term applied to (6). We allowed a maximum number of
1500 iterations and stopped when the norm of the gradient of the perturbed dual
function satisfies ‖∇ψ(yk)‖ ≤ 10−4.

The first performance test was done on 2D d× d images of randomly located
ellipsoids with random radii along the coordinate axes. See Fig. 1 (bottom row)
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Fig. 1. Phase transitions for the 2D case, d = 80 : 10 : 180, 4 cameras (top plots)
and 6 cameras (bottom plots), computed for the noiseless case with MOSEK (plots on
left), our approach (plots in the middle) and our approach for the noisy case (plots on
the right). The black solid line corresponds to the theoretical curve (5a). The last row
displays some of the random d×d images used in the experiments in order of decreasing
cosparsity �. MOSEK performs better on smaller images and worse on larger ones.

Fig. 2. Comparison between the quadratic perturbation approach (left two columns)
and entropic perturbation approach (right two columns) for two relative cosparsity
levels. Two 80×80 images, are projected along 6 directions. For both ρ = �/d2 = 1.7786
(top row) and ρ = �/d2 = 1.8586 (bottom row) reconstruction should in theory be
exact. Result (left column) and rounded result (second left column) of the quadratic
perturbation approach for α = 1. Results for the entropic perturbation approach (right
two columns) with ε = 1/50. Here the rounded result exactly equals the original image
(right column). Hence, the approximate solution by the entropic approach is closer to
the original solution.
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Fig. 3. Experimental finite perturbation property of the entropic approach. Here ε =
1/50 is a reasonable value in 2D since the reconstruction error varies insignificantly
(left). The histograms of (u − u∗) for ε = 1/50 (middle) and ε = 1/120 (right) are
highly similar.
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Fig. 4. Phase transitions for the 3D case, 3 cameras (top left) and 4 cameras (top
right) and random example of perfectly reconstructed images d = 31 (bottom). The
average performance of MOSEK (dotted line) for the noiseless case, and the entropic
approach in the noiseless (dashed line) and noisy (dash-dot line) case for ε = 1/50 as
a variation of relative cosparsity. The black solid line corresponds to the theoretical
curve (5b). Measurements were corrupted by Poisson noise of SNR = 50db.
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Fig. 5. Slices through the 3D volume (d = 51) of an original Shepp-Logan image (left)
and the reconstructed image from 7 noisy projecting directions via the entropic per-
turbation approach, satisfying ‖u− u∗‖∞ < 0.5 (right). This shows that the approach
is also stable for low noise levels as opposed to MOSEK. Measurements were corrupted
by Poisson noise of SNR = 50db.
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Fig. 6. Comparison between computation times of the proposed approach and
MOSEK. We average results for 90 2D test images and vary d = 80 : 10 : 180.

for two sample images. The relative cosparsity is denoted by ρ := �
n . Parameters

p and n vary for two- and three-dimensional images as

n =

{
d2 in 2D

d3 in 3D
, p =

{
2d(d− 1) in 2D

3d2(d− 1) in 3D
. (32)

Our parametrization relates to the design of the projection matrices A ∈ Rm×n,
see [2] for details.

The phase transitions in Fig. 1 display the empirical probability of exact
recovery over the space of parameters that characterize the problem. Here we
performed 90 tests for each (ρ, d) parameter combination.

We analyzed the influence of the image cosparsity, also for 3D images, see
Fig. 4. In 3D, for each problem instance defined by a (ρ, d)-point, we generated
60 random images. In both 2D and 3D, we declared a random test as successful
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if ‖u − u∗‖∞ < 0.5, which leads to perfect reconstruction after rounding. Both
Fig. 1 and Fig. 4 display a phase transition and exhibit regions where exact
image reconstruction has probability equal or close to one and closely match
the solid green line in the plots, which stands for the theoretical curve (5a). In
the noisy case, projection data was corrupted by Poisson noise of SNR = 50db.
The perturbation parameter has been set as in the noiseless case, i.e. ε = 1/50
and α = 1. MOSEK however was unable to solve the given problem, stating
that either the primal or the dual might be infeasible. Thus our perturbation
approach is also stable to low noise levels as opposed to MOSEK. Moreover the
proposed algorithm scales much better with the problem size and is significantly
more efficient for large problem sizes that are relevant to applications. In partic-
ular, problem sizes can be handled where MOSEK stalls, see Fig. 6. Finally, we
underline that the entropic perturbation approach performs significantly better
than quadratic perturbation as shown in Fig. 2.

6 Conclusion

We presented a mathematical programming approach based on perturbation that
copes with large tomographic reconstruction problems of the form (1). While the
perturbation enables to apply efficient sparse numerics, it does not compromise
reconstruction accuracy. This is a significant step in view of the big data volumes
of industrial scenarios.

Our further work will examine the relation between the geometry induced by
perturbations on the u-space and the geometry of Newton-like minimizing paths,
and the potential for parallel implementations.
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Abstract. The Mojette transform is a form of discrete Radon transform
that maps a 2D image (P×Q pixels) to a set of I 1D projections. Several
fast inversion methods exist that require O(PQI) operations but those
methods are ill-conditioned. Several robust (or well-conditioned) inver-
sion methods exist, but they are slow, requiring O(P 2Q2I) operations.
Ideally we require an inversion scheme that is both fast and robust to
deal with noisy projections. Noisy projection data can arise from data
that is corrupted in storage or by errors in data transmission, quantisa-
tion errors in image compression, or through noisy acquisition of physical
projections, such as in X-ray computed tomography. This paper presents
a robust reconstruction method, performed in the Fourier domain, that
requires O(P 2Q logP ) operations.

Keywords: Radon transform, Mojette transform, Fourier inversion,
tomography.

1 Introduction

The Mojette transform is a discrete form of the Radon transform that maps a
2D image (P ×Q pixels) to a set of I 1D projections. It was first developed by
Guedon et al in 1996 [5] in the context of psychovisual image coding. Due to
its distribution, redundancy, and invertibility properies, it has since found appli-
cations in distributed data storage on disks and networks, network packet data
transmission, tomographic reconstruction, image watermarking, image compres-
sion, and image encryption. A summary of the early development of the Mojette
transform was the subject of an invited paper to DGCI in 2005 [6] and a book
on the Mojette transform was published in 2009 [4].

The Radon transform has many inversion algorithms based on the form of
the input data and the a priori information available. Similarly, the Mojette
transform has many inverse algorithms. There are fast methods that use local
back-projection (LBP) [10] and geometrically driven LBP (GLBP) [11]. These
recover the original data in O(PQI) operations, however, they are ill-conditioned
being essentially forms of Gaussian elimination; any errors in the determination
of a variable value are propagated and compounded throughout the remaining

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 275–284, 2014.
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variables. There are also well-conditioned, or robust, methods that have been
explored in the context of tomographic reconstruction. These include a conjugate
gradient back-projection (CGBP) [12] that requires O(P 2Q2I) operations, and
an exact back-projection (EBP) method that requires an inordinate number of
projections (I ≈ 12PQ/π2 projections) and therefore O(P 2Q2) operations.

To date there has been no Mojette inversion approach that is fast, exact
given noise-free projections, and well-conditioned given noisy projections. This
paper presents an inversion algorithm based on the classic Fourier inversion
(FI) technique for the Radon transform. It solves rows of Fourier space using a
conjugate gradient algorithm that minimises the L2 norm of the error (arising
from noise). Assuming I is O(P ), Mojette FI is slower than LBP and GLBP
requiring O(P 2Q logP ) operations but more robust and is faster than CGBP
and EBP but less robust.

The remainder of the paper is outlined as follows: Section 2 defines the Mojette
transform and the requirements for a unique reconstruction (in the noise-free
case). The Fourier properties of the Mojette projection data are outlined in
Section 3. The Fourier inversion based on these properties is developed in Section
4. Some results are presented in Section 5 followed by some concluding remarks
in Section 6.

2 The Mojette Transform

The Mojette transform of a 2D function, f(k, l), is comprised of a set of I pro-
jections. Each projection has an associated projection direction vector, (pi, qi),
and is comprised of a set of parallel discrete sums over f along lines defined by
this vector, i.e., b = kqi − lpi. The value of the Mojette transform in each bin,
b, of a projection is then defined as follows:

projpi,qi(b) =

P/2∑
k=−P/2

Q/2∑
l=−Q/2

f(k, l)δ(b− kqi + lpi), (1)

where δ(x) = 1 if x = 0 and is 0 otherwise. Note that pi ∈ Z, and qi ∈ N such
that gcd(pi, qi) = 1. The distance between adjacent parallel lines (or sampling
rate) of a projection varies with the direction vector, (pi, qi), as 1/

√
p2i + q2i . The

number of bins per projection also varies with (pi, qi), as follows:

Bi = |pi|Q+ qiP (2)

The set of I projections is arbitrary both in cardinality and direction vectors.
Therefore, a criterion is required to determine when a sufficient number of pro-
jections have been acquired in order to ensure a unique solution for a P × Q
dataset. Katz determined the following criterion [7]:

I−1∑
i=0

|pi| ≥ P or

I−1∑
i=0

qi ≥ Q. (3)
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For the remainder of this paper we will assume that
∑
|pi| ≥ P . Below Katz

criterion there is no unique solution, therfore the condition number is infinite;
when Katz criterion is just satisfied, i.e.,

∑
|pi| = P , the condition number is

very large so any noise is amplified and propagated into the reconstruction; as
additional projections are added, the condition number decreases rapidly at first
but then with diminishing returns.

3 Fourier Properties of Mojette Projections

Before developing a Fourier inversion technique it is beneficial to establish how
Mojette projection data maps into discrete Fourier space. First we define the 1D
discrete Fourier transform (DFT) of g(k) as follows:

F1{g} = ĝ(u) =

P/2∑
k=−P/2

g(k) exp(−i2πku/P ), (4)

and define the 2D DFT of g(k, l) as follows:

F2{g} = ĝ(u, v) =

P/2∑
k=−P/2

Q/2∑
l=−Q/2

g(k, l) exp(−i2πku/P ) exp(−i2πlv/Q). (5)

A discrete form of the Fourier slice theorem for classical Radon projections
was first presented in [3] using the Z-transform. It was first applied to the nD
Mojette transform by Verbert and Guédon in [13] also using the Z-transform.
Here we demonstrate it for the 2D Mojette transform using the DFT.

Theorem 1. The 1D DFT of a Mojette projection of f maps to a discrete line
(or “slice”) through the origin of the 2D DFT of f as follows:

F1{projpi,qi}(w) = f̂( qiPBi
w, −piQ

Bi
w) (6)

Proof.

F1{projpi,qi} =
Bi/2∑

b=−Bi/2

P/2∑
k=−P/2

Q/2∑
l=−Q/2

f(k, l)δ(b− kqi + lpi) exp(−i2πbw/Bi)

=
P/2∑

k=−P/2

Q/2∑
l=−Q/2

f(k, l) exp(−i2π(kqi − lpi)w/Bi)

=
P/2∑

k=−P/2

Q/2∑
l=−Q/2

f(k, l) exp(−i2π k
P (qiPw)/Bi)

exp(−i2π l
Q (−piQw)/Bi)

= f̂( qiPBi
w, −piQ

Bi
w)


�

Figure 1 provides a depiction of the theorem. The sampling rate of the DFT of
projection data in frequency space is

√
q2i P

2 + p2iQ
2/B. An important property

of the slices that arises is the following:
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Fig. 1. A depiction of Theorem 1 for proj−1,1 and proj3,1 on a 4× 4 image

Lemma 2. Given the slice in Fourier space formed from a projection with di-
rection vector (pi, qi), any horizontal line, v = const, intersects the slice exactly
|pi| times and any vertical line, u = const, intersects the slice exactly qi times.

Proof. We have w ∈ ZBi and from Theorem 1 the sampling step between each
successive point in frequency space is ( qiPBi

, −piQ
Bi

). Therefore, the total sam-

pling displacement in frequencey space is ( qiPBi
, −piQ

Bi
)Bi = (qiP,−piQ) ≡ (0, 0)

mod (P,Q). There is no overlap in the sampling since pi and qi are coprime,
hence implying the theorem. 
�

4 Mojette Fourier Inversion

The frequency data from the I slices gives us a nonuniform sampling of dis-
crete Fourier space. Before continuing, we shall introduce the nonuniform Fourier
transform (NFT). We define the 1D FT of irregularly sampled data to J frequen-
cies as:

ĝ(wj) =

N/2∑
k=−N/2

g(k) exp(−i2πkwj) (7)

for wj ∈ [−0.5, 0.5) and j ∈ ZJ The NFT can be performed in O(N logN)
operations, see [8]. Iterative inversion of the NFT can be achieved through the
conjugate gradient method which converges within N iterations. Therefore, the
inverse NFT (INFT) can be obtained in O(N2 logN) operations. In practice this
can be much faster if the right pre-conditioner is used, see [9].

Robust Mojette Fourier inversion can of course be achieved by taking the
frequency data from the I slices and performing a 2D INFT. However, this will
be performed in O(P 2Q2 logPQ) operations. This has been done for projec-
tions with 5% noise for comparison with the proposed method in sect. 5. In
what follows we describe a method to achieve a less robust inversion in only
O(P 2Q logQ) operations by a deliberate sampling of the slice data to lie on
horizontal lines enabling the 1D INFT to be applied to each line followed by an
inverse fast Fourier transform (IFFT) applied to the columns.
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4.1 Exact Resampling of Projection Slices

The slice data can be exactly resampled to lie on common horizontal lines in
2D discrete Fourier space, similar to [3,13] and Theorem 1, but using a specific
Chirp z-transform of projections. First let us define the 1D Chirp z-transform
as follows:

Z1{g} = g̃(w) =

N/2∑
k=−N/2

g(k)zwk, w ∈ ZM . (8)

Here z ∈ C and typically |z| = 1. As was done by Bailey and Swarztrauber in
[1] we define z = exp(−i2πα) for w ∈ Z and α ∈ R to give:

Z1
α{g} = ĝα(w) =

N/2−1∑
k=−N/2

g(k) exp(−i2πkwα) = ĝ(Nαw). (9)

So α = 1/N gives the frequency data of the 1D DFT. This can be done in
O(N logN) if α is rational, (see [2,1]). Here we use α = 1/(|pi|Q) so that the

frequency sampling rate is 1.0 in the v-direction of f̂(u, v) as follows:

Corollary 3.

Z1
1

|pi|Q
{projpi,qi}(w) = f̂( qiP

|pi|Qw,−sgn(pi)w) (10)

Proof.

Z1
1

|pi|Q
{projpi,qi}(w) =

Bi/2∑
b=−Bi/2

P/2−1∑
k=−P/2

Q/2−1∑
l=−Q/2

f(k, l)δ(b− kpi + lpi)

exp(−i2πbw/|pi|Q)

=
P/2−1∑
k=−P/2

Q/2−1∑
l=−Q/2

f(k, l) exp(−i2π(kqi − lpi)w/|pi|Q)

=
P/2−1∑
k=−P/2

Q/2−1∑
l=−Q/2

f(k, l) exp(−i2π k
P (qiPw)/|pi|Q)

exp(−i2π l
Q − sgn(pi)w)

= f̂( qiP
|pi|Qw,−sgn(pi)w)


�

From Lemma 2 there are |pi| intersections with any horizontal line, thus each

slice samples |pi|Q frequencies in f̂ . This causes all frequency data from the slices
to lie on lines v = c for c ∈ ZQ and all projection slice data combined samples∑
|pi|Q ≥ PQ frequencies provided each sample point is unique. The problem is

that at v = 0 all lines intersect giving redundant data, hence insufficient unique
data for exact inversion. This can be overcome by offsetting the sampling in
the v-direction by a fraction φ ∈ (0, 1). An offset of frequency data by φ can
of course be done as a phase shift on the projections prior to applying the 1D
Chirp z-transform. An example of the resulting data is depicted in Fig. 2.
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(a) (b) (c)

Fig. 2. A depiction of the chirp z-transforms of (a) proj−1,1 and (b) proj3,1 on a 4× 4
image with φ = 0.5. α is selected to give data on v ∈ {−1.5,−0.5, 0.5, 1.5} frequencies.
(c) Results from (a) and (b) overlayed in the Fourier domain; note there are

∑
I |pi|

samples in each row and Q rows of samples. According to Katz criterion (3) this is a
reconstructible sample set.

Ideally we would set φ = 0.5 for our slice frequency data points to be as far
from the origin as possible. However slices may intersect at points other than
the origin. We need to check if the frequency data points sampled by the slices
intersect at v = c + φ for c ∈ ZQ. We must identify some sufficient conditions
to ensure no overlapping data points in Fourier space. Using the result from
Corollary 3, the coordinate in fourier space for the projection with a direction
vector (pi, qi) on a P ×Q image with phaseshift of φ is:

(c+ φ)(qiP/piQ, 1) mod (P,Q), for c ∈ [0, qiP − 1]. (11)

In order for two Fourier data points to meet, they must come from two different
projections. Let these two projections have direction vectors (p1, q1) and (p2, q2)
with c = c1 and c2 respectively. Placing this into (11) gives the following:

(c1 + φ) (q1P/p1Q, 1) = (c2 + φ) (q2P/p2Q, 1) mod (P,Q), (12)

for c1 ∈ Zp1Q and c2 ∈ Zp2Q. This equation implies c1 = c2mod (Q) and
(c1 + φ) (q1P/p1Q) = (c2 + φ) (q2P/p2Q) mod (P ). Therefore we have

(c1 + φ)

(
q1
p1Q

)
− (c2 + φ)

(
q2
p2Q

)
is an integer. (13)

This becomes:

x/p1p2Q+ φ
q1p2 − q2p1

p1p2Q
for x ∈ Z. (14)

We can now present a lemma that guarantees no point of intersection:

Proposition 4. Setting φ = k
2·k+1 with k = maxi,j |piqj | would have no point

of intersection between two different projection set in Fourier space.

Proof. Setting φ = k
2·k+1 with k ≥ maxi,j |piqj | forces q1p2 − q2p1 = 0 as oth-

erwise (13) is false. Since the gcd(pi, qi) = gcd(pj , qj) = 1, we have pi = pj
and qi = qj implies there is no point of intersection in Fourier space. With
this shift, we can also guarantee a minimum seperation in Fourier space of
mini,j

P
Qpipj(2k+1) with i �= j. 
�

Placing the offset, resampled, slice frequency data from each projection into
2D Fourier space now gives us data as depicted in Fig. 2c.



Mojette Fourier Inversion 281

Fig. 3. A depiction of the process to reconstruct a 4 × 4 image from the chirp z-
transforms of proj−1,1 and proj3,1

4.2 Reconstruction Process

This section outlines the Fourier inversion process, as depicted in Fig. 3, to
recover f from the offset, resampled, slice frequency data, e.g., Fig. 2c. First we
propose the following theorem:

Theorem 5. For a set of Mojette projections that satisfies Katz Criterion (3),
there is sufficient slice data to be inverted in Fourier space after the chirp Z-
transform with α = 1/(|pi|Q) and no intersecting data points.

Proof. Here we are assuming Katz Criterion is satisfied by
∑
|pi| ≥ P . By

Lemma 2 and Corollary 3 the Chirp z-transform of all projections gives Q rows
of data points with

∑
|pi| ≥ P elements in each row. Since none of these points

intersect, each row is invertible using the 1D INFT. There are Q data points in
each column that are invertible using the 1D IDFT. 
�

Proposition 4 guarantees no intersecting data points in Fourier space with par-
ticular choice of phase shift, φ. Therefore we can satisfy the requirement of no
intersecting data points in Theorem 5.

The entire reconstruction process, given I Mojette projections, can be sum-
marised in the following 6 steps:

1. Calculate φ = k
2·k+1 with k = maxi,j |piqj |;

2. Apply the phase shift, φ, to all projection data;
3. Fast chirp z-transform each projection with α = 1/(|pi|Q);
4. Remap frequency data to 2D Fourier domain;
5. Invert nonuniform frequency data in rows. Q rows × maximum P iterations

of INFT.
6. Inverse Fast Fourier transform of P columns (with a phase shift of −φ);

5 Results

In this section we demonstrate the performance of the proposed algorithm with
various noise conditions and various number and distribution of projection di-
rection vectors. We investigate 0%, 1% and 5% Gaussian noise added to the
projection data, i.e., noise following a normal distribution with a standard devi-
ation equal to η% of the average value. We also investigate three types of angle
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distributions, F 180
N , F 90

N , MN . Here, FN denotes the direction vectors formed
by the Farey series, e.g., F3 = 0/1, 1/3, 1/2, 2/3, 1/1 corresponds to direction
vectors (1, 0), (3, 1), (2, 1), (3, 2), (1, 1). The 90 and 180 signify 90 degree or 180
degree symmetries, e.g., for direction vector (a, b), 90 includes (−a, b) while
180 also includes (b, a) and (−b, a). MN denotes the set of direction vectors
(1, 0), (1, 1), (−1, 1), (2, 1), (−2, 1), . . . , (N, 1), (−N, 1). All simulations are for a
256× 256 image of Lena shown in Fig. 4a.

(a) (b) 5% noise

Fig. 4. (a) original image used for simulations. (b) Reconstruction using full 2D-MFI
for Mojette data with angle set F 180

8 and 5% Gaussian noise added. RMSE 17.1.

Firstly, using the F 180
8 angle set we investigated the effect of 0%, 1%, and 5%

noise added to the projections. The results are presented in Fig. 5a. It can be
seen that the proposed method can deal with a moderate amount of noise. It is
not as robust as CGM (see Fig. 4b); the RMSE data shows that noise is amplified
in the reconstruction. Even the noise-free input data has a non-zero RMSE. This
seems to be due to round-off errors, paricularly a problem for the INFT of rows
v = φ and v = φ − 1 of Fourier space. Smaller arrays with P,Q ≤ 32 do not
suffer from this.

Secondly, by adding a fixed level of 1% noise to the projection data, we es-
tablish the effect of the number of projections, and more specifically the value
of
∑

i pi as it increases above Katz limit (3). Figure 5b gives the reconstructions
using F 180

7 , F 180
8 , and F 180

9 with
∑

i pi = 275, 371, and 533 respectively. As
expected, the results improve as

∑
i pi increases and the condition number of

the system decreases.
Lastly, by again adding 1% noise to the projection data, we explore the effect

of angle distribution. We use three angle sets that each have a similar
∑

i pi, F
90
9a ,

F 180
7 , and M16 with

∑
i pi = 283, 275, and 273 respectively. (Note 9a indicates

we are using F 90
8 and adding only direction vectors (±9, 1) and (±9, 2) from F9).

With
∑

i pi very close to Katz limit (3) this is very unstable (as described in
sect. 2). Results are presented in Fig. 5c and show that reconstruction with a
more symmetric angle set with greater redundancy performs better than limited
angle datasets.
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(a-i) 0% noise (a-ii) 1% noise (a-iii) 5% noise

(b-i) F 180
7 (b-ii) F 180

8 (b-iii) F 180
9

(c-i) F 90
9a (c-ii) F 180

7 (c-iii) M16

Fig. 5. (a) Reconstruction using MFI for Mojette data with angle set F 180
8 . Amount of

Gaussian noise added as indicated. RMSE (i) 6.0 (ii) 16.2 (iii) 26.7. (b) Reconstruction
using MFI for Mojette data with 1% Gaussian noise added using angle set as indicated.
RMSE (i) 19.5 (ii) 16.2 (iii) 13.1. (c) Reconstruction using MFI for Mojette data with
1% Gaussian noise added using angle set as indicated. RMSE (i) 28.3 (ii) 19.5 (iii) 29.1.

6 Conclusion

We have presented a reconstruction technique for Mojette projection data that
is based on the Fourier inversion technique for the classical Radon transform.
We use exact frequency data resampling to make the slice data lie on a set of
parallel lines in Fourier space. This enables inversion to be broken into a set
of 1D INFT and a set of 1D IFFT and speeds up the process. Given the Mo-
jette transform data of a P ×Q image with I projections, our Fourier inversion
algorithm requires O(P 2Q logP ) operations. This technique is a compromise
between fast, O(PQI), but ill-conditioned local back-projection algorithms and
slow, O(P 2Q2I) but well-conditioned techniques. Results show that this method
can tolerate a moderate amount of noise and that redundant and symmetrical
projection data is preferable for increased performance. Future work includes
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determining a stopping criterion for the INFT and investigating regularisation
or weighting techniques to make MFI more robust.
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2006. LNCS, vol. 4245, pp. 122–133. Springer, Heidelberg (2006)

12. Servières, M., Idier, J., Normand, N., Guédon, J.: Conjugate gradient Mojette
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Abstract. In Discrete Tomography, objects are reconstructed by means
of their projections along certain directions. It is known that, for any
given lattice grid, special sets of four valid projections exist that ensure
uniqueness of reconstruction in the whole grid. However, in real appli-
cations, some physical or mechanical constraints could prevent the use
of such theoretical uniqueness results, and one must employ projections
fitting some further constraints. It turns out that global uniqueness can-
not be guaranteed, even if, in some special areas included in the grid,
uniqueness might be still preserved.

In this paper we address such a question of local uniqueness. In partic-
ular, we wish to focus on the problem of characterizing, in a sufficiently
large lattice rectangular grid, the sub-region which is uniquely deter-
mined under a set S of generic projections. It turns out that the regions
of local uniqueness consist of some curious twisting of rectangular areas.
This deserves a special interest even from the pure combinatorial point
of view, and can be explained by means of numerical relations among
the entries of the employed directions.

Keywords: Discrete Tomography, lattice grid, projection, uniqueness
region.

1 Introduction

Image reconstruction is one of the main topics in Discrete Tomography, i.e., the
discipline that studies how to infer geometric properties of a discrete unknown
object, regarded as a finite set of points in the 2D or 3D lattice, from quan-
titative data about the number of its primary constituents along a set of fixed
discrete lines, say projections. The considered image is subject to a discretiza-
tion operation and therefore is seen as a matrix, whose entries, say pixels, are
integer numbers and correspond to the different colors, or grey levels, of the
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original image. The dimensions of the image are those of the minimal bounding
rectangle, i.e., the sizes of the obtained matrix.

So, the vector of projections along a discrete direction u sums the values of
the pixels that lie on each line parallel to u.

Motivated by practical applications, one of the most challenging problems
in Discrete Tomography is the faithful reconstruction of unknown images from
projections along a set S of fixed lattice directions, say Reconstruction Problem
(for an overview of the topic see [9]). In general, this problem is not quickly
solvable (here quickly means in polynomial time with respect to the dimensions of
the grid) even for three directions [7]. However, this result, as many similar ones
in the field, relies on the possibility of choosing unknown images of arbitrarily
large dimensions. On the other hand, for suitably selected sets of directions, each
pixel can be uniquely determined if we confine the problem in special bounded
lattice grids (see for instance [4]).

Another challenging aspect of the reconstruction process is that the images
consistent with a given set of projections are, usually, a huge class (see for in-
stance [1, 12]), whose members can share few (possibly no) points, so the faithful
reconstruction of an unknown image is, in general, a hopeless task. This state-
ment becomes clear if one considers the n × n images having homogeneous 1
projections, i.e., projections with constant entries 1, along the two coordinate
directions; an easy check shows that their number is n!, i.e., as many as the
number of permutations of n, and some of them have no common elements. To
gain uniqueness, different strategies have been considered, usually relying on
additional geometrical or combinatorial information about the unknown image.

Using a different perspective, in [4] it has been shown how far an accurate
choice of four directions of projections can push the dimensions of the unknown
image preserving the uniqueness of the reconstruction process.

In this paper, starting from the results in [4], we move towards the solution
of the question of how much one can enlarge the size of the unknown image
preserving both uniqueness and polynomial time reconstruction from a given
set of projections. In particular, here we consider the related problem of char-
acterizing, in a sufficiently large image, the shape and dimensions of the area
uniquely determined by the projections along two given directions: we will show
that such a shape varies according to the slopes of the two directions. This result
also allows to infer a polynomial strategy to detect the elements inside the area.
It is worth noting that this paper belongs to a more general and theoretical per-
spective, since the uniqueness region is determined regardless of the features of
the image; in particular, it is not forced to be binary or with few grey levels. Our
approach can be considered as a counterpart of the mathematical morphology
tools described, for instance, in [5, 11, 13]; however, our aim is to investigate the
problem without using the Mojette transform. A full comparison between the
two methods seems to be an interesting issue, and could be treated in a separate
paper.

The paper is organized as follows. In Section 2, we provide the basic no-
tions and definitions of discrete tomography, together with the theoretical results
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about uniqueness on a grid. Section 3 concerns the uniqueness problem restricted
to two directions of projections: the shape of the sub-picture uniquely determined
by the projections is characterized according to the mutual relation of the slopes
of the directions. Section 4 gives some perspectives for future work and concludes
the paper.

2 Definition and Known Results

A digital image E naturally represents a finite set of points in the 2D lattice. To
each point an integer number, which corresponds to a color or a grey level of the
original image, is attached. Each set will be considered up to translation. The
size of the image E is that of its minimal bounding rectangle (or lattice grid)
A = [m]× [n], where, for p ∈ N, [p] = {0, 1, ..., p− 1}. We can define a function
f : A −→ Z, which maps each pixel of A onto its corresponding value.

Let u = (a, b) be a discrete direction, i.e., a couple of integers such that
gcd{a, b} = 1, with the further assumption that if a = 0, then b = 1 and
viceversa. We say that a set S = {(ak, bk)}dk=1 of d lattice directions is valid for
a finite grid A = [m]× [n], if

d∑
k=1

|ak| < m,
d∑

k=1

|bk| < n.

We recall the standard notion of projection of a finite set of points E along
the direction u as the vector Pu = (p1, . . . , pk), with k ≥ 1, such that

pt =
∑

(i,j)∈A,aj=bi+t

f(i, j),

being aj = bi+ t the t-th lattice line intersecting the grid. Since we assume that
E is finite, then k is. An example is shown in Figure 1, where the black pixels
of the binary image correspond to the value 1, and white pixels to the value 0.
The projection of the set of black pixels is considered in the direction u = (1, 1);
there Pu = (0, 0, 0, 0, 0, 0, 4, 5, 4, 4, 5, 7, 5, 3, 2, 3, 3, 2, 1, 0, 0, 0).

As a matter of fact, two sets E and F may have the same projections along a
set S of fixed directions, say they are (tomographically) equivalent. On the other
hand, if E does not share its projections with any other different set, then it is
said to be S-unique.

In general the class of images having the same projections along a set S of
directions is really huge. Consider for instance, as already observed, the [n]× [n]
images having projections with all entries equal to 1 along the two axes directions
(1, 0) and (0, 1): there are n! possible outputs.

So, the problem of the faithful reconstruction of an unknown (finite) set of
points, that is of primary relevance in the field of Discrete Tomography, is not
well posed, and it can not be considered without some prior knowledge about
the object itself.
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(a) (b)

Fig. 1. (a) A binary image. (b) Projection of the set of black pixels in the direction
u = (1, 1).

Studying the characterization of the projections (directions and entries) that
guarantee the uniqueness of the reconstruction process, a theory about the con-
figurations of points that prevent such a property was developed.

In a first seminal study, H. J. Ryser [12] focused on the axes directions, and
called these configurations interchanges. Later, himself and other authors refined
the notion till reaching that of switching component or bad configuration. It
represents a simple switching along a generic set of discrete directions S, i.e.,
a rearrangement of some elements of a set that preserves the projections along
S (see [9] for a survey). An algebraic treatment of switching components was
also developed in [8]. In [6] it was shown that a set E is S-unique if and only if
it contains no bad configuration along the directions of S. On the other hand,
since [10], we know that there are sets of points that are non-unique with respect
to any given set S of directions. Because of this result, we wish to focus on the
related problem of characterizing, in a sufficiently large lattice rectangular grid,
the sub-region formed by pixels which are uniquely determined under a set S of
generic projections. As a first step, the case |S| = 2 is considered.

3 Characterization of the Uniqueness Regions by Two
Directions

From the previous considerations it follows that S-uniqueness in a lattice grid
A = [m]× [n] is guaranteed whenever no switching component exists in A with
respect to the set S of projections. The following result, which slightly restates
[3, Theorem 6], proves that this can be achieved by means of suitable choices of
four lattice directions.

Theorem 1. Let S = {u1, u2, u3, u4 = u1 + u2 ± u3} be a valid set of four
directions for the grid A = [m] × [n], where u1, u2, u3 are chosen arbitrarily,
while u4 is obtained as a combination of the other three. Let moreover

4∑
r=1

|ar| = h and

4∑
r=1

|br| = k,
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being (ar, br) = ur where r = 1, ..., 4. Let D = ±S ∪ Ŝ, where ±S = {±u :

u ∈ S}, and Ŝ =
{
± (ui − u4) : ui ∈ {u1, u2, u4 − u1 − u2}

}
. Moreover, let

A = {(a, b) ∈ D : |a| > |b|}, and B = {(a, b) ∈ D : |b| > |a|}. Then, A contains
no switching component with respect to S if and only if

min
|a|

A ≥ min{m− h, n− k}, min
|b|

B ≥ min{m− h, n− k}, (1)

and

m− h < n− k ⇒ ∀(a, b) ∈ B (|a| ≥ m− h or |b| ≥ n− k) ,

n− k < m− h⇒ ∀(a, b) ∈ A (|a| ≥ m− h or |b| ≥ n− k) ,

where, if one of the sets A,B is empty, the corresponding condition in (1) drops.

For examples, see [3, Example 8] and [4, Example 1].
However, in real applications, some physical or mechanical constraints could

prevent the use of these suitable sets of four lattice directions. For instance, due
to the employed tomographic procedure, only projections confined in a limited
angle could be considered, or these should be selected trying to minimize the
local uncertainty. There is a wide literature concerning this problem, see for
instance [2, 14–16]. It turns out that global uniqueness in the whole assigned
grid, in general, cannot be guaranteed. Nevertheless, in some special regions
included in the grid, uniqueness might be still preserved.

Definition 1. Let S be a set of valid directions for a grid A. The region of
uniqueness (ROU) of A is the set of pixels of A which are uniquely determined
by the projections along the elements of S.

Therefore, it is worth trying to characterize the shape of the ROU, determined,
inside a given rectangular grid A = [m] × [n], by any set of projections. As a
first step towards this challenging problem we wish to investigate the shape of
the ROU determined by a pair of valid directions.

Let us denote by (a, b) and (c, d) the employed lattice directions, where we set
a, c < 0 and b, d > 0. Basing on these choices, we are led to construct the ROU
by filling the grid A = [m]× [n] from its bottom-left corner, and by symmetry,
from its upper-right corner. Due to symmetry, it suffices to argue only on one of
these two regions, say the bottom-left one. Also, we can always assume −a > b.

Remark 1. Note that our approach is w.l.o.g., since, for different choices of the
signs of a, b, c, d, the arguments are quite similar, just the ROU fills different
corners of A.

We denote by P = (p1, p2, ..., ps−1, ps) a SE to NW zig-zag path, with alter-
nating horizontal and vertical steps of lengths p1, p2, ..., ps−1, ps, being the first
one (of length p1) a vertical step, and the last one (of length ps) a horizontal
step (see Figure 2).

Also, we denote by R(x, y) a rectangle having horizontal and vertical sides of
lengths x and y respectively.
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Fig. 2. The lattice region delimited by the zig-zag path P = (1, 1, 1, 2, 1, 2, 2, 3, 1, 2, 1, 2)

The following result shows that, in the case when the directions (a, b), (c, d)
satisfy |a| > |c| and b < d, then the ROU is simply an L-shaped area.

Theorem 2. Let (a, b), (c, d) be two lattice directions such that a, c < 0, b, d > 0,
−c < −a < −2c and 2b < d. Then, the associated ROU is delimited by the zig-zag
path P = (b, a, d, c).

Proof. Consider a rectangle R(−c, d) whose bottom-left corner is placed in the
bottom-left corner of the grid. Then, all lattice points contained in R(−c, d)
are uniquely determined along the direction (c, d). Consider now a rectangle
R(−a+ c, b) whose bottom-left corner is adjacent to the bottom-right corner of
R(−c, d). Any point belonging to R(−a + c, b) is switched along (a, b) outside
R(−c, d) from its left vertical side, so that it is uniquely determined in the grid.
Let R(−c, b) be such that its bottom-left corner is adjacent to the bottom-right
corn er of R(−a+c, b). Its switching by (a, b) is completely included in R(−c, d),
and any further switching moves it outside the grid. Now, the rectangle R(−c, b)
placed above R(−c, d), can be uniquely determined by means of direction (c, d),
since it is mapped inside the previously determined uniqueness region. 
�

Corollary 1. Let (a, b), (c, d) be two lattice directions such that a, c < 0, b, d >
0, |a| > |c| and b < d. Then, the associated ROU is delimited by the zig-zag path
P = (b, a, d, c).

Proof. We can argue as in Theorem 2 by means of iterated switching. The only
difference relies on the fact that in the remaining cases −a ≥ −2c and 2b < d, or
−c < −a < −2c and 2b ≥ d, or −a ≥ −2c and 2b ≥ d, more iterations are needed
to get the L-shaped region delimited by the zig-zag path P = (b, a, d, c). 
�

Example 1. If we assume (a, b) = (−13, 3), (c, d) = (−7, 11), the corresponding
ROU is depicted in Figure 3.

The case when |a| > |c| and b ≥ d seems to be much more intriguing. In
fact, several different shapes appear, depending on the different interplay of the
numerical relations among the entries a, b, c, d. The following theorem points out
the case when the ROU consists of a big rectangle having two small rectangles
adjacent to its right and upper side, respectively.
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Fig. 3. The ROU associated to the pair (−13, 3), (−7, 11), delimited by the zig-zag
path P = (3, 13, 11, 7)

Theorem 3. Let (a, b), (c, d) be two lattice directions such that |a| > |c| and b >
d. Let λ, μ be the quotients of the divisions between −a,−c and b, d, respectively.
If λ �= μ, then the associated ROU is the region delimited by the zig-zag path
P = (d, c, b − d,−a+ c, d, c).

Proof. Assume for instance λ < μ. The rectangle R0 = R(−a, b) is the bottom-
left zone of the ROU by means of the direction (a, b). Consider its bottom-right
adjacent rectangle R1 = R(−c, d). Since λ < μ, we can translate R1 along (c, d)
for λ times, still remaining inside R0; a further switching along (c, d) moves
(a part of) the translated rectangle outside the grid, on the left of R0, before
reaching its upper side. This implies that the whole R1 is added to the ROU.
Now, by using the direction (a, b), R1 is mapped to a same sized rectangle
adjacent to the upper-left corner of R0, which is added to the ROU. This ends
the construction of the ROU, which consequently is delimited by the zig-zag
path P = (d, c, b− d, a− c, d, c).

For the case λ > μ, repeat the argument by starting from the R(−c, d) rect-
angle above R0 and moving SE along (c, d). 
�

Example 2. If we assume (a, b) = (−20, 17), (c, d) = (−11, 5), we have 20 =
11× 1+ 9 and 17 = 5× 3+ 2, so that λ = 1 �= 3 = μ. Therefore the assumptions
of Theorem 3 are fulfilled, and the corresponding ROU is depicted in Figure 4.

When |a| > |c|, b > d and λ = μ, differently from Theorem 3, also the
remainders of the divisions have to be taken into account. Here the situation
becomes much more intricate. As a first contribution to clarify the matter, we
present a result where the shape of the ROU consists of a rectangular erosion
of the previously obtained configurations.

Theorem 4. Let (a, b), (c, d) be two lattice directions such that |a| > |c| and
b > d. Assume −a = λ(−c)+r and b = μd+S, where 0 < r < −c and 0 < s < d.
If λ = μ, r > −c/2 and s < d/2, then the associated ROU is the region delimited
by the zig-zag path P = (d− s,−c− r, s, r, b− d,−a+ c, d− s,−c− r, s, r).
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Fig. 4. The ROU associated to the pair (−20, 17), (−11, 5), delimited by the zig-zag
path P = (5, 11, 12, 9, 5, 11)

Proof. The rectangle R0 = R(−a, b) is the bottom-left zone of the ROU by
means of the direction (a, b). Since λ = μ, we cannot repeat the same argument
as in Theorem 3. Consider then the right adjacent rectangle of R0 given by
R1 = R(−c−r, s). Since λ = μ, by switching R1 for μ times along (c, d), we reach
the upper side of R0 still remaining inside R0, and a further switching moves
the rectangle outside the grid. Therefore R1 is added to the ROU. A similar
argument applies to the rectangle R2 = R(r, d−s) placed adjacent to the upper-
left corner of R0, so the ROU increases of R2. Then we apply alternatively the
switching (a, b) and (c, d) on the resulting new parts of the ROU. Since r > −c/2
and s < d/2, we add pixels to the ROU as follows.

– Starting from R2, this rectangle is mapped along (a, b) to the region R3

containing R1 in its bottom-left corner, and R3 \R1 is added to ROU. Note
that R3 \ R1 can be decomposed as the sum of three rectangles, namely
R3 \R1 = R(2r + c, s) ∪R(−c− r, d− 2s) ∪R(2r + c, d− 2s).

– The sub-rectangle R(2r + c, s) of R3 \ R1 is mapped along (c, d), outside
R(−a, b), to a congruent rectangle placed upper-left aboveR2, which is added
to the ROU. Analogously, the sub-rectangle R(−c − r, d − 2s) of R3 \ R1

is mapped along (c, d), outside R(−a, b), to a congruent rectangle placed
bottom-right adjacent to R2, which is added to the ROU. Note that the
sub-rectangle R(2r + c, d − 2s) does not contribute to the ROU since it is
mapped twice in the complement of the ROU contained in the grid.

– We repeat the previous construction on the new parts of the ROU so ob-
taining further new parts of the same size R(2r+ c, s) and R(−c− r, d− 2s).

– This can be applied until the ROU becomes the region delimited by the
zig-zag path P = (d− s,−c− r, s, r, b− d,−a+ c, d− s,−c− r, s, r).


�

Example 3. Let us consider the pair of directions (a, b) = (−13, 7) and (c, d) =
(−8, 5). Since 13 = 8× 1 + 5, and 7 = 5× 1 + 2, we have λ = μ = 1, r = 5 and
s = 2, so that all the assumptions of Theorem 4 are fulfilled. The construction
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sketched in the proof can be followed in Figure 5. Note that the ROU is obtained
by means of alternating switchings along the directions (a, b) and (c, d). For a
better reading, we preserved the colors of a region when it is translated along
(a, b), while the color has been changed under the translations along (c, d).

Fig. 5. The ROU associated to the pair (−13, 7), (−8, 5), delimited by the zig-zag path
P = (3, 3, 2, 5, 2, 5, 3, 3, 2, 5)

Note that the zig-zag path provided by Theorem 4 can also be written as
follows:

P = (max{s, d− s},min{−c− r, r},min{s, d− s},max{r,−c− r}, b− d, (2)

−a+ c,max{s, d− s},min{−c− r, r},min{s, d− s},max{r,−c− r}).

This implies that reversing both the inequalities involving r, s leads to a similar
result.

Theorem 5. Let (a, b), (c, d) be two lattice directions such that |a| > |c| and
b > d. Assume −a = λ(−c)+r and b = μd+s, where 0 < r < −c and 0 < s < d.
If λ = μ, r < −c/2 and s > d/2, then the associated ROU is the region delimited
by the zig-zag path P = (s, r, d− s,−c− r, b− d,−a+ c, s, r, d− s,−c− r).

Proof. Replace s with d− s, and r with −c− r in the proof of Theorem 4. 
�

Example 4. Let us consider the pair of directions (a, b) = (−13, 7) and (c, d) =
(−11, 4). Since 13 = 11 × 1 + 2, and 7 = 4 × 1 + 3, we have λ = μ = 1, r = 2
and s = 3, so that r < −c/2, s > d/2 and all the assumptions of Theorem 5 are
fulfilled. In Figure 6 the corresponding ROU is represented.

The assumptions r > −c/2 and s < d/2 in Theorem 4, or r < −c/2 and
s > d/2 in Theorem 5, are essential in order that the ROU is delimited by the
zig-zag path as in (2). Differently, the shape of the ROU changes. Below we
provide examples in a few cases.
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Fig. 6. The ROU associated to the pair (−13, 7), (−11, 4), delimited by the zig-zag
path P = (3, 2, 1, 9, 3, 2, 3, 2, 1, 9)

Example 5. Let us consider the pair of directions (a, b) = (−13, 7) and (c, d) =
(−9, 5). Being 13 = 9×1+4, and 7 = 5×1+2, we have r = 4, s = 2, so that the
assumption r > −c/2 of Theorem 4 is not fulfilled. In Figure 7 the corresponding
ROU is represented. Note that it is delimited by a zig-zag path different from
P = (d− s,−c− r, s, r, b− d,−a+ c, d− s,−c− r, s, r) = (3, 5, 2, 4, 2, 4, 3, 5, 2, 4).

Fig. 7. The ROU associated to the pair (−13, 7), (−9, 5), delimited by the zig-zag path
P = (1, 1, 1, 1, 1, 3, 1, 1, 1, 3, 2, 4, 1, 1, 1, 1, 1, 3, 1, 1, 1, 3)

Example 6. Let us consider the pair of directions (a, b) = (−13, 7) and (c, d) =
(−7, 4). Being 13 = 7×1+6, and 7 = 4×1+3, we have r = 6, s = 3, so that the
assumption s < d/2 of Theorem 4 is not fulfilled. In Figure 8 the corresponding
ROU is represented.

Fig. 8. The ROU associated to the pair (−13, 7), (−7, 4), delimited by the zig-zag path
P = (1, 1, 1, 1, 1, 1, 1, 4, 3, 6, 1, 1, 1, 1, 1, 1, 1, 4)



Uniqueness Regions under Sets of Generic Projections 295

The shape of the ROU varies when changing the considered directions; how-
ever, there is a common feature. We define a region of a grid to be horizontally
convex (respectively, vertically convex) if the intersection of each row (respec-
tively, column) of the grid with the region is a connected set. The proof of the
following result can be easily obtained by induction, after noticing that the base
step concerns the ROU determined by a single direction, i.e., a rectangle.

Theorem 6. The ROU is horizontally and vertically convex.

4 Conclusions and New Directions of Research

We addressed the problem of reconstructing the shape of the region of unique-
ness (ROU) determined in a preassigned lattice rectangular grid A = [m]× [n]
by a generic choice of two valid directions. We characterized the ROU in vari-
ous cases, showing that it consists of some curious displacement of rectangular
areas, delimited by a SE-NW zig-zag path, whose edges have lengths depend-
ing on numerical relations among the entries of the employed directions. Several
improvements could be considered. First of all, the case when (a, b) and (c, d)
are selected so that |a| > |c| and b > d must be investigated when r and s do
not satisfy the inequalities as in Theorem 4 and Theorem 5. This will provide
a complete characterization of the ROU in the case of two directions. Also, a
unifying picture of all the treated cases would be desirable. We feel that such
a general approach should exist, probably based on some intertwining between
switching operations and integer division.

A further step is the extension of such a characterization when data come
from more than two directions. Experiments carried out with three projections
show that the path delimiting the ROU presents a much more fragmented profile.
Just as an example, Figure 9 shows what happens with the choice of projections
(−13, 7), (−9, 5) and (−8, 3).

Fig. 9. The ROU associated to the triple (−13, 7), (−9, 5), (−8, 3)

Finally, in view of real applications, an explicit reconstruction algorithm of the
ROU can be investigated, and exploited to get the reconstruction of a lattice set
inside a grid of uniqueness along four directions. We have successfully developed
some preliminary programs, running for special sets of four random directions,
and we are confident to be able to unify them in a general strategy.
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Abstract. Discrete tomography has proven itself as a powerful approach
to image reconstruction from limited data. In recent years, algebraic re-
construction methods have been applied successfully to a range of experi-
mental data sets. However, the computational cost of such reconstruction
techniques currently prevents routine application to large data-sets. In
this paper we investigate the use of adaptive refinement on QuadTree
grids to reduce the number of pixels (or voxels) needed to represent an
image. Such locally refined grids match well with the domain of discrete
tomography as they are optimally suited for representing images contain-
ing large homogeneous regions. Reducing the number of pixels ultimately
promises a reduction in both the computation time of discrete algebraic
reconstruction techniques as well as reduced memory requirements. At
the same time, a reduction of the number of unknowns can reduce the
influence of noise on the reconstruction. The resulting refined grid can
be used directly for further post-processing (such as segmentation, fea-
ture extraction or metrology). The proposed approach can also be used
in a non-adaptive manner for region-of-interest tomography. We present
a computational approach for automatic determination of the locations
where the grid must be defined. We demonstrate how algebraic discrete
tomography algorithms can be constructed based on the QuadTree data
structure, resulting in reconstruction methods that are fast, accurate and
memory efficient.

Keywords: Tomography, adaptive refinement, QuadTree grids, alge-
braic reconstruction techniques.

1 Introduction

We consider a linear tomography problem

p = Wx+ n, (1)

where W ∈ RM×N is the projection matrix, x ∈ RN is the image, p ∈ RM are
the projections and n is additive noise. The goal is to retrieve x from the noisy
projections p, which is typically done by solving a least-squares problem:

min
x
||Wx− p||22. (2)
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The system of equations is often underdetermined (i.e., M < N) due to the
limited number of measurements (small M) and the demand for high-resolution
images (large N). The resulting non-uniqueness can be partially mitigated by
adding prior knowledge, either in the form of a regularization penalty or by
employing a tailored reconstruction algorithm that enforces the prior.

In discrete tomography, the prior is particularly strong – the object consists of
only a few different materials – and the reconstruction problem can be formulated
as a discrete optimization problem [1,2]. Solving such problems exactly is not
feasible for large-scale problems due to their combinatorial nature and often not
desirable due to noise. Many heuristic reconstruction have been developed over
the years, which fall into two basic classes: methods that aim directly at solving
the discrete optimization problem [3,4] and methods that solve (a series) of con-
tinuous optimization problems [5,6]. Even state-of-the-art iterative algorithms
such as DART [6,7] are computationally very expensive as they are based on
iterative reconstruction algorithms. Not only the costs of forward and backward
projection and the memory usage scale linearly with N , the number of iterations
required is also expected to scale linearly with N . To reduce the computational
costs and the required number of iterations of iterative reconstruction methods,
many authors have considered multi-scale or multi-grid methods for general, con-
tinuous tomography problems. [8] proposes a multi-level strategy that coarsens
the projection images by averaging or subsampling the detector pixels. The use
of classical multi-grid algorithms is discussed by [9,10,11]. Algorithms of a more
heuristic nature are discussed by [12], who propose coarsening in both the image
and data space, and [13], who develop a two-level approach. The closest in spirit
to the current work is [14] who present an adaptive refinement strategy using
QuadTree grids but use a much simpler refinement criterion.

Multi-scale reconstruction approaches aimed specifically at binary tomogra-
phy have also been proposed. In [3] the authors use a simulated annealing ap-
proach in conjunction with uniform refinement. The use of QT grids in a similar
context is explored by [4], who proposes refinement of the edges of the object.

In this paper, we investigate the use of QuadTree (QT) grids for iterative im-
age reconstruction in discrete tomography. If the original object consists of large
homogeneous regions, each consisting of a single material, QuadTree grids can
strongly reduce the number of pixels needed to represent the image. The use of
QT grids serves a double purpose in the case of discrete tomography; it can help
to regularize the problem and to reduce the computational cost. For the interior
of the object, coarse grid pixels can be used, thereby implicitly enforcing the dis-
crete tomography constraint of constant gray levels for these interior regions. As
a consequence, even when algorithms for continuous tomography (i.e. allowing
all Gray values) are applied to the QT representation, the resulting reconstruc-
tions will contain large homogeneous regions and therefore this choice of image
representation allows standard iterative methods from continuous tomography
to be applied to DT problems successfully.
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To illustrate the main ideas we consider the following toy example. A binary
phantom and its corresponding (optimal) QT grid are shown in figure 1 (a-b). In
this case the phantom consists of 1282 = 16384 pixels, while the QT grid allows
us to represent the same image with only 25 pixels. To illustrate the potential
benefits, we assume for the moment that we know the optimal QT grid and use it
for reconstruction. We consider three scenarios: i) A benchmark reconstruction
with 32 angles between 0 and 180 degrees and no noise; ii) a reconstruction with
32 angles and 20% Gaussian noise and finally, iii) a reconstruction with only 5
angles and no noise. The results are shown in figure 2. These examples clearly
illustrate the potential benefits of reducing the number of unknowns; the results
are more stable with respect to noise and it allows us to recover from severely
limited data using a conventional algebraic reconstruction algorithm. Moreover,
since the computational cost of the forward projection and the required mem-
ory is proportional to the number of pixels, using QT grids may also lead to
significant computational savings.

Of course, we do not know the optimal QT grid a-priori in practice. There-
fore, we propose adaptive refinement strategy that allows us to construct a QT
grid as part of the iterative reconstruction. By starting from a coarse grid and
refining only in areas of high variability, we never introduce more unknowns than
needed and are able to construct an efficient representation of the reconstruction
directly from the projection data. We apply the proposed method on 3 (binary)
phantoms.

The outline of the paper is as follows. First, we discuss multi-level recon-
struction and adaptive refinement in section 3. Numerical experiments where
we apply the standard SIRT algorithm for continuous tomography to discrete
image reconstruction on a QT grid are presented in section 4. Finally, we present
conclusions and discuss possible future extensions as well as open questions in
section 6.

(a) (b)

Fig. 1. (a) Spiral phantom and (b) corresponding QuadTree grid

2 Algorithm

We represent the image as a piece-wise constant function on a QuadTree grid.
An example of a QT grid is shown in figure 3. A QT grid is represented by a
collection of triples (i, j, s) which store the location of the upper-left corner of
each cell as well as its size, both w.r.t. an underlying fine grid. An image on this
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32 angles, no noise – 32 angles, 20% Gaussian noise – 5 angles, no noise

Fig. 2. Reconstructions of the phantom depicted in figure 1 (a) for different scenarios.
The top row shows reconstructions on a fine grid with 16384 pixels while the bottom
row the results for the reconstructions on the QuadTree grid with 25 pixels (cf. figure
1 (b)).

grid is represented with a single number for each cell. Although it is in principle
possible to work with the image directly in this representation, is often more
convenient to work with images that are represented on a uniform fine grid. For
this purpose, we introduce the mapping matrix V that maps from a given QT
grid to the underlying fine grid. For the QT grid depicted in figure 3 this matrix
is given by

V T =
1

2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 · · 1 1 · · · · · · · · · ·
· · 1 1 · · 1 1 · · · · · · · ·
· · · · · · · · 2 · · · · · · ·
· · · · · · · · · 2 · · · · · ·
· · · · · · · · · · 1 1 · · 1 1
· · · · · · · · · · · · 2 · · ·
· · · · · · · · · · · · · 2 · ·

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3)

Here, the underlying fine grid has 4 × 4 pixels and dictates the finest level of
the QT grid. The columns of V represent the cells of the QT grid and couple
the corresponding cells in the fine grid. Note that these matrices are normalized
such that for any given image x on the fine grid V Tx is the best approximation
in the euclidean norm of this image on the QT grid.

For a given QT grid, we can pose the reconstruction problem as

min
x
||WV x− p||22,

where x represents the image on the QT grid defined by V . The resulting recon-
struction problem can be solved with any conventional reconstruction algorithm,
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such as SIRT or ART. If the QT grid has fewer cells than measurements, this re-
construction problem is overdetermined and much better posed than the original
reconstruction problem.

Fig. 3. Example of a QT grid

2.1 Adaptive Refinement

To construct a QT representation of a given image with as few cells as possible
we propose the following refinement procedure, starting from an initial coarse
grid:

1. refine all cells on the finest level;
2. compute the error between the current reconstruction and the reconstruction

on the refined grid;
3. for each refined cell, keep the refinement if the local error is bigger than some

threshold, coarsen otherwise;

This approach is different from traditional adaptive refinement strategies which
typically refine after the fact based on local image gradients [14]. A problem
with such approaches is that the image gradient needs to be estimated on the
current (coarse) grid, making it difficult to detect features that are not properly
resolved on this grid. Our procedure circumvents this problem by refining before
measuring the error and reverting back to the coarse grid if the difference is
small.

A more detailed description this procedure is shown in Algorithm 1. Here,
refine(Vk) refines all cells on the finest level by splitting them into 4. refine(V, I)
refines only the cells in the index set I. By refining only the cells on the finest
level, we avoid having to refine the same cells over and over again. The algorithm
automatically terminates when we have reached the finest level corresponding
to the underlying fine grid. So, for an underlying fine grid with N = n2 pixels,
we have a total of K = log2(n) levels.

We compute the difference between the reconstructions on the coarse and
refined grids Vc and Vf as

Δxf = xf − V T
f Vcxc.
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Algorithm 1. Adaptive refinement algorithm

Require:
x - input image
V0 - basis for initial subspace
δ - tolerance for refinement

Ensure:
xK - final representation on QT grid
VK - corresponding matrix

x0 = V T
0 x{initial reconstruction}

for k = 0 to K − 1 do
Ṽ = refine(Vk, Ik) {refinement proposal}
x̃ = Ṽ Tx {map onto refined grid}
ẽ = error(x̃− Ṽ TVkxk) {compute error}
Ĩ = {i | ẽi > δ}
Vk+1 = refine(Vk, Ĩ) {update}
xk+1 = V T

k+1Ṽ x̃
end for

We then define a quantity ec = error(Δxf ) on the coarse grid that contains the
accumulated contributions for each grid cell such that

eTc 1 = ‖Δxf‖22. (4)

All cells i on the coarse grid for which ec,i > δ are subsequently refined. Thus,
when the algorithm terminates (i.e., when ec,i ≤ δ ∀i) we have ‖Δxf‖22 ≤ δNc

where Nc is the number of cells in the coarse grid.
An example of a series of adaptively refined grids for the Shepp-Logan phan-

tom is shown in figure 4. On the finest level, we perfectly reconstruct the original
image with only 1948 cells (compared to 16384 for the original image).

2.2 Reconstruction

We can adapt the above described refinement algorithm for reconstruction by
replacing the mapping of the true image onto the refined QT grids in Algorithm
1 by a mapping of the projection data onto the refined QT grid. This can be
achieved by

x̃ =
(
WṼ
)†

p,

where † denotes the pseudo-inverse. In practice, we never compute the pseudo
inverse explicitly, but instead perform a tomographic reconstruction on the re-
fined grid using the previous iterate xk as initial guess. The resulting algorithm
is stated in Algorithm 2. Here, x1 = reconstruction(W,p,x0, L, ε) performs up to
L iterations of an iterative reconstruction technique starting from initial guess
x0 with stopping criterion ‖Wx1 − p‖2 ≤ ε‖p‖2.
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N = 1 N = 4 N = 16 N = 64

N = 196 N = 496 N = 1072 N = 1963

Fig. 4. Example of adaptive refinement

Algorithm 2. Adaptive multi-scale reconstruction algorithm

Require:
W - projection operator
p - projection data
V0 - basis for initial subspace
L - iteration count for iterative reconstruction
ε - tolerance for iterative reconstruction
δ - tolerance for refinement

Ensure:
xK - final reconstruction

x0 = reconstruction(WV0,p, 0, L, ε){initial reconstruction}
for k = 0 to K − 1 do

Ṽ = refine(Vk, Ik) {refinement proposal}
x̃ = reconstruction(WṼ ,p, Ṽ TVkxk, L, ε) {new reconstruction}
ẽ = error(x̃− Ṽ TVkxk) {compute error}
Ĩ = {i | ẽi > δ}
Vk+1 = refine(Vk, Ĩ) {update}
xk+1 = V T

k+1Ṽ x̃
end for

3 Numerical Results

We conduct numerical experiments on three phantoms. For the phantoms, the
projection data is generated on a 256 × 256 grid with 128 detectors and 64
projections. The reconstruction is done on an underlying fine grid of 128× 128
in order to avoid the inverse crime. We use the ASTRA toolbox to compute the
forward and backward projections [15]. For the adaptive method the mapping
matrices as discussed above are used to map to and from the QT grids to the
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(a)
n = 16384 n = 2203

(b) (c) (d)

Fig. 5. (a) Ground truth and corresponding projection data, (b) SIRT reconstruction,
(c) multi-scale reconstruction and (d) corresponding QT grid overlaying the ground
truth
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(a)
n = 16384 n = 2605

(b) (c) (d)

Fig. 6. (a) Ground truth and corresponding projection data, (b) SIRT reconstruction,
(c) multi-scale reconstruction and (d) corresponding QT grid overlaying the ground
truth
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(a)
n = 16384 n = 1954

(b) (c) (d)

Fig. 7. (a) Ground truth and corresponding projection data, (b) SIRT reconstruction,
(c) multi-scale reconstruction and (d) corresponding QT grid overlaying the ground
truth

underlying fine grid. As reconstruction algorithm, we use SIRT with L = 200
and ε = 10−3. For the refinement we use a tolerance of δ = 0.2. For comparison
we also show the result obtained when applying SIRT directly on the finest grid.

The results on the phantoms are shown in figures 5, 6 and 7. These results
show that the proposed refinement successfully detects areas of high variability
and is able to capture most of the fine detail in the phantoms while using large
cells in homogeneous areas. The resulting reconstructions are (almost) binary,
showing the regularizing properties of the QT grid.

4 Conclusions and Discussion

We have presented an adaptive refinement strategy for tomographic reconstruc-
tion on QuadTree grids. The algorithm starts from a coarse grid and adaptively
refines those cells where the reconstruction error is above some threshold. If we
combine the QT grid approach with the standard SIRT algorithm for continu-
ous tomography, and apply it to discrete images, the resulting grid represents
the reconstructed image with only a fraction of the number of pixels otherwise
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required. We expect this approach to be useful in a wide range of applications
where high resolution is required and where the images are characterized by
large homogeneous regions, which is typically the case in discrete tomography.
We also envision that QuadTree grids will be useful for region-of-interest tomog-
raphy. In this case, the QT grids can be reconstructed a-priori based on a simple
FBP reconstruction to identify regions of interest.

To optimally benefit from the reduction of the number of pixels when using
QuadTree grids, the projection operator will have to compute the projections
directly based on the QuadTree representation of the image, without mapping to
an underlying fine grid first (as we did in this paper). Since the cost of forward
projection is proportional to the number of pixels, this would directly reduce the
computations by an order of magnitude. For reconstruction, we expect that hav-
ing less unknowns will lead to less iterations, promising another reduction of the
computational cost. An extension of the proposed algorithm to 3D reconstruc-
tion using OcTree grids is straightforward. Future research is aimed at including
regularization to explicitly enforce desirable properties (such as discreteness) on
the reconstruction and application to continuous tomography. For the latter, we
expect that moving away from the piece-wise constant representation (e.g., by
using linear basis functions on the QT grid) will be beneficial.

Acknowledgements. This work was supported by the Netherlands Organisa-
tion for Scientific Research (NWO), programme 639.072.005. Networking sup-
port was provided by the EXTREMA COST Action MP1207.
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Abstract. The stochastic watershed is a method for identifying salient
contours in an image, with applications to image segmentation. The
method computes a probability density function (PDF), assigning to each
piece of contour in the image the probability to appear as a segmenta-
tion boundary in seeded watershed segmentation with randomly selected
seedpoints. Contours that appear with high probability are assumed to
be more important. This paper concerns an efficient method for com-
puting the stochastic watershed PDF exactly, without performing any
actual seeded watershed computations. A method for exact evaluation
of stochastic watersheds was proposed by Meyer and Stawiaski (2010).
Their method does not operate directly on the image, but on a compact
tree representation where each edge in the tree corresponds to a water-
shed partition of the image elements. The output of the exact evaluation
algorithm is thus a PDF defined over the edges of the tree. While the
compact tree representation is useful in its own right, it is in many cases
desirable to convert the results from this abstract representation back to
the image, e.g, for further processing. Here, we present an efficient linear
time algorithm for performing this conversion.

Keywords: Stochastic watershed, Watershed cut, Minimum spanning
tree.

1 Introduction

The stochastic watershed, proposed by Angulo and Jeulin [1], is a method for
identifying salient contours in an image, with applications to image segmenta-
tion. This method is based on the seeded watershed [14], which partitions the
image into regions according to a set of seedpoints, so that every region contains
precisely one seed and the boundaries between regions are optimally aligned
with strong gradients in the image [6]. The stochastic watershed estimates the
strength of edges in the image by repeatedly performing seeded watershed seg-
mentation with randomly selected seedpoints. Each repetition will find a differ-
ent subset of edges, but more important edges will be found more frequently.
The output of the method is a probability density function (PDF), assigning
to each piece of contour in the image the probability to appear as a segmen-
tation boundary in seeded watershed segmentation with N randomly selected
seedpoints.

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 309–319, 2014.
c© Springer International Publishing Switzerland 2014
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Here, we study watersheds on edge weighted graphs. In this context, a digital
image is commonly represented by its pixel adjacency graph, i.e., a graph where
each image element corresponds to a vertex in the graph, and adjacent image
elements are connected by graph edges. Consequently, the seedpoints used for
watershed segmentation consist of a set of vertices in the graph, and the wa-
tershed itself is defined as a watershed cut [6,7]. Informally, a cut is a set of
edges that, if removed from the graph, separates it into two or more connected
components. The stochastic watershed PDF is then defined as a mapping over
the edges of the graph, i.e., every edge is considered to be a “piece of contour”.

In the original paper by Angulo and Jeulin [1], the PDF was estimated by
Monte Carlo simulation, i.e., repeatedly selecting N random seedpoints and per-
forming seeded watershed segmentation. The drawback of this approach is that
a large number of watershed segmentations must be performed to obtain a good
estimate of the PDF. Meyer and Stawiaski [15] showed that the PDF can be cal-
culated exactly, without performing any Monte Carlo simulations. Their work
was later extended by Malmberg and Luengo [13], who proposed an efficient
(pseudo-linear) algorithm for computing the exact PDF.

The exact evaluation method does not operate directly on the pixel adjacency
graph G, but on a minimum spanning tree of G. The minimum spanning tree
provides a compact representation of all watershed cuts on G in the sense that,
under certain conditions, there is a one-to-one correspondence between the wa-
tershed cuts on G and the watershed cuts on its minimum spanning tree. The
output of the exact evaluation algorithm is thus a map from the edges of the
minimum spanning tree to [0, 1] such that the value of the map for a given edge
equals the probability of that edge being included in the watershed cut on the
tree for a set of randomly selected seedpoints.

The compact tree representation is useful in its own right. For example, it
is straightforward to obtain a segmentation directly from the tree by removing
a set of edges with high probability values, and performing connected compo-
nent labeling on the resulting forest. In general, the tree representation can be
treated as any other segmentation hierarchy for morphological segmentation [8].
Nevertheless, there are cases where it might be useful to extend the stochastic
watershed PDF to all edges in the graph. Malmberg and Luengo [13] suggested
that such an extension could be performed using the saliency map approach of
Najman and Schmitt [17,9]. As will be shown, however, this does not lead to the
correct PDF for stochastic watersheds. Here, we propose an efficient algorithm
for performing the correct extension. We show that for sparse graphs, common
in image analysis applications, the time complexity of the proposed algorithm is
O(|V |), where |V | is the number of vertices in the graph.
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2 Preliminaries

2.1 Edge Weighted Graphs

We will formulate our results in the framework of edge weighted graphs. In this
context, a digital image is represented by its pixel adjacency graph, where each
image element corresponds to a vertex in the graph, and adjacent image elements
are connected by graph edges. In this section, we introduce some basic definitions
to handle edge weighted graphs.

We define a graph as a triple G = (V,E, λ) where

– V is a finite set.
– E is a set of unordered pairs of distinct elements in V , i.e., E ⊆ {{v, w} ⊆ V
|v �= w}.

– λ is a map λ : E → R.

The elements of V are called vertices of G, and the elements of E are called edges
of G. When necessary, V , E, and λ will be denoted V (G), E(G), and λ(G) to
explicitly indicate which graph they belong to. An edge spanning two vertices v
and w is denoted ev,w. If ev,w is an edge in E, the vertices v and w are adjacent.
The neighborhood of a vertex v it the set of all vertices adjacent to v, and is
denoted by N (v).

For any edge e ∈ E, λ(e) is the weight or altitude of e. Throughout the paper,
we will assume that the value of λ(e) represents the dissimilarity between the
vertices spanned by e. Thus, we assume that the salient contours are located
on the highest edges of the graph. In the context of image processing, we may
define the edge weights as, e.g.,

λ(ev,w) = |I(v) − I(w)| , (1)

where I(v) and I(w) are the intensities of the image elements corresponding to
the vertices v and w, respectively.

The seeded watershed method, and hence also the method presented here,
depends on an increasing order of the edge weights in a graph, but not on their
exact value [6,7]. To ensure the uniqueness of the seeded watershed segmenta-
tion, we will only consider graphs where each edge has a unique weight, thereby
ensuring a unique increasing order. Graphs that do not fulfill this property can
be easily be converted to the correct format as follows:

1. Fix an increasing ordering of the graph edges, i.e., find a map O : E → Z

such that ei �= ej ⇒ O(ei) �= O(ej) and O(ei) < O(ej) ⇒ λ(ei) ≤ λ(ej) for
all ei, ej ∈ E.

2. For all e ∈ E, set λ(e)← O(e).
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Let G be a graph. A path in G is an ordered sequence of vertices π = 〈vi〉ki=1 =
〈v1, v2, . . . , vk〉 such that evi,vi+1 ∈ E for all i ∈ [1, k−1]. We denote the origin v1
and the destination vk of π by org(π) and dst(π), respectively. The set of vertices
{v1, v2, . . . , vk} along π is denoted V (π), and the set of edges {evi,vi+1 | i ∈
[1, k− 1]} along π is denoted E(π). A path that has no repeated vertices is said
to be simple. Two vertices v and w are linked in G if there exists a path π in
G such that org(π) = v and dst(π) = w. The notation v ∼ w

G
will here be used

to indicate that v and w are linked on G. If all pairs of vertices in G are linked,
then G is connected, otherwise it is disconnected.

Let G and H be two graphs. If V (H) ⊆ V (G) and E(H) ⊆ E(G), then H is
a subgraph of G. If H is a connected subgraph of G and v �∼ w

G

for all vertices

v ∈ H and w /∈ H , then H is a connected component of G.
Let G be a graph and let π be a path in G. If dst(π) = org(π), then π is a

cycle. A cycle is simple if it has no repeated vertices other than the endpoints.
If G has no simple cycles, then G is a forest. A connected forest is called a tree.

Let G be a graph, and let T be a subgraph of G such that T is a tree and
V (G) = V (T ). Then T is a spanning tree for G. The weight of a tree is the sum
of all edge weights in the tree. A minimum spanning tree of G is a spanning tree
with weight less than or equal to the weight of every other spanning tree of G.

2.2 Exact Stochastic Watersheds

In this section, we briefly review the method of Meyer and Stawiaski [15] for
exact evaluation of stochastic watersheds.

Let G be a graph. In the method of Meyer and Stawiaski, the hierarchy
of watershed segmentations is represented by a flooding tree, T , which in our
context is equivalent to a minimum spanning tree T of the graph G. Since T has
no simple cycles, every set of edges S ⊆ E(T ) forms a cut on T . Moreover, every
set of edges S ⊆ E(T ) corresponds to a cut S′ in G, given by

S′ = {ev,w ∈ E(G) | v �∼ w
(V (T ),E(T )\S)

} . (2)

We say that S′ is the cut on G induced by S. If S is a watershed cut on T
with respect to some set of seedpoints, then the cut induced by S is a watershed
cut on G with respect to the same seedpoints [6,7]. In fact, there is a one-to-
one correspondence between the set of all watershed cuts on T and the set of
all watershed cuts on G. Meyer and Stawiaski [15] used this correspondence to
compactly represent the stochastic watershed PDF as a mapping P : E(T ) →
[0, 1], where P (e) is the probability of e being included in the watershed cut
on T for N randomly selected seedpoints. This mapping can be computed in
O(|E|α(|V |)) time using the algorithm proposed by Malmberg and Luengo [13],
where α is the extremely slow-growing inverse of the Ackermann function [5].
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3 Method

Let G be a graph, and let T be a minimum spanning tree for G. For all e ∈ E(T ),
let P (e) be the probability of e being included in the watershed cut on T for
N randomly selected seedpoints. We will now show how the mapping P defined
over the edges of T can be used to compute a mapping P ′ : E(G) → [0, 1] such
that P ′(e) is equal to the probability of e being included in the watershed cut
on G for N randomly selected seedpoints.

Malmberg and Luengo [13] suggested that the mapping P could be extended
to all edges in E(G) using the saliency map approach of Najman and Schmitt [17]
For every edge ev,w ∈ E(G), there is a unique path, denoted πv,w, on T connect-
ing the vertices spanned by the edge. According to the saliency map approach,
the mapping P ′ would be defined as

P ′(ev,w) = max
e∈E(πv,w)

(P (e)) . (3)

By this definition, however, P ′(e) does not equal the probability of e being
included in the watershed cut on G for N randomly selected seedpoints, as
shown below.

Theorem 1. Let S be a cut on T , and let S′ be the cut on G induced by S. For
every edge ev,w ∈ E(G), it holds that ev,w ∈ S′ if and only if S ∩ E(πv,w) �= ∅.

Proof. If E(πv,w)∩S = ∅, then πv,w is a path between v and w on (V,E(T )\S),
i.e., v ∼ w

((V,E(T )\S))
, and so ev,w /∈ S′. Conversely, if E(πv,w)∩ S �= ∅, then v �∼ w

((V,E(T )\S))

,

and so ev,w ∈ S′.

The probability of P ′(ev,w) of ev,w being included in the watershed cut on
G is therefore equal to the probability that the watershed cut on T contains at
least one edge along the path πv,w connecting v and w on T . This probability is
given by

P ′(ev,w) = 1−
∏

e∈E(πv,w)

(1− P (e)) . (4)

The derivation of Equation 4 is straightforward. Since the probability of an
edge along πv,w being part of the watershed cut on T is independent of that for
other edges along πv,w, the probability that no edge in E(πv,w) belongs to the
watershed cut can be computed by multiplication of the individual probabilities.
Note that for all edges ev,w ∈ E(T ), Equation 4 reduces to P ′(ev,w) = P (ev,w)
as expected.

Based on the above results, we can formulate a naive approach for calculating
P ′(ev,w) as follows:
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Algorithm 1. Calculate Φ(v, r) for all vertices v in a tree with root r

Input: A tree T = (V,E), rooted at a vertex r. A map P : E → [0, 1]
Auxiliary: Two sets of vertices C, D
Output: A map F : V → R, such that F (v) = Φ(v, r) for all v ∈ V .

1 Set C → r, D → ∅, and F (r) ← 1 ;
2 while C �= ∅ do
3 Select any vertex v ∈ C;
4 Set C ← C \ {v} and D ← D ∪ {v};
5 foreach w ∈ N (v) \D do
6 Set F (w) ← F (v) · (1− P (ev,w) ;
7 Set C ← C ∪ {w}

1. Find the unique path πv,w connecting v and w on T using, e.g., breadth-first
search.

2. Use Equation 4 to calculate P ′(ev,w).

Performing these calculations for all edges in a graph, however, is prohibitively
slow. We will now present an efficient algorithm for computing P ′(e) for all
e ∈ E(G). First, we define the function Φ(a, b) as

Φ(a, b) =
∏

e∈E(πa,b)

(1− P (e)) , (5)

Next, we designate an arbitrary vertex r ∈ V to be the root of T . The choice of
r does not affect the output of the algorithm. For a pair of vertices v, v′ ∈ V ,
we say that v is an ancestor of v′ if v lies along the path from v′ to r on T .
The lowest common ancestor LCA(v, w) of two vertices v and w is the vertex
located farthest from the root that is an ancestor of both v and w. With these
definitions in place, we can rewrite Φ(v, w) as

Φ(v, w) =
Φ(v, r)Φ(w, r)

Φ(LCA(v, w), r)2
. (6)

For a fixed root r, the value of Φ(v, r) for all vertices v ∈ V can be computed
using Algorithm 1. Computationally, this algorithm is equivalent to breadth-first
search, and so has the same O(|V |+ |E(T )|) = O(|V |) time complexity.

Once the value of Φ(v, r) has been calculated for all v ∈ V , Algorithm 2 can
be used to calculate the desired probability P ′(e) for all e ∈ E(G). Algorithm 2
iterates over all edges of G, and computes the LCA of the vertices spanned by
the edge. The time complexity of Algorithm 2 is therefore O(|E| ·X), where X
is the cost of finding the LCA between a pair of vertices. As shown by Harel
and Tarjan [12], the LCA of a pair of vertices can be found in O(1) time, after
performing an O(|V |) preprocessing step. An algorithm satisfying these bounds,
while also being suitable for practical implementation, was proposed by Bender
and Farach-Colton [3].
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Algorithm 2. Calculate P ′(e) for all edges e in a graph

Input: An edge-weighted graph G = (V,E, λ). A minimum spanning tree T of
G, rooted at a vertex r. A map F : V → R, such that F (v) = Φ(v, r) for
all v ∈ V .

Output: A map Π : E → [0, 1] such that Π(e) = P ′(e) for all e ∈ E.
1 foreach ev,w ∈ E do
2 Find c = LCA(v, w);

3 Set Π(ev,w) ← 1− F (v)F (w)

F (c)2
;

In total, the time complexity of the proposed method for calculating P ′ given
P is therefore O(|V | + |E(G)|). For the sparse graphs typically encountered in
image processing it holds that O(|E(G)|) = O(|V |), and for such graphs the
total time complexity of the proposed method is therefore O(|V |).

4 Visualizing the Probability Density Function

In the common case where G is a pixel adjacency graph, i.e., the vertices of G
correspond to image elements, it may be of interest to visualize the stochastic
watershed PDF on the vertices of the graph. To this end, we introduce the notion
of a boundary operator. A boundary operator δ is a mapping δ : V → P(V ), such
that δ(v) ⊆ N (v) for all v ∈ V . Given a cut S on G and a boundary operator
δ, we say that a vertex v is a boundary vertex for S and δ if any of the vertices
in δ(v) are separated from v by the cut S. The probability P ′′(v) of v being a
boundary vertex is then given by

P ′′(v) = 1−
∏

w∈δ(v)

(1− P ′(ev,w)) . (7)

The derivation of Equation 7 is analogous to the derivation of Equation 4.

5 Experiments

As shown in Section 3, the asymptotic time required for computing the stochastic
watershed PDF on the edges of the MST of a graph is the same as that required
for computing the PDF on all edges of the graph. In this section, we investigate
how much the the computation increases in practice when the PDF is computed
for all edges, rather than on the edges of the MST only.

We calculate stochastic watershed PDFs on a set of two-dimensional images
of varying sizes, generated by scaling up an original low resolution image using
bi-cubic interpolation. Pixel adjacency graphs were constructed from the images
using a standard 4-connected adjacency relation with edge weights defined ac-
cording to Equation 1. For every pixel x in an image, the boundary operator
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Fig. 1. Computation time for calculating the exact stochastic watershed PDF on pixel
adjacency graphs for 2D images of varying sizes. The bottom curve shows the com-
putation time for calculating the exact stochastic watershed PDF on the MST of the
pixel adjacency graph using the method proposed by Malmberg and Luengo [13]. The
top curve shows the total computation time for calculating the stochastic watershed
PDF for all edges in the pixel adjacency graph, using the proposed method to extend
the PDF from the edges of the MST to all edges in the graph.

δ(x) was defined as δ(x) = {x+(1, 0),x+(0, 1)}. For all pixel adjacency graphs,
the exact stochastic watershed was first calculated on the MST of the pixel
adjacency graph using the method of Malmberg and Luengo [13], and the PDF
was then extended to all edges in the graph using the proposed method. For
all experiments, N = 20 random seedpoints were used. Figure 1 shows the total
computation time for both these steps, as well as the computation time for
the first step only. As the figure shows, the overhead for extending the PDF
to all edges is small – the average increase in computation time is about 25%.
Figure 2 shows the stochastic watershed PDF computed on the original low
resolution 2D image. For reference, the same PDF approximated by Monte Carlo
simulation with 1000 repetitions is also shown. At each repetition, we calculate
the watershed cut corresponding to a random set of seedpoints and identify the
boundary pixels using the boundary operator defined above. The final PDF is
obtained by counting the number of times each pixel appears as a boundary
pixel, and dividing this number by the total number of repetitions.
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Fig. 2. The stochastic watershed PDF computed on a 2D image. The contrast of the
images has been adjusted for display purposes. (Top) Original image. (Bottom left)
PDF obtained by the proposed exact method. (Bottom right) Reference PDF obtained
by Monte Carlo simulation with 1000 repetitions.
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6 Conclusions

The stochastic watershed method has found some applications, such as seg-
mentation of multi-spectral satellite images [18,2], characterization of the grain
structure of nuclear fuel pellets [4], study of angiogenesis [19], segmentation of
granular materials in 3D microtomography [10,11], and detection of the optic
disc in fundus images [16]. However, the computational cost of the Monte-Carlo
simulation that estimates the PDF is a barrier to more wide-spread use. In this
view, the prospect of efficiently computing the exact stochastic watershed PDF,
without resorting to Monte Carlo simulation, is appealing. An important step in
this direction was taken by Malmberg and Luengo [13], who proposed a pseudo-
linear algorithm for computing the exact stochastic watershed PDF for all edges
of a tree.

Here, we have extended the work of Malmberg and Luengo by presenting
a method for calculating the exact stochastic watershed PDF for all edges in
a graph, given that the PDF is known for all edges included in the minimum
spanning tree of the graph. Additionally we have presented a method that, via
the concept of a boundary operator, transfers the PDF from the edges to the
vertices of a graph. This allows exact stochastic watersheds to be computed on
the pixels of an image, rather than on the abstract tree representation used
in previous exact evaluation methods [15,13]. We believe this makes the exact
evaluation approach more attractive for use in practical applications. For sparse
graphs, typical in image processing applications, the proposed method termi-
nates in O(|V |) time, which is asymptotically smaller than the O(|E|α(|V |))
time required for calculating the PDF over the edges of the minimum spanning
tree of the graph. Our experiments demonstrate that in practice, the computa-
tional cost of extending the PDF to all edges in a graph is small compared to
the cost of computing the PDF on the edges of the MST of the graph.

In the original paper by Angulo and Jeulin [1], the PDF obtained by Monte-
Carlo simulation was convolved with a Gaussian function to obtain a smooth
estimate of the true PDF. An interesting direction for future research is to in-
corporate this kind of relaxation in the proposed method by allowing larger
boundary operators, i.e. not constraining the boundary operator to be a sub-
set of the neighborhood of a vertex, and assigning appropriate weights to the
elements of the boundary operator.
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Abstract. Natural and synthetic discrete images are generally not well-
composed, leading to many topological issues: connectivities in binary
images are not equivalent, the Jordan Separation theorem is not true
anymore, and so on. Conversely, making images well-composed solves
those problems and then gives access to many powerful tools already
known in mathematical morphology as the Tree of Shapes which is of our
principal interest. In this paper, we present two main results: a character-
ization of 3D well-composed gray-valued images; and a counter-example
showing that no local self-dual interpolation satisfying a classical set of
properties makes well-composed images with one subdivision in 3D, as
soon as we choose the mean operator to interpolate in 1D. Then, we
briefly discuss various constraints that could be interesting to change to
make the problem solvable in nD.

Keywords: Digital topology, gray-level images, well-composed sets,
well-composed images.

1 Introduction

Natural and synthetic images are usually not well-composed. This fact raises
many topological issues. As an example, the Jordan Separation theorem, stating
that a simple closed curve in R2 separates the space in only two components is
not true anymore for binary 2D discrete images [5]. To solve this problem, we
have to juggle with two complementary connectivities: 4 for the background and
8 for the foreground, or the inverse. 2D well-composed binary images have the
fundamental property that 4- and 8-connectivities are equivalent. Hence, such
topological issues vanish. In the same manner, well-composed nD images, with
n > 2, have 2n- and (3n− 1)-connectivities equivalent [11]. Other advantages of
well-composed images are for example the preservation of topological properties
by a rigid transform [10], simplification of thinning algorithms [8] and simplifi-
cation of graph structures resulting from skeleton algorithms [5]. Also, and it is
our most important goal, one can compute the Tree of Shapes [9,2] of a well-
composed image with a quasi-linear algorithm [3]. An introduction to the Tree
of Shapes in the continuous case can be found in [1].

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 320–331, 2014.
c© Springer International Publishing Switzerland 2014



On Making nD Images Well-Composed by a Self-dual Local Interpolation 321

Section 2 recalls the definitions of 2D and 3D well-composed sets and gray-
valued images, and introduces a characterization of 3D gray-valued well-com-
posed images. Because we do not want to deteriorate the initial signal, we use
an interpolation that produces a well-composed image. Furthermore, in order to
treat in the same manner bright components on dark background and dark com-
ponents over bright background, this interpolation process will be self-dual. We
present in Section 3 a general scheme that recursively defines local interpolations
satisfying a classical set of properties with one subdivision. We show that such
interpolations, with the added property of being self-dual, fail in 3D (and then
further) to make well-composed images. We conclude in Section 4 with some
perspectives that could work in nD even if n > 2 (in local and non-local ways).

2 A Characterization of 3D Well-Composed Gray-Valued
Images

2.1 2D WC Sets and Gray-Valued Images

Let us begin by the definitions of a block of Zn. We will then be able to recall
the definition and the characterization of 2D well-composed sets and images.

A block in nD associated to z ∈ Zn is the set Sz defined such that Sz ={
z′ ∈ Zn

∣∣||z − z′||∞ ≤ 1 and ∀i ∈ [1, n], z′i ≥ zi
}
(where zi represents the ith

coordinate of z). Moreover, we call blocks of D ⊆ Zn any element of the set{
Sz

∣∣∃z ∈ D, Sz ⊆ D
}
.

Definition 1 (2D WC Sets [5]). A set X is weakly well-composed if any
8-component of X is a 4-component. X is well-composed if both X and its com-
plement Xc = Z2 \X are weakly well-composed.

Proposition 1 (Local Connectivity and No Critical Configurations [5]).
A set X ⊆ Z2 is well-composed iff it is locally 4-connected. Also, a set X is well-

composed if none of the critical configurations

(
1 0
0 1

)
or

(
0 1
1 0

)
appears in X.

Definition 2 (Cuts in nD). For any λ ∈ R and any gray-valued map u : D ⊆
Zn 	→ R, we denote by [u > λ] and [u < λ] the sets [u > λ] =

{
M ∈ D

∣∣u(M) > λ
}

and [u < λ] =
{
M ∈ D

∣∣u(M) < λ
}
. We call them respectively upper strict cuts

and lower strict cuts [3].

We remark that an image u : D ⊆ Z2 	→ R with a finite domain D can only
be well-composed if D is itself well-composed (since [u < max(u) + 1] = D).

Definition 3 (Gray-valued WC 2D Maps [5]). A gray-level map u : Z2 	→ R

is well-composed iff for every λ ∈ R, the strict cuts [u > λ] and [u < λ] result
in well-composed sets.

We recall that the interval value of the couple (x, y) ∈ R2 is defined as
intvl(x, y) = [min(x, y),max(x, y)].
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Proposition 2 (Characterization of 2D WC maps [5]). A gray-level map

u : Z2 	→ R is well-composed iff for every 2D block S such that u
∣∣
S
=

(
a b
c d

)
,

the interval values satisfy intvl(a, d) ∩ intvl(b, c) �= ∅.

2.2 3D WC Sets and Gray-Valued Maps

As we will see, for n = 3, the equivalence between local connectivity and well-
composedness is no longer true. This led Latecki [4] to introduce the continuous
analog.

Fig. 1. Illustration of the bdCA of
a set containing a critical configu-
rations of type 1 (left), and of type
2 (right)

Fig. 2. A set locally 6-connected
but not well-composed

Definition 4 (CA and bdCA [4]). The continuous analog CA(z) of a point
z ∈ Z3 is the closed unit cube centered at this point with faces parallel to the
coordinate planes, and the continuous analog of a set X ⊆ Z3 is defined as
CA(X) =

⋃{
CA(x)

∣∣x ∈ X
}
. The (face) boundary of the continuous analog

CA(X) of a set X ⊆ Z3 is noted bdCA(X) and is defined as the union of
the set of closed faces each of which is the common face of a cube in CA(X) and
a cube not in CA(X).

Definition 5 (Well-composedness in 3D [4]). A 3D set X ⊆ Z3 is well-
composed iff bdCA(X) is a 2D manifold, i.e., a topological space which is locally
Euclidian.

Proposition 3 (No Critical Configurations [4]). A set X ⊆ Z3 is well-
composed iff the following critical configurations of cubes of type 1 or of type 2
(modulo reflections and rotations) do not occur in CA(X) or in CA(Xc) (see
Figure 1).

We remark that if a set X ⊆ Z3 is well-composed, then X is locally 6-
connected. The converse is false (see Figure 2).

Definition 6 (WC Gray-valued Maps). We say that a 3D real-valued map
u : D ⊆ Z3 	→ R is well-composed if its strict cuts [u > λ] and [u < λ], ∀λ ∈ R,
are well-composed.
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Fig. 3. The restriction
u
∣∣
S
of u to a 3D block S

Fig. 4. The ten characteristical relations of well-
composedness of a gray-valued image u restricted
to a 3D block S

To characterize 3D gray-level well-composed images, we first give two lemmas
concerning the detection of the critical configurations of respectively type 1 and
type 2.

Lemma 1. The strict cuts [u > λ] and [u < λ], λ ∈ R, of a gray-valued image
u defined on a block S, such as depicted in Figure 3, do not contain any critical
configurations of type 1 iff the six following properties hold:
intvl(a, d)

⋂
intvl(b, c) �= ∅ (P1), intvl(e, h)

⋂
intvl(g, f) �= ∅ (P2)

intvl(a, f)
⋂
intvl(b, e) �= ∅ (P3), intvl(c, h)

⋂
intvl(g, d) �= ∅ (P4)

intvl(a, g)
⋂
intvl(e, c) �= ∅ (P5), intvl(b, h)

⋂
intvl(f, d) �= ∅ (P6)

Proof : Let us assume that one of these properties (Pi), i ∈ [1, 6], is false. Let
us say it is the case of (P1). Then two cases are possible: either max(a, d) <
min(b, c), and that means that there exists λ = (max(a, d) + min(b, c))/2 such
that [u < λ] contains the critical configuration {a, d} (of type 1), or min(a, d) >
max(b, c), and there exists λ = (min(a, d)+max(b, c))/2 such that one more time
[u > λ] contains the critical configuration {a, d}. The reasoning is the same for
all the other properties. Conversely, let us assume that there exists λ ∈ R such
that either [u > λ] or [u < λ] contains a critical configuration of type 1. That
means immediately that one of the 6 properties Pi, i ∈ [1, 6], corresponding to
each of the six faces of the block S, is false (see Figure 4 for the faces and the
corners concerned by the properties). 
�

Recall that the span of a set of values E ⊆ R is span(E) = [inf(E), sup(E)].

Lemma 2. The strict cuts [u > λ] and [u < λ], λ ∈ R, of a gray-valued image
u defined on a block S such as depicted in Figure 3, do not contain any critical
configuration of type 2 iff the four following properties are true:
intvl(a, h)

⋂
span{b, c, d, e, f, g} �= ∅ (P7)

intvl(b, g)
⋂
span{a, c, d, e, f, h} �= ∅ (P8)

intvl(c, f)
⋂
span{a, b, d, e, g, h} �= ∅ (P9)

intvl(d, e)
⋂
span{a, b, c, f, g, h} �= ∅ (P10)

Proof : Let us assume that one of these properties (Pi), i ∈ [7, 10], is false. Let
us say it is the case of (P7). Then two cases are possible:
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- either max(a, h) < min(b, c, d, e, f, g). Then there exists λ = (max(a, h) +
min(b, c, d, e, f, g))/2 such that [u < λ] contains the critical configuration {a, h}
(of type 2),
- or min(a, h) > max(b, c, d, e, f, g). Then there exists λ = (max(b, c, d, e, f, g) +
min(a, h))/2 such that (again) [u > λ] contains the critical configuration {a, h}.
The reasoning is the same for all the other properties.
Conversely, let us assume that there exists λ ∈ R such that either [u > λ] or
[u < λ] contains a critical configuration of type 2. That means immediately that
one of the 4 properties Pi, i ∈ [7, 10], corresponding to each of the four diagonals
of the block S, is false (see Figure 4). 
�

We are now ready to state the main theorem of this section, characterizing
the well-composedness on a 3D gray-valued image.

Theorem 1 (Characterization of well-composedness in 3D). Let us sup-
pose that D is a hyperrectangle in Z3. A gray-valued 3D image u : D 	→ R

is well-composed on D iff on any block S ⊆ D, u
∣∣
S

satisfies the properties
(Pi), i ∈ [1, 10].

3 Local Interpolations

Using interpolations with one subdivision does not deteriorate the initial signal.
The size of the original image is multiplied by a factor of 2n, where n is the
dimension of the space of the image. Figure 5 illustrates this subdivision process.

a b

c

i i+1

j

j+1
d

a b

d

i i+1

j

j+1
c

ab

cd

ac abcd bd

Fig. 5. Illustration of the subdivision process on
a block S

(i+½,j+½)

(i,j) (i+1,j) (i,j+1) (i+1,j+1)

(i+½,j) (i+1,j+½)(i,j+½) (i+½,j+1)

Fig. 6. s(S) ⊆ (
Z

2

)n
as a poset

3.1 Subdivision of a Domain and
(
Z

2

)n
as a Poset

The subdivision of a block allows us to provide an order to the elements. Using
this order, the subdivided space is a poset.

Let z be a point in Zn, and Sz its associated block. We define the subdi-
vision of Sz as s(Sz) = {z′ ∈

(
Z
2

)n ∣∣||z − z′||∞ ≤ 1 and ∀i ∈ [1, n], z′i ≥ zi}.
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The subdivision of a domain D ⊆ Zn is the union of the subdivisions of the
blocks contained in D, i.e., s(D) =

⋃
S⊆D s(S).

Definition 7 (Order of a point of
(
Z
2

)n
). Assume ei is a fixed basis of Zn.

We note 1
2 (z) = {i ∈ [1, n]

∣∣zi ∈ Z
2 \ Z}. The sets �k, for k ∈ [0, n], are defined

such that �k = {z ∈
(
Z
2

)n ∣∣ ∣∣1
2 (z)
∣∣ = k} (where

∣∣E∣∣ denotes the cardinal of the

set E), and represent a partition of
(
Z
2

)n
. We call order of a point z the value

k such that z ∈ �k and we note it �(z).

Definition 8 (Parents in
(
Z
2

)n
). Let z be a point of

(
Z
2

)n
. The set of the

parents of z ∈
(
Z
2

)n
, noted �(z), is defined by �(z) = ∪i∈ 1

2 (z)
{z − ei

2 , z + ei
2 }.

The parents of z ∈
(
Z
2

)n
of order 0 are �0(z) = {z} and of order k > 0 are

defined recursively by �k(z) = ∪p∈�(z)�
k−1(p).

Definition 9 (G(z) and �(z)). Let z be a point of
(
Z
2

)n
. The ancestors of

z ∈
(
Z
2

)n
are �(z) = ��(z)(z). We set G(z) = ∪k∈[0,�(z)]�

k(z).

Notice that �(z) ⊆ Zn and that any point z ∈ �k, k ∈ [1, n], has its parents
in �k−1. Hence {�k}k∈[0,n] is a (hierarchical) partition of

(
Z
2

)n
, and (

(
Z
2

)n
,�)

is a poset (see Figure 6).

Definition 10 (Opposites). Let z be a point of
(
Z
2

)n
. The (set of) opposites

of z ∈
(
Z
2

)n
is the family of pairs of points opp(z) = ∪i∈ 1

2 (z)

{
{z − ei

2 , z +
ei
2 }
}
.

3.2 Interpolations with One Subdivision

Let us recall that the convex hull convhull(Z) of a set of m points
Z = {z1, . . . , zm} ⊆ Zn is:

convhull(Z) =

{
m∑
i=1

αiz
i
∣∣ m∑

i=1

αi = 1 and ∀i ∈ [1,m], αi ≥ 0

}
Definition 11 (Subdivision of edges, faces, and cubes). Let
E = {z1, z2} be an edge in Zn. The subdivision of E is s(E) = {z ∈(
Z
2

)n ∣∣z ∈ convhull(E)}. The subdivision of a face F = {z1, z2, z3, z4} is

s(F) = {z ∈
(
Z
2

)n ∣∣z ∈ convhull(F)}. The subdivision of a cube C = {z1, . . . , z8}
is s(C) = {z ∈

(
Z
2

)n ∣∣z ∈ convhull(C)}.

3.3 A Set of Properties That an Interpolation Has to Satisfy

An interpolation of a map u : D ⊆ Zn 	→ R to a map I(u) : s(D) ⊆
(
Z
2

)n 	→ R

is a transformation such that I(u)
∣∣
S
= u
∣∣
S
for any block S ⊆ D.

Let u : D ⊆ Z3 	→ R be any 3D gray-valued image. We say that an inter-
polation I : u 	→ I(u) is self-dual iff I(−u) = −I(u). A self-dual interpolation
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does not overemphasize bright components at the expense of the dark ones, or
conversely.

An interpolation I : u 	→ I(u) in 3D is said ordered if the new values are
inserted firstly at the centers of the subdivided edges, secondly at the centers of
the subdivided faces, and finally at the centers of the subdivided cubes.

An ordered interpolation is said in between iff it puts the values at a point z
in between the values of its parents �(z).

Finally, we say that an interpolation is well-composed iff the image I(u)
resulting from the interpolation of u is well-composed for any given image u.

We are interested in interpolations I with the following properties.

(P)⇔

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
I is invariant by translations, π

2 ’s rotations and axial symmetries
I is ordered
I is in-between
I is self-dual
I is well-composed

3.4 The Scheme of Local Interpolations Verifying P
A local interpolation I is an interpolation such as for any block S ⊆ D, I(u)
on s(S) is computed only from its nearest neighbours belonging to �0 (we see
an image as a graph). For convenience, we will write u′ instead of I(u) for local
interpolations in the sequel.

9 11 15

7 1 13

3 5 3

9 10 11 13 15

8 8 6 12 14

7 4 1 7 13

5 4 3 4 8

3 4 5 4 3

9 10 11 13 15

8 7 6 10 14

7 4 1 7 13

5 4 3 4 8

3 4 5 4 3

9 9 11 11 15

7 1 1 1 13

7 1 1 1 13

3 1 1 1 3

3 3 5 3 3

9 11 11 15 15

9 11 11 15 15

7 7 1 13 13

7 7 5 13 13

3 5 5 5 3

Fig. 7. From left to right: an image, and its interpolations with the median, the
mean/median, the min and the max

Lemma 3 (Local interpolation scheme). Any local interpolation I on
(
Z
2

)n
verifying P can be characterized by a set of functions {fk}k∈[1,n] such that:

∀ z ∈
(
Z

2

)n

, u′(z) =

{
u(z) if z ∈ �0

fk(u
∣∣
�(z)

) if z ∈ �k, k ∈ [1, n]

We denote such an interpolation If1,...,fn .

Proof : The interpolation process on the subdivided edges depends only on the
values of u at the vertices of the original edges due to the locality of the method.
Furthermore it has to be invariant by axial symmetries and rotations. Hence,
there is a unique function f1 characterizing the interpolation on the subdivided
edges. The reasoning is the same on the faces and the cubes respectively for f2
and f3. 
�
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Notice that it is an implication and not an equivalence: an interpolation ver-
ifying this scheme does not verify all the properties in P .

3.5 I0, IWC, and Isol for Local Interpolations

Let us introduce some useful sets to express recursively the local interpolations
satisfying the properties P .

Definition 12 (I0 and definition of a local in-between interpolation).
Let u : D 	→ R be a gray-valued map, let z be a point of s(D) \�0, and let I be
a given local interpolation. We define the set I0(u, z) associated to I by:

I0(u, z)
(def)
=

⋂
{z−,z+}∈opp(z)

intvl(u′(z−), u′(z+))

Then, an ordered local interpolation I is said in-between iff u′(z) ∈ I0(u, z) for
any image u : D 	→ R and z ∈ s(D) \�0.

Definition 13 (IWC and Isol). Let u : D 	→ R be a gray-valued image, z be
a point of s(D) \ �0, and I be a given local interpolation. We define the set
IWC(u, z) associated to I such as for any z ∈ �1, IWC(u, z) = R and for any
z ∈ �k with k ≥ 2:

IWC(u, z) = { v ∈ R | u′(z) = v ⇒ u′∣∣
G(z) is well-composed }

Last, let us denote Isol(u, z) = I0(u, z) ∩ IWC(u, z).

The following scheme is necessary to satisfy P (but not sufficient).

Theorem 2. Any local interpolation I satisfying P is such that:

∀z ∈
(
Z
2

)n
, u′(z) =

{
u(z) if z ∈ �0

fk(u
∣∣
�(z)

) ∈ Isol(u, z) if z ∈ �k, k ∈ [1, n]

Notice that such a local interpolation I is ordered, in-between, well-composed,
but not necessarily self-dual.

3.6 Determining f1 for Self-dual Local Interpolations

Let us begin with the study of f1, i.e., the function setting the values at the
centers of the subdivided edges. This function has to be self-dual, symmetrical,
and in-between. We choose one of the most common function satisfying these
constraints: the mean operator f1 : R2 	→ R : (v1, v2) 	→ f1(v1, v2) = (v1+ v2)/2.
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Fig. 8. The 3 possible
configurations in 2D
(modulo reflections and
rotations)

a b

dc

(a+b)/2

(c+d)/2

(a+c)/2 m (b+d)/2

Fig. 9. u′∣∣
G(z)

for z ∈ �2 for any self-dual

local interpolation after the application of
f1 (with m any value ∈ R)

3.7 Equations of f2 for Self-dual Local Interpolations

Concerning f2, i.e., the function which sets the values of u′ at the centers of the
subdivided faces, let us compute I0(u, z) and IWC(u, z) for any given z ∈ �2 to
deduce Isol(u, z). Their values depend on the configurations of u

∣∣
�(z)

.

Let us assume that u
∣∣
�(z)

=

(
a b
c d

)
. Then a total of 4! = 24 increasing

orders are possible for these 4 values. Modulo reflections and axial symmetries,
we obtain a total of 3 possible configurations: the α-configurations correspond
to the relation a ≤ d < b ≤ c, the U -configurations to a ≤ b ≤ d ≤ c, and the
Z-configurations to a ≤ b ≤ c ≤ d (see Figure 8).

Lemma 4. Let z be a point in �2. Modulo reflections and symmetries, an
α-configuration implies that u

∣∣
�(z)

is not well-composed, whereas a U - or Z-

configuration implies that u
∣∣
�(z)

is well-composed.

Fig. 10. The Hasse diagrams for the α- and the U -configurations (left) and for the
Z-configuration (right)

Let us begin with the computation of I0(u, z) for z ∈ �2. From the val-
ues already set in u′ on �(z) ⊆ �1 by f1 during the recursive process (see
Figure 9), we can compute I0(u, z) using the Hasse diagram1 for each configu-
ration (see Figure 10). We obtain finally that I0(u, z) = intvl(a+c

2 , b+d
2 ) for the

1 Recall that a Hasse diagram is used to represent finite partially ordered sets with
the biggest elements at the top.
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three configurations, with one important property: the median value of u
∣∣
�(z)

always belongs to I0(u, z).
Let us follow with the computation of IWC(u, z), where u

′∣∣
G(z) (see Figure 9)

satisfies four conditions:

intvl(a,m) ∩ intvl((a+ b)/2, (a+ c)/2) �= ∅, (1)

intvl((a+ b)/2, (b+ d)/2) ∩ intvl(m, b) �= ∅, (2)

intvl((a+ c)/2, (c+ d)/2) ∩ intvl(m, c) �= ∅, (3)

intvl(m, d) ∩ intvl((c+ d)/2, (b+ d)/2) �= ∅. (4)

In the case of the α-configuration, (2)⇒ m ≤ b+d
2 and (4)⇒ m ≥ b+d

2 . That

implies thatm = b+d
2 , which also satisfies (1) and (3). Consequently, IWC(u, z) =

{med{u
∣∣
�(z)

}}, and because IWC(u, z) ⊆ I0(u, z), Isol(u, z) = {med{u
∣∣
�(z)

} in

the not well-composed case.
In the cases of the U - and the Z-configurations, we obtain that IWC(u, z) =

[a+b
2 , c+d

2 ] ⊇ I0(u, z), so we conclude that Isol(u, z) = I0(u, z).

Theorem 3. Given an image u : D 	→ R, any local interpolation If1,f2,f3 satis-
fying P is such that ∀ z ∈ s(D) ∩�2:

f2(u
∣∣
�(z)

) = med{u
∣∣
�(z)

} if u
∣∣
�(z)

is not W.C.,

f2(u
∣∣
�(z)

) ∈ I0(u, z) otherwise.

Let z be a point in s(D)∩�2. Amongst the applications f2 satisfying P , there
exists (at least) the median method (see Figure 7), consisting in setting the value
of u′(z) at med{u

∣∣
�(z)

} (in this case f2 is an operator and not only a function),

the mean/median method of Latecki [6] consisting in setting the value u′(z) at
mean{u

∣∣
�(z)

} in the well-composed case and to med{u
∣∣
�(z)

} otherwise, and also

the min/max method, consisting in setting the value u′(z) at 1
2 (min{u

∣∣
�(z)

} +
max{u

∣∣
�(z)

}) in the well-composed case and to med{u
∣∣
�(z)

} otherwise.

3.8 Equations of f3 for Local Self-dual Interpolations

Theorem 4. No local interpolation satisfies P for n ≥ 3 with one subdivision
as soon as we chose the mean operator to interpolate in 1D.

Proof : Let z be the center of a subdivided cube. We have u′∣∣
�(z)

as in the Fig-

ure 11 (on the left). We apply the first interpolating function f1, i.e., we set the
values of u′ at the centers of the subdivided edges at the mean of the values on
the vertices. Then we apply the second interpolating function f2, which fixes the
values of u′ at the centers of the subdivided faces at the median of the values of u′

at the four corresponding corners (because u is well-composed on none of the faces
of the cube). Finally, referring to the properties that a function u′ has to satisfy to
be well-composed (see theorem 1), f3 must also satisfy the constraints c ≥ 3 and
c ≤ 1 (both are constraints of type 2) that are incompatible. So, no local interpo-
lation of this sort can satisfy the set of constraints P as soon as n ≥ 3. 
�
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Fig. 11. A counter-example proving that a local interpolation satisfying P with one
subdivision can not ensure well-composedness (the values of u′ on �0 are in green, the
ones on �1 are in blue, the ones on �2 are in red, and the ones on �3 are in purple)

4 Conclusion

In this paper, we have presented a characterization of well-composedness for 3D
gray-valued images. We proved that no local interpolation satisfying P with one
subdivision is able to make 3D well-composed images as soon as we choose the
mean operator as interpolation in 1D.

Although our formalism is developped in the continuous domain (the interpo-
lations take their values in R), it is in fact a discrete setting. Indeed, the image
u′ can easily be computed in Z as soon as the space image of u is also Z. We
just have to multiply the values of the original image u by a factor k ∈ Z where
k depends on the interpolation we use (e.g., k = 2 for the median method and
k = 4 for the mean/median method in 2D). Another way to deal with images
having values in Z/k is to use a generic image processing library [7].

Future research should tackle the two following directions. The first direction
is to use an alternative to f1 such as (a, b) 	→ med(a, b, c) (where c is the center of
the space of the image u). The second direction is to use a non-local approach,
e.g., a front propagation algorithm. In that case, we do not have to use any
systematic operator f1 anymore, nor to use an ordered interpolation. First results
in this second direction are promising.
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Abstract. In this paper we introduce a notion of digital implicit
surface in arbitrary dimensions. The digital implicit surface is the
result of a morphology inspired digitization of an implicit surface
{x ∈ Rn : f(x) = 0} which is the boundary of a given closed subset of Rn,
{x ∈ Rn : f(x) ≤ 0}. Under some constraints, the digital implicit surface
has some interesting properties, such as k-tunnel freeness. Furthermore,
for a large class of the digital implicit surfaces, there exists a very simple
analytical characterization.

Keywords: Implicit Curve, Implicit Surface, Digital Object, Flake Dig-
itization.

1 Introduction

In computer graphics, implicit surfaces {x ∈ Rn : f(x) = 0} play a fundamental
role because of their powerful expressiveness for modeling and their ability to
describe general closed manifolds [1, 2]. It is a very convenient way to define
surfaces or more generally isosurfaces. The question regarding implicit surfaces
in the discrete space is a long standing problem that has been studied mainly
because it allows the visualization of often (topologically) complicated surfaces
[3, 4]. Different rasterization algorithms for implicit curves and surfaces have
been proposed [4–9]. Many of the rasterization methods dealing with implicit
curves and surfaces are associated with some subdivision scheme in order to
deal with all the singularities and topological inconsistencies that may appear at
a given scale. None of the methods however, to the authors best knowledge, have
defined a digital implicit surface in arbitrary dimension in a simple mathematical
way.

In this paper we address the problem of defining a digital implicit equivalent
to an implicit surface in arbitrary dimensions. The rasterization process itself is
not addressed although a naive method, consisting in testing all the voxels in a
given box, is trivial to implement with our proposed analytical characterization.
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In the paper we investigate the topological properties of the so defined digi-
tal implicit surface and show that we may achieve properties such as k-tunnel
freeness. Our analytical characterization is however not completely general. We
show under which conditions, the analytical characterization is not accurate.
This happens mainly when the curvature is large and/or when the surface cir-
cumvolution details are small compared to the size of a voxel. Precise criteria on
the r-regularity of the surface are provided. One of the forthcoming works will
consist in subdividing the grid at such places in order to increase the precision
and remove the topological errors in the digitization.

The digitization method is a morphology inspired digitization scheme with
structuring elements called adjacency flakes. They have been introduced in [10]
in order to analytically characterize minimal (with respect to set inclusion) and
k-separating digital hyperspheres. Using adjacency flakes as structuring elements
in the digitization scheme provides the offset region defining the digital object
with quite simple analytical characterization, while preserving important topo-
logical properties. This allows us to analytically characterize k-tunnel free im-
plicit digital surfaces.

In section 2, we will present the digitization models and present a somewhat
simplified flake family than the one proposed in [10]. In section 3, we will discuss
the conditions under which topological properties are preserved by the digitiza-
tion process as we propose it. In section 4, we show that, under these conditions,
the digital implicit surface can be, correctly and simply, analytically character-
ized. We conclude this paper, in section 5, with a short discussion and some
perspectives.

Now, let us end this introduction with some recalls and notations.

1.1 Recalls and Notations

Let {e1, . . . , en} be the canonical basis of the n-dimensional Euclidean vector
space. We denote by xi the i-th coordinate of a point, or a vector, x, that is its
coordinate associated to ei. A digital object is a set of integer points. A digital
inequality is an inequality with coefficients in R from which we retain only the
integer coordinate solutions. A digital analytical object is a digital object defined
by a finite set of digital inequalities.

To each integer point v, a region is associated denoted by V(v) and called a
voxel. It corresponds to the Voronöı cell of v in the Voronöı partition of the Eu-
clidean space Rn, with Zn as seeds. Geometrically, a voxel is the unit hypercube
(ball of radius 1/2 based on the �∞-norm) centered on v.

For all k ∈ {0, . . . , n−1}, two integer points v and w are said to be k-adjacent
or k-neighbors, if for all i ∈ {1, . . . , n}, |vi−wi| ≤ 1 and

∑n
j=1 |vj −wj | ≤ n− k.

In the 2-dimensional plane, the 0- and 1-neighborhood notations correspond re-
spectively to the classical 8- and 4-neighborhood notations. In the 3-dimensional
space, the 0-, 1- and 2-neighborhood notations correspond respectively to the
classical 26-, 18- and 6-neighborhood notations.
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A k-path is a sequence of integer points such that every two consecutive points
in the sequence are k-adjacent. A digital object E is k-connected if there exists
a k-path in E between any two points of E. A maximum k-connected subset of
E is called a k-connected component. Let us suppose that the complement of a
digital object E, Zn \E, admits exactly two k-connected components C1 and C2,
or, in other words, that there exists no k-path joining integer points of C1 and
C2. Then, E is said to be k-separating in Zn.

Let ⊕ be the dilation, known as Minkowski addition, such that A ⊕ B =
∪b∈B{a + b : a ∈ A}. Let 2 be the erosion, such that A 2 B = ∩b∈B{a − b :
a ∈ A}.

The Gauss digitization, denoted by G(E), and the Supercover digitization,
denoted by S(E), of a set E ⊆ Rn are defined as follows:

G(E) = {v ∈ Zn : v ∈ E} ,
S(E) = {v ∈ Zn : V(v) ∩ E �= ∅} .

The Gauss digitization is the set of integer points lying in the initial set whereas
the Supercover is the set of integer points for which the associated voxel shares
at least one point with the initial set.

2 Digitization Model

Let us consider a closed subset E in Rn (n ≥ 2). we denote ∂E the boundary of
E . Right now it does not really matter but the aim of course is to suppose that
the boundary can be implicitly described by {x ∈ Rn : f(x) = 0} and the closed
set E by {x ∈ Rn : f(x) ≤ 0}.

In the sequel of the paper, such a boundary is called a surface S = ∂E . It
induces a partition of Rn in three subsets, the interior of E , Eo = E \ ∂E , the
complement (or exterior) of E , Ec = Rn \ E and of course ∂E itself.

2.1 The Closed Centered Digitization Model

The Gauss digitization of a surface S has not, in general, enough integer points to
ensure good topological properties such as separation of the space. The discrete
points belonging to a continuous straight line, for instance, have no reason to
form a connected discrete object: {(x1, x2) ∈ Zn : ax1 + bx2 + c = 0}. In order
to obtain a digital surface, one first dilates S with a structuring element to define
a region O(S), located around S and called offset region. The digitization of S is
then the Gauss digitization of the offset region, i.e. the set of integer coordinate
points lying in O(S).

Used in conjonction with a closed connected structuring element A symmetric
about the origin, we call this digitization scheme the closed centered model and
denote it by DA(S):

DA(S) = G(OA(S)) = G (S ⊕ A) .



Implicit Digital Surfaces in Arbitrary Dimensions 335

An equivalent definition of OA(S), useful in the sequel of the paper, is:

OA(S) = (E ⊕ A) \ (E � A) .

Alternative models have been introduced to overcome some limitations of
the closed centered model [10] (open or semi-open models, exterior or interior
Gaussian models, etc.). For the sake of clarity, we here only focus on the closed
centered model. Many of the properties described in this paper are also verified
for those other models.

2.2 Structuring Elements

The structuring elements we will consider are called adjacency flakes and can be
described as the union of a finite number of straight segments centered on the
origin.

Definition 1 (Adjacency flakes). Let n be the dimension of the space and
0 ≤ k < n. The minimal k-adjacency flake, Fk(ρ) with radius ρ ∈ R+ is defined
by:

Fk(ρ) =

{
λu : λ ∈ [0, ρ],u ∈ {−1, 0, 1}n,

n∑
i=1

|ui| = (n− k)

}
.

Fig. 1 shows the different adjacency flakes in 2- and 3-dimensional spaces.
An important property is that two integer points v and w are k-adjacent if

(v ⊕ Fk(1/2)) ∩ (w ⊕ Fk(1/2)) �= ∅.

(a) F1(ρ), (b) F0(ρ),

(c) F2(ρ), (d) F1(ρ), (e) F0(ρ).

Fig. 1. Adjacency flakes F1(ρ), F0(ρ) in the 2-dimensional space and F2(ρ), F1(ρ),
F0(ρ) in the 3-dimensional space
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Definition 2. The Fk-digitization of a surface S is the closed centered digitiza-
tion with structuring element Fk(

1
2 ) of S. We denote it by Dk(S) and its offset

region by Ok(S).

In the sequel of the paper, we only consider the Fk-digitizations of surfaces.

2.3 Digital Implicit Surface

Now, lets us introduce the definition of digital implicit surface in arbitrary dimen-
sions. We suppose that we deal with an implicit surface S = {x ∈ Rn : f(x) = 0}
which is the boundary of a closed set E such that, for all x ∈ Eo, we have f(x) > 0
and for all x ∈ Ec, we have f(x) < 0.

Definition 3. A Fk-digital implicit surface is the Fk-digitization of an implicit
surface S.

It is easy to see that that the F0-digital implicit hyperplane corresponds to
the supercover of a hyperplane [11] and that the F0-digital implicit hyperspheres
are particular cases of the digital hypersperes described in [10]. See Figure 4 for
some examples of digital implicit surfaces.

In the next section we are going to examine the topological properties of
such surface digitization and in Section 4, we are going to propose an analytical
characterization for a large class of digital implicit surfaces.

3 Preserving Topology

The purpose of this section is to give conditions on S to ensure that the dig-
itization preserves some of its topological properties. Ideally, we look for an
equivalence between the surface and its digitization, for something close to an
homeomorphism. Such a task is out of the scope of the present paper and we
restrict our goal to the preservation of the connected components between the
complement of the surface and the complement of its digitization. By preserva-
tion, we mean that there is a one-to-one correspondence between the connected
components of both sets such that each connected component of the second is a
proper subset of a unique connected component of the first.

In the sequel, Dk(S)c denotes the complement of Dk(S) in Zn.
First, we study the k-tunnel freeness of the Fk-digital implicit surfaces to

ensure that connected components of the complement are not merged by the
digitization process. Then, we focus on conditions to guarantee that none of
them disappear or split.

3.1 Tunnel-Free Digitization

The notion of k-separating set is too restrictive when dealing with surface digi-
tization. In our case, the underlying object E can be composed of more than one
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connected component and thus the digital analog of its boundary may separate
the digital space in more than only two k-connected components. The notion of
tunnel-free digitization allows to overcome this limitation [12].

Definition 4 (Tunnel-free digitization [12]). A digitization D(S) of a sur-
face S is said to be k-tunnel-free if for all v, w ∈ D(S)c such that v and w are
k-adjacent, the straight segment [vw] does not cross S. If such a couple of voxel
exists, it is called a k-tunnel of D(S).

To prove that our digitizations satisfy this property, we first need to introduce
the notion of regular set.

Definition 5 (Regular set [13]). Let E ⊆ Rn be a closed set such that for all
x ∈ ∂E it is possible to find two osculating open balls [13] of radius r, one lying
entirely in Eo and the other lying entirely in Ec. Then E is a r-regular set.

Proposition 1. Let n be the dimension of the space. The Fk-digital implicit
surface, Dk(S), is a k-tunnel-free digitization of S = ∂E if E is a r-regular set
with r >

√
n− k/4.

Proof. Let us consider two integer points v, w k-adjacent and such that the
straight segment [vw] intersects S in a point s. if s = v, then directly v ∈
Dk(S). The same occurs for w if s = w. In other cases, any open ball of radius
r >

√
n− k/4 through s (i.e. the center of the ball is at a distance r of s)

contains at least one point of the union of k-adjacency flakes centered at v
and w. Moreover, by definition of E as a r-regular set with r >

√
n− k/4 (an

osculating open ball of radius r entirely in Eo and another one entirely in Ec for
each boundary point), it exists a path in (v ⊕ Fk(1/2)) ∪ (w ⊕ Fk(1/2)) with
one end-point in Ec and the other one in Eo. This path necessarily intersects
S = ∂E in at least one point s′. By symmetry of the adjacency flake, either v or
w belongs to s′ ⊕ Fk(1/2) and thus belongs to Dk(S).

It does not exist a couple of k-adjacent integer points (v,w) outside Dk(S)
such that the straight segment [vw] intersects S. 
�

This result means that, under non very restrictive conditions, whatever the
supporting surface S, a k-connected component of the digital complement of
the Fk-digital implicit surface Dk(S) only contains points belonging to a unique
connected component of Sc : two connected components of the complement
of the initial surface cannot be merged by the digitization. Nevertheless, some
connected components of Sc may have no representative in Dk(S)c: they can be
deleted by the digitization. Or, on the contrary, some may have representatives in
several k-connected components of Dk(S)c: they can be split by the digitization.

The following part discusses conditions to obtain a one to one correspondence
between the connected components of Sc and the k-connected components of
Dk(S)c, i.e. no collapses and no splits occur.
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3.2 Preserving Connected Components by Digitization

We work in two steps. We first introduce a condition to ensure that the connected
components of Sc are preserved by the dilation. Then, we study the condition
ensuring that the Gauss digitization also preserves them.

An immediate result concerns the first step:

Proposition 2. The connected components are preserved between the comple-
ment of S = ∂E and the complement of Ok(S), if E is a r-regular set with
r >

√
n− k/2.

Proof. By definition of E as regular set, any connected component C of Sc

contains at least a closed Euclidean ball of radius r and center c. Since,
Fk(1/2) ⊂ B(

√
n− k/2), c is not in Ok(S), and C \ Ok(S) is not empty. C

is itself a connected r-regular set with r >
√
n− k/2. The set resulting of its

erosion by Fk(1/2) is connected. 
�

The next step is to ensure that the Gauss digitization of each connected
components of Ok(S)c is not empty.

First, Lemma 1 gives a sufficient condition on a connected set to ensure that
it contains at least one digital point, i.e. it does not collapse. Then, Lemma 2
and Proposition 3 state that the Gauss digitization of such a set is always a
(n− 1)-connected set, i.e. it is not split.

Lemma 1. Let r > r′ >
√
n/2. Let A be a connected r-regular set. Let A′ be the

open interior of the erosion of A by a closed Euclidean ball of radius r′. Then,
one has ∅ ⊂ S(A′) ⊂ A.

Proof. A is a r-regular set, so it contains at least one ball of radius r. The center
of this ball lies necessarily in A′ since r′ < r. It ensures that A′ is not reduced
to the empty set. Since the supercover of a non empty set is not empty, S(A′)
contains at least one integer point, or, in other words, ∅ ⊂ S(A′).

Let us now suppose that x ∈ A′ and y ∈ Rn \ A. One has d(x,y) >
√
n/2.

x ∈ V(y) would imply that d(x,y) ≤
√
n/2. Thus x belongs necessarily only to

voxels with center in A and one has S(A′) ⊂ A. 
�

Lemma 2. Let A and A′ be defined as in Lemma 1. Then, S(A′) is (n − 1)-
connected.

Proof. A is a connected r-regular set. Thus A′ is an open, connected set [13].
The supercover of a connected set is a (n− 1)-connected set [14]. 
�

Proposition 3. Let A and A′ be defined as in Lemma 1. Then, the Gauss
digitization of A, G(A), is a (n− 1)-connected set.

Proof. Let v be any integer point inA. Let B(r) be the open ball of radius r based
on the Euclidean norm. Then there exists a point c such that B(r)⊕{c} ⊆ A and
v ∈ B(r)⊕{c}. c lies in A′ and belongs to V(w) (possibly v = w). Consider the
supercover of the segment [vc]. Every integer point in it is in the ball B(r)⊕{c}.
So there exists a (n−1)-connected path linking v and w, thus (n−1)-connecting
v to S(A′). 
�
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By combining results of Proposition 1, Proposition 2 and Proposition 3, we
state the main theorem of this section:

Theorem 1. if E is a r-regular set with r > (
√
n− k +

√
n)/2, then the con-

nected components are preserved between Sc and Dk(S)c, according to the k-
adjacency relationship.

4 Analytical Characterization of a Digital Implicit
Surface

Let us denote the set of end-points of the segments composing the adjacency
flake Fk(ρ) by Vk (ρ) = {x : x ∈ {−ρ, 0, ρ}n,

∑n
i=1 |xi| = ρ(n− k)} . The follow-

ing technical lemma shows that, under the condition of Theorem 1, we only need
to consider the end-points of the flake line segments to characterize the offset
zone.

Lemma 3. Let S be a surface satisfying the condition of Theorem 1. Let also
x ∈ Ok(S). Then, there exists y, y′ ∈ (x ⊕ Vk(1/2)) such that y ∈ E and
y′ ∈ cl(Ec), where cl(Ec) is the closure of Ec.

Proof. By definition of Ok(S), (x⊕ Fk(1/2)) ∩ S �= ∅. Due to the condition of
Theorem 1, the number of intersections between a segment of x ⊕ Fk(1/2) and
S is lower or equal to 2. Let us consider a segment of x ⊕ Fk(1/2) intersecting
S. Either one of its end-points is in E and the other in cl(Ec), or both are in Eo
or in Ec. In the first case, the result is immediate. In the second case, there is
necessarily another segment of x⊕ Fk(1/2) which satisfies the first case. 
�

Figure 2 illustrates the lemma. It shows, on the left, a case where considering
only the end-points of the flake is equivalent to considering the whole flake and,
on the right, a case where it is not equivalent. This leads immediately to the
following theorem which allows a very simple analytical characterization for a
large class of implicit digital surfaces:

Theorem 2. Let S = {x ∈ Rn : f(x) = 0} be an implicit surface (boundary of
a closed set E such that, for all x ∈ Eo, we have f(x) > 0 and for all x ∈ Ec, we
have f(x) < 0) satisfying the condition of Theorem 1 (E is a r-regular set with
r > (

√
n− k+

√
n)/2). Then, the Fk-digital implicit surface Dk(S) is analytically

characterized as follows:

Dk(S) =
{
v ∈ Zn :

min {f(x) : x ∈ (v ⊕ Vk(1/2))} ≤ 0
and max {f(x) : x ∈ (v ⊕ Vk(1/2))} ≥ 0

}
.

Proof. According to Lemma 3, for any v ∈ Dk(S), it exists x, x′ ∈ (v⊕Vk(1/2))
such that x ∈ E and x′ ∈ cl(Ec). Since for all x ∈ Eo, we have f(x) > 0 and for
all x ∈ Ec, we have f(x) < 0, the analytic formulation is immediate. 
�

A Fk-digital implicit surface is thus entirely defined by the knowledge of the
function f and of the value k.
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f(x) = 0 f(x) > 0 

f(x) < 0 

p F1 

f(p+(0,1/2)) > 0 

f(p+(1/2,0)) < 0 f(p+(-1/2,0)) < 0 

f(p+(0,-1/2)) < 0 

(a) A case where the digitization with
only the end-points of the flake is
equivalent to the digitization with the
whole flake,

f(x) = 0 

f(x) > 0 

f(x) < 0 

p 

F1 

f(p+(0,1/2)) > 0 

f(p+(1/2,0)) > 0 

f(p+(-1/2,0)) > 0 

f(p+(0,-1/2)) > 0 

(b) A case where the two digitizations
lead to different results.

Fig. 2. Illustration of the limits of the analytical characterization

5 Discussion, Conclusion and Perspectives

In the present paper, we have introduced a simple analytical definition of digital
implicit surfaces. They are built as the digitizations of an implicit surface S =
{x ∈ Rn : f(x) = 0} satisfying some specific conditions. Namely, S should be
the boundary of a closed set E = {x ∈ Rn : f(x) ≤ 0} which is r-regular with
r > (

√
n− k +

√
n)/2.

In addition to the analytical characterization, these conditions ensures the k-
tunnel freeness of the digital implicit surfaces. They also preserve the connected
components between the complement of the implicit surface and the complement

Fig. 3. In yellow, on the left, the offset region obtained by only considering Vk(1/2) as
structuring element, on the right, the real offset region of the two dimensional implicit
conic 201x2 − 398xy + 201y2 − 200x+ 200y + 20 = 0
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of its digitization with regard to the k-adjacency relationship. These conditions
are of course sufficient but not necessary.

Figure 3 presents an extreme case where the analytical characterization fails
to correctly represent the F0-digital implicit surface. On the left of the figure,
we see that the offset region that we obtain with the analytical characterization
is composed by three distinct connected components and contains, in this case,
no integer points. According to the analytical characterization, the digitization
of the ellipse is an empty set. The Condition of Theorem 1, and more specif-
ically the condition of Proposition 1 (to ensure a tunnel-free digitization), is
not met. On the right of the figure, we have the correct result corresponding to
the F0-digital implicit ellipse. This is the limit of the analytical characterization
proposed in this paper : if the condition of Theorem 1 (or a quite less restrictive,
but very similar one) is not met, the proposed analytical characterization is just
an approximation of the digital implicit surface, since not only the end-points of
the flake line segments contribute to the boundary of the offset zone. It is nec-
essary to compute the intersection between said line segments and the implicit
surface. This can be accomplished in several ways. It can be done with help of
the derivatives or by direct intersection computation ; however exact computa-
tions can only be done for a limited class of surfaces and the result will not be
as simple as the one proposed in this paper. Another obvious limitation of the
method is that it is limited to (n − 1)-dimensional surfaces in dimension n. It
does not work for 3D curves for instance; but intersecting a surface with a flake
line segment or intersecting a curve with the faces of an adjacency norm ball is
a problem of somewhat similar nature and gives a good, although not simple,
way of proposing three-dimensional curves of specific connectivity. We plan to
propose such descriptions in a forthcoming paper.

Another problem occurs even in the corrected version of Figure 3: the interior
of the ellipse disappeared during the digitization process. The condition of The-
orem 1, and more specifically the condition of Proposition 2, is not met. This
is inherently a problem of grid size. One way around the problem is to locally
refine the grid size. This is not new and is actually the way the digitization of
implicit curves and surfaces have been done most of the time [1, 2, 4–9]. Our
aim is to explore such subdivision methods for surfaces in dimension n.



342 J.-L. Toutant et al.

-10

-5

0

5

10

-10

-5

0

5

10

-10

-5

0

-10

-5

0

5

10

-10

-5

0

5

10

-10

-5

0

-10

-5

0

5

10

-10

-5

0

5

10

-10

-5

0

-10

-5

0

5

10

-10

-5
0

5
10

-10

-5

0

5

10

-10

-5

0

5

10

-10
-5

0
5

10

-10

-5

0

5

10

-10

-5

0

5

10

-10

-5
0

5
10

-10

-5

0

5

10

Fig. 4. Examples of digital implicit surface: F0-, F1- and F2-digital implicit spheres of
radius 9 (cut in order to see the tunnels) and digital implicit quadric 9x2−4y2−36z−
180 = 0
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Abstract. Given two Digital Straight Segments (DSS for short) of
known minimal characteristics, we investigate the union of these DSSs:
is it still a DSS ? If yes, what are its minimal characteristics ? We show
that the problem is actually easy and can be solved in, at worst, logarith-
mic time using a state-of-the-art algorithm. We moreover propose a new
algorithm of logarithmic worst-case complexity based on arithmetical
properties. But when the two DSSs are connected, the time complex-
ity of this algorithm is lowered to O(1) and experiments show that it
outperforms the state-of-the art one in any case.

Keywords: Digital geometry, Union, Digital straight segment.

1 Introduction

Digital Straight Lines (DSL) and Digital Straight Segments (DSS) have been
used for many years in many pattern recognition applications involving digital
curves. Whether it be for polygonal approximation or to design efficient and
precise geometric estimators, a basic task is the so-called DSS recognition prob-
lem: given a set of pixels, decide whether this set is a DSS and compute its
characteristics. Many linear-in-time algorithms have been proposed to solve this
problem through the years. Furthermore, Constructive Solid Geometry-like op-
erations have been considered for these objects: the intersection of two DSL has
been studied in [15,16,8,5], algorithms for the fast computation of subsegments
were described in [9,17]. Surprisingly enough, the union of DSSs has not yet been
studied. The problem was raised in [2] in the context of parallel recognition of
DSSs along digital contours. The recognition step was followed by a merging
step where the problem of DSSs union appeared. In this work, we show how to
solve this problem, both using state-of-the-art algorithm, and proposing a new
and faster algorithm.
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2 General Considerations

2.1 Preliminary Definitions

A Digital Straight Line (DSL for short) of integer characteristics (a, b, μ) is the
infinite set of digital points (x, y) ∈ Z2 such that 0 ≤ ax− by+μ < max(|a|, |b|)
[4]. These DSL are 8-connected and often called naive. The fraction a

b is the
slope of the DSL, and μ

b is the shift at the origin. In the following, without loss of
generality, we assume that 0 ≤ a ≤ b. The remainder of a DSL of characteristics
(a, b, μ) for a given digital point (x, y) is the value ax − by + μ. The upper
(resp. lower) leaning line of a DSL is the straight line ax − by + μ = 0 (resp.
ax − by + μ = b − 1). Upper (resp. lower) leaning points are the digital points
of the DSL lying on the upper (resp. lower) leaning lines. A Digital Straight
Segment (DSS) is a finite 8-connected part of a DSL.

If we consider the digitisation process related to this DSL definition, the points
of the DSL L of parameters (a, b, μ) are simply the grid points (x, y) lying below
or on the straight line l : ax− by+ μ = 0 (Object Boundary Quantization), and
such that the points (x, y + 1) lie above l. Otherwise said, line l separates the
points X of the DSL from the points X+(0, 1) [14], and is called separating line.
More generally, for an arbitrary set of digital points X , the separating lines are
the lines that separate the points X from the points X + (0, 1). In other words,
the separating lines separate the upper convex hull of X from the lower convex
hull of X + (0, 1). Computing the set of separating lines of two polygons is a
very classical problem of computational geometry. It is well known that specific
lines called critical support lines can be defined: there are the separating lines
passing through a point of each polygon boundary. Critical support points are
the points of the polygons belonging to critical support lines [12].

All the separating lines of a DSL have the same slope, but this is not true for
arbitrary sets of digital points. The minimal characteristics of a set of digital
points X are the characteristics of the separating line of minimal b and minimal
μ. The set of separating lines of a DSS is well known, and the critical support
points are exactly defined by the DSS leaning points: they define the minimal
characteristics of the DSS.

The set of separating lines of a set of points X can also conveniently be
defined in a dual space, also called parameter space. In this space a straight
line l : αx − y + β = 0 is represented by the 2D point (α, β). Given a set of
digital points X , a line l : αx − y + β = 0 is a separating line if and only if for
all (x, y) ∈ X, 0 ≤ αx − y + β < 1. This definition is strictly equivalent to the
one given previously. The preimage of X is the representation of its separating
lines in the dual space and is defined as P(X) = {(α, β), 0 ≤ α ≤ 1, 0 ≤ β ≤
1| ∀(x, y) ∈ X, 0 ≤ αx− y+ β < 1}. The set of separating lines of a set of pixels
is an open set in the digital space, but it is a convex polygon in the dual space.
In this work, this dual space will not be used explicitly in the algorithms, but
we will see that this representation is convenient in some proofs. Moreover, the
arrangement of all the constraints for any pixel (x, y) with y ≤ x ≤ n is called
Farey Fan [10] of order n: each cell of this arrangement is the preimage of a DSS
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of length n. Figure 1 is an illustration of the separating lines of a DSS, both in
the digital space and in the dual space: they separate the points X of the DSS in
black, from the points X + (0, 1) in white. Note that the edges of the preimage
of a DSS are exactly supported by the dual representation of its leaning points,
or equivalently its critical support points.

Lf

LlUf

Ul

l↑

l↓
lU
lL

(a)

A = l↓∗

B = lU∗

C = l↑∗

D = lL∗

β

α

(b)

Fig. 1. (a) DSS of minimal characteristics (1, 3, 1) with its leaning points Uf , Ul, Lf , Ll.
(b) Each vertex of the preimage maps to a straight line in the digital space. The vertex
B( 1

3
, 1
3
) maps to the upper leaning line, the characteristics of which are the minimal

characteristics of the DSS.

2.2 Setting the Problem and Useful Properties

Consider now the following problem :

Problem 1. Given two DSSs S1 = [P1Q1] and S2 = [P2Q2] of known minimal
characteristics, decide if there exists a DSL containing both S1 and S2. If yes,
compute the minimal characteristics of S1 ∪ S2.

If S1 and S2 do not belong to the same octant, then it is easy to conclude
that there is no DSL containing both S1 and S2. Thus, in the following S1 and
S2 belong to the first octant, i.e. we have S1(a1, b1, μ1) and S2(a2, b2, μ2) with
0 ≤ a1 ≤ b1 and 0 ≤ a2 ≤ b2. We denote by ri(x, y) = aix − biy + μi, i ∈ {1, 2}
the remainder function of each DSS.

In what follows, we moreover suppose that the leaning points of S1 and S2 are
known as input data. This is not a strong requirement since the most efficient
recognition algorithms actually compute this data on the fly.

By convention, we also suppose that the abscissa of Q2 is greater than the
abscissa of Q1. Note that we make no assumption on the connectivity of S1

and S2: the abscissa of P2 can be lower than, equal to or greater than the
abscissa of Q1. If the abscissa of P2 is lower than the abscissa of P1, then the
problem is trivial since S1 is either a subsegment of S2 or the union is impossible.



Algorithms for Fast Digital Straight Segments Union 347

Consequently, we also assume that the abscissa of P2 is greater than the abscissa
of P1.

The first part of Problem 1 consists in deciding if there exists a separating
line for the set S1 ∪ S2: we will say that the union is possible in this case. If so,
then among all the separating lines, the final goal is to find the one with minimal
characteristics.

Property 1. The preimage of S1 ∪ S2 is equal to the intersection between the
preimages of S1 and S2.

Proof. The proof is straightforward since the lines that are separating for S1∪S2

are the ones that are separating for S1 and S2.

Corollary 1. The critical support points of the set of separating lines of S1∪S2

are either upper leaning points or lower leaning points translated by (0, 1) of S1

and S2. Thus, to compute the set of separating lines of S1 ∪ S2, it is enough
to update the set of separating lines of S1 with the leaning points of S2 (or
conversely).

Proof. The critical support points are, in the dual space, lines supporting the
edges of the preimage. From Property 1, the lines supportting the edges of P(S1∪
S2) are lines supporting the edges of P(S1) or P(S2). However, since S1 and S2

are DSSs, the edges of their preimages are supported by the dual representation
of either upper leaning points or lower leaning points translated by (0, 1).

3 Fast Union of DSSs: An Arithmetical Algorithm

3.1 Fast Computation of the Set of Separating Lines

A first straightforward solution to compute the set of separating lines of S1 ∪
S2 is to use the state-of-the-art algorithm of O’Rourke [11], re-interpreted in
the digital space by Roussillon [14]. Whether it be in the dual space or in the
digital space, these algorithms update the critical support points iteratively for
each point added. Since at most four points have to be considered in our case,
the algorithm is already quite efficient compared to the classical arithmetical
recognition algorithm for instance. However, we propose an algorithm that is
both faster and simpler to implement, in the spirit of the arithmetical recognition
algorithm.

The idea is the following: if we know that the slopes of the separating lines of
S1 ∪ S2 are greater/lower than the slopes (given by the minimal characteristics)
of S1 and S2 respectively, then we can conclude that some leaning points of S1

or S2 cannot be critical support points for S1 ∪ S2.

Property 2. Let S1 be a DSS of minimal characteristics (a1, b1, μ1). Let L1f , L1l,
U1f , U1l be its first and last, lower and upper leaning points. If all the separating
lines of S1 ∪ S2 have a slope greater (res. lower) than a1

b1
, then U1l (resp. U1f)

and L1f (resp. L1l) are not critical support points for S1 ∪ S2.



348 I. Sivignon

Proof. If all the separating lines of S1 ∪ S2 have a slope lower than a1

b1
, then,

in the dual space and from Property 1, P(S1 ∪ S2) is a subpart of the triangle
defined by the vertices ABD (see Figure 1(b)). In particular, the edges [BC]
and [DC] of P(S1) supported by U∗

1f and L∗
1l respectively cannot be edges of

P(S1 ∪ S2). Therefore, the leaning points U1f and L1l are not critical support
points for S1 ∪S2. The proof is the same if we suppose that the separating lines
all have a slope greater than a1

b1
.

Note that if S1 has three leaning points only, let’s say for instance only one
lower leaning point L1, then setting L1l and L1f to L1 (L1 is “duplicated”),
the property is also valid. A similar result holds when the leaning points of
S2 are considered. However, guessing the slope of the union can be tricky, and
taking into account only the DSS slopes is not enough. For example, it is easy to
exhibit cases where the slope of S2 is greater than the slope of S1, and the slope
of S1 ∪ S2 is nevertheless lower than both the slope of S1 and the slope of S2

(see Figure 2(a)). We establish hereafter some properties linking the remainder
of the leaning points of S2 and the slope of the separating lines for S1 ∪ S2 if
they exist.

S1(2, 5, 0) S2(1, 2,−3)
︸ ︷︷ ︸︸ ︷︷ ︸

︷ ︸︸ ︷S(3, 8, 1)

(a)

α

β

a1
b1

μ1
b1

Preimage of S1

Constraints related
to P ∈ S2 with
r1(P ) ≥ b1

A

B C

D

(b)

Fig. 2. (a) The slope of S1 is equal to 2
5
and lower than the slope of S2, which is equal

to 1
2
. However, the slope of S1∪S2 is equal to 3

8
and smaller than both. (b) Illustration

of Property 4.

Let’s start with a very simple consideration.

Property 3. If for all the leaning points P of S2 (resp. S1), we have 0 ≤ r1(P ) <
b1 (resp. 0 ≤ r2(P ) < b2), then there exists a DSL containing S1 ∪ S2 and its
minimal characteristics are the one of S1 (resp. S2).

Proof. In the dual space, the points B and D of the preimage of S1 satisfy all
the constraints related to the points P defined as above, which ends the proof.

With the following property, we investigate the other cases.
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Property 4. Let P be a leaning point of S2.

– if r1(P) ≥ b1, the slope of all the separating lines for S1∪S2, if any, is lower
than the slope of S1

– if r1(P) < 0, the slope of all the separating lines for S1∪S2, if any, is greater
than the slope of S1

Let P be a leaning point of S1.

– if r2(P) ≥ b2, the slope of all the separating lines for S1 ∪ S2, if any, is
greater than the slope of S2

– if r2(P) < 0, the slope of all the separating lines for S1 ∪S2, if any, is lower
than the slope of S2

Proof. We prove the first item, for a leaning point of S2 with a remainder greater
than or equal to b1. Proving the other cases is similar. Consider a point P ∈ S2

such that r1(P ) ≥ b1. Let us consider the stripe defined by the constraints
related to this point in the dual space. It is very simple to see that the point
(a1

b1
, μ1

b1
) is above this stripe (see Figure 2(b)). Since P does not belong to S1,

and with the assumptions made in Section 2.2 on the relative position of S1 and
S2, its abscissa is greater than the abscissas of all the leaning points of S1. This
means that the intersection, if not empty, between the stripe and P(S1) lies in
the subspace α < a1

b1
.

Table 1 summarises the computation of the four possible critical support
points combining Properties 2 and 4. Figure 6 in Appendix illustrates the first
line of this table.

Table 1. Possible critical support points according to remainder values

remainder
value

< 0 ≥ b

P ∈ S2 r1(P ) (Uf , Lf ) = (U1f , L1l) (Uf , Lf ) = (U1l, L1f )

P ∈ S1 r2(P ) (Ul, Ll) = (U2l, L2f ) (Ul, Ll) = (U2f , L2l)

At this point, we have identified four points denoted by Uf , Ul, Lf and Ll,
that may be critical support points for S1 ∪ S2. However, they may not be all
critical support points. Since the preimage of S1 ∪S2 is a convex polygon, it has
at least three edges and thus, at least three out of the four possible points are
indeed critical support points. Property 5 gives a way to decide whether the four
points are critical support points or not.

Property 5. Uf and Ul (resp. Lf and Ll) are both critical support points if and
only if Lf and Ll (resp. Uf and Ul) belong to the DSL of directional vector
Ul −Uf (resp. Ll −Lf ) and upper (resp. lower) leaning points Uf and Ul (resp.
Lf and Ll).



350 I. Sivignon

Proof. Uf and Ul are both critical support points is equivalent to say that the
straight line (UfUl) is separating for S1 ∪ S2. This is also equivalent to the fact
that Lf and Ll belong to the DSL as defined in the property statement.

If the four points are not all critical support points, the three critical support
points are identified using Property 6.

Property 6. Let Uf , Ul, Lf and Ll be the four possible critical support points
for S1 ∪ S2. If they are not all critical support points, then:

– if Uf and Ul are both critical support points then:
• if the slope of (UfUl) is lower than the slope of (LfLl), Lf is the third
critical support point ;

• otherwise, Ll is the third critical support point ;
– if Lf and Ll are both critical support points then:

• if the slope of (LfLl) is greater than the slope of (UfUl), Uf is the third
critical support point ;

• otherwise, Ul is the third critical support point ;

Proof. We write the proof for the case where Uf and Ul are both critical support
points. The other case is similar.

Consider the dual representation of the points Uf and Ul, denoted by U∗
f and

U∗
l . By hypothesis, these two lines support edges of P(S1∪S2). Consider now the

dual representation of the points Lf +(0, 1) and Ll+(0, 1), denoted by L∗
f+ and

L∗
l+. The third edge of P(S1∪S2) is a segment of either L∗

f+ or L∗
l+. We suppose

now that the slope of (UfUl) is lower than the slope of (LfLl) and illustrate the
rest of the proof with Figure 3. Then, the abscissa of point D = L∗

f+ ∩ L∗
l+ is

greater than the abscissa of point B = U∗
f ∩U∗

l (it lies in the light-gray half-space
on Figure 3). It is now easy to see that if D is above the line U∗

f , then both L∗
f+

and L∗
l+ support edges of P(S1∪S2), which is not possible by hypothesis. Then,

D is below the line U∗
f , which implies that the third edge of the preimage is a

segment of L∗
f+, and equivalently Lf is the third critical support point.

3.2 Pulling Out the Minimal Characteristics

In the previous section, we showed how to efficiently compute the three or four
critical support points of S1∪S2. These points also define the preimage of S1∪S2.
Until now, the results were valid whether the two DSSs were connected or not. In
order to compute the minimal characteristics, we have to consider several cases.

Input DSSs Are Connected. We consider here the case where the first point
of S2 is either a point of S1 or 8-connected to the last point of S1. In this case,
if there exists a DSL containing S1 ∪ S2, then S1 ∪ S2 is a DSS of length n, the
difference of abscissa between the first point of S1 and the last point of S2. As
a consequence, P(S1 ∪ S2) is a cell of the Farey Fan of order n, with very well-
known properties. In particular, the critical support points computed in Section
3.1 are exactly the leaning points of the DSS.
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U∗f

U∗l

L∗l+

L∗f+
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D

(a)

U∗f

U∗l

L∗l+

L∗f+

B

D

(b)

Fig. 3. Illustration of the proof of Property 6

S1 Last Point and S2 First Point Have the Same Ordinate. We show
that this case is actually as easy as the previous one.

Property 7. If the last point of S1 and the first point of S2 have the same ordi-
nate, then P(S1 ∪S2) is a unique cell of the Farey Fan of order n, the difference
of abscissa between the last point of S2 and the first point of S1.

Proof. In a DSS, the edges of the preimage are defined by the leaning points only.
Actually, the preimage of a DSS is equal to the preimage of its leaning points,
all the other points make no contribution. If the last point of S1 and the first
point of S2 have the same ordinate, then all the missing points between these
two points also have this same ordinate. Consequently, they cannot be neither
lower nor upper leaning points for any DSL containing S1∪S2. This proves that
P(S1 ∪ S2) is the same as the preimage of the set of pixels composed of S1, S2

and all the missing points between the two. Then, P(S1 ∪ S2) is the preimage
of a DSS of length n, the difference of abscissa between the last point of S2 and
the first point of S1, which is similar to the previous case.

Disconnected DSSs. This case is trickier since P(S1∪S2) may not be a unique
cell but can be a union of adjacent cells of a Farey Fan (see Figure 4 for an exam-
ple). The characteristics given by the critical points may not be the minimal ones.
However, from the critical support points we can easily infer the range of slopes of
the separating lines. If we denote slow and sup the minimum and maximum slopes
of the separating lines, the slope of the line of minimal characteristics is given by
the fraction of smallest denominator between slow and sup. It is finally easy to de-
cide which one of either Uf or Ul is an upper leaning point of the line of minimal
characteristics (see Algorithm 1 for more details).

3.3 General Algorithm

All the properties presented above are put together to design the fast union
algorithm described in Algorithm 1. The algorithm returns the minimal charac-
teristics of S1 ∪ S2 if the union is possible. The result is given as a directional
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︸ ︷︷ ︸

(b)

S1

S2︸ ︷︷ ︸
︸ ︷︷ ︸

(c)

S1

S2︸ ︷︷ ︸
︸ ︷︷ ︸

(d)

S1

S2︸ ︷︷ ︸
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(e)

Fig. 4. When S1 and S2 are not connected, like the ones depicted in (b), P(S1 ∪ S2)
may be the union of several cells: in (a), P(S1) is depicted in light gray, and the
two constraints related to the leaning points of S2 are depicted in red and blue. The
intersection is bordered by a dotted black line: it is composed of three cells, each one
being the preimage of a DSS containing S1 ∪ S2, depicted in (c), (d), and (e).

vector (b, a) and an upper leaning point. The algorithm can be decomposed into
three main parts. Between line 1 and 2, the four possible critical support points
are computed. The function initCriticalSupportPoint is the implementation
of Table 1 and is detailed in Algorithm 2 presented in Appendix. The string
parameter given in input is there to discriminate between the two lines of Table
1. At the same time, easy cases where S1 ∪ S2 has the same minimal character-
istics as S1 or S2 are treated: in such cases, the variable inDSL is set to true by
initCriticalSupportPoint and we can conclude directly. Then, between lines 3
and 4, the exact critical support points are computed. The function isSolution?
implements Property 5 and is detailed in Algorithm 3 in Appendix: here, the
string parameter tells if the upper leaning points are tested w.r.t the lower lean-
ing points or conversely. The function thirdPoint implements Property 6: if the
variable solU is true, then the first item of the property is concerned, otherwise
solL is true, and the second item is concerned. The last part, between lines 5
and 7 returns the minimal characteristics of S1 ∪ S2. On line 6, if S1 and S2

are connected or if the last point of S1 and the first point of S2 have the same
ordinate, the result is straightforward from the critical support points. Other-
wise, as explained in Section 3.2 the line of minimal characteristics is computed
among all the separating lines. Function minimalSlope is then called. It can be
implemented in several way, using for instance the decomposition into continued
fractions, or, like in [16]-Algorithm 3 (see also [7,6]) using the Stern-Brocot tree.

3.4 Complexity Analysis

Lemma 1. The complexity of Algorithm 1 is O(1) when S1 and S2 are connected
or when the last point of S1 and the first point of S2 have the same ordinate. Its
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Algorithm 1. FastArithmeticalDSSUnion(DSS S1, DSS S2)

Uf , Ul, Lf , Ll critical support points of S1 ∪ S2;
boolean inDSL ← false; boolean solU, solL;
connected ← true if S1 and S2 are connected or the last point of S1 and the first
point of S2 have the same ordinate, false otherwise;

1 (Ul, Ll, inDSL) ← initCriticalSupportPoints(S1 , S2, “after”)
if inDSL = true then return DSS(a1,b1,U1f )
else

(Uf , Lf , inDSL) ← initCriticalSupportPoints(S2 , S1, “before”)
if inDSL = true then2 return DSS(a2,b2,U2l)
else

// Four possible critical support points are known

3 (solL,aL, bL) ← isSolution? (Lf ,Ll,Uf ,Ul,”lower”)
(solU,aU , bU ) ← isSolution? (Uf ,Ul,Lf ,Ll,”upper”)
if solU = false and solL = false then

return DSS(0,0,Point(0,0)) // Union of S1 and S2 is not possible

else
if solU = false or solL = false then

// Three points only are critical

if solU = true then (a, b) ← (aU , bU ) else (a, b) ← (aL, bL)
(Uf ,Ul,Lf ,Ll) = thirdPoint (Uf ,Ul,Lf ,Ll,solU,solL)

4 else (a, b) ← (aU , bU ) // The four points are critical

// At this point, the exact critical support points are known

5 if connected = true then
return DSS(a,b,Uf )

else
6 (a, b) ← minimalSlope (Uf ,Ul,Lf ,Ll)

if Ul = Uf then U ← Uf

else
if slope((Uf Ul)) > a

b
then U ← Uf else U ← Ul

7 return DSS(a,b,U)

complexity is O(log(n)) otherwise, where n is the difference of abscissa between
the last point of S2 and the first point of S1.

Proof. If we assume a computing model where the standard arithmetic opera-
tions are done in constant time, then all the operations from line 1 to line 5
are also done in constant time. Whichever the algorithm chosen, the function
minimalSlope on line 6 always requires, in a more or less direct way, the com-
putation of the continued fractions of two fractions p

q with p ≤ q ≤ n, and n is
the difference of abscissa between the last point of S2 and the first point of S1.
This is done in O(log(n)) time (see [6] for instance).
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4 Experimental Results

Algorithm 1 was implemented in C++ using the open-source library DGtal [1].
We refer to it as the FastArithmetical algorithm in the following. We com-
pare our algorithm with two other ones. The first one is the well-known arith-
metical recognition algorithm [4], implemented in DGtal (called Arithmetical

algorithm in what follows). As stated at the beginning of Section 3.1, the al-
gorithm of O’Rourke [11] can be used to compute the set of separating lines.
It was implemented in DGtal by T. Roussillon as the StabbingLine algorithm.
The Arithmetical algorithm works only when the two DSSs are connected and
is used as follows : the minimal characteristics are initialised with the ones of
S1, and updated as the points of S2 are added one by one. Concerning the
StabbingLine algorithm, the preimage is initialised with the one of S1 and up-
dated as the leaning points of S2 are added (Corollary 1). The result is the set
of critical support points of S1 ∪ S2.

The experimental setup is the following:

– a DSL of characteristics (a, b, μ) is picked up at random ;
– the abscissas x1 and x2 of the first and last points of S1 are randomly

selected ;
– the abscissa x3 of the first point of S2 is either equal to x2+1 in the connected

case, or randomly selected and greater than x2 in the disconnected one ;
– the abscissa of the last point is set at a fixed distance from x3 ;

Two parameters govern this setup : maxb is the maximal value of b ; valX is the
length of S2. b is randomly picked in the interval [1, maxb], a is drawn in the
interval [1, b] and such that a and b are relatively prime, and μ in the interval
[0, 2maxb]. The value of x1 is drawn in the interval [0, maxb]. The length of S1

(i.e. x2 − x1) is randomly selected in the interval [valX, 2valX], so that S1 is
always longer than S2. In our test, maxb is set to 1000 and valX varies from 10
to 2maxb. For each value of valX, 2000 pairs of values (a, b) are drawn. For each
of them, 5 different values of μ are picked up, and then 10 different values of x1

are tested, for a total of 105 tests.
When the two DSSs are connected, the first test we perform consists in verify-

ing that the three algorithms actually compute the same minimal characteristics.
Then, the performances in terms of computation time are compared. Figure 4
shows the results (logarithmic scale for both axis): the x-axis represents the value
of valX, the y-axis is the mean CPU computation time for a pair of DSSs, and
for each algorithm.

First we can observe that the experimental behaviour of FastArithmetical
algorithm confirms the constant-time complexity. Unsurprisingly, the Arithme-

tical algorithm has a linear-time complexity. Concerning the StabbingLine

algorithm, its performances are slightly worse than the FastArithmetical algo-
rithm, and a slight increase of the mean computation time is observed for larger
DSS lengths: this is due to the fact that a post-treatment has to be done on the
result returned by this algorithm in order to compute the minimal characteris-
tics. This post-treatment involves a gcd computation, which explains the plot.
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Fig. 5. Experimental results

However, the main information is that the FastArithmetical algorithm gets
faster than the classical Arithmetical one when the length of the smallest DSS
is greater than 20. In comparison, the StabbingLine algorithm becomes faster
for lengths greater than 200 only. This means that what could appear as a small
gain on a constant term in comparison to the StabbingLine algorithm makes
the FastArithmetical relevant in practice compared to the Arithmetical al-
gorithm. Last, the FastArithmetical remains faster than the StabbingLine

algorithm even when the two DSSs are not connected. The slight decrease of the
mean computation time for long DSSs is related to the fact that the longer the
DSSs, the more easy cases appear.

5 Conclusion

In this work, we have shown that the union of two DSSs can be very efficiently
computed since it is enough to “update” the minimal characteristics of the first
segment with the leaning points of the second one. To do so, we have demon-
strated that a state-of-the-art algorithm - the stabbing line algorithm - can be
used to compute the union in logarithmic time. Moreover, we have exhibited
a number of simple arithmetical properties to design an even faster algorithm.
This algorithm runs in O(log(n)) worst-time complexity, and O(1) for easy cases
and the experiments have shown that the implementation concretises this com-
plexity.

Now, an interesting question remains: what if the union is not possible ? Can
we measure the “distance” between the two DSSs ? A solution would be to
consider “thicker” DSSs and to compute the thickness necessary for the union
to be possible. This problem seems actually to be very close the the blurred DSS
recognition algorithms [3,13], and this trail seems worthy to be followed.
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Appendix

Ul

Uf Ll

Lf

S1(1, 2, 0) S2

U(8, 2)

r1(U) = 4 ≥ b1 and S1 ∪ S2 = DSS(1, 6, 4)

S1(1, 3, 0)
U(7, 3)

S2

r1(U) = −2 < 0 and S1 ∪ S2 = DSS(3, 7, 0)

Ul
Uf

Lf = Ll

Fig. 6. Illustration of the first line of Table 1: the leaning points of S1 marked with a
cross cannot be critical support points if the point U of S2 is added

Algorithm 2. InitCriticalSupportPoints(DSS S, DSS S′, string

position)

Uf , Ul, Lf , Ll the leaning points of S, r remainder function of S
inDSL a boolean; inDSL ← true
foreach leaning point P of S′ and if inDSL = true do

if r(P ) < 0 then
if position = “after” then U ← Uf , L ← Ll else U ← Ul, U ← Uf

inDSL ← false
else

if r(P ) ≥ b then
if position = “after” then U ← Ul, L ← Lf else U ← Uf , L ← Ll

inDSL ← false
else

if r(P ) = 0 then U ← P
if r(P ) = b− 1 then L ← P

end
return (U,L,inDSL)

Algorithm 3. isSolution?(Pf,Pl,Qf,Ql, string type)

// compute the characteristics defined by the points Pf and Pl

a ← Pl.y − Pf .y, b ← Pl.x− Pf .x
if type = “lower” then μ ← b− 1− aPf .x+ bPf .y
else μ ← −aPf .x+ bPf .y
// check the position of Qf and Ql w.r.t these characteristics

Let r(Q) = aQ.x− bQ.y + μ
if 0 ≤ r(Qf ) < b and 0 ≤ r(Ql) < b then return (true,a, b, μ)
else

return (false,a, b, μ)
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Abstract. To model Euclidean spaces in computerized geometric calcu-
lations, the Geometric Algebra framework is becoming popular in com-
puter vision, image analysis, etc. Focusing on the Conformal Geometric
Algebra, the claim of the paper is that this framework is useful in digital
geometry too. To illustrate this, this paper shows how the Conformal Ge-
ometric Algebra allow to simplify the description of digital objects, such
as k-dimensional circles in any n-dimensional discrete space. Moreover,
the notion of duality is an inherent part of the Geometric Algebra. This
is particularly useful since many algorithms are based on this notion in
digital geometry. We illustrate this important aspect with the definition
of k-dimensional spheres.

Keywords: Digital Geometry, Geometric Algebra, Conformal Model,
Digital Object.

1 Introduction

The purpose of this paper is to introduce the computational and mathematical
framework of Geometric Algebra (GA) in digital geometry. GA form a power-
ful mathematical language for expressing and representing geometric objects,
transformations or even for working in dual spaces [10,17,6]. GA are becoming
popular in various computer imagery sub-fields such as computer vision or image
analysis, and even more largely in fields like physics and engineering [15,5,7]. The
reason for such a popularity is that the mathematical framework of GA is well
adapted for handling geometric data of any dimension in a very intuitive way.

GA represent a natural extension of complex numbers and quaternions in
arbitrary dimension. Each instance of GA is an associative algebra (known as
Clifford algebra) of a real vector space equipped with a given quadratic form.
In this paper, we consider the Conformal Geometric Algebra (CGA), defined
over the Minkowski space Rn+1,1. It offers a very natural representation for
circles and spheres (points, lines and planes are simply particular cases of the
former) and extension of these geometric primitives in any dimension. CGA also
provides a way to represent transformations such as translations, reflections or
rotations.
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In Section 2, we present the conformal geometric algebra and some general
results on geometric algebra. This is intended as an introduction to CGA for the
readers that are not familiar with GA. In Section 3, we apply CGA to define
discrete primitives in any dimension. First, based on a previous work [4], discrete
hyperspheres and hyperplanes are presented as they often play a special role in
algorithms and definitions. The more general case of discrete k-sphere (discrete
spheres of dimension k in a n-dimensional space) is also introduced. Discrete
lines, planes and more generally discrete k-flats are particular cases of discrete
k-spheres. Finally, Section 4 proposes a conclusion and some perspectives: One
of the hopes in the future, is that generation and recognition algorithms of circles
and lines can be somewhat unified in such a general framework.

2 An Overview of Geometric Algebra

The basic idea of GA is to use vector subspaces which can be geometrically in-
terpreted as Euclidean geometric primitives, and manipulated with some trans-
formations. Thus, in any dimension, geometric primitives (lines, circles, planes,
spheres) and their transformations are represented by vector subspaces.

In this paper we use the conformal model of GA, usually denoted as Conformal
Geometric Algebra. The following presentation is mainly based on the book of
L. Dorst et al. [6] which provides an accessible and deep description of GA. For
a shorter introduction, the reader can consult [12].

2.1 Building the Conformal Geometric Algebra

The Vector Space Structure. The starting point to build the CGA is a
Euclidean space Rn of dimension n with an orthonormal basis {e1, e2, . . . , en}.
This Euclidean space is naturally equipped with a scalar product such that
e2i = 1 for i ∈ {1, 2, . . . , n}.

This Euclidean space is extended with two extra basis vectors e+ and e−
such that e+

2 = 1 and e2− = −1, and such that {e1, e2, . . . , en, e+, e−} is an
orthogonal basis. This gives the conformal space Rn+1,1. Due to its particular
scalar product, this space has a particular metric, which is a key point to obtain
an interpretation of its vector subspaces as geometric primitives and geometric
transformations.

In the rest of this paper, for simplicity, we use the basis {no, e1, e2, . . . , en, n∞}
where no = 1

2 (e+ + e−) and n∞ = e− − e+.

Introducing the Outer Product. Starting from this conformal space, the
CGA is built using the Grassmann or exterior or outer product, denoted by
“∧”. Among others properties, the outer product is anticommutative, meaning
that for two vector a and b, we have a ∧ b = −b ∧ a and a ∧ a = 0. This
product generates new elements from the vectors of Rn+1,1. For example, the
outer product a ∧ b of two independent vectors a and b is a new element, called
a 2-vector, which lies in a new vector space. The outer product a∧ b∧ c of three
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independent vectors a, b and c generates again a vector in a new vector space,
and so on until the (n+ 2)-vector space.

Considering the linear combinations of such elements1, we obtain the algebra
of vector subspaces of Rn+1,1. This algebra

∧(
Rn+1,1

)
is a graded algebra:

∧(
Rn+1,1

)
=
∧0 (

Rn+1,1
)
⊕
∧1 (

Rn+1,1
)
⊕ · · · ⊕

∧n+2 (
Rn+1,1

)
where

∧k (
Rn+1,1

)
is the vector space of k-vectors. The dimension of each of

such subspaces is
(
n+2
k

)
, and then the dimension of the algebra is 2n+2. The

space
∧0 (

Rn+1,1
)

is of dimension 1 and corresponds to the space of the scalars.
The space

∧n+2 (
Rn+1,1

)
is the space of pseudo-scalars; it is also a space of

dimension 1 spanned by the pseudo-scalar In+1,1 = no∧In∧n∞ where In = e1∧
· · · ∧ en is called the Euclidean pseudo-scalar. Hence, by duality,

∧n+2 (
Rn+1,1

)
is isomorphic to the scalar space. This principle is extended to each k-vector
space, which is by duality isomorphic to the (n+ 2− k)-vector space.

Elements of the k-vector space
∧k (

Rn+1,1
)

are called multivectors. For a
multivector A, the part in

∧k (
Rn+1,1

)
is denoted by 〈A〉k and is called the part

of grade k of A.
Elements that can be written as a product a1 ∧ a2 ∧ · · · ∧ ak of 1-vectors

are called k-blades2 and are of special interest because they can be interpreted
as geometric primitives. These elements represent the vector subspaces of the
conformal space Rn+1,1, since the outer product of k independent vectors spans
a k-dimensional vector subspace. Hence, for a particular vector subspace A of
dimension k, generated by a k-blade A = a1 ∧ · · · ∧ ak, we can determine a
k-blade I such that A = λI. The real coefficient λ is the (relative) weight of A
to the chosen k-blade I. The attitude of A is the equivalence class λA for any
λ ∈ R and the (relative) orientation of A is the sign of λ. These three quantities
are well known for a vector line; for any vector line defined by a vector a we can
define a (unit) vector i such that a = λi. In that case the attitude corresponds
to the direction of the line.

Introducing the Geometric Product. The geometric product is first defined
for two vectors a and b, ab = a ·b+a∧b where “ ·” is the scalar product of Rn+1,1.
The geometric product has no symbol to denote it. This product is then linearly
extended to any algebra element using the following properties for all scalars α
and multivectors A,B and C:

1A = A1 = A, A(B + C) = AB +AC, (B + C)A = BA+ CA,
(AB)C = A(BC), (αA)B = A(αB) = α(AB).

1 Recall that an algebra is a vector subspace equipped with a product. Hence, addi-
tion of vector subspaces and scalar multiplication of vector subspaces are available
operations.

2 In some textbooks, they are also called decomposable k-vectors.
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This product is the fundamental product of the Geometric Algebra, the other
products can be defined from it. The definitions of the previous outer product
and the left contraction used below from the geometric product are:
outer product : Ak ∧Bl = 〈AkBl〉k+l left contraction : Ak�Bl = 〈AkBl〉l−k

where the indexes denote the grade of the multivectors A and B.
The most important notion introduced by the geometric product is the possi-

bility to compute an inverse of a k-blade that has nonzero norm. For example, the
inverse of In+1,1 is given by I−1

n+1,1 = no∧I−1
n ∧n∞ where I−1

n = (−1)n(n−1)/2In.
This lets us define the dual of a multivector A as A∗ = AI−1

n+1,1, or equivalently
A∗ = A�I−1

n+1,1. If Ak is a k-blade then A∗
k is an (n+2−k)-blade which represents

the orthogonal complement3 of the k-blade Ak.

Euclidean Point Representation in CGA. Any Euclidean point p of Rn is
represented by a vector p of the conformal space Rn+1,1 by:

p = F (p) = no + p+
1

2
p2n∞.

This vector p is normalized as the coefficient of no is 1. Else, it can be normalized
using p

−n∞·p . In a general setting, the coefficient of no is the weight of the vector
p and, using no · n∞ = −1, is equal to −n∞ · p.

The dot product of two vectors p and q representing two Euclidean points p
and q is directly linked to their Euclidean distance d2(p,q):

p · q = −1

2
(p− q)2. (1)

Hence, for a vector p ∈ Rn+1,1 representing a Euclidean point p, it follows
p · p = 0 and −n∞ · p �= 0; so, Euclidean points are represented by null vectors
(i.e. vectors that square to zero). Moreover, the normalization condition and
the equality n∞ · n∞ = 0 tell us that n∞ is a point and can be geometrically
interpreted as the point at infinity. The vector no is also a null vector, so it
represents a point and can be geometrically interpreted as the point at the origin
in the chosen representation4 of Euclidean points in the conformal space.

2.2 Representing Geometric Elements

Hyperspheres and Hyperplanes. The equation (1) immediately gives us the
equation of a hypersphere with the Euclidean point c as center and radius ρ. For
a Euclidean point x of the hypersphere we have:

x · c = −1

2
ρ2

3 This orthogonality notion refers to the particular metric we have defined on Rn+1,1.
4 Actually any other finite point p can be chosen as point at origin. Since the normal-

ization condition imposes −n∞ · p = 1, it has the same relation with n∞ as no.
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where x and c are the vectors representing the points c and x. This last equation
is equivalent to:

x · (c− 1

2
ρ2n∞) = 0 (2)

by using the normalizing condition −n∞ · x = 1. The vector σ = c − 1
2ρ

2n∞
represents the hypersphere with center c and radius ρ.

As the defining equation of a hypersphere is x ·σ = 0, we say that the vector σ
dually represents the hypersphere. From this, a direct representation of a hyper-
sphere can be deduced (see [6]). In brief, in dual representation a hypersphere is
represented by a vector which is a 1-dimension vector subspace. Then, taking the
dual in Rn+1,1 of this vector in leads to a vector subspace Σ of dimension n+1.
This vector subspace is spanned by n + 1 vectors that can be chosen as repre-
senting vectors of n+1 Euclidean points. So we can write Σ = p1∧p2∧· · ·∧pn+1

and Σ∗ = σ. This means that a Euclidean hypersphere in Rn is defined by n+1
Euclidean points.

Considering equation (2) for a Euclidean point x not on the hypersphere
represented by σ gives

x · σ = x · (c− 1

2
ρ2n∞) = −1

2
((x− c)2 − ρ2) (3)

then x·σ > 0 if the point x is inside the hypersphere and x·σ < 0 if the point x is
outside the hypersphere. This gives us a way to determine the relative positions
of a point and a hypersphere in any dimension.

In these settings a hyperplane Π is a hypersphere with a point at infinity,
hence Π = p1 ∧ · · · ∧ pn ∧ n∞. A Euclidean hyperplane is thus defined with n
Euclidean points. It is dually represented by the vector Π∗ = π = n + δn∞
where n is the normal to the hyperplane and δ the distance to the origin along
n. Hence for a point x of the hyperplane represented by π we have

x · π = x · n− δ = 0

which is the usual (i.e. in linear algebra setting) equation for an hyperplane of
normal vector n and distance δ to the origin along n. Thus, for a point x not
on the hyperplane, we can determine the relative positions of x and π using the
sign of x · π.

Flats. Flats (k-flats) are offsets of k-dimensional subspaces of Rn (i.e. lines,
planes, etc). In the CGA framework they are represented by algebra elements of
the direct form: p ∧Ak ∧ n∞, where Ak is a Euclidean blade (i.e. a blade with
no vector no or n∞ as factor) and the vector p represents the Euclidean point p
the flat is passing through. Dualizing this expression leads to the dual form of a
k-flat: −p�(A�

k n∞), where A�
k = AkI

−1
n is the Euclidean dual of Ak.

Rounds. Rounds are geometric algebra elements representing k-spheres. They
can be defined using the outer product of k+2 independent vectors representing
Euclidean points: Σ = p1 ∧ · · · ∧ pk+2.
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Hence a circle (i.e a 1-sphere) is defined by three points and a 2-sphere is
defined by four points. The minimum number of points to obtain a round is 2,
this corresponds to a 0-sphere which is a point pair. This is easily explained if we
use an alternate definition of a k-sphere as the intersection of a hypersphere with
a (k + 1)-flat. So the intersection of a hypersphere with a line gives a 0-sphere
which is the two points of intersection.

In the CGA framework the intersection of an hypersphere Σ∗ = σ and a flat
Π∗ = π in dual form is easily computed by:

σ ∧ π = Σ∗ ∧Π∗

using the formula5 (Σ ∩Π)∗ = Σ∗ ∧Π∗ (see [6]). This leads to the dual form of
a round with center c and radius ρ:

Σ∗ = σ = (c− 1

2
ρ2n∞) ∧ (−c�((−1)(n−k)A�

k n∞))

where the change of sign is to maintain coherent orientation. Dualizing this
expression leads to another direct form of a round:

Σ = (c+
1

2
ρ2n∞) ∧ (−c�((−1)kAk n∞))

with center c and radius ρ.

Imaginary Hyperspheres and Imaginary Rounds. In this last expression
the algebra element (c + 1

2ρ
2n∞) has a particular meaning. For a Euclidean

point x, considering the equation x.(c + 1
2ρ

2n∞) = 0 leads to (x − c)2 = −ρ2.
This means that the squared distance of all Euclidean points satisfying x.(c +
1
2ρ

2n∞) = 0 must be negative. By analogy we say that the vector (c+ 1
2ρ

2n∞)
represents an imaginary hypersphere.

If such an imaginary hypersphere is used in the definition of the dual form
of a round given above, we obtain the dual form of an imaginary round. As
only squared distances enter in algebra computations, complex numbers are not
needed.

Those elements occur naturally as results of intersections when a real solution
does not exist (see figure 1).

3 Discrete Geometric Primitives

Basic discrete primitives such as discrete straight lines, discrete hyperplanes
and discrete hyperspheres [2,1,14] have been defined as all the discrete points

5 This formula corresponding to the dual of an intersection, called the plunge, is valid
because the union of Σ and Π is the whole space. Otherwise, the same formula can
be used but the dual must be taken wrt. the union of Σ and Π (more details can be
found in [6] chap. 14).
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(a) Intersection: imaginary case. (b) Intersection: real case.

Fig. 1. The intersection of hypersphere Sp,ρ (the sphere) and a 1-sphere S1 (the circle).
(1a) When there is no intersection the expression S∗

p,ρ�S1 is an imaginary round (dashed
point pair) and the expression S∗

p,ρ ∧ S∗
1 is a real round (red circle). (1b) When there

is an intersection, real (blue points) and imaginary (dashed circle) are interchanged.

verifying a set of inequalities in the classical linear algebra framework. There is
however no direct way to define discrete rounds or flats in such a way. A more
recent approach proposed a morphological based digitization scheme [16] defined
as the intersection of the discrete space and the Minkowski sum of a structuring
element and the object points. For a structuring element corresponding to a ball
for a given distance, it is equivalent to considering all the discrete points that
are at the ball radius distance of the Euclidean primitive.

For instance in nD space, considering the ballB2

(
c, 1

2

)
=
{
x ∈ Rn|d2(x, c) ≤ 1

2

}
as structuring element, then the discretisationD(F ) of a Euclidean object F is de-
fined by:

D(F ) =

(
B2

(
x ∈ F,

1

2

)
⊕ F

)
∩ Zn

where ⊕ is the Minkowski sum operator. This can also be interpreted as

D(F ) =

{
X ∈ Zn | d2(X,F ) ≤ 1

2

}
.

The problem is to test efficiently the inequality d2(X,F ) ≤ 1/2. For instance,
let us consider a round R of dimension k defined by

R =
{
v ∈ Rn

∣∣∣|c− v|2 = ρ2
}
∩
{
v ∈ Rn

∣∣∣v =
∑

λiui

}
where {ui} are k linearly independent vectors. There is no simple immediate
expression for the distance d2(x,R) between a point x and the k-dimensional
round R in dimension n.

In the following subsections, we are going to examine how discrete hyper-
spheres, hyperplanes, k-spheres and k-flats can be described within the CGA
framework (see also [4]). The interest of those expressions is that they can di-
rectly be computed.
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3.1 Discrete Hyperspheres and Discrete Hyperplanes in CGA

Using the Euclidean distance, a discrete hypersphere centered at the point c
with radius ρ is defined as:{

p ∈ Zn| (ρ− d)
2 ≤ |c− p|2 < (ρ+ d)

2
}

where the width d is a positive real number smaller than ρ. This is the set of
discrete points close to the Euclidean hypersphere.

Hence, a point lies in the discrete hypersphere if it is inside the Euclidean
hypersphere of radius ρ+ d, and outside the hypersphere of radius ρ− d.

In the CGA framework these two hyperspheres are defined in dual form as:

σc,ρ+d = c− 1
2 (ρ+ d)2 n∞ and σc,ρ−d = c− 1

2 (ρ− d)2 n∞.

Now, using equation (3) and a discrete point p ∈ Zn, distances to the hyper-
spheres σc,ρ+d and σc,ρ−d are checked with the following expressions:

p · σc,ρ+d =
1

2

(
(ρ+ d)

2 − (p− c)
2
)

(4)

p · σc,ρ−d =
1

2

(
(ρ− d)2 − (p− c)2

)
(5)

expression (4) must be positive and expression (5) must be negative.
Hence, in any dimension, a discrete hypersphere centered at c with radius ρ

is defined as:
{p ∈ Zn | p · σc,ρ−d < 0 and p · σc,ρ+d ≥ 0} .

The figure 2 shows an example of a discrete hypersphere drawn with this
definition.

Using the same development, a discrete hyperplane can be defined as the set
of discrete points close to the Euclidean hyperplane πn,δ = n+δn∞ and we must
find the discrete points enclosed between two hyperplanes. To do this, we define
two hyperplanes πn,δ−d = n+(δ−d)n∞ and πn,δ+d = n+(δ+d)n∞ translated for

(a) (b) (c)

Fig. 2. Example of a discrete hypersphere. (2a) Drawn with the “centers” of the voxels.
(2b) Drawn with voxels. (2c) Partial view.
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a width d along the normal of the first one. Hence, in any dimension, a discrete
hyperplane with normal n at distance δ to the origin along n is defined as:

{p ∈ Zn | p · πn,δ−d < 0 and p · πn,δ+d ≥ 0}
which is basically the same definition as for the discrete hypersphere.

To conclude this section, in the CGA framework discrete hyperspheres and
discrete hyperplanes are the same objects, and their definition works in any
dimension. It simply consists in checking the signs of two vector dot product
expressions.

3.2 Discrete Rounds and Discrete Flats in CGA

In this section we define discrete rounds (i.e. discrete k-spheres) using the struc-
turing element approach. In our case, we use a hypersphere as structuring el-
ement. So, we have to check if a given point p lies into the discrete round by
verifying that the hypersphere centered on p intersects the k-sphere.

Two cases must be distinguished depending on the form of the given round to
digitize. If it is in direct form, we use an expression involving the left contraction
product. Otherwise, if the round is in dual form, an expression with the outer
product is used. In both cases, it is easier to consider the hypersphere in its dual
form. This situation is usual in the CGA framework as duality is fully integrated.
Once we have the expressions, either mode (direct or dual) is easy to work with,
it just depends on the way the data have been given.

Rounds in Direct From. Let Sk be a k-sphere and Sp,ρ a hypersphere with
center p and radius ρ. Let Σk be a round in direct form representing Sk. The
intersection of Sk and Sp,ρ is given by the formula S∗

p,ρ�Σk where S∗
p,ρ is the

algebra element representing Sp,ρ in dual form (see [6]).
Hence, as S∗

p,ρ is a blade of grade 1 and Σk is a blade of grade k, the intersec-
tion must be a blade of grade k− 1. This is coherent with the usual result when
intersecting a k-sphere with a hypersphere we obtain a (k − 1)-sphere.

Moreover, if no intersection exists, the obtained (k−1)-sphere is an imaginary
round (see figure 1).

For a round Σk in direct form, its squared radius is given by the formula

ρ2 = (−1)k Σ2
k

(n∞�Σk)2
.

So, to test if a discrete point p ∈ Zn is in a discrete round we only have to
test the sign of the expression

(−1)k−1

(
(p− 1

2
ρ2n∞)�Σk

)2

.

This gives us the definition of a discrete round in direct form{
p ∈ Zn | (−1)k−1

(
(p− 1

2
ρ2n∞)�Σk

)2

≥ 0

}
.
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Rounds in Dual Form. Let Sk be a k-sphere and Sp,ρ an hypersphere with
center p and radius ρ. Let σk be a round in dual form representing Sk. The dual
of the intersection of σk and Sp,ρ is given by the formula (Sk∩Sp,ρ)

∗ = S∗
p,ρ∧σk

where S∗
p,ρ is the algebra element representing Sp,ρ in dual form (see [6]).

As before, S∗
p,ρ is a blade of grade 1 and σk is a blade of grade n+2− k thus

the dual of the intersection is a blade of grade n+3− k so its dual is a blade of
grade (k − 1). Expression S∗

p,ρ ∧ σk corresponds to a (k − 1)-sphere represented
by a round in dual form.

The squared radius of a round σk in dual form is given by the formula

ρ2 = (−1)n+1−k σ2
k

(n∞�σk)2
.

So, to test if a discrete point p ∈ Zn is in a discrete round we only have to
test the sign of the expression

(−1)n−k

(
(p− 1

2
ρ2n∞) ∧ σk

)2

.

This gives us the definition of a discrete round in dual form{
p ∈ Zn | (−1)n−k

(
(p− 1

2
ρ2n∞) ∧ σk

)2

≥ 0

}

(a) (b) (c)

Fig. 3. Examples of discrete k-spheres. (3a) Using a hypersphere as structuring el-
ement. The points are the “centers” of the voxels defining a discrete circle. (3b) A
discrete circle. (3c) A discrete line generated in the same way as the discrete circle.

To conclude this section about discrete rounds, we have seen that discrete
rounds can be defined from rounds either in direct form or dual form. The
structure of the definitions is the same, the only difference is in the involved
product.

Moreover, as k-flats can be seen as particular rounds passing through infinity,
from those definitions, discrete circles, lines and so on can easily be defined in
any dimension.
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4 Conclusion and Future Works

In this paper, definitions of discrete hyperspheres, hyperplanes and rounds (i.e.
circles, lines, spheres, flats in any dimension) have been proposed in the Confor-
mal Geometric Algebra formalism. These definitions are valid in any dimension.
The expressions are simple and can be directly used in computations contrary to
equivalent definitions in a classical framework. They also propose a unified ap-
proach for such discrete objects as k-flats are a special case of k-spheres. One of
the hopes, beyond the definitions in dimension n, is that generation and recogni-
tion algorithms of k-spheres and flats can be somewhat unified in a more general
framework.

However, efficient implementation of the Conformal Geometric Algebra is not
an easy task [6,11,13,9] and future work is needed to have a specialized imple-
mentation for discrete geometry. For this article, we have used GAviewer [8] and
the Mathematica package [3].

First experimentation has been conducted about discrete rotations. In Con-
formal Geometric Algebra, plane rotations are defined in a simple way as:

R = ba = b · a+ b ∧ a = cos(φ/2)− sin(φ/2)I

where a and b are two purely Euclidean vectors (i.e. without no and n∞) φ is
the rotation angle (i.e. φ/2 is the angle from a to b) and I is the unit bivector
for the plane a ∧ b (i.e. I is such that a ∧ b = βI with β > 0). Then RpR−1

is the rotation of a point represented by the vector p and R−1 = cos(φ/2) +
sin(φ/2)I.

If one wants to define a plane rotation using only integer numbers, we use the
expression

R = α− βI

where α and β are integer numbers. This corresponds to the use of two vectors
a′ and b′ with angle φ/2 but with integer coordinates. In that case a coefficient
appears in the expression of R−1 because R is not of norm 1. Thus

R−1 =
1

α2 + β2
(α + βI)

Now, if the vector p represents a point p with integer coordinates, its rotation
is computed by (α2 + β2)RpR−1. In dimension 2 this means that we have to
consider the rotation as a function from Z2 to Z2 and define a grid (α2 + β2)
times smaller for the image space. Such phenomenon provides a good explanation
of why a discrete rotation is not a one-to-one application. Further investigations
need to be conducted taking into account not only rotations but also translations
in order to be able to handle rigid transforms for example.
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Abstract. A fast and efficient algorithm for segmentation of the artic-
ulated components of 3D objects is proposed. The algorithm is marked
by several novel features, such as DCEL-based fast orthogonal slicing,
weighted Reeb graph with slice areas as vertex weights, and graph cut
by exponential averaging. Each of the three sets of orthogonal slices ob-
tained from the object is represented by a vertex-weighted Reeb graph
of low complexity, as the slicing is done with an appropriate grid reso-
lution. Each linear subgraph in a Reeb graph is traversed from its leaf
node up to an articulation node or up to a node whose weight exceeds
a dynamically-set threshold, based on exponential averaging of the pre-
decessor weights in the concerned subgraph. The nodes visited in each
linear subgraph are marked by a unique component number, thereby
helping the inverse mapping for marking the articulated regions during
final segmentation. Theoretical analysis shows that the algorithm runs
faster for objects with smaller surface area and for larger grid resolu-
tions. The algorithm is stable, invariant to rotation, and leads to natural
segmentation, as evidenced by experimentation with a varied dataset.

Keywords: 3D segmentation, DCEL, orthogonal slicing, orthogonal poly-
hedron, Reeb graph.

1 Introduction

Segmentation of 3D triangulated meshes has an authoritative impact on shape-
analytic applications. Hence, 3D segmentation has been attempted over and
again in a wide range of ways. For example, segmentation by multi-dimensional
scaling and feature points is proposed in [13]. The techniques in [6,10] are based
on shape diameter function, skeletons, and randomized cuts. Diffusion distance
metric and a variety of medial structures are used in [9]. The works in [13,10]
provide segmentation along the natural seams of an object, whereas the work in
[6] concentrates on object volume, object posture, and topology. The notion of
topological maps and region adjacency graphs has been proposed in [7]. Other

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 370–383, 2014.
c© Springer International Publishing Switzerland 2014
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Table 1. Some of the existing algorithms versus the proposed algorithm

Algorithm Features

Nurre, 1997 [15] Input: 3D point cloud, organized into slices for segmen-
tation, works only on the object human body

Ju et al., 2000 [11] Input: 3D point cloud, curvature analysis of profiles,
works only on the object human body

Y. Xiao et al., 2003 [17] Input: 3D point cloud, Reeb graph, works only on the
object human body

Katz et al., 2005 [13] Hierarchical, pose-invariant, feature-based, core extrac-
tion by spherical mirroring, natural seam segmentation

Golovinskiy-Funkhouser,
2008 [10]

Hierarchical, pose-invariant, randomized cuts, partition
function, natural seam segmentation

Shapira et al., 2008 [6] Hierarchical, pose-invariant, skeleton extraction by shape
diameter function, focuses on invariance of object volume

Goes et al., 2008 [9] Hierarchical, pose-invariant, diffusion distance metric,
medial structure

Proposed algorithm Orthogonal slicing, rotation-invariant, based on Reeb
graph analysis, speedy execution, natural segmentation.

related techniques can be seen in [2,5,8,19]. Table 1 provides a brief comparison
of the existing algorithms.

Irrespective of the adopted technique, there always lies a chance of over-
segmentation [4,14], which, at times, affects the accuracy of segmentation, and
sometimes may also assist in deriving important information about the object
[18]. With an objective of obtaining natural segmentation, which is free of skele-
tonization, and hence fast, robust, and rotationally invariant, we propose here a
novel algorithm, which is based on the idea of orthogonal slicing [12], followed
by Reeb graph analysis of the slice sets. The only parameter of orthogonal slic-
ing is the grid resolution, g, which is shown to have insignificant impact on the
output quality. The proposed segmentation algorithm may be useful for analysis
of geometric structures and peripheral topology of objects, which, in turn, may
be quite effective for shape matching, collision detection, texture mapping, etc.

Graph-theoretic analysis of 3D objects leads to a stable and dependable per-
formance for 3D shape analysis. Reeb graph, in particular, provides a natural
representation that is suitable for object surface representation due to its one-
dimensional graph structure and invariance to both global and local transforma-
tions [16,1,3]. Given an unorganized cloud of 3D points, identification of human
body parts has been attempted in several works. In [15], the data set is organized
into a stack of slices so that a specific set of data points belong to a specific part
of the object according to its topology. This approach is further improved by
curvature analysis [11]. A further modification using Reeb graph is proposed in
[17]. However, there is a difference between the work in [17] and the one proposed
by us. In [17], a 3D point cloud is used as input, which has the disadvantage of
high space complexity; our algorithm, on the contrary, works with triangulated
mesh as input. Secondly, the algorithm in [17] is effective only for objects like
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human body, whereas our algorithm is applicable to a wide range of objects
including human body.

2 Preprocessing and Orthogonal Slicing

In our work, a discrete 3D object A is considered as a triangulated mesh in which
the triangles truly capture the peripheral topology of the object, i.e., on each
edge of the triangulated surface, exactly two triangles are incident. As a prepro-
cessing step, a 3D grid G of size (resolution) g is imposed on A, and three sets of
orthogonal slices (henceforth mentioned as slices or slice polygons) are obtained
by slicing the object along the three coordinate planes. These three slice sets are
computed using a combinatorial technique similar to the one proposed in [12].
Each set of slices is processed to identify the subset of slices belonging to each
articulated portion and central region of the object. By articulated portion, we
mean the meaningful components of the object [1,9,3]. Finally, for each artic-
ulated portion, the three subsets of slices are combined to identify the object
segment.

The grid G is represented as a set of unit grid cubes (UGCs), each of size g. If a
triangle Tabc(va, vb, vc) intersects or lies inside a UGC Uk, then Uk is considered
as object-occupied. Uk is intersected by Tabc if at least one UGC-face fk ∈ Uk

is intersected by Tabc. The projections of fk and Tabc are considered along yz-,
zx-, and xy-planes to find the intersection based on the nature of projection of
fk (line segment or square) and that of Tabc (line segment or triangle).

Once the object-occupied UGCs are identified, the set of orthogonal slices
parallel to each of the yz-, zx-, and xy-planes are determined. The condition
of object occupancy, as stated in [12], has been modified for this. In [12], a
UGC-face is considered as object-occupied if one or both of its adjacent UGCs
contains object voxels. But in the current work, a UGC-face is considered as
object-occupied if exactly one of its adjacent UGCs is intersected by a triangle.
The slice polygons are stored in an adjacency list containing n lists, one for each
slicing plane, n being the number of slicing planes. Each list contains a sequence
of vertices for all the slice polygons on that slicing plane. Apart from this, each
slice polygon is stored in two lexicographically sorted lists, Lxy and Lyx (or Lyz

and Lzy, or Lzx and Lxz), sorted according to x- and y-(or y- and z-, or z- and
x-)coordinates, respectively.

3 Reeb Graph Construction

W.l.o.g., consider the set of slice polygons Sy formed by a set of slicing planes
Π = {Π1, Π2, ..., Πn}, parallel to the zx-plane. Note that one or more slice
polygons may lie on each slicing plane Πi. If two slice polygons P ′ and P ′′ lie on
two consecutive planes, Πi and Πi+1, so that they have a non-empty intersection
when one is projected on the other, then P ′ and P ′′ are called consecutive slices.
If P ′ lies on Πi such that exactly one consecutive slice polygon exists either on
Πi+1 or on Πi−1, then P ′ is said to be a leaf slice.
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Fig. 1. Segmentation of slices in Sy. In Ry and Gy , node weights are shown. Gy is
segmented with difference in area threshold—shown beside each edge—computed at
every slice as exponential average of the previous slice areas.

The set Sy is represented by a (weighted) slice graph Gy. Each node of Gy

corresponds to a slice polygon of Sy; two nodes have an edge if their corre-
sponding slices are consecutive. The area of a slice is assigned as the weight of
its corresponding node. This graph results to weighted Reeb graph. As a Reeb
graph provides a topological signature of an object, we use it for identification
of object articulations based on the peripheral topology captured through three
orthogonal sets of slices. A Reeb graph, Ry, corresponding to Sy, is shown in
Fig. 1(b). It consists of only leaf nodes and non-linear articulation nodes (NLA,
of degree ≥ 2). Observe that a critical point of the object, at which the surface
topology changes, corresponds to an NLA. The slice graph Gy, on the contrary,
contains linear substructures in addition to leaf nodes and NLAs, as illustrated
in Fig. 1(c).
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Fig. 2. Different positions of triangles on the object surface w.r.t. slicing planes

During the construction of Gy from Sy, a list of leaf nodes, Ly, is maintained.
A leaf node ν0 is enqueued in a queue Q and BFS starts from ν0 in Gy . While
dequeuing ν0, the difference of its weight with a dynamically-set threshold τ
is checked. If the difference lies within λ times the weight of the last-dequeued
node, where λ varies between 0 and 1, then ν0 is marked by a component id, and
all the unvisited neighboring nodes of ν0 are enqueued in Q. Otherwise, ν0 is
considered as a leaf node and appended to Ly. The nodes visited by a single BFS
traversal are marked by a unique component id. Next, BFS traversal is started
from another leaf node, and the process is continued until all the leaf nodes are
visited. The BFS forest finally results to identification of all components.

The threshold τ is decided by exponential averaging with the weights of the
previous nodes having the same component id. As the traversal starts from a leaf
node ν0, the area of ν0 is used to initialize the threshold value τ0. Based on the
area of νi, at each subsequent node νi+1, its area is compared with τi+1, which
is computed as τi+1 = ρwi+(1−ρ)τi, where, τi denotes the exponential average
of the weights of the last i nodes, and wi denotes the weight of νi. The value
of ρ can range between 0 and 1; however, we conventionally take it as 1

2 . The
node νi+1 belongs to the same component as νi if | wi+1− τi+1 |< λ.wi, where λ
ranges between 0 and 1. The use of exponential averaging for dynamically setting
the threshold value ensures natural articulation for widely varying component
dimensions. Figure 1 shows a demonstration. The threshold values are computed
in the direction the algorithm proceeds; the leaf slices are considered in the order
1, 2, 5, 18, 19, and finally node 8 for the central region.

4 Segmentation by Weighted Reeb Graph

The set of triangles is represented by a doubly connected edge list (DCEL) [12].
For each vertex of a triangle, the neighboring vertices are obtained in constant
time, using DCEL. Depending on the positions of its three vertices, a triangle
Tabc may be intercepted by or may lie on Πi−1 (Fig. 2). Hence, a vertex va lies on
Πi or between Πi and Πi+1. Since the set of slices parallel to a coordinate plane
are stored as lexicographically sorted lists Lxy and Lyx (Sec. 2), the coordinate
values for the vertex va are looked up in Lxy and Lyx to find the slice polygon
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Algorithm 3DSegment(A,G)

01. for each coordinate plane t
02. Gt ← graph representing St

03. Lt ← leaf nodes
04. Graph-Segment(Gt, Lt)
05. Vt ← triangle vertices

with component ids
06.Vertex-Segment(Vt)

Procedure
Graph-Segment(Gt, Lt)

01. count ← 1
02. for each leaf node ν ∈ Lt

03. if visited[ν] = 0
04. Enqueue(Q,ν)
05. ν1 ← ν
06. while Q is not empty
07. ν ← Dequeue(Q)
08. if | w[ν]− τw |< λ.w[ν1]
09. compid[ν] ← count
10. for each neighbor ν′ of ν
11. if visited[ν] = 0
12. Enqueue(Q, ν′)
13. visited[ν] ← 1
14. ν1 ← ν
15. else
16. Lt ← Lt ∪ {ν′}
17. count ← count + 1

Procedure Vertex-Segment(V )

01. count ← 1
02. for each vertex v ∈ V
03. if visited[v] = 0
04. segid[v] ← −1
05. for each neighbor u of v
06. if visited[u] = 1
07. if(Compare(u, v))
08. segid[v] ← segid[u]
09. if segid[v] = −1
10. segid[v] ← count
11. count ← count + 1
12. visited[v] ← 1

Procedure Compare(u, v)

01. if (((cvx = cux) ∧ (cvy = cuy ) ∧ (cvz = cuz ))
∨ (((cvx = cux) ∧ (cvy = cuy ) ∧ (cvz �= cuz ))
∧ ((cvx �= −1) ∨ (cvy �= −1)))
∨ (((cvx = cux) ∧ (cvy �= cuy ) ∧ (cvz �= cuz ))
∧ ((cvx �= −1) ∧ (cvy = cvz = −1))))

02. return 1
03. else if (((cvx �= cux) ∧ (cvy �= cuy ) ∧ (cvz �= cuz ))

∨ (((cvx = cux) ∧ (cvy = cuy ) ∧ (cvz �= cuz ))
∧ (cvx = cvy = −1))
∨ (((cvx = cux) ∧ (cvy �= cuy ) ∧ (cvz �= cuz ))
∧ ((cvx = −1) ∧ (!(cvy = cvz = −1)))))

04. return 0
05. return −1

Fig. 3. The algorithm for segmentation and its related procedures

S to which va belongs. Consequently, va is assigned the same component id as
S. This process is repeated for the vertices of all the triangles, and thus, each
such vertex obtains a 3-tuple of component ids corresponding to Sx, Sy, Sz.

Let v be a vertex belonging to triangle Tabc. 3-tuples of component ids are
assigned to v and all its adjacent vertices in the process outlined above. In order
to assign segment id to v, its 3-tuple of component ids, namely (cvx, c

v
y, c

v
z), is

compared with those of all its neighboring vertices, using DCEL. Then, based
on certain combinatorial rules (R1–R4), segment ids are assigned. A segment
id signifies the combined id obtained from the 3-tuple of component ids. The
procedure Compare in Fig. 3 enumerates the combinatorial possibilities. Note
that, when the algorithm 3DSegment terminates, we have as many segments
as the number of distinct segment ids. It accepts the 3D discrete object A in the
form of a triangulated mesh as input and uses the following procedures:
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Graph-Segment segments the Reeb graph, thereby identifying the slices that
belong to each articulated portion or central region along each coordinate plane.

Vertex-Segment combines the slices belonging to different components along
the three coordinate planes, in order to find the final segments of the object.

Procedure Compare uses the rules for comparing the component ids of two
vertices to decide whether they belong to the same segment or not.

Let (cvx, c
v
y, c

v
z) and (cux, c

u
y , c

u
z ) denote the 3-tuples of component ids for vertices

v and u, and their final segment ids be su and sv, respectively.

R1 If cvx = cux, c
v
y = cuy , and cvz = cuz , then su is assigned to sv.

R2A If cvx = cux, c
v
y = cuy , and cvz �= cuz where ∃ c ∈ {cvx, cvy} such that c �= −1,

then su is assigned to sv.
R2B If cvx = cux, c

v
y = cuy , and cvz �= cuz where ∀ c ∈ {cvx, cvy} such that c = −1,

then a new value is assigned to sv.
R3A If cvx = cux, c

v
y �= cuy , and cvz �= cuz such that cvx �= −1 and cvy = cvz = −1,

then su is assigned to sv.
R3B If cvx = cux, c

v
y �= cuy , and cvz �= cuz such that cvx = −1 and not both of cvy

and cvz are equal to -1, then a new value is assigned to sv.
R4 If cvx �= cux, c

v
y �= cuy , and cvz �= cuz , then a new value is assigned to sv.

Note that cvx, c
v
y, and cvz may be used interchangeably in the rules R2A, R2B,

R3A, and R3B, where their comparisons with cux, c
u
y , and cuz are considered.

Vertices belonging to same (or different) components along all the three coordi-
nate planes, belong to the same (or different) segments (R1 and R4). Along each
coordinate plane, the central region (indicated by −1) is adjacent to all other
components but neither of the components are adjacent to each other. Hence,
the rules R2 and R3 are primarily based on whether v or u lie in the central
region along any coordinate plane.

4.1 Time Complexity

Let n be the number of UGCs intersected by the surface of the object A, α be
the surface area of A, β its volume, and g be the grid resolution. Then, number
of UGC-faces on the object surface is nf = O(n). If A has a sufficiently large
area-to-volume ratio, then n UGCs would cover its volume, i.e, β < ng3. For a
sufficiently small area-to-volume ratio, α > ng2. So, in general, β/g3 < n < α/g2,
or, nf = O(α/g2).

The number of slices in Sz is |Sz | = O(nf ). Construction of Rz requires
identification of consecutive slices from the sorted lists Lxy and Lyx. Each slice
polygon P is traversed exactly once, which needs O(log |Sz|) = O(log nf ) time
for searching its first vertex in Lxy and Lyx. Traversal time of P is linear in its
perimeter, as DCEL is used. So, Reeb graph construction time is O(nf log nf),
since total traversal time is upper-bounded by O(nf ).

The procedure Graph-Segment is called thrice, hence requiring O(nf ) time.
The procedure Vertex-Segment executes on the UGCs covering the object
surface, hence requiring O(n) time, as Procedure Compare executes in constant
time. So, the total time complexity is O(nf lognf ) = O(α/g2 log(α/g2)).
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Fig. 4. Results on Dog (g = 2). From top-left to bottom-right: Slices parallel to yz-,
zx-, xy-planes (with segments marked), and final segmentation

Fig. 5. Results on Airplane (g = 2)

5 Results and Conclusion

The proposed algorithm has been implemented in C in Linux Fedora Release 7,
Dual Intel Xeon Processor 2.8 GHz, 800 MHz FSB. As found from experimental
results (Figs. 4–8), the algorithm can successfully separate out the limb-like
articulated portions of the objects from its central region up to a high degree
of accuracy. It may be noticed from these results that the final segmentation
is a correctly-synthesized output from the three sets of orthogonal slices. The
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Fig. 6. Results on Octopus (g = 2)

dynamically set thresholding for graph cut adds to the robustness in the behavior
of the algorithm.

For a given object, the algorithm gives almost equally accurate results for
different grid sizes within a reasonable range, and even when the object is tilted
at an arbitrary angle (Fig. 8), which demonstrates its stability. An articulated
part of a 3D object may have an arbitrary orientation w.r.t. the coordinate
system, and hence such a part is identified by correlating its three sets of slices
taken along the three coordinate planes. In particular, when the concerned part
goes on arbitrarily changing in orientation, no less than three sets of slices can
fully capture its shape. This is confirmed by the segmentation results presented
in Figs. 4 to 6, and particularly through the results in Figs. 7 and 8. Some
more results and statistical data related to our experimentation are given in
Appendix. The standard deviation of the segment areas for ‘Chair’ rotated from
10◦ through 90◦ demonstrates the robustness of the algorithm w.r.t. rotation.
The accuracy of segmentation with varying threshold values is also shown there
for ‘Dog’ and ‘Airplane’.

The CPU time of segmentation increases with increase in the surface area of
the object and also with the total number of slices along the three coordinate
planes; and with grid size increase, the CPU time falls more than quadratically,
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Fig. 7. Results on Chair (top two rows: g = 2, bottom two rows: g = 4)
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Table 2. Statistical results and CPU times for segmentation of some digital objects

Object
Object size # Slices CPU time (in secs.)

# Vertices # Faces yz-plane zx-plane xy-plane Slicing Segmentation Total

g = 2

Dog 14862 301435 30 105 82 0.036 0.126 0.162
Octopus 16253 346467 95 98 156 0.062 0.405 0.467
Human 7093 170547 75 93 18 0.020 0.100 0.120
Chair 12787 228913 59 135 46 0.045 0.132 0.177

g = 4

Dog 14862 301435 16 53 39 0.007 0.026 0.033
Octopus 16253 346467 48 46 70 0.011 0.055 0.066
Human 7093 170547 37 45 8 0.005 0.019 0.024
Chair 12787 228913 29 66 22 0.008 0.024 0.032

g = 6

Dog 14862 301435 10 34 26 0.004 0.014 0.018
Octopus 16253 346467 28 27 45 0.005 0.018 0.023
Human 7093 170547 25 30 5 0.003 0.011 0.014
Chair 12787 228913 21 44 15 0.004 0.010 0.014

Fig. 8. Results on Chair, tilted (g = 4), coloring as in Fig. 4

as evident from Table 2. This conforms to our theoretical analysis on time com-
plexity (Sec. 4.1). For instance, the surface areas for ‘Human’, ‘Dog’, and ‘Chair’
are 193, 337, and 390 units. The area ratios are, therefore, Human:Dog = 0.6,
Human:Chair = 0.5, Chair:Dog = 1.18; the corresponding CPU time ratios for
g = 2 are 0.75, 0.67, 1.09.
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Appendix

Segments 1 2 3 4 5 6

Mean surface area 17271 17826 15498 15982 53751 62436

Standard deviation 449 397 285 292 1043 2749

Fig. 9. Segmentation results on Chair rotated from 10◦, 20◦, ..., 90◦ demonstrating
rotational invariance. Segments are colored in their order of detection. Segment 1: Left
fore leg, 2: Right fore leg, 3: Left hind leg, 4: Right hind leg, 5: Back rest, and 6: Seat.

Fig. 10. Segmentation results on Airplane (g = 2) for threshold varying with ρ = 0.4,
0.5, 0.6, 0.7 (from top-left to bottom-right)
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Fig. 11. Segmented articulated portions and central region of Bird, Dolphin, Teddy,
Dinosaur, Ant, and Human, at g = 2

Fig. 12. Segmentation results on Dog (g = 2) for threshold varying with ρ = 0.3, 0.4,
0.5, 0.6 (from top-left to bottom-right)
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Abstract. In many geometry processing applications, the estimation of
differential geometric quantities such as curvature or normal vector field
is an essential step. In this paper, we investigate new estimators for the
first and second order derivatives of a real continuous function f based
on convolution of the values of noisy digitalizations of f . More precisely,
we provide both proofs of multigrid convergence of the estimators (with

a maximal error O
(
h1− k

2n

)
in the unnoisy case, where k = 1 for first

order and k = 2 for second order derivatives and n is a parameter to be
choosed ad libitum). Then, we use this derivative estimators to provide
estimators for normal vectors and curvatures of a planar curve, and give
some experimental evidence of the practical usefullness of all these esti-
mators. Notice that these estimators have a better complexity than the
ones of the same type previously introduced (cf. [4] and [8]).

Keywords: derivative estimation, curvature estimation, discrete deriva-
tion, convolution.

1 Introduction

In the framework of shape analysis, a common problem is to estimate derivatives
of functions, or normals and curvatures of curves and surfaces, when only some
(possibly noisy) sampling of the function or curve is available. This problem has
been investigated through finite difference methods, scale-space methods, and
discrete geometry, etc. ... For detailed informations about the state of the art,
the reader is refered to [1], [5] and [7].

This paper focuses on estimating the derivatives on the boundary of digital
planar shapes. Suppose that the digital data is distributed around the true sam-
ple of the Euclidean shape according to some noise. The curvature estimation is
provided to be as close as possible to the curvature of the underlying Euclidean
shape before digitization. More precisely, provided some formal models of the
noise, the quality of the estimation should be improved as the digitization step
gets finer and finer. This property is called the multigrid convergence(see [3], [2],
[6] and [10]).

Our objective is to design estimators of successive derivatives for digital data
which are provably multigrid convergent, accurate in practice, computable in an
exact manner, robust to perturbations.

The first section provides definitions for first and second order discrete deriva-
tives of digital curves. These discrete derivatives are proved to provide multigrid

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 384–395, 2014.
c© Springer International Publishing Switzerland 2014
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convergent estimators for the corresponding continuous derivatives, even in a
noisy case.

The second section explains how to use these discrete differential notions to
estimate continuous normal field and curvature.

The third section gives some experimental evidence to the multigrid conver-
gence of all these estimators.

2 Discrete Derivatives for Discrete Functions

Throughout this paper, we call discrete function a function from ZZ to ZZ or
ZZ2. . Let f : IR 	→ IR be a continous function. We say that the discrete function
Γ : ZZ 	→ ZZ is a discretization of f on the interval [a; b] for the discretization
step h > 0 with error εh if, for any integer i such that a ≤ ih ≤ b, we have
hΓ (i) = f(ih) + εh(i). We consider here the uniform noise case: 0 ≤ ‖εh‖∞ ≤
Khα with 0 < α ≤ 1 and K a positive constant. Note that the rounded case and
the floor case are particular cases of uniform noise with α = 1.

2.1 First 0rder Derivatives

Definition 1. Let m be a positive integer. The Taylor-optimal mask of size m
for discrete first order derivation (TOm mask for short) is the finite sequence of
rational numbers am defined by am,0 = 0 and for −m ≤ i < 0 or 0 < i ≤ m by

am,i =
(−1)i

i

(
m
i

)(
m+i
i

) = (−1)i
i

(
2n
n+i

)(
2m
m

) . (1)

Definition 2. Let Γ : ZZ 	→ ZZ be a discrete function. Let p ∈ N∗ and i0 ∈ ZZ.
The m-Taylor-optimal first order discrete derivative of Γ at point i0 with step p
is

(Δm,pΓ ) (i0) =
1

p

i=m∑
i=−m

am,iΓ (i0 − ip) . (2)

In order to show that the discrete derivative of a discretized function provides
an estimate for the continuous derivative of the real function, we would like to
evaluate the difference between (Δm,pΓ ) (i0) and f ′(i0h).

Lemma 1.

i=m∑
i=−m

iam,i = −1 and for k = 0 or 2 ≤ k ≤ 2m,
∑i=m

i=−m ikam,i = 0.

Proof. Let us first notice that the lemma is trivial for the even values of k because
of the equality am,−i = −am,i.

Let us now consider the odd case. Let f be a polynomial and define the
classical finite difference operator δ+ by δ+ (f) (x) = f (x+ 1)− f (x). Iterating
this operator leads to the well known equality:

δ2m+ (f) (x) =

2m∑
i=0

(
2m

i

)
(−1)2m−i

f (x+ i) . (3)
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Notice that applying the operator δ+ to a polynomial of degree d leads to a
polynomial of degree d − 1. Applying equality 3 to the polynomials defined by
(x− n)

k−1
for 1 ≤ k ≤ 2m, we get

0 =

2m∑
i=0

(
2m

i

)
(−1)2m−i

(i+ x−m)
k−1

. (4)

Let now x = 0 in equality 4, then for all 1 ≤ k ≤ 2m we have

0 =

2m∑
i=0

(
2m

i

)
(−1)2m−i (i−m)k−1 = (−1)m

m∑
i=−m

(
2m

m+ i

)
(−1)i ik−1.

Hence, for all odd k such that 1 ≤ k ≤ 2m, we have

i=m∑
i=−m

ikam,i =
1(
2m
m

)
⎛⎝ i=m∑

i=−m,i�=0

ik−1(−1)i
(

2m

m+ i

)⎞⎠ =

{
0 if k > 1
−1 if k = 1

.

Theorem 1. Let k ∈ N with k ≥ 2 and let f be Ck on IR and let k0 =
Min{k, 2m+ 1}. Let p = �h−1+ α

k0 �. Then

|(Δm,pΓ ) (i0)− f ′(i0h)| = O
(
h
α− α

k0

)
. (5)

Proof. The difference between the discrete derivative of Γ and the continuous
derivative of f may be obviously seen as the sum of EM(f, Γ,m, p, i0) called
method’s error and ED(f, Γ,m, p, i0) called discretization’s error respectively
defined as

EM(f, Γ,m, p, i0) =

(
1

ph

i=m∑
i=−m

am,if ((i0 − ip)h)

)
− f ′(i0h)

and

ED(f, Γ,m, p, i0) =
1

ph

i=m∑
i=−m

am,iε(i0 − ip).

We intend to bound both errors. The choice of p will appear to equalize the
speeds of growth of both bounds. From Taylor formula and lemma 1, we first

majorize the method’s error. Let us denote

i=m∑
i=−m

am,if ((i0 − ip)h)) by S. We

have S =
∑i=m

i=−m am,i

(∑j=k0−1
j=0

f(j)(i0h)
j! (−iph)j + f(k0)(xi,j)

k0!
(−iph)k0

)
for some

xi,j between i0h and (i0 − ip)h. Hence

S =

j=k0−1∑
j=0

f (j)(i0h)

j!
(−ph)j

(
i=m∑
i=−m

am,ii
j

)
+
(−ph)k0

k0!

(
i=m∑
i=−m

am,ii
k0f (k0)(xi,j)

)
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and from lemma 1, we have S = f ′(i0h) +
(−ph)k

k!

(∑i=m
i=−m am,ii

k0f (k0)(xi,j)
)
,

which leads to the following majoration:

|EM(f, Γ, a, p, i0)| ≤
‖f (k0)‖∞

k0!

(
i=m∑
i=−m

|ik0am,i|
)
hk0−1pk0−1

|EM(f, Γ, a, p, i0)| ≤
‖f (k0)‖∞

k0!

(
i=m∑
i=−m

|ik0am,i|
)
hα− α

k0

Now we staightforwardly majorize the discretization’s error: |ED(f, Γ,m, p, i0)|
≤ ‖ε‖∞

ph

∑i=m
i=−m |ai| ≤ K

(∑i=m
i=−m |ai|

)
hα− α

k0
1

1−h
1− α

k0

and the proof is complete.

In practice, 4 ≤ m ≤ 10. It is easy to check that, for such mask sizes,

we have 2 <

i=m∑
i=−m

|am,i| < 2.93 and for all 0 ≤ k ≤ 2m + 1, we have 5
2 <

1
k!

∑i=m
i=−m ik|am,i| ≤ 5. Hence, for such mask sizes, we have for h great enough

|(Δm,pΓ ) (i0)− f ′(i0h)| ≤ (5‖f (k0)‖∞ + 3K)h
α− α

k0

2.2 Second Order Derivatives

Definition 3. Let m be a positive integer. The Taylor-optimal mask of size m
for discrete second order derivation (TO2

m mask for short) is the finite sequence
of rational numbers bm defined for i �= 0 by

bm,i =
(−1)i+1

i2

(
m
i

)(
m+i
m

) = (−1)i+1

i2

(
2m
m+i

)(
2m
m

) (6)

bm,0 is such that

i=m∑
i=−m

bm,i = 0

Definition 4. Let Γ : ZZ 	→ ZZ be a discrete function. Let p ∈ IN∗ and i0 ∈ ZZ.
The m-Taylor-optimal second order discrete derivative of Γ at point i0 with step
p is (

Δ2
m,pΓ

)
(i0) =

2

p2h

i=m∑
i=−m

bm,iΓ (i0 − ip) (7)

Lemma 2.

i=m∑
i=−m

i2bm,i = 1 and for 0 ≤ k ≤ 1 or 3 ≤ k ≤ 2m, we have

i=m∑
i=−m

ikbm,i = 0.

Proof. This lemma comes easily from lemma 1.
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Theorem 2. Let k ∈ N with k ≥ 3 and let f be Ck on IR and let k0 =
Min{k, 2m+ 1}. Let p = �h−1+ α

k0 �. Then∣∣(Δ2
m,pΓ

)
(i0)− f”(i0h)

∣∣ = O
(
hα− 2α

k0

)
(8)

Proof. The proof is analoguous to the one for theorem 1.

3 Normal Vectors and Curvature Estimation

In order to provide estimators for the normal vectors and the curvatures of a
parametrized curve g = (g1, g2) : (a, b) 	→ IR × IR, we shall use the classical
definitions and properties: for each real t0 such that a < t0 < b, the normal
vector is Ng(t0) = (g′2(t0),−g′1(t0)) and the curvature may be computed using

Ng(t0) =
g′
1(t0)g

′′
2 (t0)−g′

2(t0)g
′′
1 (t0)

(g′2
1 (t0)+g′2

2 (t0))3/2
.

3.1 Normal Vectors Estimation

Definition 5. Let Γ = (γ1, γ2) : ZZ 	→ ZZ2 be a discrete function. Let p ∈ N∗

and i0 ∈ ZZ. The m-Taylor-optimal discrete normal vector of Γ at point i0 with
step p is

(Nm,pΓ ) (i0) = ((Δm,pγ2) (i0),− (Δm,pγ1) (i0)) (9)

We assume now that a planar simple closed C1parameterized curve C (i.e.,
the parameterization is periodic and injective on a period) is given together with
a family of parameterized discrete curves (Σh)h∈H with Σh contained in a tube
with radius H(h) around C. We estimate the continous normal vector at a point
of C by a discrete normal vector at a not too far point of Σh. The following
theorem gives a bound to the error of this estimation, and in particular shows
that this error uniformly converges to 0 with h.

Theorem 3. Let g = (g1, g2) be a Ck parameterization of a simple closed curve
C with k ≥ 2. Let Ng = (g′2,−g′1) be a normal vector field of g. Suppose that

for all i we have ‖g(ih) − hΣh(i)‖∞ ≤ Khα. Let p = �h−1+ α
k0 � and k0 =

Min{k, 2m+ 1}. Then

‖(Nm,pΓ ) (i0)−Ng‖ = O
(
hα− α

k0

)
(10)

Proof. The proof is straightforward from theorem 1.

3.2 Curvature Estimation

Definition 6. Let Γ = (γ1, γ2) : ZZ 	→ ZZ2 be a discrete function. Let p ∈ N∗

and i0 ∈ ZZ. The m-Taylor-optimal discrete curvature of Γ at point i0 with step
p is

(Cm,pΓ ) (i0) =
(Δm,pγ2) (i0)

(
Δ

(2)
m,pγ1

)
(i0)− (Δm,pγ1) (i0)

(
Δ

(2)
m,pγ1

)
(i0)(

((Δm,pγ1) (i0))
2
+ ((Δm,pγ2) (i0))

2
) 3

2

(11)
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Under the same assumption than in the previous subsection, we estimate the
continous curvature at a point of C by a discrete curvature at a not too far point
of Σh.

4 Experimental Evaluation

In this section, we present an experimental evaluation of our various differen-
tial estimators. We need to compare the estimated differential quantities values
with expected Euclidean ones on graphs of functions or on parametric curves on
which such information is known. The considered shapes are simple continous
shapes such as the sine function graph, discs or ellipses. These continuous ob-
jects have been digitized, with an eventually additional uniform noise. In the 2D
shapes cases, we have got a 8-connexe parametrization of the eventually noisy
boundary (without ouliers). Then we compare the values of the discrete differen-
tial quantity with the corresponding continuous one computed for close points.
Considering the empirical multigrid convergence, we always compute the worst
case error for a familly of points on the curves for various resolution steps. In
the noisy cases, we consider five random curves and compute the average of the
worst case errors for these five curves.

4.1 First Order Derivation

First Order Derivative of the Sine function. Figure 1 shows the estimated
values of the first order discrete derivatives of noisy digitizations of the sine
function graph on the interval [2; 2.25]. The discretization step is h = 1

1000 . We
use the estimator Δ7,200. The noise is uniform on a set of values {−n, ...,+n},
with n = 0, 1, 2, 5.

-0.4

-0.5

-0.6 2 2.25

no noise
noise +/- 1 pixel
noise +/- 2 pixels
noise +/- 5 pixels

Fig. 1. Estimations of the first order derivatives of the sine function using Δ7,200 for
digitizations with h = 1

1000
as a discretization step and with various levels of noise
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Empirical Multigrid Convergence. Here we compute estimations for the
first order derivative of the sine function for various resolution step, using Δ7,hn

for various values of n. For each resolution step, the computation is achieve for
one hundred points with abcissae (xh,k = 2 + k

h)0≤k<100. Then we evaluate the
maximal errors for these points:

Max {|(Δ7,hnΓ ) (xh,k)− cos(xh,k)| ; 0 ≤ k < 100}
The graph of the function defined by 2h0.9 which is less than the best theo-

retical bounding function ( 8h0.9, see theorem 1) is drawn on the figure 2.

p=hn

n=-0.75
n=-0.80
n=-0.85
n=-0.90

h=1/3500 h=1/500
0

0.002

0.01

Fig. 2. Maximal error for approximations of the first order derivatives of the sine
function using Δ7,hn at one hundred points for various n

4.2 Second Order Derivation

Second Order Derivative of the Sine Function. Figure 3 shows the com-
puted values of the second order discrete derivatives of rounded digitalizations of
the sine function using Δ2

7,h−0.9 for the same values of h than the one considered

in [9].

Empirical Multigrid Convergence. Figure 4 shows the estimations of the
second order derivative of the sine function for various resolutions, using Δ7,hn

for various n. For each resolution step, the computation is achieve for two hun-
dred points with abcissae (xh,k = 2+ k

h )0≤k<200. Then we evaluate the maximal
absolute errors for these points:

Max
{∣∣(Δ2

7,hnΓ
)
(xh,k) + sin(xh,k)

∣∣ ; 0 ≤ k < 200
}

4.3 Curvatures

Here we compare the proposed 2D curvature estimators with the continuous one.
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sine second order derivative

+1

-1

0

p=h-0.9 h=1/20
 h=1/10

 h=1/100

Fig. 3. Estimations of the second order derivative of the sine function using Δ7,h−0.9

at different resolutions

p=hn
n=-0.75
n=-0.8
n=-0.85
n=-0.9

2.h-0.8

h-0.6

0

0.02

0.04

h=1/3500 h=1/500

Fig. 4. Maximal error for approximations of the second order derivatives of the sine
function using Δ2

7,hn for various n at two hundred points

Curvature of a Noisy Circle. Figure 5 shows the computed values of the
discrete curvature of noisy digitizations of a circle of radius 1

2 . These values have
been computed for forty points around the discrete curve. The considered digiti-
zation step is h = 1

1000 . We have introduced various uniform noises. Each graph
presents results for different values of the computation steps p. The parametrized
discrete curves have been obtained by drawing a noisy disc and an ellipse, then
extracting the boundary (hence eliminating the outliers).

Empirical Multigrid Convergence Here we compute the curvature of digi-
tizations of a circle of radius 1 and of an ellipse of equation 4x2+ y2 = 1 for var-
ious digitization steps, using the C7,p mask for various computations steps. The
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1.5

2

2.5 h=1/1000

p=800
p=700
p=500
p=300

(a) curvature of an unoisy circle of radius 1
2

1.5

2

2.5 h=1/1000

p=800
p=700

p=300
p=500

(b) curvature of a noisy circle of radius 1
2
, with noise ±1 pixel

1.5

2

2.5 h=1/1000 p=800
p=700

p=500
p=300

(c) curvature of a noisy circle of radius 1
2
, with noise ±2 pixel

1. 525hhh

=. / hh
=. 0hh
=. phh
=. 8hh

57p

3

37p

(d) curvature of a noisy circle of radius 1
2
, with noise ±4 pixel

Fig. 5. Estimations of the curvature of a circle of radius 1
2
for digitization step h = 1

1000

and various steps p and noises
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(a) curvature of an unoisy circle

(b) curvature of an unoisy ellipse

(c) curvature of a noisy circle

Fig. 6. Maximal relative error for curvature approximation of (a) the unnoisy circle of
radius 1, (b) the unnoisy ellipse of equation 4x2 + y2 = 1 (c) a noisy circle of radius 1,
using the C7,p estimators for various computation steps p
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computation is achieved for twenty points (ph,k)0≤k<20 around the discrete
curves in the same quadrant. Then we evaluate the maximal error for these
points:

Max

{∣∣∣∣ (C7,pΓ ) (ph,k)− c(p̄h,k)

c(p̄h,k)

∣∣∣∣ ; 0 ≤ k < 20

}
(see Figure 6). Here c(p̄h,k) is the curvature of the continuous shape at a point
p̄h,k close to the point ph,k (namely the point of the continuous shape having
the same abcissa).

5 Conclusion

We have presented a new way for estimating differential quantities using convo-
lution. The main idea is to use sparse nodes. Using this technic allows a better
complexity than the other known convolution-based methods. The use of ratio-
nal numbers as coefficients of the convolution mask is not very heavy, because
they all have a common constant denominator. Moreover, this method provides
a theoretical multigrid convergence and simulations show a good estimation in
practice. However, we have to compare carefully our method with the alternative
ones in a further work. A bottleneck of the Taylor optimal kernels is that the
step of discretization needs to be known to determine the value of the parameter
p. This is generally not the case. We thank the anonymous referees for valuable
remarks.
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Abstract. A discrete spherical geodesic path between two voxels s and
t lying on a discrete sphere is a/the 1-connected shortest path from s to
t, comprising voxels of the discrete sphere intersected by the real plane
passing through s, t, and the center of the sphere. We show that the
set of sphere voxels intersected by the aforesaid real plane always con-
tains a 1-connected cycle passing through s and t, and each voxel in
this set lies within an isothetic distance of 3

2
from the concerned plane.

Hence, to compute the path, the algorithm starts from s, and iteratively
computes each voxel p of the path from the predecessor of p. A novel
number-theoretic property and the 48-symmetry of discrete sphere are
used for searching the 1-connected voxels comprising the path. The al-
gorithm is output-sensitive, having its time and space complexities both
linear in the length of the path. It can be extended for constructing 1-
connected discrete 3D circles of arbitrary orientations, specified by a few
appropriate input parameters. Experimental results and related analysis
demonstrate its efficiency and versatility.

Keywords: Discrete sphere, geodesic path, geometry of numbers, dis-
crete 3D circles.

1 Introduction

The shortest path between two points on a curved surface is called geodesic.
There exist several works related to geodesics on a 3D triangulated surface,
e.g., the fast marching technique [8]. This technique and Polthier’s straightest
geodesics theory [13] are used in [11] for finding approximate geodesics on tri-
angulated surfaces. For exact geodesics, a cubic-time line-of-sight algorithm is
proposed in [1].

The first algorithm to solve the discrete geodesic problem as the shortest
path (SP) between a source and a destination point on an arbitrarily polyhedral
surface is referred in the literature as MMP [12]. The discrete surface points are
first preprocessed and stored in a suitable data structure in O(n2 logn) time, and
then the actual SP is reported by continuous Dijkstra’s algorithm in O(k+log n)
time, where n = #edges on the surface and k = #faces crossed by SP. Improving
MMP to O(n2) time complexity is done in CH algorithm [4] using a set of

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 396–409, 2014.
c© Springer International Publishing Switzerland 2014
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windows on the polyhedron edges for encoding the shortest paths. However, it
is shown in [14] that MMP, in practice, runs faster than CH. Later, it has been
shown in [16] that CH can be made to run faster than MMP, using priority
queue and filtering out the useless windows. Recently, a parallel version of CH
is proposed in [19]. Further developments with graph-theoretic and numerical
methodologies may be seen in [17, 18].

Problems related to geodesic paths and their characterization in the digital
space have gained significant attention in recent time. In [5], a new geodesic
metric and the A∗ algorithm are used to find the shortest path between a source
and a destination voxel. In [3], rubberband algorithm is proposed for computation
of minimum-length polygonal curves in cube-curves in 3D space. The idea can
be extended to solve various Euclidean shortest path (ESP) problems inside of a
simple cube arc, inside of a simple polygon, on the surface of a convex polytope,
or inside of a simply-connected polyhedron [10].

In R3, a spherical geodesic path is defined between two points p ∈ R3 and
q ∈ R3 lying on a real sphere SR

r of radius r. The path always lies along the
intersection circle of SR

r and the 3D plane passing through p, q, and the center of
SR
r . We make an analogous definition for discrete spherical geodesic path πZ

r (s, t)
from a point (voxel) s ∈ Z3 to another point t ∈ Z3 lying on the discrete
sphere, SZ

r , of radius r. W.l.o.g., we fix the center of SZ
r at o(0, 0, 0), and consider

r as a positive integer. Then, πZ
r (s, t) is defined as a/the 1-connected shortest

path from s to t, comprising only those voxels of SZ
r which lie sufficiently close

to the real plane ΠR
r (s, t) passing through s, t, and o.

We first show that there always exists a 1-connected cycle in the set IZr (s, t)
comprising the voxels of SZ

r intersected by ΠR
r (s, t). The set IZr (s, t) admits

the characterization that all its voxels lie within an isothetic distance of 3
2 from

ΠR
r (s, t). Subsequently, π

Z
r (s, t) becomes a subset of IZr (s, t), and is efficiently ob-

tained by a prioritized Breadth-First-Search algorithm on the underlying graph
corresponding to IZr (s, t). For computation of IZr (s, t), S

Z
r is defined as the irre-

ducible 2-separable set of voxels (3D integer points) that are uniquely identified
by certain number-theoretic properties. The algorithm computes the set IZr (s, t)
using these properties, without considering the entire set SZ

r . Figure 1 shows a
result of our algorithm, where the search space of BFS, its 18 neighborhood on
SZ
r , and the final geodesic path πZ

r (s, t) are shown in different colors.
The rest of the paper is organized as follows. Section 2 explains certain el-

ementary number-theoretic properties of a digital sphere, used for computing
IZr (s, t). Section 3 contains characterization of discrete spherical geodesic path
and circle. The algorithm to compute the geodesic path from a point s to a point
t lying on SZ

r is presented in Section 4. Section 5 contains some test results, and
Section 6 the concluding notes.

2 Digital Sphere

We first introduce definitions and properties of digital sphere related to this
work. These are subsequently used to design the algorithms for finding geodesic
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Fig. 1. A geodesic path reported by the proposed algorithm for r = 17. (a)Red:
s(−6,−1, 16) and t(2, 14, 10); blue: IZr (s, t); yellow: 18-neighborhood of the breadth-
first search space. (b)The geodesic path πZ

r (s, t) shown in red.

paths and 3D circles in Z3. The first point to observe is that, opposed to a real
sphere, a digital sphere has only nine planes of symmetry. Three of these are
the planes containing the great circles parallel to three coordinate planes; and
for each of these three planes, there exist two more planes aligned at +450 and
−450 to it. These nine planes of symmetry give rise to eight coordinate octants,
called c-octants. Each c-octant contains 6 Möbius triangles [7], thus dividing the
sphere into 48 quadraginta octants or q-octants.

2.1 Representation

The c-octants and the q-octants are uniquely represented by 3-tuples (see Ap-
pendix), which are carefully prepared for efficient implementation of our algo-
rithm. Each c-octant Ci is represented by a 3-tuple of signs of coordinate axes,

namely Ci :=
(
c
(1)
i , c

(2)
i , c

(3)
i

)
. For example, C1 = (+,+,+), C2 = (−,+,+),

and so forth. The 3-tuple for each q-octant, on the contrary, represents the

three signed coordinate axes. In particular, in the 3-tuple Qi :=
(
q
(1)
i , q

(2)
i , q

(3)
i

)
representing Qi, each element q

(·)
i has two variables, namely ω and σ. The vari-

able ω contains a literal (name of the coordinate axis) from {x, y, z}, and the
variable σ contains the sign of the corresponding coordinate. With this repre-
sentation, we have Q1 = (+x,+y,+z), Q2 = (+y,+x,+z), Q3 = (+y,+z,+x),
. . . , Q24 = (−x,+z,−y), . . . , Q48 = (−x,−z,−y). That is, for Q24 as an in-

stance, we have ω[q
(1)
48 ] = x, σ[q

(1)
48 ] = ‘−’, ω[q(2)48 ] = z, etc. Our representation

ensures the following.

1. Ca = {Qb : b = 6(a− 1) + c, c = 1, 2, . . . , 6}.
2. Two q-octants Qi and Qj lie in the same c-octant if and only if �i/6� = �j/6�

(with C�i/6� as their common c-octant).
Equivalently, Qi and Qj lie in the same c-octant if and only if σ[qi] = σ[qj ]
∀(qi, qj) ∈ {(q′i, q′j) :

(
(q′i, q

′
j) ∈ Qi ×Qj

)
∧
(
ω[q′i] = ω[q′j ]

)
}.
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3. Let w = 0 be one of the three coordinate planes, with w ∈ {x, y, z}. Then
two c-octants Ci and Cj lie in two different half-spaces defined by w = 0 if
and only if the elements in Ci and Cj corresponding to w are different.

Example 1. C1(+,+,+) and C2(−,+,+) have their 1st element different, which implies

they are in two different half-spaces defined by the coordinate plane x = 0; however,

their 2nd and 3rd elements being both ‘+’, either of them lies in the half-space y � 0

and in the half-space z � 0.

2.2 Metrics

We define x-distance and y-distance between two (real or integer) points, p(i, j)
and p′(i′, j′), as dx(p, p

′) = |i − i′| and dy(p, p
′) = |j − j′|, respectively. In R3

or in Z3, we have also z-distance, given by dz(p, p
′) = |k − k′|, for p(i, j, k) and

p′(i′, j′, k′). Using these inter-point distances, we define the respective x-, y-, and
z-distances between a point p(i, j, k) and a surface S as follows. Let dx(p, S) be
the x-distance between a point p(i, j, k) and a surface S. If there exists a point
p′(x′, y′, z′) in S such that (y′, z′) = (j, k), then dx(p, S) = dx(p, p

′); otherwise,
dx(p, S) =∞. The other two distances, i.e., dy(p, S) and dz(p, S), are defined in
a similar way; note that the metric dz(p, S) is not defined in 2D. These metrics
are used to define the isothetic distance as follows.

Definition 1. Between two points p1(i1, j1) and p2(i2, j2), the isothetic distance
is taken as the Minkowski norm [9], d∞(p1, p2) = max{dx(p1, p2), dy(p1, p2)};
between a point p(i, j) and a curve C, it is d⊥(p, C) = min{dx(p, C), dy(p, C)},
where dx(p, C) and dy(p, C) are defined similar to dx(p, S) and dy(p, S) respec-
tively; between a 3D point p(i, j, k) and a surface S, it is d⊥(p, S) = min{dx(p, S),
dy(p, S), dz(p, S)}.

2.3 Topology

A voxel is an integer point in 3D space, and equivalently, a 3-cell [9]. Two voxels
are said to be 0-adjacent if they share a vertex (0-cell), 1-adjacent if they share
an edge (1-cell), and 2-adjacent if they share a face (2-cell). Thus, two distinct
voxels, p1(i1, j1, k1) and p2(i2, j2, k2) are 1-adjacent if and only if |i1 − i2| +
|j1 − j2| + |k1 − k2| � 2 and max{|i1 − i2|, |j1 − j2|, |k1 − k2|} = 1; 2-adjacent
if and only if |i1 − i2| + |j1 − j2| + |k1 − k2| = 1; and 0-adjacent if and only if
|i1 − i2| = |j1 − j2| = |k1 − k2| = 1. Clearly, 0-adjacent (1-adjacent) voxels are
not considered as adjacent while considering 1-neighborhood (2-neighborhood)
connectivity. Note that the 0-, 1-, and 2-neighborhood notations, as adopted in
this paper and also in [15], correspond respectively to the classical 26-, 18-, and
6-neighborhood notations used in [6].

Based on above definitions, a digital sphere is said to be 2-separating if it does
not contain any 2-tunnel, that is, its interior and exterior are not connected by
a 2-connected path [6]. A 2-separating digital sphere is irreducible if and only if
it does not contain any simple voxel, that is, removal of any voxel violates its
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topological property of 2-separableness [6]. We use SR
r to denote the real sphere

of radius r and centered at o, use SZ1
r to denote the part of SZ

r lying in Q1, and
use p ∈ SZ

r when a voxel p belongs to (voxel set) SZ
r . Our work is based on the

following definition of digital sphere.

Definition 2. A digital sphere SZ
r is an irreducible 2-separating subset of the

voxel set having isothetic distance less than 1
2 from SR

r .

Note that in [15], the only strict k-separating or irreducible digital sphere re-
sults from outer Gaussian digitization, but its voxels are not limited by a maxi-
mum isothetic distance of 1

2 from SR
r . The closed centered 2-separating digitized

sphere is another proposition in [15], which is not necessarily irreducible.

2.4 Characterization

The characterization of SZ
r is required to decide in constant time whether a

particular voxel (i, j, k) belongs to SZ
r . We start with the following lemmas.

Lemma 1. d⊥
(
p, SR

r

)
=
∣∣∣k −√r2 − (i2 + j2)

∣∣∣ ∀ p(i, j, k) ∈ SZ1
r .

Proof. Let p(i, j, k) ∈ SZ1
r , and (x, j, k), (i, y, k), and (i, j, z) be the respective

points on SR
r taken along the lines parallel to x-, y-, and z-axes, and passing

through p. Observe that the points (x, j, k) and (i, y, k) may be nonexistent, but
the point (i, j, z) always exists. If all three exist, then

x2 + j2 + k2 = i2 + y2 + k2 = i2 + j2 + z2 = r2, or, k2 − z2 = j2 − y2 = i2 − x2

or, (k + z)(k − z) = (j + y)(j − y) = (i+ x)(i − x). (1)

In Q1, i � j � k and x � y � z, or, i+ x � j + y � k + z; so, from Eq. 1,

|k − z| � |j − y| � |i− x|. (2)

If one or both (x, j, k) and (i, y, k) do not exist, then also |k − z| remains the

minimum. Hence, from Eq. 2, d⊥
(
p, SR

r

)
= |k − z| =

∣∣∣k −√r2 − (i2 + j2)
∣∣∣. 
�

Lemma 2. d⊥(p, S
R
r ) <

1
2 ∀ p ∈ SZ

r .

Proof. If possible, let, w.l.o.g., p(i, j, k) ∈ SZ1
r , such that

∣∣∣k −√r2 − (i2 + j2)
∣∣∣ =

1
2 , or, w.l.o.g., k −

√
r2 − (i2 + j2) = − 1

2 , which implies SR
r has p′(i, j, k + 1

2 ) as
the point of intersection in Q1 with the 3D straight line (x = i, y = j). Since

(i, j, k+ 1
2 ) lies on SR

r , we have i
2+ j2+

(
k + 1

2

)2
= r2, which is a contradiction,

since r, i, j, k are all integers. 
�

Lemma 2 helps in characterizing a voxel p ∈ SZ
r , as stated next.

Theorem 1. p(i, j, k) ∈ SZ
r if and only if p is not simple and i2 + j2 + k2 ∈[

r2 −max{|i|, |j|, |k|}, r2 +max{|i|, |j|, |k|} − 1
]
.
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Proof. Let, w.l.o.g., p ∈ Q1. So, max{|i|, |j|, |k|} = k. Hence, by Lemma 1 and
Lemma 2, p ∈ SZ1

r if and only if p is not simple and

−1

2
< k −

√
r2 − (i2 + j2) <

1

2
(3)

⇔ k2 − k +
1

4
< r2 − (i2 + j2) < k2 + k +

1

4
. (4)

Since k2 − k, r2 − (i2 + j2), k2 + k are integers, Eq. 4 is true if and only if

k2 − k < r2 − (i2 + j2) � k2 + k

⇔ r2 − k � i2 + j2 + k2 < r2 + k, (5)

and hence the proof for 1st q-octant. For other q-octants, the proof is similar. 
�

Now, to obtain the necessary and sufficient condition of deciding whether a
voxel is simple, we need the following theorem.

Theorem 2. A voxel p(i, j, k) with d⊥(p, S
R
r ) <

1
2 is simple if and only if i2 +

j2+k2 = r2+max{|i|, |j|, |k|}− 1 and mid{|i|, |j|, |k|} = max{|i|, |j|, |k|}, where
mid{·} denotes the median element.

Proof. As in the proof of Theorem 1, let, w.l.o.g., p ∈ Q1; so, mid{|i|, |j|, |k|} = j
and max{|i|, |j|, |k|} = k. Let also, d⊥(p, S

R1
r ) < 1

2 , which implies p satisfies Eq. 5
by Lemma 1 and Lemma 2.

Now, we prove that p(i, j, k) lies on SZ1
r and cannot be a simple voxel if j < k.

For this, first observe that (i, j, k − 1) and (i, j, k + 1) lie in Q1, as j � k − 1.
Next, observe that for any (i′, j′) ∈ Z2, there can be at most one integer value
of k′ so that (i′, j′, k′) satisfies Eq. 3. This implies that (i, j, k − 1) lies in the
interior and (i, j, k + 1) in the exterior of SZ

r . Hence, discarding p would violate
the 2-separableness of SZ

r .
Now, the conditions i2+j2+k2 = r2+max{|i|, |j|, |k|}−1 and mid{|i|, |j|, |k|} =

max{|i|, |j|, |k|} imply (i2 + k2 + k2) = (r2 + k − 1), which is true if and only if

(i2 + (k − 1)2 + k2) = (r2 − k)

⇔ (i, k − 1, k) ∈ SZ
r by Theorem 1, and (i, k, k − 1) ∈ SZ

r

⇔ (i, k, k) is simple.

For p lying in some other octant, the proof follows a similar way. 
�

Using Theorem 1 and Theorem 2, we get a mathematically refined definition of
digital sphere, as stated in the following theorem.

Theorem 3. The voxel set of the digital sphere SZ
r is given by⎧⎨⎩

(i, j, k) ∈ Z3 : r2 −max{|i|, |j|, |k|} � i2 + j2 + k2 < r2 +max{|i|, |j|, |k|}

∧
((

i2 + j2 + k2 �= r2 +max{|i|, |j|, |k|} − 1
)

∨ (mid{|i|, |j|, |k|} �= max{|i|, |j|, |k|})

) ⎫⎬⎭ .
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3 Discrete Spherical Geodesic Path and Circle

Theorem 3 is used to decide in constant time whether a voxel p(i, j, k) belongs
to SZ

r . For generating the discrete spherical geodesic path πZ
r (s, t) from a voxel

s ∈ SZ
r to a voxel t ∈ SZ

r , we consider the real plane Π
R
r (s, t) that passes through

s, t, and the center of SZ
r . Considering voxels as 3-cells, let IZr (s, t) be the set of

voxels of SZ
r intersected by ΠR

r (s, t). We have the following lemma for IZr (s, t).

Lemma 3. d⊥(p,Π
R
r (s, t)) � 3

2 ∀ p ∈ IZr (s, t).

Proof. Let δe := de(p,Π
R
r (s, t)) be the real (Euclidean) distance of the point p

from ΠR
r (s, t). If Π

R
r (s, t) intersects the voxel p, then δe �

√
3
2 .

Now, let δx = dx(p,Π
R
r (s, t)), δy = dy(p,Π

R
r (s, t)), δz = dz(p,Π

R
r (s, t)). Ob-

serve that δx = δe
cos θx

, δy = δe
cos θy

, δz = δe
cos θz

, where, cos2 θx+cos2 θy+cos2 θz = 1.

Here, cos θx is the angle between the x-axis-parallel line through p and the perpen-
dicular on ΠR

r (s, t) dropped from p, etc. So, the supremum of d⊥(p,Π
R
r (s, t)) :=

min{δx, δy, δz} corresponds to the infimum of the largest element
in Cθ := {cos θx, cos θy, cos θz}, and hence to the infimum of the largest element

in C
(2)
θ := {cos2 θx, cos2 θy, cos2 θz}, subject to cos2 θx + cos2 θy + cos2 θz = 1.

Clearly, the largest element in C
(2)
θ is at least 1

3 , or, the largest element in Cθ is
at least 1√

3
, whence d⊥(p,Π

R
r (s, t)) � δe/

1√
3
= 3

2 . 
�

Theorem 4. For any two voxels s ∈ SZ
r and t ∈ SZ

r , there always exist two 1-
connected paths, πZ

r (s, t)
′ ⊂ IZr (s, t) and πZ

r (t, s)
′′ ⊂ IZr (s, t), such that πZ

r (s, t)
′ ∪

πZ
r (t, s)

′′ forms a 1-connected simple cycle in IZr (s, t).

Proof. Given a continuous surface A, there is a unique supercover of A, defined as
the set of all voxels intersecting A [6]. Hence, if ΠZ

r (s, t) denotes the supercover
of ΠR

r (s, t), then all the voxels—conceived as 3-cells—that are intersected by
ΠR

r (s, t), comprise the set ΠZ
r (s, t). As shown in [2], the supercover of a plane is

2-separable.
We define SZ

r− and SZ
r+ as the respective interior and exterior of SZ

r . So, by
Definition 2, the sets SZ

r− and SZ
r+ are disconnected in 2-neighborhood. Also, let

ΠZ
r−(s, t) = ΠZ

r (s, t)∩SZ
r− and ΠZ

r+(s, t) = ΠZ
r (s, t)∩SZ

r+ . Note that Π
Z
r−(s, t) is

a non-empty set and always contains o for r � 1, since ΠR
r (s, t) passes through

o. This yields
ΠZ

r (s, t) = ΠZ
r−(s, t) ∪ IZr (s, t) ∪ΠZ

r+(s, t) (6)

where, ΠZ
r−(s, t), I

Z
r (s, t), and ΠZ

r+(s, t) are pairwise disjoint.
Now, as SZ

r− and SZ
r+ are not 2-connected, their respective subsets ΠZ

r−(s, t)
and ΠZ

r+(s, t) are also not 2-connected. So, by Eq. 6, the set IZr (s, t) forms a
2-separating set between ΠZ

r−(s, t) and ΠZ
r+(s, t), or, equivalently, I

Z
r (s, t) is a

1-connected set that also 2-separates SZ
r . Therefore, there always exists a 1-

connected simple path πZ
r (s, t)

′ ∈ IZr (s, t) from s to t, and another 1-connected
simple path πZ

r (t, s)
′′ ∈ IZr (s, t) from t to s, where πZ

r (s, t)
′ ∩ πZ

r (t, s)
′′ = {s, t}.

Hence, there always exists a 1-connected simple cycle (πZ
r (s, t)

′ ∪ πZ
r (t, s)

′′) in
IZr (s, t) containing any two voxels s ∈ SZ

r and t ∈ SZ
r . 
�
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From Theorem 4, it is clear that for two given voxels s ∈ SZ
r and t ∈ SZ

r , we
get at least two 1-connected paths, πZ

r (s, t)
′ and πZ

r (s, t)
′′, in IZr (s, t), having no

voxels in common, excepting s and t. The discrete 3D (integer) circle passing
through two given voxels s and t is, therefore, given by CZ

r (s, t) = πZ
r (s, t)

′ ∪
πZ
r (t, s)

′′. Note that specifying only s ∈ SZ
r and t ∈ SZ

r would suffice to get
πZ
r (s, t), and hence CZ

r (s, t), since a unique value of r would satisfy Theorem 1
for each of s and t.

4 Algorithm DSGP

We define inter-octant distance d
(8)
i,j corresponding to Ci and Cj . With s ∈ Ci

and t ∈ Cj , it is given by the count of q-octants crossed by πZ
r (s, t) before

entering Cj . Mathematically,

d
(8)
i,j = 1 +

3∑
u=1

2u−1
(
c
(u)
i ⊕ c

(u)
j

)
(7)

where, c
(u)
i ⊕ c

(u)
j = 1 if c

(u)
i �= c

(u)
j , and 0 otherwise. If i = j, then d

(8)
i,j = 0;

otherwise, the value of d
(8)
i,j lies in the interval [1, 7]. The maximum value d

(8)
i,j =

7 is obtained when Ci and Cj are diametrically opposite, i.e., c
(u)
i �= c

(u)
j for

u = 1, 2, 3. The pair (s, t) becomes antipodal if their c-octants are diametrically
opposite and s, o, t are collinear. Then ΠR

r (s, t) has no fixed orientation, and so
a third point q on SZ

r needs to be specified, which would lie in πZ
r (s, t).

Similarly, we define the intra-octant distance d
(6)
i,j between two q-octants, Qi

and Qj, when they lie in same c-octant. It provides the count of q-octants con-
taining the geodesic path from any point s ∈ Qi to any point t ∈ Qj. According
to our representation, it is given by one plus the minimum number of swaps
among the elements in Qi, so that, after swaps, the transformed 3-tuple is iden-
tical with Qj . Two elements are swapped in Qi or in any of its intermediate
configurations only if the elements are consecutive in Qi or in that configuration

(i.e., 3-tuple). Using d
(8)
i,j and d

(6)
i,j , we compute the q-octant distance d

(48)
i,j be-

tween s and t. It gives the count of q-octants containing the geodesic path from
s to t, irrespective of their positions on the sphere. Its measure turns out to be

d
(48)
i,j = d

(8)
i,j + d

(6)
i,j − 1. (8)

Combining the above, we simplify the rule of determining the sequence of q-
octants containing πZ

r (s, t) as follows. Let Qi and Qj be the q-octants containing
s and t, respectively. Then the sequence of q-octants through which πZ

r (s, t)
passes, is given by a/the minimum-length sequence of transformations applied
on Qi to attain the configuration Qj. Following are the rules of transformation.

T1. Change the sign of the first element q
(1)
i in Qi (or its intermediate configu-

ration) only if σ[q
(1)
i ] �= σ[q

(1)
j ]. This signifies transition from one half-space

(or, c-octant) to another half-space.
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T2. Swap two elements in Qi (or its intermediate configuration) only if they
are consecutive. This signifies transition from one q-octant to its adjacent
q-octant.

From the sequence of q-octants obtained by the required transformations,
we determine the q-octant Qi′ immediately next to the q-octant Qi of s. We
use the 3-tuples corresponding to Qi and Qi′ for computing the direction vector

ds := (d
(1)
s , d

(2)
s , d

(3)
s ) ∈ {+1,−1,±1}3. It is required to find the candidate voxels

that are 1-adjacent to s (A1(s)), belong to IZr (s, t), and is directed towards the
shorter between the two possible geodesics from s to t (Theorem 4). The elements

d
(1)
s , d

(2)
s , d

(3)
s correspond to the moves along x-, y-, z-axes, respectively. The

notation +1 signifies that there can be a unit move or no move (from s) along
the positive axis of the corresponding coordinate; similarly, −1 signifies a unit
move or no move along the negative axis, and ±1 signifies no move or a unit
move along positive or negative axis. In case of more than one minimum-length
sequence of q-octants from Qi to Qj , we consider the q-octant nearest to Qi

and common to these sequences, for computing ds. The rationale is that only
one of these sequences would be intersected by ΠR

r (s, t), and hence the q-octant
common to these sequences is used. The following examples clarify the idea.

Example 2. See Fig. 2. Given s(10,−2, 6) ∈ Q15 and t(−3, 10, 6) ∈ Q12, their respec-

tive 3-tuples are Q15 := (−y,+z,+x) and Q12 := (−x,+z,+y). The minimum-length

sequence of transformations corresponding to πZ
r (s, t) is:

(−y,+z,+x)
T1−→ (+y,+z,+x)

T2−→ (+y,+x,+z)
T2−→ (+x,+y,+z)

T2−→ (+x,+z,+y)
T1−→ (−x,+z,+y), or, Q15

T1−→ Q3
T2−→ Q2

T2−→ Q1
T2−→ Q6

T1−→ Q12.

Notice that there is another minimum-length sequence: (−y,+z,+x)
T1−→ (+y,+z,+x)

T2−→ (+z,+y,+x)
T2−→ (+z,+x,+y)

T2−→ (+x,+z,+y)
T2−→ (−x,+z,+y), which implies

Q15
T1−→ Q3

T2−→ Q4
T2−→ Q5

T2−→ Q6
T2−→ Q12.

Either of these implies that the q-octant next to Q15 through which πZ
r (s, t) passes, is

Q3. Since Q15 = (−y,+z,+x) and Q3 = (+y,+z,+x), the y-coordinate of each voxel

p ∈ A1(s)∩IZr (s, t), cannot ever decrease. On the contrary, the x- and the z-coordinates

of p have no such restriction. Hence, the direction vector ds is chosen as (±1,+1,±1).

Example 3. Let s ∈ Q1 and t ∈ Q4. So, Q1 = (+x,+y,+z) and Q4 = (+z,+y,+x). We

have two minimum-length sequence of transformations: (i)Q1
T2−→ Q2

T2−→ Q3
T2−→ Q4;

(ii)Q1
T2−→ Q6

T2−→ Q5
T2−→ Q4.

Contrary to Example 2, here the q-octants following Q1 in two cases are different: Q2

for (i) and Q6 for (ii). So, we look ahead until there is a matching q-octant, i.e., Q4 in

this case. We compute ds as the relative shifts in positions of the coordinate values in

Q4. In Q1, the 1st element is +x, which is shifted to 3rd position in Q4. So, the 1st

element in ds becomes +1, and by similar reasoning with the 2nd and the 3rd elements,

we get ds = (+1,±1,−1).

Analysis. See Algorithm 1 and its demonstration in Fig. 2. The adjacency list
L of the underlying undirected graph G(V,E) is prepared based on 1-adjacency
of the voxels in IZr (s, t). The vertices adjacent to each u ∈ V are inserted in the
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Q1

Q2
Q3

Q4

Q5Q6

Fig. 2. A demonstration of the proposed algorithm for r = 12. (a) s(10,−2, 6) ∈ Q15,
t(−3, 10, 6) ∈ Q12. (b)Yellow: S

Z
r ∩ A1(s). (c)Blue: S

Z
r ∩ A1(s) ∩ IZr (s, t), Yellow: {p ∈

A1(q) : q is Blue}. (d-h)Blue: Progress of Procedure MakeAdjList for IZr (s, t). (i) Red:
πZ

r (s, t) ⊂ IZr (s, t).

adjacency chain L[u] of u in non-increasing order of their isothetic distances from
ΠR

r (s, t), (MakeAdjList, Line 9). This is needed to maintain locally minimum
isothetic distance from ΠR

r (s, t) while running Prioritized-BFS (Algorithm 1,
Line 3). In Line 8 of MakeAdjList, Theorem 1 is used to determine the voxels
that are 1-adjacent with the current voxel and belong to SZ

r , in constant time.
Thus, MakeAdjList and Prioritized-BFS consumes O(n) time each, where n is
the number of voxels comprising πZ

r (s, t). The direction vector ds is computed
from the sequence(s) in no more than O(n) time complexity. Hence, the total
time complexity of Algorithm DSGP is linear in the length of πZ

r (s, t).

5 Results

The proposed algorithm is implemented in C in Ubuntu 12.04 32-bit, Kernel
Linux 3.2.0-31-generic-pae,GNOME 3.4.2, Intel R© Core

TM

i5-2400 CPU 3.10GHz.
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Algorithm 1: DSGP (Discrete Spherical Geodesic Path).

Input: voxel s ∈ SZ
r , voxel t ∈ SZ

r , such that (s, t) is not an antipodal pair
Output: πZ

r (s, t) as a voxel sequence
1 ds ← FindDirection(s, t)
2 L ← MakeAdjList(s, t,ds)

3 πZ
r (s, t) ← Prioritized-BFS(s, t, L)

Procedure FindDirection(voxel s, voxel t)

Output: Direction vector ds

1 Qi ← FindQoct(s), Qj ← FindQoct(t)
2 Si,j ← minimum-length q-octant sequence from Qi to Qj

3 if Si,j is unique then
4 Qi′ ← 2nd element (q-octant) in Si,j

5 else
6 Qi′ ← common element in the sequences {Si,j} nearest to Qi

7 Compute ds from positions of the corresponding elements in Qi and Qi′

8 return ds

Procedure MakeAdjList(voxel s, voxel t, ds)

Output: Adjacency list L of IZr (s, t)
1 visited[s] ← True

2 Q ← {q :
(
q ∈ SZ

r

) ∧ (
q ∈ ΠZ

r (s, t)
) ∧ ((s, q) conforms ds)}

3 for each q ∈ Q do
4 visited[q] ← False

5 while Q �= ∅ do
6 voxel p ← Dequeue(Q), visited[p] ← True

7 for each voxel q in 1-neighborhood of p do
8 if

(
q ∈ SZ

r

) ∧ (
q ∈ ΠZ

r (s, t)
)
then

9 insert q in L[p] in non-increasing order of d⊥(q,ΠR
r (s, t))

10 if visited[q] = False then
11 Enqueue(Q, q)

12 return L

As the algorithm is of linear time complexity and readily implementable with
primitive operations in the integer space, it computes the spherical geodesic
paths and 3D circles in Z3 quite fast and efficiently. To demonstrate this, a sum-
mary of some experimental results is given in Appendix. For radius r ranging
from 10 to 1000, different source and destination points are chosen, and their
geodesic paths are computed. For each path πZ

r (s, t), its length |πZ
r (s, t)|, mea-

sured in terms of number of voxels comprising the path, is shown, along with the

corresponding q-octant distance, d
(48)
i,j . The CPU time, measured in milliseconds,

reflects the linear-time behavior of the algorithm, as explained in Section 4.
The figure in Appendix shows a set of discrete spherical geodesics and their

corresponding circles produced by the algorithm. Note that a discrete geodesic
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circle can be obtained by taking the union of the path πZ
r (s, t) with its comple-

mentary path, i.e., πZ
r (t, s), taken in the same order of cyclic movement. Clearly,

such a circle would always include s and t. However, the inclusion of t is not en-
sured if we ignore t during Prioritized-BFS and moves forward until the traversal
returns to s, although the resultant geodesic circle would comprise voxels lying
within an isothetic distance of 3

2 from ΠR
r (s, t).

6 Conclusion

We have shown how number-theoretic characterization helps in developing effi-
cient algorithms related to discrete geodesics on a spherical surface. The prob-
lems of finding iso-contours and of geodesic distance query, defined and at-
tempted in 3D real space [17, 18], are also pertinent in 3D digital space. The
technique introduced in this paper may be extended to solve such problems with
efficiency and theoretical guarantee.
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Appendix

Table. C-octants and Q-octants
C-oct Q-octants Notation

C1 Q1, . . . ,Q6 +++

C2 Q7, . . . ,Q12 −++

C3 Q13, . . . ,Q18 +−+

C4 Q19, . . . ,Q24 −−+

C5 Q25, . . . ,Q30 ++−
C6 Q31, . . . ,Q36 −+−
C7 Q37, . . . ,Q42 +−−
C8 Q43, . . . ,Q48 −−−

Q-oct Notation

Q1 (+x,+y,+z)

Q7 (−x,+y,+z)

Q13 (+x,−y,+z)

Q19 (−x,−y,+z)

Q25 (+x,+y,−z)

Q31 (−x,+y,−z)

Q37 (+x,−y,−z)

Q43 (−x,−y,−z)

Q-oct Notation

Q2 (+y,+x,+z)

Q8 (+y,−x,+z)

Q14 (−y,+x,+z)

Q20 (−y,−x,+z)

Q26 (+y,+x,−z)

Q32 (+y,−x,−z)

Q38 (−y,+x,−z)

Q44 (−y,−x,−z)

Q-oct Notation

Q3 (+y,+z,+x)

Q9 (+y,+z,−x)

Q15 (−y,+z,+x)

Q21 (−y,+z,−x)

Q27 (+y,−z,+x)

Q33 (+y,−z,−x)

Q39 (−y,−z,+x)

Q45 (−y,−z,−x)

Q-oct Notation

Q4 (+z,+y,+x)

Q10 (+z,+y,−x)

Q16 (+z,−y,+x)

Q22 (+z,−y,−x)

Q28 (−z,+y,+x)

Q34 (−z,+y,−x)

Q40 (−z,−y,+x)

Q46 (−z,−y,−x)

Q-oct Notation

Q5 (+z,+x,+y)

Q11 (+z,−x,+y)

Q17 (+z,+x,−y)

Q23 (+z,−x,−y)

Q29 (−z,+x,+y)

Q35 (−z,−x,+y)

Q41 (−z,+x,−y)

Q47 (−z,−x,−y)

Q-oct Notation

Q6 (+x,+z,+y)

Q12 (−x,+z,+y)

Q18 (+x,+z,−y)

Q24 (−x,+z,−y)

Q30 (+x,−z,+y)

Q36 (−x,−z,+y)

Q42 (+x,−z,−y)

Q48 (−x,−z,−y)
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Table. Summary of results

r s and its q-octant t and its q-octant |πZ
r (s, t)| d(48)i,j Time (μs)

10 (0, 3, 10) Q1 (4, 6, 7) Q1 7 0 53
10 (4,−4, 8) Q13 (2,−9, 4) Q18 8 1 61
10 (7, 1, 7) Q2 (−3, 7,−6) Q36 21 6 81
20 (1, 5, 19) Q1 (11, 12, 12) Q1 16 0 111
20 (−4, 10, 17) Q7 (−20, 3, 2) Q10 24 3 145
20 (−7, 3,−18) Q32 (4,−10, 17) Q13 52 8 330
50 (0,−12, 49) Q13 (8,−18, 46) Q13 11 0 84
50 (30, 1, 40) Q2 (46, 18, 8) Q4 40 2 261
50 (35,−35,−4) Q41 (−12,−13, 47) Q19 81 4 445

100 (24, 61,−76) Q25 (57, 58,−58) Q25 34 0 167
100 (−39,−48,−79) Q43 (−88,−17,−45) Q45 66 2 315
100 (−11, 78, 61) Q12 (98,−17, 7) Q16 170 6 1000
200 (116, 115, 115) Q3 (176, 62, 73) Q3 93 0 392
200 (33, 33, 194) Q1 (199, 14, 11) Q4 242 3 1292
200 (46, 161, 110) Q6 (−87,−2, 180) Q20 230 4 1677
500 (−13, 406, 291) Q12 (−250, 340, 268) Q12 239 0 1178
500 (50,−494, 58) Q18 (171,−226, 412) Q13 439 1 2925
500 (−31, 433, 248) Q12 (117,−171,−455) Q37 1142 8 33347
1000 (25,−929, 368) Q18 (539,−637, 551) Q18 628 0 5159
1000 (384, 917,−104) Q29 (110, 504,−857) Q25 892 2 7771
1000 (932, 300,−204) Q28 (−637, 705, 311) Q11 1889 5 61852

Figure. Discrete spherical geodesics and their corresponding circles for r = 30. The
sequence of red voxels is πZ

r (s, t) with s(8, 25, 14) ∈ Q6 and t(29, 3, 6) ∈ Q3, which,
when combined with πZ

r (t, s), shown in yellow, yields the discrete 3D geodesic circle
passing through s, t, and centered at o. Shown in blue are 16 longitude circles produced
by extending the geodesics from source points taken from the discrete great circle on
zx-plane to destination point t(0, 30, 0) for each.
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3 Laboratoire de Traitement de l’Information Médicale, INSERM UMR 1101,

29609 Brest, France

Abstract. Discrete Curve Evolution (DCE) algorithm is used to elimi-
nate objects’ contour distortions while at the same time preserve the per-
ceptual appearance at a level sufficient for object recognition. This method
is widely used for shape similarity measure, skeleton pruning and salient
point detection of binary objects on a regular 2D grid. Our paper aims at
describing a new DCE algorithm for an arbitrary triangulated 3D mesh.
The difficulty lies in the calculation of a vertex cost function for an ob-
ject contour, as on a 3D surface the notion of Euclidean distance cannot
be used. It is also very difficult to compute a geodesic angle between lines
connecting vertices. We introduce a new cost function for border vertex
which is only based on geodesic distances. We apply the proposed algo-
rithm on vertex sets to compute an approximation of original contours,
extract salient points and prune skeletons. The experimental results jus-
tify the robustness of our method with respect to noise distortions.

Keywords: discrete curve evolution, landmark points, vertices sets, tri-
angulated mesh, skeleton pruning.

1 Introduction

Image Processing is one of the most rapidly evolving areas of information tech-
nology today, with growing applications in all areas of business, defense, health,
space, etc. It also forms a core area of research within the computer science and
engineering disciplines with more than 30 percent of the scientific publication
volume in the world. It forms the basis for all kinds of future visual automation.

Very often image processing deals with object recognition, analysis and match-
ing. A wide range of techniques that are described in the current literature op-
erate with objects represented on regular grids, such as 2D pixel or 3D voxel
images. In contrast, very few work is dedicated to object analysis on a non-
regular grids; for example a 3D mesh represented with triangles, where each
vertex could have an arbitrary number of connections.

The purpose of this study is to propose an efficient method to determine
characteristic landmarks of binary sets of vertices lying on an arbitrary triangu-
lated surface (blue points on Fig.1(a)). A very interesting method is described

E. Barcucci et al. (Eds.): DGCI 2014, LNCS 8668, pp. 410–421, 2014.
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by Latecki et al. [5,6,7] where authors proposed iteratively evolve a boundary
of a 2D object by deleting one point at each iteration. A point that is deleted
at a current step is the one with the lowest cost function. The cost function is
designed so that it reflects a contribution of a boundary vertex to the global
object shape and it is computed for all boundary vertices. As a result we obtain
a subset of vertices that best represents the shape of a given contour and can be
called landmarks. Authors named their algorithm as Discrete Curve Evolution
(DCE) as at every step it evolves a discrete curve to represent only the most
significant parts.

The cost function for DCE is very simple and involves computing only Eu-
clidean distances and angles. The proposed method is fast, easy to implement
and demonstrates impressive results. All these facts inspire us to apply this
technique to a shape defined on a triangulated surface. Unfortunately, on an
arbitrary triangulated mesh the notion of Euclidean distances and angles do not
exist which makes impossible to compute the cost function, and hence use the
DCE. Tothe best of our knowledge, there is no publication in the literature con-
cerning the DCE for vertices sets on polygonal mesh. In this paper we introduce
a new cost function that can be easily computed on a triangulated surface and
yields better results on regular 2D grids compared with the classical DCE.

One very important application of the DCE is skeleton pruning. It is well
described in the literature for a regular 2D grid [3], but there is no publication
regarding sets of vertices on triangulated surfaces. This paper describes how the
DCE can be used on polygonal meshes for skeleton pruning. First we propose to
address a problem of skeleton extraction for sets of vertices as it is not a trivial
task. Only few methods in the literature have been dedicated to this problem
on triangulated surfaces. Rossl et al. [2] have presented method in which some
mathematical morphology operators have been developed and applied to a set of
vertices on triangulated meshes. The proposed method is very efficient and simple
to implement, however it has several drawbacks leading to disconnected skeleton.
A recent work described in [1] improves the previously proposed method of
skeleton extraction. Authors claim that in [2], vertex classification is not sufficient
as there are still unmarked vertices that are not considered in the skeletonization.
To overcome the problem, a new class of vertices is proposed and new rules for
topological thinning process are introduced. The proposed method has been
tested on relatively homogeneous and on irregular meshes. Obtained skeletons
reflect correctly the topology and geometry of input vertices’ sets that proofs
robustness of the approach.

An important factor of skeleton computing algorithm is its sensitivity to ob-
ject’s boundary deformation, as a minor noise or variation of boundary often
generates redundant branches. To demonstrate it, we apply a method described
in [1] to a vertices set. We show the obtained results on Fig.1(b) where lot of
unnecessary branches were produced, that in turns could hamper further pro-
cessing. Second major contribution of this paper is an application of our DCE
algorithm for skeleton pruning on arbitrary triangulated surfaces.
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Skeleton pruning is a well-known problem in 2D binary image processing.
These are many different techniques proposed in the current literature; we will
not list all of them as it is not the scope of current paper, an interested reader
can find a good overview in [3]. We are looking for a method that yields excellent
results and can be implemented for a set of vertices on a triangulated surface. We
found two algorithms [3,10] that helped us to develop a solution for our problem.
The first method is called Skeleton Pruning by contour partition [3]. The main
idea consists in partitioning an object contour into segments and remove skeleton
vertices whose generating points all lie on the same contour segment. According
to Blum’s definition of the skeleton [4], every skeleton point is linked to boundary
points that are tangential to its maximal circle, so called generating points. The
most important question is how to partition a boundary contour into segments
as it plays a key role on resulting skeleton. Authors proposed to use the DCE
and demonstrate excellent results. The second method [10] also uses the DCE
algorithm, but for a difference purpose. Here, authors detect landmark points
that actually represent skeleton ending points. Then these points are propagated
inside an object with a condition that always maintains equal distance to objects’
boundaries.

In this work we propose a solution for skeleton pruning that is also based on
the DCE; but in our case we use a specific DCE algorithm that can also work
on a triangulated surface.

Therefore, for the sake of understanding in Section 2 we briefly describe the
DCE algorithm for contours on a regular 2D grid. Section 3 describes a new
DCE algorithm that can be used on arbitrary triangulated surfaces. In Section
4 we show an application of the newly created DCE method to skeleton pruning
on a polygonal mesh and we demonstrate obtained results.

(a) Landmarks example (b) An example of a skeleton extracted
from a set of vertices on a 3D mesh

Fig. 1. Examples of landmarks and skeleton for a set of vertices on a triangulated mesh

2 Discrete Curve Evolution

Discrete Curve Evolution (DCE) algorithm introduced in [5,6,7], was developed
to neglect the distortions of objects’ contours in digital images while at the
same time preserve the perceptual appearance at a sufficient level for object
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recognition. An obvious solution is to eliminate these distortions by contour
approximation (or curve evolution). The basic idea of the method is very simple.
At every evolution step, a contour point with the smallest relevance measure is
removed, and two of its neighbor points become connected and form a contour’s
line segment. The relevance measure K is given by:

K(s1, s2) =
β(s1, s2) l(s1) l(s2)

l(s1) + l(s2)
(1)

where β is the turn angle at the common vertex of two contour’s segments s1
and s2 and l(.) is the length function, normalized with respect to the total length
of a polygonal curve. The main property of this measure is that higher the value
of K(s1, s2), the larger the contribution of the curve of arc s1∪ s2 to the shape
[5,6].

To demonstrate the DCE and to be able to compare it with an algorithm
proposed in this paper we created a 2D shape on a triangulated grid shown on
Fig.2(a). To be able to use the relevance measure defined as (1), our triangu-
lated grid is located on a plane so that Euclidean distances and angles can be
easily computed. Figure 2 shows 3 stages of boundary evolution where an input
image clearly has noisy borders. At first, this method allows us to smooth ob-
ject’s borders by removing noisy vertices (compare Fig.2(a) with Fig.2(b) and
Fig.2(c)).

If we continue to evolve the curve, we will linearize digital arcs that are rel-
evant to the curve shape, which will result in a successive simplification of the
curve shape. Since in every evolution step, the number of digital line segments in
the curve decomposition decreases by one, the evolution converges to a convex
polygon, which defines the highest level in the shape hierarchy.

Figure2(d) shows an iteration stage where we left with 6 vertices that represent
boundary contour. We can notice that the algorithm removed a top vertex that
is an important point for the shape and normally should be presented for further
image processing tasks such as object recognition.

3 DCE on an Arbitrary Triangulated Surface

To apply DCE algorithm to a contour formed by vertices on a triangulated
surface we propose to use the same idea as for contours on a regular 2D grid.
The main difference between these two cases is that on a 3D surface the notions
of Euclidean distances as well as Euclidean angles do not exist. We need to find
a new relevance measure that can be easily computed on a 3D surface.

If we simply try to translate a relevance measure from a regular 2D grid onto
a triangulated domain we need to find equivalent measurements. A Euclidean
distance could be easily replaced with a geodesic distance and can be efficiently
computed with the help of Fast Marching Method (FMM) [8]. Another parameter
that needs to be translated is the Euclidean angle. Compare to distances, a
computation of geodesic angles is not a trivial problem. To overcome this issue
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(a) Input image (b) Stage 1

(c) Stage 2 (d) Stage 3

Fig. 2. Three stages of Discrete Curve Evolution with the relevance measure proposed
in [6]

we propose a new measure that uses only geodesic distances to compute a cost
function for each vertex.

To obtain our formula we analyze four cases shown on Fig.3. Figures 3(a),
3(b), 3(c) have spikes formed by two segments with exactly the same length but
different distances between non-connected vertices that form these spikes. We
observe that a spike on Fig.3(a) is not relevant compared to overall boundary
while spikes on Fig.3(b) and Fig.3(c) are important. Figures 3(c) and 3(d) con-
tain spikes with the same distances between non-connected vertices but different
segments’ lengths that form these spikes; where we can observe that a pick on
Fig.3(d) more important than on a Fig.3(c). We conclude that a vertex cost is
directly proportional to a sum of length of two segments that are connected to
the studying vertex and is inversely proportional to a distance between non-
connected vertices of these segments. We define a formula for a cost function as
the next:

K =
a+ b√

c
(2)

where a, b, and c are shown on Fig.4(a).
It is important to note that to find a distance c between non-connected vertices

of a spike we search for the shortest path between these points only inside an
object that is defined by the studied contour, Fig.4(a). When a vertex is found
in a concave region a distance c will be equal to the sum of segments that form
a cavity, Fig.4(b):

c = a+ b (3)
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A very important point is why we use a square root of c in (2) instead of just c.
As we can see, the last condition implies that we are no longer able to distinguish
between “concave” vertices. Let us imagine two different concave regions:

a) a = 10 cm, b = 20 cm and c = 30 cm
b) a = 1 cm, b = 0.5 cm and c = 1.5 cm

A cost function without the square root will give a cost value 1 for both cases,
while the case “a” is more important as it represents bigger segment. A cost
function with the square root will give a cost value 4.48 for the case “a” and
1.22 for the case “b”. Here we can easily decide to remove a vertex from the case
“b”.

We now have a relative measure that can be used on an arbitrary triangulated
surface as it is very easy to compute geodesic distances between points.

(a) A spike with
edge sizes equal
to 1 distance unit
and a big angle

(b) A spike with
edge sizes equal
to 1 distance unit
and a medium an-
gle

(c) A spike with
edge sizes equal
to 1 distance unit
and a sharp angle

(d) A spike with
edge sizes equal to
2 distance units
and a sharp angle

Fig. 3. The influence of a vertex connecting two segments on the shape of the curve
depends on segment lengths that form a spike and the distance between the non-
connected vertices of these segments

(a) Spike (b) Cavity

Fig. 4. Two types of contour topology
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3.1 Application of DCE on a Planar Triangulated Surface

To validate our cost function we first intend to apply it to a contour shown on
Fig.2(a). This contour is defined around an object that is drawn on a triangulated
surface where all triangles, that define this surface, lie on the same plane. This
fact allows us to apply a relevance measure defined in [5] and a measure developed
in this paper to the same boundary. Figure5 shows result obtained with the
current method. For a good visual comparison we demonstrate several contour
evolution stages that contain exactly the same number of boundary vertices.

With the first stage both contours contain 30 vertices. Comparing our results
Fig.5(b) with previous algorithm Fig.2(b) we can clearly state that our method
generates a contour that is a lot smoother and approximates the input shape in
a better way.

With the second stage we generate contours with 20 vertices, Fig.5(c) and
Fig.2(c). Both methods create a good approximation of the input shape but we
still can say that our approach generates a slightly smoother boundary.

With the third stage we produce contours with 6 vertices, Fig.5(d) and Fig.2(d).
Our approach converged to a convex polygon that approximates in a good way the
input contour. Previous approach lost an important part of the input boundary
and did not achieve a convex shape, Fig.2(d).

We can state that method introduced in this paper outperform previously
proposed algorithm on a 2D grid.

(a) Input Image (b) Stage 1

(c) Stage 2 (d) Stage 3

Fig. 5. Three stages of the proposed Discrete Curve Evolution algorithm
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3.2 Application of DCE on an Arbitrary Triangulated Surface

After comparing our results with the previous method, we apply our algorithm
on objects defined on arbitrary triangulated surfaces. Figure 6 shows 4 iterations
of a contour evolution. As we can see all points that are removed from the contour
are less significant compared to points that approximate a boundary at a current
iteration.

(a) Input image (b) Stage 1

(c) Stage 2 (d) Stage 3

Fig. 6. Three stages of the proposed Discrete Curve Evolution algorithm on an arbi-
trary triangulated surface

Figures 7, 8 show four binary sets of vertices that lie on different meshes. With
green points we highlight landmarks detected with the help of our algorithm.
Obtained results demonstrate high robustness and efficiency of the proposed
method.

4 Application to Skeleton Pruning

The skeleton is important for object representation and recognition in various
areas such as image retrieval, computer graphics, character recognition, image
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(a) Example 1 (b) Example 2

Fig. 7. Landmarks points detected with the help of proposed method

(a) Example 3 (b) Example 4

Fig. 8. Landmarks points detected with the help of proposed method
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processing and biomedical image analysis [4]. Skeleton-based representations are
the abstraction of objects that contains shape features and topological struc-
tures. Great work have been done by lot of researchers to recognize the generic
shape by matching skeleton structures, where the most significant problem is the
skeleton’s sensitivity to an object’s boundary deformation. Little noise or vari-
ation of the boundary often generates redundant skeleton branches that may
seriously disturb the topology of the skeleton’s graph [3]. Lot of efforts have
been made to develop methods for skeleton pruning; a good overview could be
found in [3]. All these methods focused on skeleton extraction and pruning for a
well defined topological grid. To the best of our knowledge, no method exists for
skeleton pruning on a polygonal mesh. This section describes a new algorithm
to prune a skeleton on an unstructured triangulated grid.

We are inspired by two different publications [3] and [10]. In [3] authors pro-
pose to use the DCE algorithm for skeleton pruning. The main idea is to remove
all skeleton points whose generating points lie on the same contour segment.
Another method is proposed in [10] where authors suggest to find salient points
of an object contour with the help of DCE. These points represent the stable
endpoints of the skeleton. Authors use these points to propagate the skeleton
inside the object by selecting each time a point from the object that has equal
distances to the contour parts.

We suggest to use the DCE algorithm to extract salient points of an ob-
ject’s boundary. We then connect these points to the closest points on the com-
puted skeleton. The last step is the actual pruning where we remove all skeleton
branches that are not connected to salient points.

Here we present few results of the proposed pruning on triangulated surface.
First, we apply a method described in [1] to extract a skeleton from a set of
vertices on polygonal mesh and we demonstrate results on Fig.9(a) where we
observe many unnecessary branches caused by noisy boundary. Our next step is
to find shape landmarks (or salient points) with the help of the proposed DCE
algorithm and to connect these points to the closest skeleton point. Then, we
remove all branches that do not start with the found landmarks. Figure 9(a)
shows the obtained results, where we highlight detected landmarks in green. We
can state that the obtained skeleton is 100 percent clean and represents complete
topology and geometry of the input shape.

Now, we demonstrate few more results for different shapes on an arbitrary
triangulated mesh. Figure 9(a) shows a worm shape with the calculated skeleton
and landmarks. Extracted skeleton contains redundant branches that need to be
removed. After applying our algorithm we obtain results shown on Fig.9(b).

Figure 9 contains a starfish form which is more complicated than a worm
shape. We can see that our method correctly identified shape landmarks and the
pruned skeleton reflects the topology of an input shape.
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(a) Extracted skeleton (b) Pruned skeletom with proposed
method

Fig. 9. Skeleton pruning technique for a set of vertices on a triangulated surface pro-
posed in this paper

(a) Extracted skeleton with salient
points

(b) Pruned skeletom

Fig. 10. Skeleton pruning technique for a shape of a worm on a 3D surface

(a) Extracted skeleton with salient
points

(b) Pruned skeletom

Fig. 11. Skeleton pruning technique for a shape of a starfish on a 3D surface
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5 Conclusion

In this paper we developed a new algorithm to detect characteristic landmarks
of any shape defined as a set of vertices on an arbitrary triangulated surface
or a set of pixels on a regular grid. The proposed method iteratively removes
boundary vertices with smallest contribution to the global object shape so that
at the end we keep only points that maximally represent a shape contour. We
apply the proposed algorithm for several objects represented on triangulated
surfaces. The obtained results justify the good reliability of our approach.

We also showed a useful application of the proposed algorithm for skeleton
pruning. The demonstrated results clearly show efficiency of this approach. Ex-
tracted skeletons represent correctly objects’ geometry and topology.
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