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Abstract. This paper discusses chatterbots that use the Pattern Recog-
nition technique and the Artificial Intelligence Markup Language (AIML)
regarding their design and implementation. Usually, chatterbot’s Knowl-
edge Base (KB) is written with the AIML language, and it is based on
the stimulus-response type block approach. Considering that the chat-
terbots’ KB might be a large collection of question-answer pairs, there
is an increasing need of visual design proposals for the chatterbots’ di-
alogues. However, there is a lack of projects related to the chatterbots’
KB display. In order to fill this gap, this paper introduces a new graph-
ical model called Dialogue Conceptual Diagram (DCD). It is a unified
theoretical framework to describe the chatterbot’s knowledge in a graph-
ical, intuitive and compact way. Finally, a subset of the ALICE’s KB was
modeled using the DCDs, showing that DCD is a suitable framework to
graphically represent the human-machine dialogues.

Keywords: Artificial Intelligence, Chatterbot, Pattern Recognition,
AIML Language, Knowledge and Data Engineering, Graphical Repre-
sentation.

1 Introduction

According to [1] the purpose of Ambient Intelligence (AmI) is “...to broaden
the interaction between human beings and digital information technology through
the usage of ubiquitous computing devices”. Into the ubiquitous computing area
researches have been performed for developing the “natural interfaces”. Such in-
terfaces are designed to ease the communication process by applying human-like
interaction features such as natural language, gestures and vision. Among these
interfaces this paper highlights the chatterbots, computational systems designed
to interact with humans through natural language. To be more specific, this pa-
per analyzes the chatterbots that use the Pattern Recognition technique and the
Artificial Intelligence Markup Language (AIML) [2]. The AIML allows the mod-
eling of natural language dialogues between chatterbots and humans through a
stimulus-response approach. For each possible sentence from the user (stimulus)
there are pre-programmed replies available in the chatterbot’s Knowledge Base
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(KB). The ALICE chatterbot was the first bot to use the AIML language and
its interpreter.

The chatterbots’ KBs builded over the Pattern Recognition framework and
the AIML language are becoming a massive collection of data that requires
proper methodologies for their processing, considering three operations: storage,
retrieval and viewing. However, despite the relevance of the organization and
portrayal of chatterbots’ KBs, it is unusual to find very few references in the lit-
erature about these topics. This observation becomes even more surprising since
one can find a considerable number of of chatterbots available to the research
community. Therefore, to help filling this gap, this study presents a new graphi-
cal model called Dialogue Conceptual Diagram (DCD). It is a theoretical frame
of reference to visually model the sequence of the human/chatterbot dialogues.

The formal structure of the DCD’s graphical representation - the one pro-
posed by this paper - is used to build the KBs because: (i) it highlights which
dialogues the chatterbot is ready to keep with users (the bot’s knowledge); (ii)
it allows a shared view of the dialogues’ structure; (iii) it works as a guide for a
critical analysis of the bot’s KB; (iv) it eases the recycling and sharing of KBs;
(v) the DCDs can be used by a multidisciplinary team, which some members
are responsible to build the KB while others are going to deal with the com-
putational matters; (vi) by working with DCDs, the designer can focus on the
chatterbot’s KB modeling instead of the implementation details; (vii) the ab-
straction provided by the DCDs allows that a single DCD can be implemented
in different ways, working as a blue print for the chatterbot’s KB.

This paper is organized as follows. Section 2 describes the syntactical and
semantical structure of the Dialogue Conceptual Diagrams. An application of
DCDs for a graphical portrayal of the ALICE chatterbot is provided in the
Section 3. Lastly, Section 4 outlines the conclusions of this paper.

2 Dialogue Conceptual Diagram

This section introduces the DCD as a frame of reference to graphical represen-
tation of dialogues among humans and chatterbots. It is visually depicted as
a horizontal flowchart, which the dialogue sequence must be read from left to
right. Also, the DCD’s structure is composed of predefined elements that are
graphically represented by symbols. The dialogue flow is established by the in-
teraction of three components called actors and defined as follows: (i) User: it
is the user’s data input; (ii) Inference Machine: it is the computational process
performed by the chatterbot; (iii) Chatterbot: it is the chatterbot output that
is shown to the user.

Figure 1 presents the DCD’s basic structure with three actors and their in-
teractions established during the dialogue flow. The flow starts at 1© with the
user’s input as a sentence. After that, such sentence is simplified, normalized and
transferred to chatterbot’s inference machine at 2©. In that stage the Pattern
Recognition described in [2] occurs. When the most appropriate answer is found,
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Fig. 1. Dialogue Conceptual Diagram Structure

the inference machine sends the message to be displayed for the user through
the output device at 3©.

As previously stated, DCDs are built using graphical elements. For each el-
ement it is established a syntax and a set of layout rules, as well as semantics
related to its meaning. This paper proposes and describes in the next sections
ten graphical elements for the DCDs.

2.1 Dialogue Conceptual Diagram’s Graphical Elements

This section presents and describes each DCD’s graphical element proposed in
this work. It is based on its syntactical and semantical structure.

User’s Data Input Element. The User’s Data Input Element expresses the
text informed by the user during the dialogue with the chatterbot. Figure 2(a)
shows this element with the text inside as the user’s input sentence. This dia-
grams refers to AIML’s <pattern> tag.

(a) User’s Data Input El-
ement.

(b) Chatterbot’s
Data Output Ele-
ment.

(c) Dialogue
Direction
Element.

Fig. 2. DCD’s Elements: User’s Data Input, Chatterbot’s Data Output and Dialogue
Direction

Chatterbot’s Data Output Element. The Chatterbot’s Data Output ele-
ment shown in Figure 2(b) is applied to represent chatterbot’s reply to the user.
Also, in the AIML language it is implemented using the <template> tag.

Dialogue Direction Element. Figure 2(c) illustrates the Dialogue Direction
element, which is used to designate DCD’s dialogue flow. It is depicted by a
directed line segment with an arrow to indicate the dialogue’s flow.
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(a) First Scenario. (b) Second Scenario.

Fig. 3. Bivalent Decision Element

Bivalent Decision Element. The Bivalent Decision element is related to the
conditional structures, also known as decision or selection structures, which are
common in programming languages. This element dictates the running of certain
code fragments according to a logical test performed in a control variable.

Into the DCDs’ context, the Bivalent Decision element allows the distinction
of two scenarios. The first happens when the control variable is compared with a
certain value, and such comparison is either true or false. Figure 3(a) shows the
scenario with the x control variable being compared to the y value. If it is true
(symbol T), the dialogue is directed to a certain path. Otherwise, the symbol F
leads the dialogue to another path.

The second scenario defined in Figure 3(b) happens when the control variable
is able to have two values. In the figure, the x control variable can take a or b as
a value. There are two ways to program the Bivalent Decision element in AIML:
by the <condition> and <li> tags, or by the <if> and <else> tags.

Fig. 4. Dialogue Conceptual Diagram with the Bivalent Decision Element

In order to provide an example of Bivalent Decision element in a dialogue con-
text, Figure 4 shows a DCD that, at first in 1© the user enters with the sentence
“WHAT IS MY NAME?”. After that, the inference machine, using the Bivalent
Decision element in 2© evaluates the conditional test upon the userName con-
trol variable. This variable states whether the chatterbot has the user name in
its memory or not. If this variable contains the yes value - implying that the
user has already informed his/her name - the outcome from the comparison is
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the true value. Thus, the reply from the chatterbot is “Your name is X” in 3©,
as X being the user name stored in the chatterbot’s memory. However, if the
comparison ends up in a false value, the reply becomes “Sorry, but I don’t know
your name yet” in 4©.

Listing 1.1 presents the AIML code that matches with the DCD shown in
Figure 4.

Listing 1.1. AIML Code for the DCD in Figure 4

�

<?xml version="1.0" encoding="UTF -8"?>
<aiml version="1.0">
<category>

<pattern>WHAT IS MY NAME?</pattern>
<template>

<cond i t i on name = "userName ">
<l i value = "yes"> Your name i s <get name = "

userName "> </ l i>
< l i> Sorry , but I don’t know your name yet </li>

</condition >
</template >

</category >
</aiml >

�� �

Multivalent Decision Element. Just like the Bivalent Decision element, the
Multivalent Decision element is a conditional decision structure. However, the
control variable can take from 3 to n distinct values, where n ∈ N |n ≥ 3.
Therefore, these values define the direction of the commands running flow.

Figure 5(a) shows the element that represents the multivalent decision com-
mands. For each x control available values, depicted in the element’s edges, there
is a specific dialogue sequence. This element can be implemented using the AIML
in two ways: using the <condition> and <li> tags or the <if> and <else>
tags.

Figure 5(b) provides a DCD as an application of the Multivalent Decision ele-
ment. The user in 1© starts with the sentence “I LIKE ICE CREAM”. This mes-
sage is forward to the inference machine by 2©, and later the decision command
is applied. The inference machine uses the information found in the favoriteIC

control variable to direct the dialogue flow.This variable stores the user’s choice
for favorite ice cream, and it can take the values: chocolate, strawberry

or pineapple. With these values, the chatterbot replies as follows: (i) If fa-

voriteIC is chocolate the chatterbot replies in 3© with “Chocolate ice cream
is yummy”; (ii) If favoriteIC is strawberry the chatterbot replies in 4© with
“I like strawberry ice cream too”; (iii) If favoriteIC is pineapple the chatterbot
replies in 5© with “I would like a pineapple ice cream too”.
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(a) Multiva-
lent Decision
Element.

(b) Dialogue Conceptual Diagram with the
Multivalent Decision Element.

Fig. 5. Multivalent Decision Element

By lack of space the AIML code related to this element and the followings
will not be showed.

Category Call Element. The Category Call element directs the flow of dis-
tinct user inputs to a single chatterbot’s reply. Thus, the bot identifies whether
two or more user sentences are similar (with the same meaning), even when they
are typed in different ways. It is also shown in Figure 6(a), where x is the pat-
tern that defines the category to be called. When the category x is called into
the context of another category y (for instance), the category x’s instructions
are performed. When that processing of the category x is over, the chatterbot’s
running flow returns to the category y, and the dialogue flow continues.

The DCD shown in Figure 6(b) in 1© depicts the situation when the user
types “I LIKE *”, which the * wildcard marks any character sequence that the
user typed. This DCD is ready to identify the following user inputs with the *

wildcard: “I LIKE HARDWARE” and “I LIKE SOFTWARE”. Therefore, if the
user types any of these sentences, the inference machine directs the dialogue flow
by the Bivalent Decision element defined in 2©. It compares the value stored in
* with HARDWARE and SOFTWARE values. Based on the outcome of such
comparison, two dialogue flow directions are available: (i) If * is HARDWARE,
the Category Call element calls the category with the “HARDWARE” pattern, as
shown in 3©. Thus, the chatterbot’s reply related to 5© and 6© will be “Hardware
is a collection of physical elements that constitutes a computer system”; (ii)
If * is SOFTWARE, the Category Call element calls the category with the
“SOFTWARE” pattern, as shown in 4©. Based on such choice, the chatterbot
reply is defined by 7© and 8© items as “Software is a program that enables a
computer to perform a specific task”.
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(a) Cate-
gory Call
Element.

(b) Dialogue Conceptual Diagram
with the Category Call Element.

Fig. 6. Category Call Element

Variable and Temporary Files Storage Element. The Variable and Tem-
porary Files Storage element depicts the files storage and/or variables that will
be solely available to the chatterbot when the program is running. Then, if the
program ends the files or variables are erased from the memory. This element is
shown in Figure 7(a), where the x variable or temporary file has the “a” value.
AIML uses the <set> tag to perform the temporary variable storage.

(a) Variable
and Temporary
Files Storage
Element.

(b) Dialogue Conceptual Diagram with the Vari-
able and Temporary Files Storage Element.

Fig. 7. Variable and Temporary Files Storage Element

Figure 7(b) shows an application of DCD’s Variable and Temporary Files
Storage Element. In 1©, the user enters with the sentence “MY NAME IS *”,
where the * wildcard represents any character sequence typed by the user. In
this particular instance, the goal is to grab the user’s name with *. After that,



520 M. das Graças Bruno Marietto et al.

this message goes to the inference machine, as seen in 2©, where the value found
in * is stored in the userName variable. In the next step 3©, the chatterbot
presents to the user the message “Nice to meet you”. In the dialogue 4©, the user
asks “WHAT IS MY NAME?”. To answer this question, the chatterbot uses the
previously stored information found in the userName variable, and replies to
the user “Your name is userName”, as shown in 5©.

Permanent File Storage Element. The Permanent File Storage Element
allows the chatterbot’s data persistence. Figure 8(a) shows this element details,
and the “b” value is the information that the chatterbots needs to store.

(a) Per-
manent
File Stor-
age Ele-
ment.

(b) Dialogue Conceptual Diagram with the
Permanent File Storage Element.

Fig. 8. Permanent File Storage Element

The Permanent File Storage element is implemented using the AIML’s
<gossip> tag. For example, Figure 8(b) shows a DCD that uses this element.
The user starts to type in 1© “I THINK YOU COULD*”. The proposal for this
message is to grab a user’s suggestion to the chatterbot with the * wildcard.
After that, the inference machine, through the Permanent File Storage element,
saves the information found in *, as shown in 2©. Finally, the chatterbot replies
with the text “Thanks for your suggestion” (DCD Item 3©).

Topic Change Element. A topic is a theme, a subject that the chatterbot is
able to talk. For instance, a bot can be able to talk about topics/subjects like
gastronomy, ioga, philosophy, and so on. A topic groups the categories that deal
with the same subject, which allows the chatterbot to simulate an important
feature of human dialogues: to direct the dialogue to a specific subject, to talk
about this subject and later identify when there is a subject change during the
dialogue (adding the ability for the bot to shift topics during chat).

In Figure 9(a), the Topic Change element is used when the subject is changed.
It occurs when the topic variable is set with the new subject, indicated by the
newTopic value. Finally, it is describe in AIML with the <topic> tag.
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(a) Topic
Change
Element.

(b) Dialogue Conceptual Diagram with the Topic
Change Element.

Fig. 9. Topic Change Element

Figure 9(b) shows an example of the variables topic definition that is used
to group the categories related to the “variable” concept in the programming
logic. In this figure, the topic and its categories are wrapped by dashed lines. In
1© the user says “I HAVE SOME DOUBTS ABOUT VARIABLES”. After that,
in 2© the inference machine sets the topic variable with the variables value,
pointing out the dialogue’s theme change. From now on, the next user inputs
detected by the chatterbot are sought initially in the variables topic category.
Next, the chatterbot shows in 3© the sentence “So, let’s talk about variables”.

In the dialogue’s following moment at 4©, the user types the sentence “I STILL
HAVE DOUBTS”. Since the topic variable was set as topic = variables, the
chatterbot performs the pattern matching first in the variables’ topic cate-
gories. Thus, the inference machine acknowledges that the user’s intention is to
talk about programming languages, and the chatterbot shows in 5© the reply
with the question: “What are your questions about variables?”.

Internal Processing Element. The Internal Processing element, depicted in
Figure 10(a), represents the processing activities performed by the chatterbot
that should not be seen by the users. In the AIML language there is a relationship
between the Internal Processing element and the <think> tag.

Figure 10(b) shows an example of the Internal Processing element application.
In this case, the chatterbot stores a certain user preference in a variable, but it
does not display the data related to that action. At first, the user types the sen-
tence “I LIKE TO PLAY SOCCER” in 1©. After the recognition of that input
pattern, the inference machine puts the soccer value into the sportUser vari-
able. Since this action is not supposed to be displayed to the user, the elements
Variable and Temporary Files Storage is placed in the Internal Processing scope
in 2©. In 3©, the chatterbot shows the sentence “I also like to play soccer”.
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(a) Internal Processing
Element.

(b) Dialogue Conceptual Diagram with Inter-
nal Processing Element.

Fig. 10. Internal Processing Element

3 Dialogue Conceptual Diagram Graphically Displaying
ALICE Chatterbot’s Knowledge Base: A Case Study

In order to verify if DCDs are proper frames of reference for the graphical rep-
resentation of chatterbots’ dialogues, this section presents a DCDs usage’s case
study in the graphical representation of an ALICE [2] chatterbot KB’s snip-
pet. The ALICE chatterbot was chosen due to its acceptance as a model for
chatterbots’ developers. Also, it is an open source system with very specific im-
plementation instructions and source codes. The code reuse allows the design of
systems with no need to build them from scratch.

Table 1. Number of Occurrences for AIML Tags in the ALICE Chatterbot’s KB

Tag Occurrences Tag Occurrences
category 93,607 that 1,542
pattern 93,607 condition 49
template 93,607 topic 10

srai 25,894 get 8,265
set 8,265 gossip 0

think 3,071 if 0
star 2,325 else 0

The ALICE current version has 45.000 categories arranged in sixty-four (64)
AIML files. Among these files it is possible to find the following: ai.aiml, al-
ice.aiml, astrology.aiml,geography.aiml, politics.aiml, religion.aiml
and wallace.aiml. ALICE KB’s graphical representation using the DCDs is
defined in two steps. First, a survey of how many times each AIML tag was used
in the ALICE’s KB was performed. Table 1 displays the outcome of this survey.

Table 1 gives an overview of which DCDs are the most common in the ALICE’s
KB. For instance, the Bivalent Decision and Multivalent Decision elements can
be implemented with the condition tag. Considering that this tag appears 49
times in the ALICE’s KB, then this bot has dialogues that can be graphically
represented by these elements. In a second step, all the 64 ALICE KB’s related
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Listing 1.2. AIML Code of the ALICE’s KB Related to the Category Call Element.

�

<category>
<pattern>WHAT IS A CHAT ROBOT</pattern>

<template>
A chat robot i s a program that attempts to s imu lat e

the conver sat ion or "chat " o f a human being . The
Chat robot "Eliza" was a wel l−known ea r l y attempt
at c r e a t i n g programs that cou ld at l e a s t
t emporar i ly f o o l a r e a l human being in to th ink ing
they were t a l k i n g to another person .

</ template>
</ category>
<category><

pattern>WHAT IS A CHATTERBOT</pattern>
<template>

<s r a i>WHAT IS A CHAT ROBOT</ s r a i>
</ template>

</ category>
�� �

files were analyzed, while dialogues were chosen according to the tags shown in
Table 1 and modeled with the DCD elements.

Hereafter the application of the Category Call element for the graphical rep-
resentation of ALICE’s KB is presented. Such element can be found in the file
ai.aiml of the ALICE’s KB, as shown in Listing 1.2. In this example, the user
wants to ask what is the meaning of chatterbots. Figure 11 shows the DCD
related to the code in the Listing 1.2.

Fig. 11. Dialogue Conceptual Diagram Related to Listing 1.2
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In 1© the user enters the text “WHAT IS A CHATTERBOT”. After that,
the dialogue flow changes with the Category Call element for the category that
corresponds to the pattern “WHAT IS A CHAT ROBOT” in 2©. The category
3© has the chatterbot reply in 4©.

4 Conclusions

The DCDs proposed by this work provide graphical common languages that can
be used by domain specialists and computing researchers/developers with no
extra knowledge. Domain experts’ main concern is modeling the chatterbot’s
KB, while the programmers and computing experts handle the implementation
details. Thanks to the DCDs, both parties can see the big picture and have a
better control of the entire process using such graphical portrayal as a guideline.

In order to present the DCD as a tool and how it works, this paper started
showing two related works and the AIML language with its main tags. Also, the
correlation between dialogue’s visual elements and AIML tags was considered.
Another challenge this work surpassed was the presentation of a practical use
case to see the usage of DCDs in an ordinary, real-life situation. A subset of
the ALICE’s KB was modeled using DCDs in order to portray how robust and
viable they are as devices to graphically display bots’ KBs.

The studies shown in this paper is not the end of the DCD, it is hunt the
beginning. The purpose of this paper is to invite researchers, domains specialist
from varied fields and artificial intelligence designers to try out a new, graphical
and complete way of describing the knowledge for natural language processing.
Thus, the next DCD’s challenge will be the test of time and real-life applications.
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