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Abstract. The paper presents the research on the computer support
system which is able to recognize the type of hypertension. This diagnos-
tic problem is highly imbalanced, because only ca. 5% of patient suffering
from hypertension are diagnosed as secondary hypertension. Addition-
ally the secondary hypertension could be caused by several disorders
(in our work we recognize the five most popular reasons) which require
strikingly different therapies. Thus, appropriate classification methods,
which take into consideration the nature of the decision task should be
applied to this problem. We decided to employ the original classification
methods developed by our team which have their origin in one-class clas-
sification and the ensemble learning. They quality was confirmed in our
previous works. The accuracy of the chosen classifiers was evaluated on
the basis of the computer experiments which were carried out on the real
data set obtained from the hypertension clinic. The results of the exper-
imental investigations confirmed usefulness of the proposed, hierarchical
one-class classifier ensemble and could be applied in the real medical
decision support systems.

Keywords: classifier ensemble, pattern classification, one-class classi-
fier, imbalanced data, hypertension.

1 Introduction

Medical decision support systems have been focus of intense research for years.
According to [1] ca. 11% of expert systems are related to the medical prob-
lems, while more than 21% of scientific papers describe applications of machine
learning algorithms to medical decision tasks. This work follows-on to our pre-
vious works on hypertension type classification [2]. The hypertension is some-
times called a silent killer, because many persons do not realize themselves that
they suffer from this disorder, which can lead to the serious health problems as
coronary heart disease, heart or kidney failure, and stroke to enumerate only
a few. Therefore an accurate diagnostic method which could help physician to
propose an appropriate therapy is still very desirable tool. Basically, we could
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distinguished two main types of hypertension: the essential hypertension and the
secondary one which could be caused by the several disorders. In this work we
will use the hypertension taxonomy presented in Fig. 1.
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Fig. 1. The taxonomy of the hypertension

According to the medical reports ca. 95% of patient with high blood pressure
suffer from the essential hypertension, while rest of them are diagnosed with the
one of the five secondary types of hypertension. The problem of hypertension
type diagnosis is the crucial stage for the appropriate therapy planning, but
as we see it is highly imbalanced what causes that especially patients suffer
from the secondary hypertension could be treated incorrectly. Therefore to solve
this classification task we should use the classification methods which will take
imbalanced data into consideration.

The work is organized as follows. Firstly, the hypertension problem will be
described, then classification methods dedicated to imbalance pattern classifica-
tion task and one-class classification approach are presented shortly. Afterwards,
we present the experimental evaluation of chosen classification methods for the
problem under consideration. The last section concludes the paper.

2 Hypertension

Blood pressure is determined by the amount of blood the heart pumps and the
amount of resistance to blood flow in the arteries. Hypertension is a common
condition in which the force of the blood against the artery walls is high enough.
The hypertension is sometimes called a silent killer, because persons can have it
for years without symptoms, but the damage to blood vessels and heart contin-
ues. Uncontrolled hypertension strongly increases the risk of health problems,
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including kidney disorders, coronary heart problems, heart attack, and stroke to
enumerate only a few. Normal blood pressure at rest is within the range of 100–
140 mmHg systolic and 60–90 mmHg diastolic. Fortunately, the blood pressure
measurement is easy and available for the most of the patients, therefore this
disorder can be easily detected. Nowadays, the hypertension is recognized as the
one of the main health problem, because e.g., [3] reports that in 2013 30-45% of
Europeans suffer from it. It has also a huge impact on the global economy, e.g.,
the American Heart Association estimated the direct and indirect costs of high
blood pressure in 2010 as $76.6 billion [4].

The hypertension’s therapy planning is usually long and continuous process.
The crucial role plays the recognition of its type. Basically, there can distinguish:

– Primary hypertension, known as essential one, that has no known cause and
it is diagnosed in the majority of people, i.e., in ca. 95% of hypertension
cases.

– Secondary hypertension, which is often caused by comorbid conditions, and
is sometimes curable.

The physician is responsible for deciding if the hypertension is of an essential
or a secondary type (so called the first level diagnosis). Because only ca. 5%
of patients suffering from secondary hypertension, we face with the very hard,
highly imbalanced classification problem. Additionally, there are several types of
the secondary hypertension. The senior physicians from the Broussais Hospital
of Hypertension Clinic and Wroclaw Medical Academy suggested its following
classification:

1. fibroplastic renal artery stenosis,
2. atheromatous renal artery stenosis,
3. Conn’s syndrome,
4. renal cystic disease,
5. pheochromocystoma.

3 Imbalanced Classification

Typical classification algorithms work under an assumption that the distribution
of objects among the classes in the training set is roughly equal. However, many
real-life applications are characterized by the fact, that it is impossible to gather
equal number of examples from all classes, as some may appear less frequently
or be more costly to gather. In case where one of the classes is represented by
a significantly greater number of examples than other, we deal with a problem
known as the imbalanced classification. Such an uneven distribution tends to
result in a bias of the decision boundary produced by classifiers towards the
majority class. This significantly damages the classifier performance on the mi-
nority class. With such a situation arises a need for applying carefully designed
algorithms that can cope with such a difficult data distribution.
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Recent works report that the unequal number of examples among classes is
not the major source of problem [5]. In case, where the problem is imbalanced,
but the minority class is well-represented by a significant number of objects,
even standard algorithms can return good recognition rate [6]. The underlying
difficulty is connected to specific data properties, that often are embedded in
imbalanced data sets, such as class overlapping [7], small sample size or small
disjuncts [8].

These data properties are the major reason behind a poor performance of
standard classifiers on imbalanced data sets. Therefore, in recent years there has
been a significant development of dedicated methods, that are able to overcome
mentioned difficulties. They can be divided into four groups [9]:

– Data-level methods that work at the pre-processing phase of the data. They
usually aim at re-balancing the distribution between the classes and they
are not dependent on used classifier model. The best known technique here
is SMOTE [10], which adds synthetic objects to the minority class.

– Classifier-level methods try to modify the existing classifiers in order to make
them robust to unequal object distributions. This is mainly done by reducing
or eliminating the bias towards the majority class or shifting the emphasis
of the learning step towards the minority class.

– Cost-sensitive approaches introduce a high penalty factor for misclassifying
the minority class objects. Instead of standard 0-1 loss function, they use
a pre-defined cost matrix, that allows to define the penalty for the learning
algorithm for misclassifying minority samples. The most popular are cost-
sensitive decision trees, however cost-sensitive neural networks or support
vector machines have been also introduced.

– Hybrid approach that uses a classifier ensemble together with one of the
mentioned above techniques [11]. They take a full advantage of committee
approaches combined with effective method for handling imbalance. Most
popular methods include SMOTEBoost [12], EasyEnsemble [13] and Ada-
Cost [14].

4 One-Class Classification

Because in our research we use one-class classification (OCC) approach [15],
then let’s present this concept shortly. During the training step of OCC only
objects from a single class, known as the target concept ωT , are at disposal.
The purpose of OCC is the estimation of a decision surface that encloses all
available data samples and thus describes the concept [16]. During the one-class
classifier exploitation step, objects from different distributions, unknown during
the training phase may appear. They represent data that do not belong to the
target concept, and are labeled as outliers ωO. OCC can be considered as learning
in the absence of counterexamples. The target class should be separated from
all possible outliers, and hence the decision boundary should be estimated in all
directions in the feature space around the target class. This allows us to create
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a pattern recognition system that is robust to appearance of new classes or lack
of representative counterexamples.

OCC is an attractive solution to many real-life problems where data coming
from a single class is abundant but other objects are hard or even impossible to
obtain such as spam filtering/intrusion detection [17].

Despite the original aim of OCC to work on cases with no access to counterex-
amples, there is a number of reports that discuss the usefulness of OCC approach
in cases, where objects from all of classes are at disposal. This is explained by
several attractive properties of OCC, resulting from their different learning pro-
cedure. They do not minimize the classification error, but adapt to the features
of the target class. They do not use all of the available knowledge from the train-
ing set, which results in worse recognition accuracy than multi-class methods for
standard problems. However, in case of difficult data sets, OCC can outperform
multi-class algorithms, as single-class classifiers are robust to many difficulties
embedded in the nature of data. This seems as a very attractive proposal for
dealing with imbalanced data sets, and our previous works confirm that using
ensembles of OCC can return highly effective recognition systems for uneven
class distributions [18, 19].

In this work, we propose to embed the background medical knowledge about
the hypertension problem (see Fig. 1) into the process of designing the medical
decision support system. The introduced system is realized as a two-step hierar-
chical architecture, with each step handling a decomposed part of the recognition
task.

Step 1. On the upper level of the introduced architecture, we implement a
single one-class classifier to distinguish between essential and secondary hyper-
tension. In our data set, the essential hypertension class has significantly larger
number of examples than all of the remaining classes, thus leading to an im-
balanced problem. We counter this by using a OCC model that is trained on
essential hypertension class as the target class. All of the remaining five sec-
ondary hypertension classes are fused together to create an outlier class. The
system outputs a binary value - it can decide that a new object belongs to the
target class (essential hypertension) or to the outlier class (secondary hyperten-
sion). In case of the latter decision, the recognition system moves to the second
level of architecture, which is able to distinguish between secondary classes. By
this, we are able to efficiently handle imbalanced problem at the first step of our
architecture.

Step 2. This step aims at distinguishing between one of five types of secondary
hypertension. This is implemented by decomposing the original multi-class prob-
lem with an ensemble of OCC algorithms. Each of the classes is handled by a
dedicated one-class classifier, that adjusts to its properties. Then, we use an
Error-Correcting Output Codes [20] to reconstruct an original multi-class prob-
lem from single-class responses. This allows us to handle difficult multi-class
data with efficient decomposition strategy.
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5 Experimental Investigations

The aims of the experiment were:

– propose an efficient medical decision support system for automatic diagnosis
of hypertension types;

– examine the usefulness of the proposed hierarchical one-class classifier en-
semble and compare it to several state-of-the-art methods.

5.1 Set-Up

The initial works on the hypertension type classification system was developed
together with Service d’Informatique Médicale from the University Paris VI
[2]. All data was getting from the medical database ARTEMIS, which contains
the data of the patients with hypertension, whose have been treated in Hôpital
Broussais in Paris. Although the set of symptoms necessary to correctly assess
the existing hypertension is pretty wide, in practice for the diagnosis, results of 18
examinations (which came from general information about patient, blood pres-
sure measurements and basis biochemical data) are used, whose are presented
in Tab. 1.

Table 1. Description of features

# name # name

1 sex 10 efffusion
2 body weight 11 artery stenosis
3 high 12 heart failure
4 cigarette smoker 13 palpitation
5 limb ache 14 carotid or lumbar murmur
6 alcohol 15 serum creatinine
7 systolic blood pressure 16 serum potassium
8 diastolic blood pressure 17 serum sodium
9 maximal systolic blood pressure 18 uric acid

The set-up of used classifiers was as follows:

– As a base one-class classifier for the proposed classifier ensemble, we decided
to use Support Vector Data Description (SVDD) with RBF kernel and kernel
parameters σ = 0.3, C = 8.

– As reference methods, we use:

• C4.5 decision tree with post-pruning,
• a multi-class Support Vector Machine (SVM) with RBF kernel and kernel

parameters σ = 0.1, C = 10,
• Random Forest (RandF) ensemble with 120 decision trees .

– The parameter values were established with a grid-search procedure.
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– For comparison purposes we use the mentioned classifiers combined with
SMOTE preprocessing, in order to counter the imbalance ratio between es-
sential class and remaining ones. For SMOTE algorithm, we use 5 neighbors.

All experiments were done with the usage of combined 5x2 cv F test [21] with
α = 0.05, that allowed to assess the statistical significance of the obtained results.

5.2 Results

The results of the experiments, with the respect to geometric mean (G-mean)
values and statistical analysis are given in Tab. 2.

Table 2. Results of experiments on hypertension type classification

Classifier G-mean Statistically better than

C4.5 50.92 -
SVM 55.12 C4.5
RandF 57.98 C4.5,SVM

C4.5+SMOTE 67.82 C4.5,SVM,RandF
SVM+SMOTE 68.28 C4.5,SVM,RandF
RandF+SMOTE 70.07 C4.5,SVM,RandF,C4.5+SMOTE,SVM+SMOTE
Hierarchical OCC 75.86 ALL OTHER METHODS

5.3 Discussion of the Results

On the basis of the presented results we may formulate a few interesting observa-
tions. The experiments showed, that our hypertension dataset poses a challenge
for standard machine learning algorithms, and that it is not a trivial task to
achieve a good performance for this problem. However, the output of the ex-
periment proved the quality of the proposed hierarchical ensemble of one-class
classifiers. Let us take a closer look into the performance of each methods.

Canonical classifiers deliver highly unsatisfactory results. Neither C4.5, SVM
or Random Forest were able to efficiently discriminate between hypertension
types. This comes from the fact, that we deal with a multi-class and highly im-
balanced problem. If we had used standard accuracy as measure, these classifiers
would perform satisfactory. However, G-mean metric allows us to examine their
performance with the respect to uneven distribution between classes. And from
it we can see, that they fail to properly recognize minority classes (secondary
hypertension types).

When embedding a dedicated pre-processing method (namely SMOTE algo-
rithm) into these classifiers, we can see a significant rise of the G-mean value.
This is because SMOTE inputs artificial instances into minority classes and
is able to reduce the classifier’s bias towards the majority class. However, one
should have in mind a strong limitation of such techniques. With the usage of
SMOTE comes the main problem how many of the artificial samples we should
generate. Intuition points that best results should be achieved when classes have
equal number of objects. Yet with so big disproportion (approximately 9:1) after
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some repetitions of this algorithm the new objects will be created only on the
basis of previously artificially created ones. Therefore it is hard to conclude if so
many artificial objects will be representative for the problem.

Our proposed hierarchical one-class ensemble does not suffer from the men-
tioned limitations. Additionally, it further significantly boosts the recognition
rate, which is reflected by the highest G-mean score and backed-up with statis-
tical testing. This shows that OCC can be an efficient tool for handling highly
imbalanced data set, despite the fact that it does not use any knowledge about
counterexamples. Extending this with a second-level architecture for decompos-
ing multi-class problem with single-class methods allowed us to achieve a very
good discrimination between five secondary hypertension classes. Combining this
approaches into two-level architecture resulted in a robust and effective medical
decision support system for hypertension type classification.

6 Conclusions

The paper presents the experimental evaluation of the set of compound classifiers
for highly imbalanced multi-class classification task. The considered task was re-
lated to crucial problem of hypertension type diagnosis which is recognized as one of
the main serious social disease. The proposed method based on one-class classifier
ensemble significantly outperforms other considered methods as hybrid approaches
used preprocessing as SMOTE. As we mentioned in the previous section, the prob-
lem of imbalance data classification is visible not only in disparity among number
of training examples represented considered classes, but what maybe more impor-
tant in the specific data properties. Therefore our future works on decision support
systems for the hypertension type classification will look for an appropriate hybrid
classifier which is able to take such properties into consideration.
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19. Krawczyk, B., Woźniak, M., Cyganek, B.: Clustering-based ensembles for one-class
classification. Information Sciences 264, 182–195 (2014)

20. Wilk, T., Wozniak, M.: Soft computing methods applied to combination of one-
class classifiers. Neurocomput. 75, 185–193 (2012)

21. Alpaydin, E.: Combined 5 x 2 cv f test for comparing supervised classification
learning algorithms. Neural Computation 11(8), 1885–1892 (1999)


	Hypertension Type Classification Using Hierarchical Ensemble of One-Class Classifiers for Imbalanced Data
	1Introduction
	2Hypertension
	3Imbalanced Classification
	4One-Class Classification
	5 Experimental Investigations
	5.1Set-Up
	5.2Results
	5.3Discussion of the Results

	6 Conclusions




