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Preface

The MUSME 2014, IFToMM-FeIbIM–International Symposium on Multibody
Systems and Mechatronics is the fifth event of a series that was started in 2002 as a
conference activity mainly for promoting these topics in South American com-
munity. The first event was held at Universidad Panamericana de la Ciudad de
México, Mexico in May 2002, the second was held at Federal University of
Uberlandia, Brazil in March 2005, the third was hosted at Universidad Nacional de
San Juan, Argentina, in April 2008, and the fourth was celebrated at Universidad
Politecnica deValencia, Spain, in October 2011. This year the MUSME event has
come to SUNEO (Sistema de Universidades Estatales de Oaxaca) at UMAR
Campus Huatulco, Oaxaca, under the auspices of Instituto Politecnico Nacional
(IPN) and Universidad Autonoma de Queretaro, Mexico.

The MUSME aim was decided at the funding meeting in 2002 as: a conference
stimulating integration between Mechatronics and Multibody Systems Dynamics
disciplines; a forum for facilitating contacts among research people and students;
and a match conference for communities from IFToMM (International Federation
for the Promotion of Mechanism and Machine Science) and FeIbIM (Federación
Iberoamericana de Ingeniería Mecánica). In addition, since the beginning it has
been considered preferable to have the MUSME Symposium in a location within
South America, but without neglecting the possibility to bring MUSME in other
parts of the world, since it is supported both by IFToMM and FeIbIM.

The aim of the MUSME Symposium is to bring together researchers, industry
professionals, and students from a broad ranges of disciplines referring to Mech-
atronics and Multibody Systems, in an intimate, collegial, and stimulating envi-
ronment. Again, in the 2014 MUSME event we received a significant attention to
the initiative, as can be seen by the fact that this Proceedings volume contains
contributions by authors from all over the world.

The Proceedings volume of the MUSME Symposium is published within the
Springer series on MMS (Mechanism and Machine Science) and contains 53 papers
that have been selected from 63 submitted papers after peer review for oral
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presentation. The accepted papers cover several aspects of the wide field of Mul-
tibody Systems and Mechatronics. Special attention has been given to organizing
student sessions with good works from young researchers, who are still in the
formation process.

This is the first time that the Proceedings is published by Springer whereas the
previous proceedings were published as CD proceedings that nevertheless are
available at the hosting institutions.

We would like to express grateful thanks to the members of the International
Scientific Committee for MUSME Symposium for cooperating enthusiastically for
the success of the MUSME 2014 event:

Prof. Marco Ceccarelli (Chair), Italy
Prof. Mario Acevedo, Mexico
Prof. Jorge A.C. Ambrósio, Portugal
Prof. Alberto Cardona, Argentina
Prof. Osvaldo H. Penisi, Argentina
Prof. João Carlos M. Carvalho, Brazil
Prof. Javier Cuadrado, Spain
Mario Fernandez Fernandez, Chile
Prof. Manfred Husty, Austria
Prof. Tatu Leinonen, Finland
Prof. Vicente Mata, Spain
Prof. Carlos Munares, Perù
Prof. Pietro Fanghella, Italy

We thank the authors who have contributed with interesting papers in several
subjects, covering many fields of Multibody Systems and Mechatronics and,
additionally, for their cooperation in revising papers in a short time in agreement
with the reviewers’ comments. We are grateful to the reviewers for the time and
effort they spent in evaluating the papers with a very tight schedule that has per-
mitted the publication of this Proceedings volume in time for the symposium event.

We thank Rector Modesto Seara Vazquez for accepting to host the MUSME
2014 event at SUNEO. We thank our colleagues for their help at the LARM
Laboratory of Robotics and Mechatronics of University of Cassino and at the
ESIME Ticoman del Instituto Politecnico Nacional. We thank the Director of
ESIME Ticoman, Javier Roch Soto. We thank COFAA-IPN for its economic
support for some activities of the MUSME event.

We also thank the auspices of IFToMM (International Federation for the Pro-
motion of Mechanism and Machine Science) and FeIbIM (Federación Iberoamer-
icana de Ingeniería Mecánica).

We thank the publisher and Editorial staff of Springer for accepting and helping
the publication of this Proceedings volume, since the early step in 2012.
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We are grateful to our families since without their patience and comprehension it
would not have been possible for us to organize MUSME 2014, IFToMM-FeI-
bIM–International Symposium on Multibody Systems and Mechatronics and this
Proceedings volume.

June 2014 Marco Ceccarelli
Eusebio Eduardo Hernandez Martinez
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Kinematic and Workspace-Based
Synthesis of a 2-DOF Mechanism
for Haptic Applications

R. Roberts and E. Rodriguez-Leal

Abstract This paper presents the development of a mechanism aimed to haptic
applications. The basic design proposed in this work is intended to interact with a
finger without the use of a fixture attached to the body. This work investigates the
theoretical workspace of a human index finger and proposes a two degree-of-
freedom 7-bar linkage mechanism that is synthesized based on such workspace.
The paper determines the closed-form solutions to the forward and inverse position,
and presents a prototype that is built and tested as a proof of concept of the novel
device. The workspace of the constructed mechanism is compared with theoretical
models in order to assess their similarity and the viability of accelerometers as
position sensing instruments is also tested.

Keywords Haptics � Workspace analysis � Kinematics � Human–machine inter-
action � Prototype

1 Introduction

The enhancement of the user-experience in virtual environments has been a highly
studied topic in recent years [1, 2]. Audiovisual devices are capable to provide
engaging interactive experiences to users, and can be classified as one-way or two-
way communication systems, e.g. watching TV or playing videogames respec-
tively. One of the most challenging issues in two-way communications is the
saturation of the communication channels that result in the loss of information. To
overcome this issue, a haptic device could be used as an alternative communication
channel. For several decades, haptic devices have been commercially available for
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different applications, e.g. using vibrotactile actuators in cell phones and pagers [3],
or guiding tools that are designed to help soldiers to navigate in battlefields [4].
Moreover, the gaming industry is a niche for haptic devices, enhancing the mul-
timedia experiences of players and providing a new sense of realism [5]. Further-
more, force feedback haptic devices have received a special interest from the
medical community including applications such as palpation, needle insertion,
laparoscopy, endoscopy, endovascular procedures or arthroscopy [6].

Several of the commercial single-point force feedback devices are designed to be
manipulated using an entire hand, displaying three translational degrees-of-freedom
(DOF), and can be provided with three additional rotational DOF [6, 7]. Some of
the benefits of this type of devices include a workspace in which comfortable
movement is allowed, and a mechanism design that is low weight while is capable
to provide reliable force feedback. Some of the drawbacks that are encountered in
single-point force feedback devices include accuracy limitations in multiple-object
simulation, which is essential for object recognition in haptics [8, 9].

This paper describes the development and synthesis of the novel haptic device
and is organized as follows: Sect. 2 presents a description of the desired charac-
teristics and features of this mechanism. Section 3 performs a thorough mathe-
matical analysis of the mechanism. A practical approach for conducting the
synthesis of the mechanism is discussed in Sect. 4, where the workspace of a human
finger is used to determine the dimensional parameters of the mechanism. Section 5
discusses the prototype and validates the theoretical workspace with experimental
data. Finally, the paper presents conclusions and suggestions for further work.

2 Mechanism Description

The new haptic mechanism proposed in this paper considers the following features:
(i) compact size suitable for finger movement, (ii) non-collapsibility, (iii) low
mechanical impedance. A compact apparatus is desirable since a long term goal of
this project is to build a multi-point haptic device. Hence, it is important to
reproduce this mechanism five times within the workspace of a hand. A non-
collapsible mechanism eliminates the inclusion of components that force contact
with the finger. This feature is required in cases in which movement flexibility is
desired. Finally, reducing inertia and friction in the device is desired to achieve a
realistic haptic experience.

Figure 1a shows the proposed seven-link and six-joint mechanism, which can be
thought as two four-bar mechanisms that share a common bar. The base is con-
nected to link 2 with links 1 and 3 with the use of joints, while the platform is
connected to link 2, with links 4 and 5. Note that all the axes of the joints are
parallel to each other and to the Z axis. Consider that links 1, 3, 4 and 5 have a
length l while link 2, the base and the platform have a length that is equal for the
three elements, although the particular value of this parameter is irrelevant as the
following equations will show. The abovementioned dimensional considerations
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guarantee that the mechanisms comply with the Grashof condition [10]; they also
assure that the base, platform, and link 2 remain parallel for all positions of the
mechanism. Note that the joint connecting links 2 and 5 is active, meaning that a
motor applies torque to this kinematic pair; this is also the case for the joint
connecting the base and link 1. The following section includes the kinematics
analysis that determines the closed-form solutions to the position, velocity and
acceleration of the seven-bar mechanism.

3 Mechanism Kinematics

The forward kinematics consists in determining the position vector p of an arbitrary
point P of the platform. See Fig. 1b for a vector representation of the mechanism.
Note that for analysis convenience, all vectors lie on the XY plane and is possible to
determine p as follows:

p ¼ lch1 þ lch2 þ f ; lsh1 þ lsh2 þ g½ �T ð1Þ

where f and g are the magnitudes of vectors f and g. h1 and h2 denote the angular
position of the active joints connected to links 1, and 4, respectively. Note that links
1 and 3 are parallel, the same is true for links 4 and 5.

The inverse kinematics consists in finding the magnitude of the angular positions
of the active joints for a given position of the platform. Consider from Fig. 1 that
vector q describes the position of point B and can be expressed as:

q ¼ lch1 þ lch2; lsh1 þ lsh2½ �T ð2Þ

Fig. 1 a CAD model and b vector representation of the seven bar linkage
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where the magnitude q of vector q results in

q ¼ qj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lch1 þ lch2ð Þ2þ lsh1 þ lsh2ð Þ2
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lþ lcað Þ2þ lsað Þ2
q

ð3Þ

where a is the angular position of link 5, relative to link 1. Solving for a, u, and b
results in

a ¼ acos
q2 � 2l2

2l2

� �

; b ¼ atan
lsa

lþ lca

� �

; and u ¼ atan
qy

q� f

� �

ð4Þ

where qx and qy are the X and Y components of q, respectively. The angular
positions of the active joints h1 and h2 can be written as

h1 ¼ u� b and h2 ¼ aþ h1 ð5Þ

All the above calculations use vector q rather than p for simplicity. The
mechanism design produces a constant translational relationship between these two
vectors.

p ¼ qx þ f qy þ g½ �T ð6Þ

Note that for any given point P the magnitudes f and g are constant and inde-
pendent of h1 and h2. The Jacobian matrix for the mechanism results in

Jp ¼ Jq ¼ �lsh1 �lsh2
lch1 lch2

� �

ð7Þ

Note that the Jacobian of vectors p and q is identical. The study of singularities is
fundamental for haptic mechanisms which are defined as the configurations where
the matrices relating input and output parameters (Jacobian) become rank deficient
[11]. Therefore is essential to identify all possible singularity configurations since
they might lead to undesirable operation of the mechanism.

The singular configurations of the mechanism occur when the determinant│J│
in Eq. (7) equals zero, resulting in

�l2sh1ch2 þ l2ch1sh2 ¼ 0 ð8Þ

By inspection of Eq. (8) is possible to determine that the singularity occurs when

h1 ¼ h2 ð9Þ

h1 ¼ h2 � p ð10Þ

Note that the first singularity configuration in Eq. (9) occurs when links 1 and 5
are aligned and the mechanism finds itself at the edge of its reachable workspace.
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By using polar coordinates it is possible to observe the loss of one DOF of the
mechanism in the singularity configuration. The second singularity conditions are
met when links 1 has an angle of 180° relative to link 5. Note that the mechanism
depicted in this work is unable to reach this condition due to mechanical
constraints.

4 Mechanism Synthesis by Workspace Analysis

This section presents the synthesis of the mechanism following an approach based
on the study of the human finger workspace in order to define the link dimension
parameters for this mechanism. According to the literature, it is common to model a
human finger as a three bar linkage with four rotational DOF where the first joint
has two rotational DOF, the second and third joints have one DOF [12]. For the
following workspace analysis, it is considered that each joint provides one DOF.
The dimensional parameters of a human index finger and the range of angular
displacement allowed by each of its joints differ unevenly among the human
population [13]. However, the values used in this work represent a median and have
been used in related work [12]. The mechanism selected to interact with the finger
has to comply with various characteristics. The mechanism has to be safe; therefore
the forces that the apparatus can exert cannot pass determined levels. The mech-
anism range has to intersect with the bulk of the finger workspace, although not
completely. Low mass and friction are desired to optimize the haptic experience.

A configuration that complies with the mentioned characteristics is the seven bar
mechanism described in the previous sections. Consider that the length and max-
imum angular displacement are optimized considering its interaction with the finger
model. The synthesis of the seven bar mechanism is thus performed by iterating
several combinations of dimensional parameters. The approach followed is to
produce different mechanism workspaces and identify the best fit in the theoretical
finger workspace. To show how the angle and length parameters modify the
mechanism workspace, multiple combinations were studied. The lengths of links 1,
3, 4, and 5 are defined to be more than 30 mm; similarly the joints rotation range is
required to be at least 150°. Given that the links have a width of 10 mm a simple
cosine rule shows that for this angle, the base, link 2 and the platform have to be of
at least 40 mm in length. This length is also applied to links 1, 3, 4 and 5 since it has
been concluded that an acceptable length is between 30 mm and 50 mm. The
mechanism with the mentioned dimensions is simulated using a Labview program
to generate its theoretical workspace, which is compared with the model of the
finger. The resulting intersection is presented in Fig. 2.

For the following analysis, the area of the mechanism and finger workspaces
depicted in Fig. 2 are named mA and fA, respectively. The intersection between both
workspaces referred as iA. Note that fA is exogenous and cannot be modified, and
while the maximization of iA is desired, conversely minimization of mA is also
preferred as it implies a more compact mechanism. To further explore this concept,
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two indexes are defined. The finger utilization index nf is the ratio between the
intersecting area iA and the entire finger workspace fA. Similarly, the mechanism
utilization index nm is the ratio between the intersecting area iA and the entire
mechanism workspace mA. By definition both indexes can vary between 0 and 1
where the latter represents the complete use of the workspace.

nf ¼ iA
fA

and nm ¼ iA
mA

ð11Þ

In ordinary robotic applications the mechanism utilization is a parameter of
interest; in haptic devices other parameters take importance such as finger utiliza-
tion and device weight. These parameters are taken into account in the following
equation:

e ¼ nf þ nm � wn ð12Þ

where e is the proposed efficiency parameter and wn is a normalized value of the
apparatus mass. It is known that the device weight is proportional to the cube of the
length l, given that proportions are kept. Due to the fact that nf and nm are non-
linear, it is difficult to estimate them for complex workspaces as the ones considered
in this document. Consequently, Fig. 3 presents the results of computational sim-
ulations that were performed in order to obtain nf and εf for different values of l.

An inverse relation between nf and nm is observable in Fig. 3. Note that as
l varies from 5 to 95 mm, nf increases while nm decreases; however, for any value of
l equal or smaller than 25 mm, nm saturates at 1, i.e. the finger workspace com-
pletely engulfs its mechanism counterpart. Extrapolation of the observed curves
should yield a continuous decrease of nm and an eventual saturation of nf at 1;
nevertheless for the purpose of this work, bar sizes above 100 mm are not suitable
for a compact haptic device.

Fig. 2 Mechanism and finger workspaces and the intersecting area
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As the mechanism size increases, so does its mass. At low values this increase in
weight is justified with a similar increase of finger utilization nf; above certain point
however, this relationship breaks since the mass increases at a rate higher than the
utilization. Considering this relationship, the abovementioned plot suggests an
optimal value of 40 mm for the links of the haptic device.

This parameter is used in the construction of the haptic device, which is pre-
sented in the next section. Workspace analysis is validated comparing the theo-
retical model with real data.

5 Prototype

A prototype of the haptic device was constructed using the parameters defined in
the previous sections. 3D printing technology was used in the construction of
structural pieces, and DC motors are connected to the mechanism without the
typical geared speed reduction. This produces a mechanism with low mechanical
impedance, especially when the motors are inactive, which is essential in haptic
simulations. Low mass helps to this effect as well as low friction joints. When
active, the motors can apply a torque of up to 200 mNm, which is relatively high for
this size of motors but commercially available nonetheless. The torque of the upper
portion of the mechanism is transmitted with a toothed belt. The sprockets con-
nected to the base and link 4 have a 2:1 ratio; which produces a torque increase of
the same magnitude. The reactive force that the mechanism can apply to any user
depends on the mechanism configuration and the torque applied to the motors. If the
mechanism is in the singularity conditions described in Eqs. (9) and (10) and the
user applies a force parallel to link 1, then the theoretical reactive force is infinite.

Fig. 3 Values of εf, nm, and nf for different mechanism dimension configurations
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Conversely, the minimum reactive force occurs when the user applies force per-
pendicular to the links; in this case, the lower link will yield at 2.5 N. In case that
the lower part of the mechanism is blocked (e.g. it has reached its angular limit), the
upper mechanism will yield at 10 N due to the sprockets ratio and the shortening of
the lever. The end-effector position is determined using Eq. (1). The values of l,
f and g are constant for a given mechanism construction, while angles h1 and h2 are
determined with accelerometers. The resolution of the position estimation depends
on factors such as the accelerometer sensitivity and the characteristics of the analog
to digital converter (ADC). Resolutions of less than 1° are possible using com-
mercially available components such as a 10 bit ADC and a 300 mV/g acceler-
ometer sensitivity. For the mechanism shown in Fig. 4a the accelerometers are
placed on links 1 and 5.

The effectiveness of the accelerometer based positioning is tested by gathering
their data as the end effector moves throughout its workspace. Five hundred points
are estimated and compared with the theoretical workspace as shown in Fig. 4b.
The overlap between the theoretical and experimental workspaces proves the
effectiveness of the accelerometers as position measuring instruments. Note that the
slight asymmetry can be attributed to the interference between link 5 and the
platform. The latter has a diameter larger than the rest of the pieces in the joint that
holds the sprocket. This feature reduces the angular liberty by a few degrees but
does not affect the workspace shape.

6 Conclusions

This work presented the development of a seven-link mechanism force feedback
device. The position analysis was performed and their equations obtained for
solving the forward and inverse problems. Mechanism dimensions are suggested
and tested using simulation software, performance indexes are proposed to compare
various designs under an objective structure. An optimal configuration is obtained
considering factors such as the device weight and the utilization of the finger and

Fig. 4 a Prototype, and b comparison of the mechanism theoretical and experimental workspace
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the mechanism workspaces. The resulting parameters are used to construct the
haptic device; the workspace of the resulting apparatus is compared with simula-
tions and is shown that the CAD tools effectively predicted the emergent work-
spaces. Unlike conventional robots that use encoders to assess joint angles, the
constructed apparatus uses accelerometers which effectively track the end effector
position.
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Fuzzy Logic Control on FPGA for Solar
Tracking System

Ricardo Antonio-Mendez, Jesus de la Cruz-Alejo
and Ollin Peñaloza-Mejia

Abstract This paper proposes a control technique for solar tracking system
through the processing of fuzzy logic implemented on FPGA. The control is
designed by calculating and storing membership values in lookup tables as integer
values which are addressed in all stages involved in the fuzzy logic system
according to Mamdani rules and max–min implication model. A defuzzification
method using alpha-levels is proposed. Results are presented to validate the theo-
retical analysis.

Keywords Fuzzy logic � Alfa-levels � Sun tracking � FPGA � Mamdani

1 Introduction

Currently one of the mathematical disciplines with the highest number of followers
is the fuzzy logic technique, which is the logic that uses expressions that are neither
completely true nor completely false, i.e., is the logic applied to concepts that can
take a any truth value in a set of values ranging between two extremes, absolute
truth and complete falsity. Central to those based on the theory of fuzzy logic
systems is that, unlike those based on classical logic, have the ability to acceptably
reproduce the usual modes of reasoning, considering the certainty of a proposition
is a matter of degree [1, 2]. Thus, the most attractive features of fuzzy logic are its
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flexibility, tolerance for imprecision, its ability to model non-linear problems, and
its basis in natural language.

In the other hand, implementation can be using general-purpose processors and
depending fully on software in the realization of the system or adapting a general-
purpose processor to perform dedicated fuzzy instructions. The approach is a trade-
off between speed and generality. An alternative is using an exclusive hardware to
perform the fuzzy operations as a closely related approach, through dedicated fuzzy
circuits or Application Specific Integrated Circuits (ASICs). The approach leads to
relatively high-speed operation, but is more costly. FPGAs are hardware devices
used as user-programmable ASICs. The availability of software tools to generate
efficient and flexible hardware description configurations automatically also brings
easiness to the reconfiguration process. Moreover, FPGA designs can already be
modeled, simulated and verified.

For the case of solar-concentrating collectors, some form of tracking mechanism
is usually employed to enable the collector to follow the sun. This is done by
monitoring the variation in degrees. Monitoring tracking systems can be classified
based on their movement. This can be a single axis or two axes. In the case of a
single-axis mode, the motion can be in various ways: east-west, north-south, or
parallel to the earth’s axis [2–4].

The paper describes the fastest way to program the FPGA based on the corre-
sponding application program, which in this case is the code for the sun tracking
control. Section 2 characteristics of the sensors and actuators, as well as commu-
nication protocols implemented on the FPGA program for each device are descri-
bed. Section 3, experimental results are presented. Section 4, a comparison between
defuzzification method used in the paper against centroid method is presented.

2 Fuzzy Logic System

Figures 1, 2 and 3 shows the block diagram of the overall system. Data acquisition
is carried out by four brightness sensors which convert light intensity into digital
output values. The output values are stored in internal registers which are accessed
via the I2C communication protocol. It serves as interface for input values to the
FLC. Outputs values of the FLC are the control actions which are communicated to
the servomotors through the RS-232 protocol in digital mode, which contain the
commands for positioning, according to the own configuration of each one ser-
vomotor. Hardware description, processing, setup and characteristics of the devices
used in the system are presented next.
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2.1 Fuzzification

The membership function chosen for this control was triangular, which is given by
the parameters a, b, c as follows:

Trianguloðx; a; b; cÞ ¼
0; x� a
x�a
b�a ; a� x� b
c�x
c�b ; b� x� c
0; c� x

8

>

>

<

>

>

:

ð1Þ

Using max–min operators, (1) can be represented as:

Internal estructure of the 

FPGA programs 

Data Acquisition

CI 2 Protocol

FLC

RS-232 Protocol

Servomotors Solar Rotation Mechanism 

Fig. 1 Block diagram for the sun tracking system
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=

−

−

Fig. 2 Data acquisition for the FLC system

DefuzzificationInference System

Rules

Data Input 

Data Output 

FLC 

Fuzzification

Fig. 3 Fuzzy logic control (FLC)
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trianguloðx; a; b; cÞ ¼ max min
x� a
b� a

;
c� x
c� b

� �

; 0
� �

ð2Þ

Using (2), the membership values for each input or output variable are obtained.
For fuzzification stage, alpha-levels method was chosen. Input variables were
expressed by five linguistic variables positive big (PB), positive small (PS), zero
(ZO), negative small (NS) and negative big (NB). Membership functions of the
fuzzy system are shown in Fig. 4. The universe of discussion for each input and
output variable was expressed by five linguistic variables positive big (PB), positive
small (PS), zero (ZO), negative small (NS) and negative big (NB).

The membership values are obtained through the programming of (2) in a
spreadsheet on a pc. The resultants values are captured in look up tables which are
stored in the internal program in order to be accessed to them in subsequent stages
of the fuzzy logic system control. For example: Given an input value x, the
membership value obtained is a floating-point value in a range between 0 and 1.
This kind of value is complicated to implement in hardware, besides that involves
the use of more resources on the device. So, the values are scaled depending on the
resolution required, according to:

l xð Þ ¼ Eq: 2ð Þfloathing point � 2n � 1
h i

¼ l xð Þinteger value ð3Þ

This manner, using (3), floating point value is scaled to a 2n − 1 resolution,
where n represent the number of bits used in the system. The code to obtain all
membership values for negative_big set is as follows:

type Negative_Big is array (a to c) of integer range 0 to 2n − 1.
constant f_m1: Negative_Big: = (a => 0,1 => 6,2 => 12,4 => 18,….,c => 2n − 1);
for i in a to c loop
if (x = i) then
µ(x) = f_m1(i)
end if;
end loop;
where a and c are the parameters of the membership function given by (1) and

(2).
In this case, because the sensors have a resolution of 8 bits(2n − 1), the input

universe of discussion is partitioned from −127 to 127 as is shown in Fig. 4. A

NG NP

0- 127 + 127

Z PP PG

Membership Functions of inputs
NG NP

0- 512 + 512

Z PP PG

Membership Functions of outputs

Fig. 4 Membership function for inputs and outputs
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value of 0 indicates the lowest value of lighting and a value of 255 highest level.
This indicates that the entry for the maximum value e1 ¼ Ds2� Ds1either negative
or positive is 2n − 1. Depending on whether Ds2 is greater than Ds1, the result is a
positive number or otherwise Ds1 is greater than Ds2, which are negatives values.
The universe from −512 to 512 indicated in Fig. 4 for the output of the system is
proposed due to the movement of the servomotors have 1024 possible values. So,
1024 represents a position of 300°, 512 represents the midpoint, as shown in Fig. 5.

2.2 Rules

In this work, Mamdani’s method is used. In fuzzy logic controller a descriptive
verbal rules (If–Then rules) are used to describe the relation among inputs and
outputs, according to:

R lð Þ : IF x1 is F
l
1 and. . .and xn is F

l
n THEN y is Gl ð4Þ

where:

x1. . .xnð ÞRepresent the input variable
yð Þ Represent the output variable

F yGð Þ Represent themembership function of fuzzy set:

So, rules are activated according to (4). Table 1 shows the corresponding rules
for the fuzzy logic system.

(Goal Posicion=[0x1ff]
150

(Goal Posicion=[0x3ff]
300 (Goal Posicion=[0]0300-360

Invalid Angle

Fig. 5 Range of movement
of the servomotors
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2.3 Inference

The inference method chosen for this work is given by:

lA!B x; yð Þ ¼ min lA xð Þ; lB yð Þ½ � ð5Þ

It involves the comparison between two integer values, selecting the minimum
value to activate rules. Now, in order to programming the fuzzy system, two arrays
of rows and columns numbers which contain the maximum membership functions
are programming. In these arrays are store the membership values which, corre-
sponding to the fuzzy sets where they will be kept, i.e., if an input value falls within
one or two fuzzy sets, the corresponding membership values for each one will be
different in each set, therefore they will be stored in the array. Figure 6 shows the
flow chart for the search and storing for all values in the array. The value Data_inx
having e1, is stored in this variable and a and c values corresponding to the
parameters of (1) (triangular membership function). These are the ranges in which
the input value is looked Data_inx.

Whenever Data_inx has a constant value that matches the value previously
stored in the tables corresponding to the membership function in question, this will
be stored in the array Wnx. Table 2 shows vectors obtained from the search pro-
cesses for Data_inx (e1) and Data_iny variable (de1).

Taking into account the resulting vectors from the search, the inference process
shown in Fig. 7, is performed. Inference process results are given in Table 3, as can
be seen only the array of rules denominated Wn rules i; jð Þ, are stored. This array
has the same dimension as Table 1 have. This means that the input values which
activate output linguistic rules are stored in the array Wn rules i; jð Þ.

Table 1 Corresponding rules for the fuzzy logic system

e1

NG NP Z PP PG

NG NG NP NP NP NP

NP NP Z PP NP Z

de1 Z NP PP Z PG PP

PP Z PP PP Z PP

PG PP PP PP PP PG
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2.4 Aggregation

Aggregation stage is done by:

lBl yð Þ ¼ max lFl
1
x1ð Þ; . . .; lFl

n
xnð Þ

h i

ð6Þ

It shows the global union of fuzzy sets and rules activated. It takes into account
only those rules that have a non-zero value. The aggregation process is carried out
by the method of maximum Eq. (6), for each one enabled rule whose value is

START

cia ≤≤

Data_inx=fm_1(i)

Data_inx, a, c

Wnx_1=0

i=i+1

END

Wnx_1=fm_1(i)
FALSETRUE

Fig. 6 Flow chart for the search process

Table 2 For data inx and data iny

Digital inputs Vectors fm_1 fm_2 fm_3 fm_4 fm_5

Data_inx Wnx= Wnx_1 Wnx_2 Wnx_3 Wnx_4 Wnx_5

Data_iny Wny= Wny_1 Wny_2 Wny_3 Wny_4 Wny_5

START -Inference process

( ) ( )jWnyiWnx __ >

Wnx, Wny

( ) ( )iWnxjirulesWn _,_ =j=j+1

END

FALSE

TRUE

i=1

5≤i

j=1

5≤j

( ) ( )jWnyjirulesWn _,_ =

i=i+1

Fig. 7 Flow chart for the inference process
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different of 0. Then, it is compared with another to know which one is the maxi-
mum, and so on as is shown in Table 4. It shows the way and how the maximum is
saved by comparing the vector Wn rules i; jð Þ. In this case, e.g., taking NG column,
membership function values are compared following, (1,1,), (2,1), (3,1), (4,1) and
(5,1). So, the maximum value between them is the result that activates the output. It
is the value that was used in the alpha-levels defuzzification (ai) process, illustrated
in Fig. 8, where represents the membership value as a result for the aggregation.

2.5 Defuzzification

The method chosen for defuzzification is the Center of slice Area Average
(COSAA) [1], which is given by:

Table 3 Vector obtained by the Inference process

e1

NG NP Z PP PG

NG Wn_rules
(1,1)

Wn_rules
(1,2)

Wn_rules
(1,3)

Wn_rules
(1,4)

Wn_rules
(1,5)

NP Wn_rules
(2,1)

Wn_rules
(2,2)

Wn_rules
(2,3)

Wn_rules
(2,4)

Wn_rules
(2,5)

de1 Z Wn_rules
(3,1)

Wn_rules
(3,2)

Wn_rules
(3,3)

Wn_rules
(3,4)

Wn_rules
(3,5)

PP Wn_rules
(4,1)

Wn_rules
(4,2)

Wn_rules
(4,3)

Wn_rules
(4,4)

Wn_rules
(4,5)

PG Wn_rules
(5,1)

Wn_rules
(5,2)

Wn_rules
(5,3)

Wn_rules
(5,4)

Wn_rules
(5,5)

Table 4 Process for the aggregation process

e1

NG NP Z PP PG

NG Wn_rules(1,1) Wn_rules(1,2) Wn_rules(1,3) Wn_rules(1,4) Wn_rules(1,5)

NP Wn_rules(2,1) Wn_rules(2,2) Wn_rules(2,3) Wn_rules(2,4) Wn_rules(2,5)

de1 Z Wn_rules(3,1) Wn_rules(3,2) Wn_rules(3,3) Wn_rules(3,4) Wn_rules(3,5)

PP Wn_rules(4,1) Wn_rules(4,2) Wn_rules(4,3) Wn_rules(4,4) Wn_rules(4,5)

PG Wn_rules(5,1) Wn_rules(5,2) Wn_rules(5,3) Wn_rules(5,4) Wn_rules(5,5)
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COSAA ¼
P

amax

i¼0

xaif �xai0
2

� �

þxai0

amax
ð7Þ

where xai0 and xaif are parameters given according to the Fig. 8.

2.6 Experimental and Simulated Results

Figure 9a, b show the position of the sensors in the system, where we can see the
position of the sensors and the direction of the movement that each motor have in
the FLC system. Figure 10 shows a comparison between the implemented method
proposed and the MatLab toolkit. The toolkit of Matlab as Bisector and Centroid
establish a non-significant difference for the control. The inputs to the controller are:

e1 ¼ Ds2ðkÞ � Ds1ðkÞ; and de1 ¼ e1ðkÞ � e1ðk � 1Þ ð8Þ

where k, is the sampling time. So, the process adapts the characteristics of the
nonlinear behavior of the solar tracking. This means that either cloudy days or
sunny days, the system adapts to the minimum or maximum conditions of solar
radiation or in this case lighting. The novelty of this system is the reduction of
operations performed on the FPGA. Therefore it only uses basic operations such as
addition, subtraction, divisions and comparisons. In Table 5, the experimental
output results values for the implemented proposed method and the MatLab are
given. The discrepancy between them is less than an 5 % for all parameters over a
full range contained in the universe of discussion X.

i

ix0 fx
0

membership function
1

α

α iα

Fig. 8 Parameters of
membership function
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3 Conclusions

The proposed FPGA sun tracking control, based on fuzzy logic technique was
implemented. It focuses on the optimization of hardware resources, conducting
operations to obtain the values of membership functions for either input or output,
accessing them as constant values using look-up tables. All the simulation and
experimental results demonstrate the effectiveness of the FLC system. Through the
comparison between them, the proposed system achieves a control performance and

Sun Sun’s daily path

W

S N

E

Center of earth

z

Horizon

s4
s3

s2

s1

barrier

barrier

Azimuth(z) 

Altitude(  )

(a) (b)

Fig. 9 a Motion Overviews, b daily path of the sun across the sky from sunrise to sunset

Fig. 10 Comparison between
the system proposed and
Matlab defuzzification
methods
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allowing a faster and precise control of the sun tracking. Besides the proposed
fuzzification method (COSAA), does not imply higher processing calculations.
Moreover the devices used both data acquisition and those performing the control
actions have a good behavior.
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Table 5 Comparative methods defuzification

Comparative table

Inputs
value

Outputs value (Z)

X Y Methods of defuzification

Alfa-levels (proposed method) MATLAB (centroide) MATLAB (bisector)

0 0 0 128.0 128

14 14 0 128.0 128

14 20 0 128.0 128

25 30 52 52.0 51

35 40 52 52.0 51

50 65 71 81.7 68.8

70 80 71 99.8 112

85 95 109 134 130

100 110 109 128 127

115 120 109 128 127

245 255 0 128 128
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Dynamic Balancing of a Nutating
Planetary Bevel Gear Train

P. Fanghella, L. Bruzzone and S. Ellero

Abstract The paper presents a dynamic model of a planetary gear train based on
nutating bevel gears. The goal is to determine the conditions under which the
mechanism do not transmit shaking inertial forces and moments to its frame. The
paper first presents system geometry and kinematics; then an analytical model of its
dynamics is developed and explicit balancing conditions are obtained. Analytical
results are the verified through multibody simulations of a sample geometry. A
discussion about balancing geometries is finally carried out.

Keywords Mechanism design � Multibody dynamics � Nutating bevel gears �
Planetary gear train

1 Introduction

Planetary gear trains represent an important class of mechanical transmissions used
in a wide variety of applications. When very compact solutions and high trans-
mission ratios are required, special configurations based on bevel gears become
interesting [1, 5, 8]. This particular type of planetary gear train has been extensively
studied from a kinematic point of view, see for example [3, 6, 7, 9, 12], and in order
to evaluate the efficiency and power-flows of different configurations, see for
example [4, 10]. Only a limited number of results, especially for the bevel gear
mechanisms, is available regarding mechanism dynamics: beyond specific results
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regarding gear meshing, for example [11] discusses the internal inverse dynamics
(torques and forces) of a bevel gear train used in robotic applications.

This paper considers the dynamics of planetary bevel gear trains from a com-
pletely different point of view, that, as far as the authors know, has not been
previously considered: since this kind of mechanisms, even in steady state condi-
tions, are characterized by unbalanced bodies with angular velocities varying in
direction, they possibly present centrifugal and gyroscopic effects that, at high
speed, can transmit high loads the system frame. Therefore, it is relevant to assess
the conditions required to have, if possible, static and dynamic balancing of this
kind of systems. In particular, the paper examines in detail the balancing conditions
for a specific type of bevel gear train characterized by the presence of a body with a
nutating motion [1, 5, 6, 8, 9], that allows a very high reduction ratio with a very
compact geometry.

The paper first presents the geometry and kinematics of the mechanism, then a
fully analytical model of its dynamics is developed and explicit static and dynamic
balancing conditions are obtained. They are validated by numerical multibody
analyses, and, finally, actual application of the balancing conditions to body
geometries is discussed.

2 Geometry and Kinematics

Figure 1 presents a scheme of the mechanism:

• the input shaft, realized by the carrier c, is attached to the frame f by a revolute
joint Rfc

• the output shaft 5 and the output gear 2 are fixed together and connected to the
frame by a revolute joint Rf5, coaxial with Rfc

• the gear body 4 is fixed to the frame
• the intermediate gears 1 and 3 are fixed together to form a unique nutating body

(n) attached by a revolute joint Rcn to the carrier c; the axis of Rcn intersects the
common axis of Rfc and Rf5 at point O, that is the center of the spherical motion
of all bodies; the angle α between the joint axes is fixed by the shape of the
carrier body and constitutes one of the key parameters in the dynamics of the
mechanism.

Figure 1 also shows the two bevel gearings composing the planetary gear train:

• ga, formed by gears 3 and 4 (traces of primitive cones in white in Fig. 1)
• gb: formed by gears 1 and 2 (traces of primitive cones in grey in Fig. 1)

The transmission ratio s5 c between the angular velocities of input and output
shafts is [5, 6]:
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s5 c ¼ x5

xc
¼ 1� z4z1

z3z2
ð1Þ

while the transmission ratio snc c between the input velocity xc and the relative
velocity xnc of bodies c and n is:

snc c ¼ xnc

xc
¼ � z4

z3
ð2Þ

According to the goals of this paper, the scheme of Fig. 1 can be simplified by
considering only the motion of bodies c and n; the output bodies 2 and 5 are
balanced and rotating around a fixed axis, so they do not yield any static or dynamic
unbalance effect.

Figure 2 shows the reduced scheme and the used reference systems and notation.
To simplify the development of kinematic and dynamic equations, according to the
spherical nature of the mechanism, the origins of all used reference systems coin-
cide with the center of the motion O; therefore:

(a) reference systems are attached to frame f and carrier c; they share the revolute
axis (y direction); the rotation angle #c tð Þ from xf to xc completes the infor-
mation about their relative position

(b) a (constant) rotation around zc of angle a yields to an intermediate reference
system named a; the nutating body n is reached by a rotation around the
ya = yn axis, i.e. the second revolute joint, with angle #n tð Þ from xa to xn.

By design, the carrier body is symmetric with respect to the xc-yc plane, therefore

in its local reference frame c its center of mass Gc has coordinates c Gcx;Gcy; 0
� �T

;
similarly, by design, the nutating body has its center of mass Gn lying on the local

yn axis, with coordinates n 0;Gny; 0
� �T

.

Fig. 1 Mechanism geometry
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Based on previous considerations and notation, it is possible to express the rota-
tions of the moving bodies and the positions of their center of masses, along with their
time derivatives with respect to the fixed reference frame; according to the study
purpose, the system is considered in steady state motion ( €#n ¼ 0; €#c ¼ 0;), so we
obtain:

(1) rotation matrices

Rfc
� � ¼

cos #cð Þ 0 sin #cð Þ
0 1 0
� sin #cð Þ 0 cos #cð Þ

2

4

3

5 ð3Þ

Rfn
� � ¼

cos #cð Þ cos að Þ cos #nð Þ � sin #cð Þ sin #nð Þ � cos #cð Þ sin að Þ
sin að Þ cos #nð Þ cos að Þ
� sin #cð Þ cos að Þ cos #nð Þ � cos #cð Þ sin #nð Þ sin #cð Þ sin að Þ

2

6

4

cos #cð Þ cos að Þ sin #nð Þ þ sin #cð Þ cos #nð Þ
sin að Þ sin #nð Þ
� sin #cð Þ cos að Þ sin #nð Þ þ cos #cð Þ cos #nð Þ

3

7

5

ð4Þ

(2) angular velocities

fxfc ¼ 0 _#c 0
� �T

and axcn ¼ 0 _#n 0
� �T ð5Þ

and w.r.t. fixed reference frame:

Fig. 2 Reference systems
and notation
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fxcn ¼ � cos #cð Þ sin að Þ _#n cos að Þ _#n sin #cð Þ sin að Þ _#n

� �T ð6Þ

fxfn ¼ � cos #cð Þ sin að Þ _#n
_#c þ cos að Þ _#n sin #cð Þ sin að Þ _#n

� �T ð7Þ

(3) angular accelerations

f _xfc ¼ 0 0 0½ �T and f _xfn ¼ sin að Þ sin #cð Þ 0 cos #cð Þ½ �T _#c
_#n ð8Þ

(4) center of masses positions and accelerations w.r.t. fixed reference frame

fGc ¼ cos #cð ÞGcx Gcy � sin #cð ÞGcx½ �T

f G
::

c
¼ � cos #cð Þ 0 sin #cð Þ½ �TGcx

_#2
c

ð9Þ

fGn ¼ � cos #cð Þ sin að Þ cos að Þ sin #cð Þ sin að Þ½ �TGny

f G
::

n
¼ sin að Þ cos #cð Þ 0 � sin #cð Þ½ �TGny

_#2
c

ð10Þ

As a final remark concluding kinematics, we remind that the system has only 1
degree of freedom, and according to Eq. 2 it is _#n ¼ snc c

_#c.

3 Dynamics

The inverse dynamic model is obtained by applying the Newton-Euler equations to
the nutating body and then to the carrier body, so that the total reaction forces ant
torques transmitted to the frame are determined [2]. All vector entities in such
equations are projected to the fixed reference frame, thereby obtaining:

(1) nutating body

fFcn ¼ mn f G
::

n

� �

fMcn ¼ f Jn½ � _xfc
� �þ f ~xfc

� �

Jn½ �xfc
� �

8

<

:

ð11Þ

in which

• fFcn and fMcn are force and torque transmitted to the carrier body due to
inertial effects

• f Jn½ � is the inertial tensor of body n, expressed in the absolute reference frame
through the transformation:
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f Jn½ � ¼ Rfn
� �

n Jn½ �ð Þ Rnf
� � ð12Þ

Due to the rotational symmetry of the nutating body, its inertia tensor is diagonal,
with Jnx ¼ Jnz:

n Jn½ � ¼
Jnx 0 0
0 Jny 0
0 0 Jnx

2

4

3

5 ð13Þ

(2) carrier body

fFfc ¼ mc f G
::

c

� 	

� �fFcn
� �

fMfc ¼ f ~xfc
� �

Jc½ �xfc
� �� �fMcn

� �

8

>

<

>

:

ð14Þ

in simplified form since f _xfc ¼ 0, from which reaction forces and torques trans-
mitted to the frame due to inertia forces, i.e. the static and dynamic unbalance of the
system, can be finally determined (fFfc and fMfc). The inertia tensor w.r.t. fixed
frame f Jc½ � is obtained as previously, starting from the inertial tensor of carrier c,
that, according to its symmetry, is:

c Jc½ � ¼
Jcxx Jcxy 0
Jcxy Jcyy 0
0 0 Jczz

2

4

3

5 ð15Þ

By substituting all previous relations into the Newton-Euler equations and
simplifying, the following results are obtained:

fFcn ¼ mn sin að ÞGny

cos #cð Þ
0
� sin #cð Þ

2

4

3

5
_#2
c ð16Þ

fMcn ¼ � sin að Þ cos að Þ Jnx � Jny
� �

_#c � Jny _#n
� �

sin #cð Þ
0
cos #cð Þ

2

4

3

5
_#c ð17Þ

and then, as a complete result

fFfc ¼ mn sin að ÞGny � mcGcx
� �

cos #cð Þ
0
� sin #cð Þ

2

4

3

5
_#2
c ð18Þ
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fMfc ¼ � sin að Þ cos að Þ Jnx � Jny
� �

_#c � Jny _#n
� �� Jcxy _#c

� �

sin #cð Þ
0
cos #cð Þ

2

4

3

5
_#c ð19Þ

Obviously, fFfc and fMfc are two orthogonal vectors rotating with the carrier
body, whose amplitudes depend quadratically on the rotation velocities; moreover
all terms coming out from the nutating body vanish for design angle α = 0. Due to
the gyroscopic effect, the moment fMfc depends on both velocities _#c and _#n, but,
reminding that such velocities are related by the transmission ratio snc c, we get the
following final expressions for the amplitudes of force and moment over _#2

c :

Su ¼ fFfc













_#2
c

¼ mn sin að ÞGny � mcGcx ð20Þ

Du ¼ fMfc













_#2
c

¼ sin að Þ snc cJny � cos að Þ Jnx � Jny
� �� �� Jcxy ð21Þ

That depend only on the kinematic and inertial parameters of the system.
In order to avoid static and dynamic unbalances, the system must be designed so

that such amplitudes are null or sufficiently small to yield, at nominal speed,
acceptable values of force and moment. The first relation has a clear and simple
physical interpretation: in order to have null static unbalance, the center of mass of
the joined carrier and nutating bodies must lie on the fixed axis of rotation of the
carrier. The second relation is more complex and hard to be physically discussed, as
it involves a mix of kinematic, geometrical and inertial parameters.

4 Multibody Simulations

The analytical results of Sect. 3 have been validated through dynamic simulations
carried out by a commercial multibody software (Creo 2.0-Mechanism Dynamics),
for a geometrical configuration similar to that in Fig. 1, with the following values:

a ¼ 10:3� snc c ¼ �1:05

mc ¼ 0:04 kg Gcx ¼ �3:83 mm

mn ¼ 0:1 kg Gny ¼ �8:92 mm

Jcxy ¼ �3:08 kgmm2

Jnx ¼ 19:7 kgmm2
ny ¼ 20 kgmm2

For which, from previous relations, it is: Su ¼ 0:00062 kgmm and
Du ¼ �0:62 kgmm2. For an input velocity _#c ¼ 3000 rpm, previous analytical
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results provide a value of force transmitted to the frame f Ffc ¼ 61:2 mN and of
moment f Mfc ¼ 61297 mNmm. Figure 3 shows the x component of the static
unbalance force fFfc as obtained by the analytical model presented in previous
Sections and by the numerical multibody model. Similarly, Fig. 4 shows the x
component of the dynamic unbalance moment fMfc, analytical and numerical. Both
figures show a perfect match of the two approaches.

5 Discussion About a Balancing Geometry

The balancing of the planetary gear train requires that both relations (20) and (21)
are zero. Some design parameters, namely a and snc c, are related to the functional
and gear design of the mechanism and cannot be used to balance it.

Regarding the static balancing, the first term of Eq. 20 (mn sin að ÞGny) is mostly
determined by embodiment requirements of gears 1 and 3 (Fig. 1), so the only
possibility is to add a counterweight to the carrier body, opposite to the position of
nutating body center of mass, creating a static moment to equilibrate the nutating
body unbalance (Fig. 5).
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Fig. 3 x component of the unbalance force: analytical (left), numerical (right)
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Regarding dynamic balancing, the value of Du (Eq. 21) is composed by the sum
of three terms: (a) sin að Þsnc cJny, (b) � sin að Þ cos að Þ Jnx � Jny

� �

and (c) �Jcxy.
As shown by the data in the numerical example, for practical geometries, the

term (b) is negligible as Jnx ffi Jny, so the balancing may be mainly obtained
equating (a) and (c). Again, term (a) depends on the mechanism functional design
and on the inertial properties of nutating body; reducing inertia Jny may help, but
there are limitations due to embodiment design of nutating gears. Then the main
balancing effect may be achieved by adding couple of masses to the carrier body to
obtain the required Jcxy value, as shown schematically in Fig. 6.

As a matter of fact, the actual balancing of a planetary bevel gear train requires a
complex geometric design of the real shapes of carrier and nutating bodies that can
be hardly carried out manually. Nevertheless, current software technologies for the
parametric manipulation and optimization of 3D solid models allow solutions of the
considered problem that are feasible both from the functional and manufacturing
points of view.

In any case, no matter the approach used to reduce the values of unbalance
coefficients Su and Du, both analytical and multibody models have demonstrated a
corresponding reductions of shaking force and moment, thereby validating the
result presented in the paper.

Fig. 5 Geometry of the
carrier body, static balancing
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Output Stabilization of Linear Systems
with Disturbances

Francisco Javier Bejarano and Jorge Dávila

Abstract In this paper a control design is proposed to stabilize a controlled output.
It is assumed that only a part of the state vector is known. One part of the dis-
turbances affecting the controlled output is decoupled from it by using feedback, the
other part of the disturbances that affects the output, which cannot be decoupled by
using feedback, is compensated by using its estimation. An example dealing with
the output regulation of a Boeing 767 is presented to illustrate the effectiveness of
the proposed methodology.

Keywords Output stabilization � Systems with disturbances � Sliding mode control

1 Introduction

The classical point of view for output stabilization with disturbances is that of using a
feedback control for decoupling the disturbances from the output (see [1]). This
allows one to design a feedback to stabilize the part of the state that is not affected by
the disturbances and that appears in the output. Other approach is that of compen-
sating the matched disturbances by using sliding modes (see [2, 3]). For instance, in
[4] a finite-time convergent controller is designed for the linear-time invariant sys-
tems with matched perturbations, the controller is restricted to the class of systems
with full relative degree. A third approach is to use the estimation of the disturbances
to compensate them from the part of the state vector that affects directly the output
(see e.g. [5]). In case the disturbance has a particular structure, a different method can
be carried out, for instance, in [6] the exponential stabilization is addressed when the
measured output is affected by sinusoidal disturbances generated by an unknown
exosystem with known upper bound of the exosystem order.
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Main contribution: in this paper a control design is proposed to do the controlled
output stabilization by using only partial state information. It is shown that under
suitable assumptions the part of the unknown input that cannot be decoupled from
the controlled output may be compensated by using unknown input estimation.

Paper structure: the description of the system and the problem formulation is
given in Sect. 2. Main assumptions required to follow the proposed control design
are also given in that section. The main results dealing with the proposed control
law allowing the output stabilization are given in Sect. 3, which is split into two
subsections. Section 3.1 contains some basic results allowing for to express the
original assumptions (in terms of the original system) to the assumptions expressed
in terms of the transformed system. In Sect. 3.2, the specific control design is given.
An example of a linear system of a Boeing 767 is presented in Sect. 4.

2 Problem Formulation

We consider the class of systems whose dynamics is governed by the following
equations

_x tð Þ ¼ Ax tð Þ þ Bu tð Þ þ Ew tð Þ
y tð Þ ¼ Cx tð Þ þ Du tð Þ þ Fw tð Þ
yc tð Þ ¼ Ccx tð Þ þ Dcu tð Þ þ Fcw tð Þ

ð1Þ

where the state vector x tð Þ 2 R
n, the input vector u tð Þ 2 R

m, the disturbance vector
w tð Þ 2 R

q, and the system output y tð Þ 2 R
p. All matrices are constant of suitable

dimension.
The aim is to design a control law u tð Þ so that yc tð Þ tends to zero asymptotically

in spite of the disturbances w tð Þ and assuming that x tð Þ is not available.
We define the system matrix R ¼ A;B;Cc;Dcð Þ (representing the system

involving x and yc when w ¼ 0) and the system matrix �R ¼ A;E;C;Fð Þ (repre-
senting the system involving x and y when u ¼ 0).

Let V Rð Þ and V �Rð Þ be the weakly unobservable subspaces of R and �R,
respectively, let nV be the dimension of V Rð Þ, V Rð Þ? be the orthogonal com-
plement of V Rð Þ (see the appendix for a review V Rð Þ), and AjBh i be the con-
trollability subspace of the A;Bð Þ pair. Let M be a full row rank matrix chosen so
that MV Rð Þ ¼ 0. Along the paper we will assume that,

A1. M AjBh i ¼ R
n�nv .

A2. im
E
Fc

� �

� V Rð Þ � 0ð Þ þ im
B
Dc

� �� �

A3. The system �R ¼ A;E;C;Fð Þ is strongly detectable (i.e., the zeros of �R belong
to left open half-plane of the complex plane).
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3 Output Stabilization

Let V be a full column rank matrix whose columns form a basis of V Rð Þ. In view
of (9) in Appendix, there exists a matrix Kv so that A� BKvVþð ÞV belongs to

V Rð Þ and Cc � DcKvVþð ÞV ¼ 0 Vþ :¼ VTVð Þ�1VT
� �

. Thus, let us define the

following nonsingular matrix

P ¼ M
Vþ

� �

where M is a full row rank matrix so that MV ¼ 0. In view of the previous
considerations, system (1) is transformed, by means of z ¼ Px, into the following
system

_z1 tð Þ
_z2 tð Þ

� �

¼ A11 0

A21 A22

� �

z1 tð Þ
z2 tð Þ

� �

þ B1

B2

� �

u tð Þ þ Kvz2 tð Þð Þ þ E1

E2

� �

w tð Þ

yc tð Þ ¼ C1z1 tð Þ þ Dc u tð Þ þ Kvz2 tð Þð Þ þ Fcw tð Þ

where z1 2 R
n�nv and z2 2 R

nv (nv is the dimension of V Rð Þ).

3.1 Preliminary Results

Lemma 1 Under assumption A2, there exists a matrix C 2 R
m�q so that

B1

Dc

� �

C ¼ E1

Fc

� �

ð2Þ

Proof Firstly, we notice that

PV Rð Þ ¼ im
0
Inv

� �

ð3Þ

Thus, the inclusion of A2, in new coordinates takes the form

im
E1

E2

Fc

2

4

3

5 � 0� R
nv � 0ð Þ þ im

B1

B2

Dc

2

4

3

5

0

@

1

A: ð4Þ
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By inspection it is clear that (4) is equivalent to the following inclusion

im
E1

Fc

� �

� im
B1

Dc

� �

ð5Þ

Hence, (2) is a direct consequence of (5).
What Lemma 1 implies is that under assumptions A2, the perturbations are

matched (to the control) when considering only the system involving z1 and y
(taking out z2). Thus, using the estimation of the perturbation w tð Þ we could
compensate the part of it that affects z1 and y tð Þ. h

Lemma 2 A11;B1ð Þ is controllable provided assumption A1 is satisfied.

Proof By (3), in new coordinates V Rð Þ? is equal to im
Inv
0

� �

, and in the same

coordinates A� BK�jBh i takes the form

im
B1

B2

� �

þ im
A11B1

�
� �

þ � � � þ im An�1
11 B1

�
� �

Thence, regarding that AjBh i is identical to A� BK�VþjBh i, the assumption
M AjBh i ¼ R

n�nv implies, that

R
n�nv ¼ MP�1P A� BK�VþjBh i

¼ I 0½ �im B1 A11B1 � � � An�1
11 B1

� � � � � �

� �

¼ im B1 A11B1 � � � An�1
11 B1

� 	 ¼ A11jB1h i

which, in turn implies that A11;B1ð Þ is controllable. h

3.2 Control Design

Since �R ¼ A;E;C;Fð Þ is assumed to be strongly detectable (i.e., the zeros of �R are
of negative real part), then the state x tð Þ and w tð Þ can be reconstructed asymptot-
ically (w tð Þ is assumed to be unknown) by following a differentiation procedure. In
[7–10] different ways of estimating x tð Þ and w tð Þ asymptotically were proposed. We
refer the reader to such works for more details of the estimation procedure. Thus,
the estimates of x tð Þ and w tð Þ is denoted by x̂ tð Þ and ŵ tð Þ, respectively.

Thus, we propose to design the control u tð Þ by means of the following formula,

u tð Þ ¼ �Kẑ1 tð Þ � Kvẑ2 tð Þ � Cŵ tð Þ ð6Þ

where K is to be designed so that A11 � B1Kð Þ matrix be stable, which is possible
due to Lemma 1.
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Theorem 1 Under assumptions A1–A3, if u tð Þ is designed according to (6), y tð Þ
tends exponentially to zero.

Proof Taking into account (2), substitution of u tð Þ from (6) into (1) yields the
following dynamic equations involving z1 tð Þ and yc tð Þ,

_z1 ¼ A11 � B1Kð Þz1 þ B1K z1 � ẑ1ð Þ
þ B1Kv z2 � ẑ2ð Þ þ E1 w� ŵð Þ

yc ¼ C1 � DcKð Þz1 þ DcK z2 � ẑ2ð Þ
þ DcKv z2 � ẑ2ð Þ þ Fc w� ŵð Þ

ð7Þ

From the equations above, the proof is straightforward since x̂ tð Þ and ŵ tð Þ converge
asymptotically to x tð Þ and w tð Þ, respectively, (i.e., ẑ tð Þ ¼ Px̂ tð Þ tends to
z tð Þ ¼ Px tð Þ). Therefore, the errors z1 � ẑ1ð Þ, z2 � ẑ2ð Þ, and w� ŵð Þ will vanish,
and, since A11 � B1Kð Þ is Hurwitz, z1 will tend asymptotically to zero. Thereby,
y tð Þ will tend to zero also. h

4 Example: Control Regulation of a Boeing 767

In this example we apply the theoretical results to the regulation problem of an
airplane (see, e.g., [11]). Let us consider the following linear longitudinal model of
a Boeing 767,

�x
:
tð Þ ¼ �A�x tð Þ þ �Bu tð Þ þ �Ew tð Þ

�y tð Þ ¼ �Cx tð Þ þ �Du tð Þ þ �Fw tð Þ

where �x is the state vector whose components are the surge velocity ul, the angle of
attack a, the pitch rate q, and the pitch angle h. The input vector u has two
components: elevator deflexion de and thrust angle dT . The flight conditions are:
speed 980 ft/s, altitude 35,000 ft, mass 184,000 lbs, and Mach number 0.8. Matrices
of the system take the following values:

�A ¼

�0:0168 0:1121 0:0003 �0:5608

�0:0164 �0:7771 0:9945 0:0015

�0:0417 �3:6595 �0:9544 0

0 0 1 0

2

6

6

6

4

3

7

7

7

5

�B ¼

�0:0243 0:0519

�0:0634 �0:0005

�3:6942 0:0243

0 0

2

6

6

6

4

3

7

7

7

5

; �E ¼

1 0

0 1

0 0

0 0

2

6

6

6

4

3

7

7

7

5

�C ¼ 1 0 0 0

0 0 0 1

� �

; �D ¼ 0; F ¼ 0:
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The goal is to maintain a constant surge velocity of 800 ft/s, and a pitch angle
equal to 2°. This in spite of the disturbances affecting the performance of the

airplane. Thus, by defining r ¼ ud
hd

� �

¼ 800
2

� �

, we can define a extended state

vector x ¼ �xT rT
� 	T

and so we have a linear system as in (1) with

A ¼ diag �A; 0ð Þ; B ¼
�B

0

� �

;C ¼ diag �C; Ið Þ;

D ¼ 0;E ¼
�E

0

� �

;F ¼ 0

and the control output yc ¼ �y� r, therefore,

Cc ¼ �C �I
� 	

;Dc ¼ �D;Fc ¼ �F

Thus, �y tð Þ tends to r, when yc tends to zero. With this matrices the control takes
the following form

u tð Þ ¼ �Kẑ1 tð Þ � Kvẑ2 tð Þ � Cŵ tð Þ

with

K ¼ �3:46 1:64 �13:24

80:64 179:42 286:83

� �

Kv ¼ 0:53 �0:71 �0:46

6:84 �1:70 3:99

� �

C ¼ 0:12 0

19:32 0

� �

In view of the structure of C, it is clear that only the first unknown input is
needed to be estimated. In Fig. 1 the estimation error of the state vector x tð Þ and the
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Fig. 1 Estimation error of the
states (above) and the first
unknown input (below)
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unknown input w1 tð Þ are shown. The output variables ul and h are depicted in
Fig. 2, there the effectiveness of the proposed control is shown since both come
near to its respective reference signal. Figure 3 presents the case when the term Cŵ
is excluded from the control law. There we can see that ul and h do not approach to
the signals references.

5 Conclusions

We have proposed a control design methodology for stabilizing a controlled output.
The main idea of the control design has been the direct compensation of the part of
that unknown input that cannot be decoupled (by using a feedback control) from the
controlled output. To apply the control law to the system, it was needed to estimate
the estate vector and the part of the unknown input that is to be compensated. We
have shown by means of an example that the proposed control design may be used
for output regulation also. For a future work, it is aimed to relax the assumptions
needed to accomplish the output stabilization.
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Appendix: Weakly Unobservable Subspace

Let us associate to the matrix system R ¼ A;B;C;Dð Þ the dynamic system

_x tð Þ ¼ Ax tð Þ þ Bu tð Þ
y tð Þ ¼ Cx tð Þ þ Du tð Þ

For this triple, the subspace V Rð Þ related to R is the maximal subspace satis-
fying (8) (see, e.g. [1, 12])

A
C

� �

V Rð Þ � V Rð Þ � 0ð Þ þ im
B
D

� �

ð8Þ

This subspace is known as the weakly unobservable subspace (for the case when
D ¼ 0, V Rð Þ coincides with the maximal (A, B) invariant subspace (or controlled
invariant subspace). V Rð Þ consists of the vectors x0 for which there exits an input
u0 tð Þ (depending of x0) so that the corresponding output y t; u0 tð Þ; x0ð Þ ¼
Cx t; u0 tð Þ; x0ð Þ þ Du0 tð Þ is identically equal to zero for all t.

Properties involving V Rð Þ:
1. It is known that, for any initial condition x0 and any input u tð Þ,

y tð Þ ¼ 0 for all t implies x tð Þ ¼ 0 for all t

if and only if V Rð Þ ¼ 0 (in such a case R is called strongly observable)
2. Let V be a full column rank matrix whose columns spanV Rð Þ, then there exists

a pair Kv;Qð Þ so that

AV ¼ VQþ BKv

CV ¼ DKv
ð9Þ

From the first equation above, Kv may be obtained by solving the algebraic
equation

AV
CV

� �

¼ V B
0 D

� �

Q
Kv

� �

42 F.J. Bejarano and J. Dávila



3. By the defining the Rosenbrock matrix R kð Þ as

R kð Þ ¼ kI � A �B
C D

� �

; k 2 C

A complex number k0 is called a zero of R if

rankR k0ð Þ\nþ rank
�B
D

� �

:

It was shown in [13] that V Rð Þ ¼ f0g if, and only if,R has no zeros. There it
was shown also that for any initial condition x0 and any input u tð Þ,

y tð Þ ¼ 0 for all t implies x tð Þ ¼ 0 for all t

if, and only if, all the zeros of R belong to the open left half-plane of the complex
plane (in this case R is called strongly detectable). This property allows for esti-
mating x tð Þ asymptotically in spite of the lack of knowledge of u tð Þ.
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Development of a Heliostat for a Solar
Tower Power Plant

Jorge A. García Pitol, Alicia Hernandez Gutierrez,
Manuel Toledano Ayala, Juan C.A. Jáuregui Correa,
Enma V. Godoy Avendaño and Oswaldo Mendoza Herbert

Abstract Since renewable energies are gaining significance, the development of
efficient devices is vital to make them competitive against the current used sources
of energies. The present paper contains the development of a Heliostat for a Solar
Tower Plant, the description of its elements as well as the Finite Element Analysis
that was taken into account to design the different mechanisms that form the
heliostat. The main innovation in the design is the modularity of the whole device,
the simplification of the movement mechanisms and a high resistance under severe
wind conditions. According to the Finite Element Method analysis the heliostat is
able to withstand a wind speed up to 34 m/s, it accomplishes the modularity desired
but still present backlash issues in the azimuth movement. The next step in the
design is to reduce this resultant backlash with the modification of the azimuthal
mechanism, to employ another transmission method different from gearboxes, and
to compensate the inaccuracy within the dynamic control system.
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1 Introduction

Nowadays human society depends mostly on fossil fuels, according to the Inter-
national Energy Agency (IEA) in 2011 the world electricity generation was of
22,126 TWh; 41.3, 21.9 and 4.8 % came from Coal, Natural Gas and Oil,
respectively. Renewable energies are produced from natural sources and have a low
environmental impact, for example hydroelectric, wind energy, solar energy, etc.

Solar tower power plants consist in a field of heliostats and a central tower, the
purpose of the heliostats is to follow the sun during the day and redirect the solar
radiation to a receiver on top of the tower in order to obtain a heat spot to con-
centrate energy and then introduce it to an energy generation system using a heat
transfer fluid. One of the main challenges of the heliostat design is to eliminate the
backlash present in the gearboxes of the different movement mechanisms, although
it is small within the axes when is translated to the complete structure it increases
and becomes an important deviation of the reflection.

This paper aims to explain the development of a Heliostat for a Solar Tower
Power Plant using Finite Element Analysis and graphic modeling, the design tries
to eliminate the backlash issue, obtain a modular structure to facilitate its trans-
portation and storage, and to be able to stand high speed wind conditions.

1.1 Solar Tower Plants

Concentrated solar power has been under investigation for several decades, and is
based on a simple general scheme: using mirrors, sunlight can be redirected,
focused and collected as heat, which can be used to power a turbine or a heat engine
to generate electricity.

According to Mousazadeh et al. [3] there are two general categories of solar
collectors. The first includes stationary, non-concentrating collectors, in which the
same area is used for both interception and absorption of incident radiation. The
second category consists of sun-tracking, concentrating solar collectors, which
utilize optical elements to focus large amounts of radiation onto a small receiving
area and follow the sun throughout its daily course to maintain the maximum solar
flux at their focus.

Power towers (also called central receivers) are in the practice already in the
commercialization stage but it can be considered a high technology because of all
the infrastructure needed to operate a plant like this. Because of their higher
operating temperatures, power towers have the potential to achieve higher efficiency
and lower-cost Thermal Energy Storage (TES) compared with current trough
technology. Power towers use heliostats—reflectors that rotate about both the
azimuth and elevation axis—to reflect sunlight onto a central receiver. A large
power tower plant can require from several thousand to more than one-hundred
thousand heliostats (Fig. 1), each under computer control. Because they typically
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constitute about 50 % of the plant cost, it is important to optimize the heliostat
design. Heliostat size, weight, manufacturing volume, and performance are
important design variables, and developers have selected different approaches to
minimize cost. Some heliostat technology can be installed on relatively uneven
land, with 5 % or more slope, thereby reducing site-preparation costs for new
projects .

The two principal power tower technology concepts currently being pursued by
developers are defined by the Heat Transfer Fluid (HTF) in the receiver: steam or
molten salt [4]. In direct-steam power towers, heliostats reflect sunlight onto a
receiver on a tower where water is evaporated and superheated to produce steam
which feeds a turbine generator to generate electricity. In the molten salt power
towers the HTF is the molten salt which is used as heat storage and also to transfer
heat to water and then generate electricity [1].

2 Heliostat Design

In order to reach the basic requirements of an heliostat the design took into account
as main priorities to create a modular device, capable of following the sun and
reflecting the incident energy to a central tower; also easy to transport, to maintain
and repair due to its configuration. The main challenges of the design were to be
able to achieve high resistance to meteorological conditions, mainly to winds.

The aim was to develop a unit that could resist winds up to 34 m/s, which are the
speed of a category 1 hurricane; the purpose of the heliostat’s high resistance is to
provide a tool to act also in case of a moderate impact natural disaster. This means
that a solar tower power plant with this heliostat design can become a source of
energy on the daily basis, but also an emergency energy supply. The heliostat is
powered through a photovoltaic cell that generates enough energy to feed the two
engines for each movement, azimuth and elevation.

Fig. 1 Heliostat field
collector—source [1]
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2.1 Modularity

One of the main obstacles in this kind of devices is the transportation of the
elements that conform a heliostat, mostly due to their dimensions. Part of the design
intended to overcome this difficulty without sacrificing the size of the reflecting
surface.

In order to do so the heliostat in its upper section is constituted by a main support
tube, then four arms on which the mirror frames are placed (Fig. 2). The total
reflecting surface of this model of heliostat is 16 m2 with individual mirrors of 1 m2.
This represents a considerably lower storage and transportation space. Also, when
necessary, there is the possibility of repairing any damage mirror in small units
instead of large ones.

3 Azimuth Mechanism

The azimuth mechanism has a hole-body rotor that allows the superior section of
the heliostat to rotate 360°. The mechanism is built in such a way that friction
between the superior and lower sections of the heliostats are avoided, because of the
gap left between the main support and the mirror frame. The Fig. 3 shows a diagram
of the mechanism and a detail of the lowest part of the main support.

Fig. 2 Heliostat design
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4 Elevation Mechanism

The elevation mechanism (Fig. 4) consists in a four bars mechanism working with a
ball screw and actioned by an electric motor. It moves the reflective surface up and
down until 90°. The best quality of this configuration is the zero backlash of the ball
screw, this means that the position of the mirrors would be exact depending on the
time of the day.

5 Finite Element Method Analysis

To justify the structural ideal design, the main proposals were subjected to Finite
Element Method (FEM) Analysis in order to find possible weak points and allow
reinforcement as a security measure. The FEM cuts a structure into several ele-
ments, and then reconnects elements at nodes as if nodes were drops that hold
elements together. This process results in a set of simultaneous algebraic equations.

A

A

Fig. 3 Azimuth mechanism
and detail

Fig. 4 Elevation mechanism
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[2] However the FEM has several disadvantages: only approximate solutions are
obtained so it is interpretive and is subject to the knowledge and experience of the
user, an error caused by the user is common and fatally modifies all the final result.

To take this orderly and avoid user’s mistakes, the system was divided into three
main components to evaluate separately: upper movable structure (Fig. 5), the
moving middle structure (Fig. 6) and the lower fixed structure (Fig. 7). Each of
these components may have in turn interrelated modules with each other and
depend on each other. Starting from different structures to a final model that was
tested was reached and based on the results was modified to establish a reliable
architecture and a possible construction. The movable upper structure has different
modules that were analyzed as parts were considered critical to the proper func-
tioning of the entire system.

This mechanism was simulated fully assembled, removing dynamic consider-
ations as motion analysis could present a high risk of providing inaccurate data. As
is already defined previously, the materials and thicknesses of the structural ele-
ments are being reconsidered, this time taking into account the production systems
used to make the prototype.

For the analysis of the upper movable structure (Fig. 5) the wind load is per-
pendicularly applied to the surface of every arm, the forces are distributed in
different points of the model so finally they are fixed to the support structure. As a
result the free-body diagram in Fig. 5 shows the upper movable structure in a time

Fig. 5 Upper movable
structure subjected to the
wind and weight forces
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of 1 s under the action of nine forces, applied to each mirror frame’s base, with a
value of 1,769 N. The magnitude of the forces was set from the general formula of
the aerodynamic resistance Eq. (1)

F ¼ 1=2 � q � Cv � v2 � S ð1Þ

The vertical load due to the weight of the structure is also considered to lay on
the central support axis of the upper movable structure, with a maximum mea-
surement of 1,000 kg.

For the evaluation of the deformation and stress of the upper movable structure
the Von Mises yield criterion was used because it represents the system’s behavior

Fig. 6 Upper movable structure’s stress and deformation

Fig. 7 Examples of some heliostat elements under the FEM analysis
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better than other criteria. The result of the analysis (Fig. 6) shows that the maximal
deformation is less than 3.5 mm and the maximal stress is 53 MPa. This means that
the deformation and the stress are below the capacity of the structure.

The same analysis was made for each part of the structure, the movable middle
structure, the lower fixed structure, the bearings and all the elements of the heliostat.

On the joining elements the stress is concentrated in the bearings, but in any case
the forces are greater than the bearing capacities. In the entire structure, mecha-
nisms, bearing and joints the deformation never exceeds 3.5 mm nor does the stress
overtake the resistance of the components.

6 Conclusions

After the design, analysis and construction of the heliostat’s prototype it is nec-
essary to find a way to reduce the compliance that exists in the prototype. Due to the
sum of the backlash, elasticity and thermal deformation of the structure and
mechanisms within the heliostat, there is a strong compliance that decreases the
accuracy of the reflection towards the heliostat objective.

The system dynamic (Fig. 8) became an important issue, due to the reduction
mechanisms that transmit the motion from the motor to the medium movable
section of the heliostat, the magnitude of reduction is so important that a deviation
of 0.01° within the source of movement becomes 30° on the heliostat upper
movable section. The control system has now to be redesign to compensate this
deviation and try to achieve a better accuracy of the heliostat, also the design of a
transmission without gears is the second part of the development.

MDC

Gearbox 1
1:3

Gearbox 2
1:1003

Movable
structure

Backlash
Material 
elasticity

Thermal
deformation

Fig. 8 Azimuthal movement compliance
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As for the capability of the structure to endure strong wind conditions in any
position the design approved the Finite Element Method Analysis and the prototype
so far is stable and without trouble on location. Although no wind tests have been
made so far.

Further experimentation is required to improve the present heliostat design, but
the experience acquired through this first model shows that it is possible to develop
high-technology devices with common elements. It is important to continue with
the application of the FEM analysis since these tools open a new gap to improve the
design from the structural analysis.

Acknowledgments The working team would like to acknowledge the Autonomous University of
Queretaro for the support through the elaboration of this project, also CaruArdica for the trust
invested in our institution and staff.

References

1. International Energy Agency (2013) Key world energy STATISTICS, p 24
2. de Weck O, Yong Kim I (2004) Finite element method. http://web.mit.edu/16.810/www/16.

810_L4_CAE.pdf. Accessed 12 Jan 2004
3. Mousazadeh H, Keyhani A, Javadi A, Mobli H, Abrinia K, Sharifi A (2009) A review of

principle and sun-tracking methods for maximizing solar systems output. Renew Sustain
Energy Rev 13(18):1800−1818

4. Barlev D, Vidu R, Stroeve P (2011) Innovation in concentrated solar power. Sol Energy Mater
Sol Cells 95(10):2703−2725

Development of a Heliostat for a Solar Tower Power Plant 53

http://web.mit.edu/16.810/www/16.810_L4_CAE.pdf
http://web.mit.edu/16.810/www/16.810_L4_CAE.pdf


Mechatronic Sizing of Ball-Screw Feed
Drives

R. Hecker, D. Vicente and G. Flores

Abstract This work proposes a procedure to sizing a ball-screw feed drive con-
sidering the closed-loop performance. This is achieved by additional steps to the
traditional mechanical sizing, where a high frequency model is used to tune the
controller in order to achieve adequate stability margins. After that, the tracking
error is evaluated for different screw candidates, under nominal and non-nominal
operational conditions for a high speed machine tool. Finally, the optimum screw
assemble is selected based on minimum torque requirement. As a main conclusion,
the screw lead is identified as a high influencing factor in the system dynamics and
then on the closed-loop performance, showing the need of an integrated design.

Keywords Mechatronic sizing � Ball screw � Feed drive � High-frequency model

1 Introduction

The ball screw is a power transmission element with high degree of precision, low
friction, reduced backlash, and can withstand high forces and high rotational
velocities. It is used in combination with a rotational motor to generate lineal
motion in precise machines [1] used to handle and manufacture parts. Applications
of this type of feed drives can be found in CNC machine tools, positioning systems
in electronic manufacturing, inspection equipment, and automated metrology. Also
it can be found in actuators for multibody systems [2, 3] like surgical parallel
robots, pan-tilt mechanism for a parallel robot, actuation module for wearable robot,
and prismatic actuators for hexapods.
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In general these applications require precise positioning. For a system with a ball
screw and a rotary encoder, the overall accuracy is composed by the screw error and
the closed-loop position error. There are different accuracy classes for each screw
size; however, it is important to mention that the screw error coming from its
manufacturing process has a large deterministic component, therefore it can be
measured by a laser interferometer and online compensated [1]. However, the error
coming from the closed-loop dynamics is the error that must be addressed by
adequate controller selection and tuning. In order to prevent that mechanical
dynamic limits the controller action, the mechanical design must be integrated with
the controller design.

Traditionally, a ball screw is selected to achieve a desired service life under
mechanical requirements given by some typical machine cycle. After that, a ser-
vomotor is selected to fulfill torques and velocities required also by the machine
cycle. Finally, a controller is selected and tuned to accomplish low tracking errors
for specific trajectories. Although some variations, the ball screw and motor
selection processes are in general well established in commercial catalogs [1, 4] and
traditional books [1]. On the other side, different control strategies can be found in
the literature but always for predefined systems [5, 6]. Therefore, an optimal design
solution is not accomplished because these three design stages are sequentially
executed without interaction between them.

Few integrated design methodologies are found in the literature for this kind of
systems. The effect of the mechanical parameters, such as the screw diameter and
lead, on the closed-loop performance was study in [7, 8]. However, the approach of
these works requires considerable effort to obtain expressions of closed-loop per-
formance, for instance the band width and the tracking error, in terms of mechanical
parameters. In addition some mechanical constraints are neglected. A more com-
plete mechatronic design is presented in [9], where the motor constraints, the ball
screw constraints, and the closed loop performance are represented as bounds in the
lead-diameter space. This graphical approach allows a suitable range of solutions
given the many conflicting requirements. However, a simplified system model is
used to study the performance of the closed loop. The accurate prediction of the
system natural modes is a major component to study the closed loop performance,
especially for trajectories with demanding acceleration profiles.

This work presents a mechatronic design by integrating the screw and motor
selection with the control performance. Particularly, an accurate model to predict
the system natural modes is used to tune the controller in order to reach stable
responses. The screw assemble is simulated to evaluate the tracking error for
nominal and non-nominal operational conditions. Finally, the optimum screw
assemble is selected based on minimum torque requirement.

56 R. Hecker et al.



2 Proposed Mechatronic Procedure

The proposed procedure is summarized as steps that can be executed iteratively
until an optimal solution is found. The steps from 1 to 5 are traditional in the
literature and are included here for completeness. On the other hand, steps from 6 to
8 are included to obtain a mechatronic approach. Finally, step 9 is included to take
into account optimality.

1. A typical machine cycle is defined, including percentage of different types of
operations with their characteristic forces and velocities.

2. The dynamic load rate is calculated based on the required service life.
3. A screw is selected that closely meets the dynamic load rate. It becomes a

candidate with a given diameters and lead. In general, the type of nut, its
preload, and the tolerance grade is previously selected.

4. The candidate is tested to fulfill the maximum rotational speed due to maximum
velocity of ball recirculation, the critical speed to prevent the excitation of the
first natural bending frequency, and the possibility of buckling using the max-
imum expected axial force. At this point, suitable configuration of end fixity
must be selected.

5. After that, a motor candidate must be selected. The main operation points must
be calculated as pairs of torque-velocity that describe nominal and extreme
transient operations. Additionally, the inertia ratio criterion must be fulfilled,
that is the relation between the rotor inertia and the total reflected inertia from
the mechanical system. This recommendation is to prevent limit cycles in pre-
cise control of systems with backlash and nonlinearity behavior, as it is general
found in the screw-nut interface.

6. A controller is selected. Many alternatives can be used at this stage. Although
nonlinear strategies can be found in the literature, most modern machine con-
trollers use linear feedback control with additional feedforward compensations.

7. A system model covering a convenient frequency range is evaluated to include
the first natural modes. For completeness, other models must be included, such
as the motor current response and a model for the friction.

8. The controller is tuned and simulated with the integrated models to evaluate
closed-loop parameters, such as stability margins and tracking errors.

9. Finally, the screw candidate is checked for optimum lead based on minimum
torque requirement.

3 Example

This example shows the described mechatronic procedure in the selection of a
screw assemble for a machine tool. Based on the machine requirements, screw
candidates are evaluated simultaneously instead of evaluating one by one
iteratively.

Mechatronic Sizing of Ball-Screw Feed Drives 57



3.1 Machine Duty Cycle

A characteristic cycle for a high speed milling machine is presented in Table 1.
First, velocities and forces for the machining stage are estimated, combining dif-
ferent tools diameter and different material removal rates for milling of aluminum.
Second, the rapid traverse is the maximum velocity without machining, where only
the friction forces are considered. After that, the acceleration and deceleration
requirements are calculated including the inertia forces and the machining forces as
well. Also, the feed drive must be able to standstill machining forces when another
machine axis is moving. Finally, a non operation time must be included to account
for dwell times.

3.2 Screw Selection and Verification

The dynamic load rate is calculated using the data from the machine cycle and the
expected machine life. First, the average axial force acting on the screw is calcu-
lated as the cubic mean value, where each individual load is weighed with the
fraction of share and also with the fraction of velocity respect to the overall average
velocity. In this case the mean force value is 832 N.

After that, the screw service life must be calculated from the total machine
desired life and the percentage of utilization of the ball screw. In this case the
machine must last 100,000 h where the screw executed movements only 60 % of
the total cycle, as Table 1 shows. The screw service life is converted from hours to
number of revolutions using the screw lead and the mean linear velocity from the
cycle. Then, the average axial force and the service life are used to calculate the
dynamic load rate, Cdyn, given 16853, 13376, 10616, and 9855 N for screw leads of
5, 10, 20 and 25 mm, respectively.

Searching directly in a manufacturer catalog, the screw with smaller diameter
that fulfill Cdyn for each lead is selected, given the results shown in Table 2. Where
the size is represented by a pair data of diameter-lead. Additionally, each screw
must be checked for static load rate, Cstat, and maximum velocity, Vmax. Each Cstat

from Table 2 is well above the axial forces from Table 1; however, the screw size

Table 1 Machine cycle

Cycle Velocity (m/min) Axial load (N) Percentage of share (%)

Machining 9 1,125 30

Rapid traverse 42 120 20

Acceleration 4, 5 1,837 10

Stand still with machining 0 1,125 20

Stand still without machining 0 0 20
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32–5 has a Vmax below the 42 m/min required for rapid traverse. Therefore, this
screw size is discarded from the candidates.

The admissible speed, Vadm, to prevent the excitation of the first natural bending
is calculated, considering a screw length of 750 mm and an end-fixity of fixed-
floating. Also, for this end fixity, the maximum allowable force to prevent buckling,
Fb, is calculated. Both results are shown in Table 2. Clearly, the Vadm and Fb are
above the values of velocity and axial load from the proposed cycle of Table 1.

3.3 Motor Selection

The first criterion to select a motor for a feed drive is the inertia match requirements.
For precision positioning, the motor manufacturer recommends 1.5 Jm > Jeq [10],
where Jm is the motor inertia and Jeq is the system equivalent rotational inertia. This
later inertia is calculated adding the corresponding screw and coupling inertia, and
the linear inertia converted to rotational inertia using the corresponding transmis-
sion ratio. According with the calculated Jeq shown in Table 2, a brushless servo
motor with Jm = 0.00073 kgm2 is selected for all the screw assemblies.

Additionally, the motor must provide the torque and speed required for all the
operations. In this case, the capabilities of this motor are: peak torque of 23 Nm,
maximum speed of 4550 1/min, rated torque of 6.36 Nm, rated speed 3600 1/min,
and standstill torque of 12.53 Nm. The speed values are adequate for the proposed
machine cycle and for every system. Furthermore, the characteristic motor torques
largely overcome the required torques. This suggests that a smaller motor can be
selected but at expenses of a not recommended inertia match, with consequents that
must be studied. However, this matter is out of the aim of this work.

3.4 Control Strategy

Most comercial machine tools use collocated control and high precision ball screws
for accurate table positioning. In this case, collocated control means that the control
signal, the motor toque τm, is applied at the feedback signal location, the angular

Table 2 Main parameters of different screw assemblies

Diameter-lead (mm-mm) 32–5 25–10 32–20 25–25

Cdyn (N) 21,600 15,700 13,500 10,100

Cstat (N) 40,000 27,000 21,800 15,100

Vmax (m/min) 23 60 94 150

Vadm (m/min) – 58 150 144

Fb (N) – 41,711 109,873 38,030

Jeq (kgm
2) – 0,00031 0,00102 0,00091
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position of the motor θm. Indirectly, the carriage position is controlled by the
relation xc = lθm, where xc is carriage position and l is the screw lead.

State-space feedback in combination with a ZPETC (Zero Phase Error Tracking
Controller) prefilter is used as the control strategy. Where the feedback gains are
selected based on desired closed-loop pole locations considering a rigid body model
for the mechanical system. This approach gives a simple controller implementation
with two state-space variables: the motor angular position and its time derivative.

3.5 System Dynamics with Natural Modes of Vibrations

This kind of feed drives can be considered as a multibody system with mechanical
links given a high frequency model with multiple vibration modes. A compre-
hensive model presented in [11] is used, where the screw axial and angular
deformations are represented by continuous field functions. After that, the energy
and work equations were used to obtain the complete dynamics by Lagrange for-
mulation. Finally, Ritz series, with suitable basis functions for this case, were used
to approximate the continuous field functions and then to obtain a finite model. This
model requires additional screw parameters that are found in catalogs, such as the
stiffness for the coupling ka, for the end fixity bearing kb, and for the nut-screw kn.

3.6 Controller Tuning and Stability Analysis

A stability analysis is used to study the performance of the position loop for each
system. It is important to note that the system parameters can change during the
machining operations, mainly the load mass and the ball-nut position. The nominal
condition (NC) considered for the previous calculations were a load mass of 30 kg
and a ball-nut centered in the ball-screw length, xc = 0.5 L, where L is the total
screw length. This gives a bode plot represented by the blue line in Fig. 1, in this
case for the screw size of 20–10.

However, the non-nominal condition (NNC) given by the most adverse com-
bination of both factors, that is a maximum load mass of 145 kg and an extreme nut
position of xc = 0.9 L, is represented by the green line in Fig. 1.

Clearly, the NNC represents the worst stability case due to: the movement of the
first natural mode to lower frequency values and the increment of its magnitude.
Therefore, the controller gains were iteratively selected until a gain margin (GM)
close to 2 and a phase margin (PM) close to 22° were achieved for the NNC,
ensuring in this way stability for all the operational conditions.

This procedure is repeated for the other two screw sizes with the results shown in
Figs. 2 and 3. Table 3 summarizes the main bode parameter for both NC and NCC
to compare the tendency among the three screw sizes. In each case, the overall
stability improves for the NC respect to the NNC, as it is expected. On the other
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hand, the cross over frequency (CF) increases considerably as the screw lead
decreases, for both NC and NNC.

3.7 Trajectory Tracking

In the previous section, the controller was tuned to obtain stable responses for each
system, resulting with different crossover frequencies. As the crossover frequency
increases, the closed-loop bandwidth also increases with the consequent reduction
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in the tracking error. Therefore, the tracking error of a forward and backward
movement with sine shape is analyzed as a direct implication of changes in the
closed-loop bandwidth. The trajectory has amplitude of 68 mm, maximum speed of
170 mm/s, maximum acceleration of 2 m/s2 and jerk of 50 m/s3, which is used for
high speed positioning. Additionally, a friction model is included for a more
realistic simulation, especially for high precision positioning. The model includes
the nonviscous friction component and the Stribeck effect, similar to the one pre-
sented in [12].

Figure 4 shows the tracking errors for NC of each screw assemble. The maxi-
mum errors values are observed at the motion reversal, which are given mainly by
the nonlinear friction effect. The maximum error values are 6.6, 14, and 38.7 μm for
the screw leads of 10, 20, and 25 mm, respectively. This results correspond
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Table 3 Summary of bode
parameters

Size Parameter NC NNC

25–10 PM 29.9º 22.6º

GM 2.69 2.06

CF 102.7 72.8

32–20 PM 40.4º 22.4º

GM 2.98 2.08

CF 74.13 46.7

25–25 PM 47.9º 22.4º

GM 2.16 2.18

CF 51.9 27.5
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qualitatively with the observed tendency in the bode parameters for the NC and
their effects on closed loop bandwidth.

On the other side, the maximum tracking errors for NNC are 7.4, 18.8, 57.7 μm,
for the screw leads of 10, 20, and 25 mm respectively, as is shown in Fig. 5. The
screw assemble 25–25 is eliminated as a candidate because it presents an unac-
ceptable error for a CNC high speed milling machine.

It is important to mention that in all the cases the required torque was below the
rated motor torque.

3.8 Optimal Selection

The different aspect studied up to this stage can be considered as constraints toward
the selection of screw-motor candidates. These constraints are: dynamic load rate,
static load rate, maximum linear velocity, admissible linear velocity, motor-screw
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inertia ratio, maximum motor torque-velocity, and rated motor torque-velocity.
Furthermore, the cross over frequency from each controlled system with suitable
phase and gain margins, can be used as an extra constraint, based on the admissible
tracking error.

Now, all the candidates that fulfill the constraints must be checked for opti-
mality. A common approach is to calculate the optimal screw lead, lopt, to minimize
the root mean square (RMS) motor torque [9] as:

lopt ¼ 2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Jt€xRMS

ðFext þM €xÞRMS

s

ð1Þ

where Jt is the rotational inertia composed by the screw, the coupling and the rotor
motor inertia and M is the moving mass composed by the carriage mass and the
load mass. The parameter x

::
is the linear acceleration and Fext is the overall external

force. These last two parameters are related to the machining cycle presented in
Table 1.

The optimal screw lead for the two candidates left are 8, 1 mm for the 25–10 and
8, 7 mm for the 32–20 assemble. Clearly, the first assemble has a near optimal
screw lead and it is selected as the best candidate.

4 Conclusions

The mechatronic procedure presented here allows to achieve a system design based
on the closed loop behavior, for which a high frequency model becomes an
important factor.

The screw lead highly influences the system dynamics, which affects the closed-
loop bandwidth and then the tracking error. A low value of screw lead is preferable
for low tracking error, as long as the maximum velocity can be reached, the
required motor power does not become too high and the screw lead is near
optimum.

This mechatronic methodology can be used with different control strategies.
Furthermore, the motor selection can be optimized by relaxing the inertia match
criterion and studying its effect on the closed loop behavior.
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Behavior of the Robot with Vibratory
Excitation

T. Majewski and D. Szwedowicz

Abstract The paper presents a mini robot which moves as a result of vibratory
forces. The robot has elastic bristles which allow the robot to vibrate. The vibration
of the robot is generated by one or two unbalanced motors. With one motor the
robot moves forward and with two motors the trajectory of the motor can be
controlled. The paper presents the mathematical models of the robots, simulation of
their behavior, prototypes, and some parameters which characterize their properties.

Keywords Robot � Locomotion � Vibration � Friction � Simulation

1 Introduction

Many robots exist with different methods of locomotion. Larger robots use legs,
caterpillars, or wheels for changing their position. Small robots may use wheels or
they may move in a similar way to small animals, e.g. snakes, fishes, birds. New
materials such as carbon fiber, intelligent material and small batteries with greater
stored energy allow the construction of a mobile robot for terrestrial locomotion,
swimming or even for flying. The Festo’s mobil bird is able to fly in controlled
ways using an electric motor for moving the wings and some actuators to control
the direction. The propulsion system is made of carbon fibers to make the bird very
light. Some robots are able to take energy from the environment. The wave glider
uses the waviness of the ocean to generate a pushing force what allows its loco-
motion. The propulsion force changes in time but its average magnitude during one
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period of waviness is constant and depends on the amplitude of waviness of the
ocean. The wave glider gains energy from the environment and the solar panels
supply the energy to the control system. Some robots have actuators built of
intelligent materials and their periodic motions generate a vibratory force which
pushes the robot forward.

For very small robots the principle of working should be as simple as possible.
Therefore the principle of locomotion of small animals is an inspiration for building
very small or even micro robots [1, 2]. Usually a robot is designed for performing
one task or a few related tasks [3–6]. A collection of mobile robots is able to self-
assemble and self-organize in order to perform complex tasks—swarm robots.
Some of vibratory robots are used as a toy—there is no any different of principle of
locomotion of a toy and real robot and vice versa (Fig. 1).

To understand the principle of locomotion, its theory should be established, e.g.
physical and mathematical models. One of the simplest actuators is an electric
motor with unbalance which generates vibration and such a robot can be mobile
because the motor needs a little power.

The paper presents the model of the robot for rectilinear and curvilinear loco-
motion, the forces acting on the robot, their change in time, the form of the robot
vibrations, and the velocity of locomotion.

Fig. 1 Example of robots. a Festo’s bird, b wave glaider, c continuum limbs [3], d peristaltic
locomotion [2, 5]
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2 Description of the Vibratory Robot

The base of the robot 1 has some bristles 2 which are inclined towards the sup-
porting plane 3—Fig. 2. The robot has one or two motors 4 and each of them has an
unbalance which generates rotating force in the plane Cxy which is perpendicular to
the supporting surface. The bristles are inclined in the direction of locomotion by an
angle γ—Fig. 3.

The centrifugal force of the motor is P ¼ mRx2and it can be presented as two
components

Px ¼ mRx2 cosðxtÞ; Py ¼ mRx2 sinðxtÞ; ð1Þ

where ω is the angular velocity of the motor, the angle ωt defines the position of the
unbalance with respect to the axis x, m is the mass of the unbalance and R is the
distance from its axis of rotation (mR is a static unbalance of the motor).

The stiffness of all bristles in the direction perpendicular to them is k and it
depends on the material of the bristles (Young modulus), their length and diameter.

A small deformation of bristles and contact forces are shown in Fig. 3.
The force Py deforms the bristles and the robot vibrates in a vertical direction y

(t) which generates the normal reaction N and the friction force F. A deflection of
the bristles Δ depends on the vertical displacement of the robot y and with a small
deformation it can be written as

y ¼ D sin c:

Direction of 
locomotion

1 2 4

3

Fig. 2 Sketch of the robot. 1 base of the robot, 2 bristles, 3 supporting plane, 4 motor with
unbalance

ωt

P

F

N
γ

x

B

Δy

A

γ

Fig. 3 Deflection of the
bristle
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If the slipping velocity of point B is not zero then the friction force F = μN is
opposite the velocity, where μ is the coefficient of friction. The deformation Δ
depends on normal and friction forces.

D ¼ ðN sin cþ F cos cÞ=k: ð2Þ

Therefore the normal and friction forces are the function of the vertical dis-
placement of the robot y and the direction of the bristle’s slipping

N ¼ k
sin cðsin cþ l cos csignðvsÞ y; F ¼ lN � signðvsÞ for vs 6¼ 0: ð3Þ

Slipping velocity of the bristles has a significant influence on the normal and
friction forces. For positive slipping these forces are smaller and for negative
slipping of the bristles these forces are bigger. A difference ΔF is a vibratory force
which generates the robot locomotion

DF ¼ Fðvs\0Þ � Fðvs [ 0Þ[ 0

If there is no friction then N ¼ k
sin2 c

y.
The slipping velocity of the bristles vs depends on the horizontal and vertical

velocities of the robot (Fig. 4)

vs ¼ _x� _y=tan c: ð4Þ

3 First Model and Its Behavior

When the forces acting on the robot are known then the equations defining the
behavior of the robot are also determined

M€x ¼ Px � F; M€y ¼ Py þMg� N: ð5Þ

with forces N and F defined by Eq. (3).

Fig. 4 Velocity of bristle’s slipping
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The forces N and F change in complex ways with the robot motion so one
possibility to establish the behavior of the robot is to analyze the Eq. (5) with a help
of a numerical method for differential equations in the library of Matlab or other
software.

The behavior of a robot which moves along a straight line is presented in Fig. 5
(Time = ωt). The parameters of the system are as follows: f = 100 Hz, mR = 2 gmm,
γ = 0.5, k = 4,000 N/m, M = 0.12 kg, μ = 0.4. The motion of the robot occurs with
vibrations in x and y directions and the average velocity of locomotion for these
parameters is 0.3 mm/s.

If the inertial force increases the robot loses periodically the contact with the
ground and the robot moves faster.

4 Second Model and Its Behavior

If the plane of the unbalance rotation is not exactly in the plane of the bristles then
the robot has a tendency to slowly change the direction into one direction. Usually a
user of the robot wants to control its direction of motion. Such a robot should have
two rotating unbalances and also two rows of bristles at some distance each other—
Fig. 6.

As the bristles are located in two rows, the robot has more degrees of freedom.
Its motion is more complicated; position of the center of the robot is defined by the
coordinates x, y, z in the reference frame XYZ and the rotation about the axes x and
y. When the excitations of each motor are different then the friction forces of the
bristles are also different which results in a motion of the robot along a curvilinear
trajectory. So the direction of motion may be controlled by changing the spin
velocities of the motors.
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Fig. 5 Robot with two degrees of freedom and one motor. a Horizontal displacement, b vertical
vibration, c instant velocity, d slipping velocity of bristles
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M€x ¼ ðP1 cosðx1tÞ þ P2osðx2tÞÞ cos b� ðF1 þ F2Þ cos b;
M€y ¼ P1 sinðx1tÞ þ P2 sinðx2tÞ þMg� ðNB1 þ NB2Þ;
M€z ¼ �ðP1 sinðx1tÞ þ P2 sinðx2tÞÞ sinbþ ðFB1 þ FB2Þ sinb
Ix€a ¼ �0:5a½ðP1 sinðx1tÞ � P2 sinðx2tÞÞ þ ðNB1 � NB2Þ�
Iy€b ¼ 0:5a½ðP1 cosðx1tÞ � P2 cosðx2tÞÞ � ðFB1 � NB2Þ�:

ð6Þ

When the motors spin with the same velocity the behavior of the robot is show in
Fig. 7. The trajectory is a rectilinear line. With the excitation of each motor given by
an unbalance m1e1 = m2e2 = 1 gmm the robot does not lose a contact with the plane
(Fig. 7b).

The diagrams in Fig. 8 show the position of the robot on the trajectory, the shape
of the trajectory and friction force of the left bristles for the frequency of excitations
f1 = 100 Hz and f2 = 110 Hz (f2/f1 = 1.1) and the unbalance m1e1 = m2e2 = 1 gmm.
The friction force for Time = 0–20 is different than for Time = 280–300. Greater
friction force at the beginning accelerates the robot. For m1e1 = m2e2 = 2 gmm the
bristles periodically lose contact with the plane.

A prototypes were built using tooth brushes as is shown in Fig. 9. The robot has
one or two motors DC powered from a 9 V battery.

The spin velocities of the motors are controlled in a continuous way by an
infrared remote method. So it is possible to obtain different velocity of locomotion
along a straight line or change the direction of locomotion at any moment (robot
with two motors). Figure 10a presents the measured vibration of the prototype y
(t) which was measured by the accelerometer B&K type 4507, and Fig. 10b a
frequency spectrum of vibration in a vertical direction. Measured vertical vibration
shows that it is not harmonic and has a wide spectrum of frequency.

The experiments confirmed the applied models of the robot for rectilinear and
curvilinear motion. With a battery of 9 V it is possible to obtain fast motion of the
robot and also rapid change of the direction of locomotion.

Fig. 6 Robot with two
motors
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5 Conclusions

The robot with inertial excitation is a simple one, the motor does not use too much
energy which allows the building of a simple mobile robot with very small
dimensions which can work for a relatively long time. If the robot is equipped with
two motors then its direction of locomotion can be controlled by changing the
motors angular velocities. The mean velocity of the robot increases by increasing
the unbalance or spin velocity of the motor. Remote control allows the operator to
control its velocity and direction at some distance from the robot.
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Attitude Determination System Based
on Vector Observations for Satellites
Experiencing Sun-Eclipse Phases
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Abstract Due to mission requirements, fault detection and isolation protocols or
budget restrictions, a satellite is required to use most reliable attitude determination
hardware, such as magnetometers and sun sensors, in order to keep 3-axis attitude
information available during its complete orbit. However, satellites experiencing
sun-eclipse phases, sun sensors become no operational. In this paper, we propose an
attitude determination system which provide 3-axis attitude information in both sun
and eclipse phases, considering vector observations acquired from sun and mag-
netic measurements. To compensate the unavailability of sun sensors during eclipse
phase, two variations of innovation processes merged into the Extended Kalman
Filters are proposed. In order to keep the accuracy of attitude estimation process
during eclipse mode, angular rates must be accurately estimated during sun phase.
To solve this issue, rough angular rate information is calculated based on previous
attitude information calculated by Gauss-Newton method, which fuse magnetic and
sun sensor data. Numerical simulation results show the performance of the pro-
posed attitude determination system, considering the use of vector measurement
hardware with different precision degree.
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1 Introduction

Several methods of attitude estimation algorithms for guidance, navigation and
control systems have been developed for spacecraft with precision pointing
requirements. The use of star sensors and gyroscopes in attitude determination
systems allows the availability of precise 3-axis attitude information during the
satellite orbit [1, 2]. However, satellite missions under budget restriction, fault
detection and isolation routines or safe operation modes, require the use of reliable
or inexpensive 3-axis attitude determination hardware, such as coarse sun sensors
and magnetometers.

Magnetic measurements are available during the satellite orbit and is used to
estimate its attitude [3–5]. The use of linear and nonlinear filters can be useful to
improve attitude information. Kalman Filter (KF) deals with noisy measurements,
non-modeled dynamics and nonlinear measurement models. The tuning process of
covariance values is a challenging task that KF programmers face and solve mostly
via successive approximations [6] or taking into account a calculated covariance
values from sensor noise.

When two vector observations are available (e.g. data provided by sun sensors and
magnetometers data) attitude information can be calculated by deterministic methods
such as TRIAD method [7] or Gauss-Newton method [8]. When sun information is
not available in eclipse phase, deterministic methods become ineffective. In addition,
those methods can not compensate the presence of sensor noise and bias.

Several approaches have been studied using interlaced deterministic methods
and KF in order to compensate sensor noise [9, 10], as well as bias features [11, 12].
Concerning small satellite missions, KF-based ADS using sun sensors and
magnetometers were designed and successfully implemented in recent projects [13],
also adding rate gyroscopes [14, 15].

During eclipse phase, KF-based ADS propagate the last attitude information. It
can be performed by switching the state update step of KF considering just magnetic
measurements [16]. Another alternative is the implementation of local filters, which
output is fused afterwards, according to the combination of available sun sensors and
magnetometers information [17]. Gyroscopic measurements are also used to provide
better performance of ADS during attitude propagation. According to experimental
results, the presence of gyroscope drift reduces ADS accuracy [14, 15].

This work proposes an attitude determination system based on EKF to fulfill
attitude availability requirements. Due to the absence of sun information during
eclipse phase, two innovation processes merged into an EKF are proposed to
maintain attitude estimation even in transition of phases. The use of Gauss-Newton
method in sun phase, allows the calculation of rough attitude and angular rate
information. Rough attitude information contributes to the convergence of attitude
estimation process during sun phase. Rough angular rate information contributes to
the convergence of angular rate estimation process during sun phase and accuracy
maintenance of the EKF during eclipse phase. The performance of this attitude
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determination system is exhaustively analyzed by numerical simulations, consid-
ering the use of sun sensors and magnetometers with diverse precision degree.

The present work is organized as follows. In Sect. 2, rigid body dynamics,
kinematics and measurement models are explained. Section 3 is devoted to the
Gauss-Newton method and the EKF equations. Section 4 presents the proposed
attitude determination system. Results from numerical simulations are analyzed in
Sect. 5. Finally, some conclusion remarks are presented in Sect. 6.

2 System Model

To describe the satellite dynamicmodel, it is considered as a rigid body,which angular
velocity depends on external torques and mass distribution in a certain geometry:

I _xi
b ¼ �Sðxi

bÞIxi
b þ s ð1Þ

where I represents the inertia tensor, xi
b the angular velocity of the satellite b in

terms of a inertial reference frame i, s the external and control torques and Sðxi
bÞ the

cross-product operator matrix build as x� y ¼ SðxÞy:
The satellite kinematic model is expressed in terms of a unit quaternion

q ¼ ½ q q4 �>, where q ¼ ½ q1 q2 q3 �>, which represents the satellite attitude in
terms of a inertial reference frame i. The kinematics equation can be expressed as a
quaternion product, where Vx ¼ ½ xi

b 0 �>:

_qib ¼
1
2
qib � Vx ¼

1
2 ½qib4 I þ SðqibÞ�xi

b

� 1
2 q

i>
b xi

b

� �

ð2Þ

The measurement model given by (3), consider the assumption that the ½3� 1�
n�measurement vector is aligned to the satellite body axes.

ybm ¼ RðqibÞyir þ vðtÞ ð3Þ

where RðqibÞ ¼ I þ 2qib4SðqibÞ þ 2SðqibÞ2 is the ½3� 3� rotation matrix which relates
the body and inertial coordinate system, expressed in terms of the unit quaternion
qib and vðtÞ is an independent noise process.

3 Gauss-Newton and EKF Equations

Concerning attitude determination methods, they can be classified in deterministic
and analytical methods. The first requires reference and measurement vectors,
providing rough a priori attitude estimate. The second provides an optimal attitude
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estimation solution, as well as other attitude parameters, such as sensor biases and
orbit parameters [18]. In this work, the Gauss-Newton method [9] and EKF were
used to design the proposed Attitude Determination System.

3.1 Gauss-Newton Method

This method is based on a minimum squared error criterion Sk, defined as:

Sk ¼ r>r ¼ yir �Mybm
� �>

yir �Mybm
� � ð4Þ

where yir ¼ ½yi>r1 yi>r2 � � � yi>rn �>; yi>rn is the ½3� 1� n–reference vector in a inertial

reference frame, ybm ¼ yb>m1
yb>m2

� � � yb>mn

h i>
; yb>mn

is the ½3� 1� n–measurement vec-

tor expressed in body frame, and M ¼ diag R1ðqibÞ; . . .;RnðqibÞ
� �

.
To find the quaternion qib, an iterative algorithm is used in order to minimize the

error function (4). This is given as:

q̂kþ1 ¼ q̂k � ½J>ðq̂kÞJðq̂kÞ��1J>ðq̂kÞrðq̂kÞ ð5Þ

where q̂k is the estimated quaternion according to an iteration k and Jðq̂kÞ is the
Jacobian of the product Mybm given by:

Jðq̂kÞ ¼
oMybm
oq

�

�

�

�

q¼q̂k

" #

ð6Þ

3.2 Extended Kalman Filter

Considering the nonlinear system:

_x ¼ f ðx; u; tÞ þ wðtÞ; y ¼ hðx; tÞ þ vðtÞ ð7Þ

where it is assumed that x is the state vector, u the control command vector, z is the
measurement process, f ðx; u; tÞ and hðx; tÞ are nonlinear functions and vðtÞ and wðtÞ
is the independent noise processes, which covariance matrices are given by:

E½wjw
>
i � ¼

Q; i ¼ j
0; i 6¼ j

�

E½vjv>i � ¼
R; i ¼ j
0; i 6¼ j

�

ð8Þ
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E½wjv
>
i � ¼ 0; for all j and i

The first step of EKF is the calculation of Kalman gain Kk:

Kk ¼ P�
k H

>
k ðx̂�k Þ½Rþ Hkðx̂�k ÞP�

k H
>
k ðx̂�k Þ��1 ð9Þ

The next step is to update x̂k with the measurement zk and the Kalman gain Kk:

x̂k ¼ x̂�k þ Kkmk ð10Þ

where mk ¼ zk � Hkðx̂�k Þx̂�k is the innovation process. Once obtaining x̂k , a propa-
gation step for the next k þ 1 iteration is performed as indicated as follows:

x̂�kþ1 ¼ x̂k þ
Z kþ1

k
f ðx̂k; u; tÞdt

P�
kþ1 ¼ Fkðx̂kÞPkFkðx̂kÞ> þ Q

ð11Þ

where Pk ¼ P�
k � KkHkðx̂kÞP�

k . After this step, the iteration k þ 1 turns into k,
closing the loop by repeating estimation process with (9). The main characteristic of
the EKF yields in the continuous update of the linearized functions f and h from (7)
along the trajectory of the estimated variables x̂:

Fk ¼ of ðx; u; tÞ
ox

�

�

�

�

x¼x̂k

Hk ¼ ohðx; tÞ
ox

�

�

�

�

x¼x̂k

ð12Þ

The main challenge during the EKF design is the tuning of the EKF and to
choose an adequate innovation process to keep filter convergence to obtain a good
estimation.

4 Gauss-Newton and EKF Based Attitude Determination
System

As mentioned in Sect. 3.1, rough attitude information can be computed when two or
more vector observations with its respective references are available. In this case,
both magnetic and sun vector measurements are available in the orbit sun phase and
rough attitude computation is possible. In eclipse mode, only magnetic vector
observation is available and the satellite attitude information cannot be computed
directly by using Gauss-Newton method.

To guarantee the availability of satellite attitude information during its whole
orbit, the EKF becomes an attractive method to filter and estimate both attitude and
angular rates information. In Fig. 1, the ADS flow diagram is illustrated, where two
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attitude determination schemes were designed and implemented according to coarse
sun sensors information availability.

To compute the Kalman gain with the Eq. (9), the matrix R is set by the selection
of the measurement covariance values covm.

The update process of the state vector x̂k is performed as indicated in (10). The
quaternion update suggested in [3] is performed by a quaternion product as indi-
cated in Eq. 13.

x̂k ¼ q̂k
x̂k

� �

¼
q̂�k4Dqud þ q̂�k Dqud4 � Sðq̂�k ÞDqud

q̂�k4Dqud4 � q̂�T
k Dqud

x�
k þ Kxm

2

4

3

5 ð13Þ

where Dqud ¼ Kqm and Dqud4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� Dq>udDqud
p

.
Note that the update process is performed by dividing the Kalman gain as shown

below, which is calculated as indicated in Eq. (9):

Kk ¼ Kx

Kq

� �

ð14Þ

To compute P�
kþ1 from (11), a matrix Q is set by the tuning of process covariance

values covpq (related to kinematic model) and covpx (related to dynamic model). A
linearization of the system 1 and 2 along the trajectory x̂k is needed to compute Fk.

To compute x̂�kþ1 from (11), the system described by Eqs. 1 and 2 is evaluated in
terms of the estimated variables x̂, resulting in the propagation step for the estimated
variables:

Fig. 1 ADS flow diagram
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x̂�kþ1 ¼ x̂k þ
Z kþ1

k
f ðx̂k; uk; tÞdt ð15Þ

where the numerical integration of Eq. (15) was proposed to be performed via
trapezoid rule. Therefore, the computation of x̂�kþ1 is performed as follows:

x̂�kþ1 ¼ x̂k þ 1
2

f ðx̂k; uk; tÞ þ f ðx̂�k ; u�k ; tÞ
� �

Dt ð16Þ

Remark: At the beginning of each KF iteration, it has to be ensured a positive value of the
fourth element of the quaternion, also it is important to keep the unity of the quaternion, in
other words q>q ¼ 1, as well as each measured and calculated magnetic and sun vectors.

4.1 EKF Innovation Process in Sun Phase

During this mode, both sun and magnetic field vector in body frame are available,
in consequence, the attitude computation is performed via deterministic methods.
Due to the possibility of obtaining noisy results with this algorithm, an EKF is used
to get smoothed results.

In this work, it is proposed a rough angular rate calculation from the attitude
computation step in sun phase, to improve the EKF performance, particularly in the
eclipse phase. This technique is based on the quaternion product from Eq. 2, in such
a way that:

Vx ¼ 2 _̂qc � q̂�c ¼
x̂c

0

� �

ð17Þ

where q̂�c ¼ ½�q̂c q̂c4 �> is the conjugate of the quaternion q̂c, which represents a
previously calculated quaternion via Gauss-Newton method and x̂c is the rough
angular rate calculated based on quaternion calculation. Though x̂c is quite noisy,
EKF softs it and provides a better estimation of the satellite attitude in both sun and
eclipse phases.

After obtaining the quaternion that fuse both magnetic and sun sensors, as well
as the rough angular rate, the measurement process yields:

ŷk ¼ hðx̂k; tÞ þ vkðtÞ ¼ diagðx̂cÞ 0½3�3�

0½3�3� diagðq̂cÞ
� �

ð18Þ

Once defined hðx; tÞ, the linearization process according to the Eq. (12) results in
the matrix H described as:
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H ¼ I ½6�6� 0½6�1�	 
 ð19Þ

the last row of the matrix H was omitted considering the fact that the fourth term of
the quaternion q4 depends on the vector part, being a redundancy due to quaternion
unicity, additionally it was taken into account the existence of singularity when the
covariance matrix is calculated using the 4 elements of the quaternion.

Finally, the innovation process is proposed as follows:

m ¼ q̂c � q̂�k
x̂c � x̂�

k

� �

ð20Þ

4.2 EKF Innovation Process in Eclipse Phase EKF

During this mode, just magnetic information is available. To estimate the satellite
attitude, previous information is computed by the Sun mode EKF or initial con-
ditions programmed after ADS initialization.

The measurement process yields:

ŷk ¼ hðx̂; tÞ þ vkðtÞ ¼ Rðq̂�k Þbi ð21Þ

where bi is the Earth magnetic field in inertial reference frame and RðqibÞ is the
rotation matrix which related the body and inertial reference field.

The linearization process to compute H is described by the Eq. (12) and due to
the nonlinear structure of the function hðx; tÞ shown in Eq. (21), the matrix H
yields:

H ¼ 03�3 oðRðqÞbiÞ
oq

�

�

�

q¼q̂�k

� �

ð22Þ

where it will be used to compute the Kalman gain as indicated in Eq. (9).
Finally, the innovation process is defined as:

m ¼ bB � Rðq�k Þbi ð23Þ

5 Numerical Simulations

As a numerical validation platform, a virtual satellite flight simulator was
programmed, considering satellite dynamics, orbit parameters (LEO and Sun-
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Synchronous), environmental models and simulated sensors and actuators. Con-
cerning reference vectors, the local magnetic field vector was computed from the
IGRF model (International Geomagnetic Reference Field). A Sun model for
radiation applications was implemented in this work, which was adapted for this
particular application [19].

In Table 1 shows the EKF tuned covariances used in the simulations performed
in this work, according with noise and bias properties from sensors and the cal-
culated rough attitude and angular rate data.

The results presented below are based on the fact that the satellite performed a
detumble maneuver before initializing the ADS. It means that an angular rate
reduction maneuver was performed after satellite deployment. This condition was
considered to establish a small angular rate as an initial parameter in the simulation.

The Fig. 2 shows the angle error behavior between the real and estimated attitude
quaternion during the satellite orbit including sun-eclipse phases. The Fig. 2 also
shows a comparison between real and estimated stellite angular rates. The Fig. 2
shows that the ADS cannot estimate precisely the satellite attitude and angular rate
during its deployment in eclipse phase. After entering sun phase, the ADS estimate

Table 1 EKF initial
parameters

EKF Tuned covariances Values

Gauss-Newton quaternion covariance 0.8

Rough angular rate covariance 0.9

Magnetometer covariance 0.6

Kinematics process covariances 5 e�4

Dynamics process covariances 8 e�5

Initial Po 0:01½I7�7�

Fig. 2 Attitude and angular rate estimation performance
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the attitude estimation and angular rates with a convergence time of 200 s.
Covariance matrices must be tuned appropriate according to sensor noise properties
to achieve good results.

When phase change occurs, previous satellite attitude and angular rate infor-
mation are used as initial condition for the eclipse phase EKF. The small error
between real and estimate angular rates allow the propagation of satellite attitude
with an angle error below 2°.

6 Conclusion

A Gauss-Newton and EKF based Attitude Determination System was designed and
numerically evaluated, where the obtained results show a good performance of the
attitude propagation process during eclipse phase. The angular rate estimation based
on a rough calculation and filter process, as well as the reduction of its bias in sun
phases, allowed the propagation of satellite attitude information during eclipse
phase. To obtain this result, a small error between real and estimated angular rate
must be guaranteed, in this concern EKF results useful for this purpose. In terms of
space environment, further work must be carried out to improve the proposed ADS
by including Earth albedo models and magnetic perturbance in order to improve
sensor simulations.
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Nonlinear Identification of Inverted
Pendulum System Using Volterra
Polynomials

G. Ronquillo, G.J. Ríos Moreno, E. Hernández Martínez
and M. Trejo Perea

Abstract The inverted pendulum problem is one of the most important problems
in control theory and has been studied excessively in control literatures. When
control systems have strong requirements, the adjustment of the controller is a
complex problem. The nonlinear model is useful for control design. In the present
work, Volterra polynomial basis function (VPBF) networks have been used to
identify a single inverted pendulum on a moving cart (SIPC) system. The inverted
pendulum is a benchmark problem of nonlinear multivariable systems with inherent
instability. The multivariable system has been considered with a force produced by
a DC motor as the input, and four states variables as the outputs. A Fuzzy Logic
controller has been used to stabilize the system for closed-loop identification. Here,
the nonlinear model of the inverted pendulum has been implemented. The offline
structure selection through orthogonal least square algorithm is used for the non-
linear system identification via the basis function selection of Volterra polynomial
networks. The neural network is trained using the error between the model’s out-
puts and the plant’s actual outputs. The results show good match between predicted
and actual outputs.
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1 Introduction

The study of nonlinear systems has not been part of many engineering curricula for
some time. This is partly because nonlinear systems have been perceived as difficult. A
good reason for this was that there were not many good analytical tools like the ones
that have been developed for linear, time-invariant systems over the years. Linear
systems are well understood and can be easily analyzed. It is well-known that the
inverted pendulum can describe a variety of inherently unstable systems and has wide
applications inmany areas, such as, human body self-balancing explanation [1–4] and
robot design technology [5, 6]. Lately, due to the wide range of applications of the
inverted pendulum, the development of its control strategy has become more attrac-
tive, but in order to make a good controller it is needed a good model of the system.

Although there are many techniques available for identification of linear
dynamical systems, in general, dynamic systems are complex and nonlinear [7].
The main problem of using linearization techniques is that the resulting model is
valid only in a certain operating range; consequently, the use of nonlinear identi-
fication methods has become a need, but nonlinear system identification is much
more difficult than linear system identification [8].

Looking backward, is easy to realize that the artificial neural networks have been
used for nonlinear identification for many years due to their capabilities, being the
most important ones (1) their ability to learn and (2) their good performance for
approximation of nonlinear functions [9]. The use of Neural Networks (NN) for
identification of nonlinear models has already been explored [10–12]. Suthradar
et al. [13] demonstrates both identification and control of nonlinear dynamical
systems using static and dynamic back-propagation methods. Riedmiller [14]
applied supervised learning techniques to learn control of unstable systems. More
recently, Wang [15] studied the problem in two axis movement with a computer
aided simulation and PID controllers. Some other works have been devoted to
friction modelling and parameter identification, further a feedback linearization
controller which takes into account the viscous friction was presented in [16].
Finally, [17] made physical modelling of various simulated systems using computer
software for educational purposes.

However, the above results mentioned mainly concern control problems of
inverted pendulums. Few results have been obtained as a solution to the problem of
modelling structure for such systems, especially expansion-like solution, which
usually plays an important role in the engineering calculus.

The present work is to model the inverted pendulum system driven by a DCmotor
within the chosen framework through data acquired directly from the real plant. The
acquired data are generally classified as input and output, measured at discrete
instants of time t and collected as an array of finite duration data. A VPBF NN has
been constructed for the inverted pendulum nonlinear system driven by a DC motor
to fit the data instead of mathematical equations. These models were trained and then,
for each of the VPBF NN architecture, the approximation error was calculated in
order to select which structure is better for the actual plant identification.
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2 Methodology

2.1 Inverted Pendulum System: Mathematical Model

The system modelling is done in two parts: First, the nonlinear dynamics of the
SIPC is considered having as the system input the translational force; second, the
lineal system existing between the actuator, the DC motor and the generated force,
is analyzed.

2.1.1 Dynamics of Inverted Pendulum System

Consider the SIPC system, Fig. 1, given by

d
dt

oL
o _q

� �

� oL
oq

� �

¼ Buþ D ð1Þ

where q ¼ ðqa; quÞT 2 R� R and _q ¼ ð _qa; _quÞT 2 R� R are vectors of gen-
eralized coordinates and velocities, respectively; qa and qu are actuated and unac-
tuated variables, respectively; B ¼ ð1; 0ÞT and u 2 R is a control input variable; the
function

L q; _qð Þ ¼ 1
2
_qTM qð Þ _q� V qð Þ ð2Þ

is the Lagrangian; MðqÞ is a symmetric positive-definite inertia matrix; and VðqÞ is
the potential energy of the system. By introducing a lumped disturbance vector
D 2 R

2, the system Eq. (1) can also be rewritten in a matrix form as:

M qð Þ q:: þC q; _qð Þ _qþ G qð Þ ¼ Buþ D ð3Þ

or, equivalently

m11ðqÞ m12ðqÞ
m21ðqÞ m22ðqÞ

� �

qa
::

qu
::

� �

þ n1ðq; _qÞ
n2ðq; _qÞ

� �

¼ uþ d1
0

� �

ð4Þ

where Cðq; _qÞ _q is the Coriolis and centrifugal loading vector, GðqÞ is the gravita-
tional loading vector, and D ¼ ðd1; 0ÞT is assumed to satisfy the classical matching
condition. d1 includes parameter uncertainties, external disturbance, and unmod-
elled dynamics, such as viscous and Coulomb’s friction forces exerted on the
actuated joint, and it is assumed that d1j j � �d1 for a known constant bound �d1. In the
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case of the SIPC in Fig. 1, according to [18], the equations of motion in Eq. (4) can
be rewritten as:

c bcosðhÞ
bcosðhÞ a

� �

x
::

h
::

� �

þ �bsinðhÞ _h2
�gsinðhÞ

� �

¼ uþ d1
0

� �

ð5Þ

where a ¼ ml2; b ¼ ml; c ¼ M þ m, and g ¼ mgl; M and m are masses of the cart
and pendulum, respectively; l, h, x are length of pendulum, angle of pendulum with
respect to vertical line, and moving distance of cart from initial position, respec-
tively; g is a gravitational acceleration; and u is a control force applied to the cart.

2.1.2 Modelling of the Mechanical System for the DC Motor

The DC motor is coupled via a mechanical system band-pulley-wheel which pushes
the cart generating the force u. The motor is driven through the armature voltage
vinðtÞ. The torque generated by the DC motor is proportional to the armature current
like is indicated in the next equation

tmðtÞ ¼ KtiaðtÞ ð6Þ

where tmðtÞ is the torque developed by the motor, Kt is the torque constant of the
motor, iaðtÞ is the armature current of the motor. The electrical circuit equations for
the motor are:

vinðtÞ � vemf ¼ LaiaðtÞ þ RaiaðtÞ ð7Þ

vemf ¼ Kv
_hmðtÞ ¼ KvxmðtÞ ð8Þ

E 

cRIO 

P 

PC

x 

x 

θ

θ
θ

x

m
g

bx
.u M

l

0

Fig. 1 Block diagram of the system, and free body diagram of the SIPC
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where vinðtÞ is the motor voltage, vemf is the electromotive voltage, Ra armature
resistance, Kv back electromotive force’s constant, hmðtÞ motor’s shaft angular
position, and xmðtÞ motor’s shaft angular velocity.

The torque equation for motor output shaft is:

tmðtÞ � tLðtÞ ¼ Jm€hmðtÞ þ Bm
_hmðtÞ ð9Þ

where Jm is inertia moment of the rotor with load, Bm is the damping coefficient.
The motor is coupled to the cart with a radius wheel rw and a coupling gear ratio

n, tLðtÞ is the required torque to generate the linear force u. Converting the rota-
tional variables into translational variables using:

tLðtÞ ¼ rwnu and hmðtÞ ¼ x
rwn

ð10Þ

The equilibrium torque is obtained from Eqs. (9) and (10),
Assuming zero inductance, and using Eqs. (6), (7) and (8),

tmðtÞ ¼ Jm
x
::

nrw
þ Bm

x
::

nrw
þ nrwu ð11Þ

tmðtÞ ¼ Ki
Vin � Kv

_hm
Ra

" #

¼ Ki

Vin � Kv
_x

nrw

� �

Ra

2

4

3

5 ð12Þ

The Eqs. (5), (11) and (12) describe the nonlinear model of the SIPC impulsed
by a DC motor.

2.2 Nonlinear Modelling by VPBF Networks

Consider the nonlinear discrete system described by:

Xtþ1 ¼ G Xt; utð Þ ð13Þ

yt ¼ h Xt; utð Þ ð14Þ

where Gð�Þ is a nonlinear function vector, hð�Þ a nonlinear function, Xt the state
vector, yt the output and ut the input.

Based on the input and output relation of a system, the above nonlinear discrete
system can also be expressed by a nonlinear auto-regressive moving average
(NARMA) model [19], that is,
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yt ¼ f ðyt�1; yt�2; . . .; yt�ny ; ut�1; ut�2; . . .; ut�nuÞ ð15Þ

where f ð�Þ is a nonlinear function, ny and nu are the corresponding maximum
delays.

It is well known that NN provide a good nonlinear function approximation
techniques. A nonlinear identification structure by neural networks is shown in
Fig. 2. Here it assumes that the nonlinear function f ð�Þ in the NARMA model is
approximated by a single layer neural network, which consists of a linear combi-
nation of basis functions.

bf ðxtÞ ¼
X

Nf

k¼1

wkukðxtÞ ð16Þ

where ukðxtÞ is the basis function, xt ¼ ½yt�1; yt�2; � � � ; yt�ny ; ut�1; ut�2; � � � ;
ut�nu � and wk the weight.

The representation of the nonlinear function f ðxtÞ is given by

bf ðxtÞ ¼w1 þ w2yt�1 þ � � � þ wnyþ1yt�ny þ wnyþ2ut�1 þ � � �
þ wnyþnuþ1ut�nu þ wnyþnuþ2y

2
t�1 þþwnyþnuþ3yt�1yt�2 þ � � � þ wNf u

o
t�nu

ð17Þ

where o is the system order.
The number of polynomial basis function is given by:

Nf ¼ ðnu þ ny þ oÞ!
o!ðnu þ nyÞ! ð18Þ

NEURAL NETWORK 

+ 

- 

SYSTEM 

Fig. 2 Neural network based identification
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Using the VPBF network, the nonlinear function f ð�Þ can be obtained by:

f ðxtÞ ¼ bf ðxtÞ � eðxot Þ ð19Þ

where eðxot Þ is the approximation error.
It is assumed that a set of input-output data (yt; ut; t ¼ 1; 2; � � � ;Mt) of the system

is given. Based on Eq. (17) the input-output relation may compactly be written in
the following vector form:

Y ¼ UðxÞW þ EðxoÞ ð20Þ

where the output vector is Y 2 R
Mt�1, the weight vector is W 2 R

Nf�1, the
approximation error vector is EðxoÞ 2 R

Mt�1 and the basis function matrix is
UðxÞ 2 R

Mt�Nf .
The weight vector W is usually found minimizing the Euclidean norm, i.e.,

Ŵ ¼ argmin
W

Y � UðxÞWk k2 ð21Þ

which is a least squares solution.
The classical Gram Schmidt method can be used to transform from the set of

basis vectors Uif g, into a set of orthogonal basis vectors, and thus makes it possible
to calculate the individual contribution to the desired output from each basis vector.
An orthogonal decomposition of the matrix UðxÞ gives:

UðxÞ ¼ PQ ð22Þ

where P ¼ ½P1;P2; � � � ;PNf � is anMt � Nf matrix with orthogonal columns and Q is
an Nf � Nf unit upper triangular matrix with 1 on the diagonal and 0 below the
diagonal.

The corresponding optimal weight vector is:

Ŵ ¼ Q�1V̂ ð23Þ

where V̂ ¼ ½v̂1; v̂2; � � � ; v̂Nf �T 2 R
Nf�1

v̂i ¼ YTPi

PT
i Pi

; for i ¼ 1; 2; � � � ;Nf ð24Þ

v̂2i P
T
i Pi is the increment to the desired output variance introduced by Pi, the error

reduction ratio due to Pi may be defined by:

Nonlinear Identification of Inverted Pendulum System… 93



ri ¼ v̂2i P
T
i Pi

YTY
ð25Þ

The ratio offers a simple and effective means of seeking a subset of significant
basis function. This implementation based on the classical Gram Schmidt is given
by [20, 21].

Changing the order of the VPBFs will lead to a change in the error reduction
ratio ri. The normalized residual sum of squares (NRSS), is given by:

NRSS ¼ 1�
X

Ls

j¼1

rj ð26Þ

The procedure is terminated when NSSR\e0, where e0 is a chosen tolerance.
This gives a subset model containing Ls significant terms. For more information on
offline structure selection see [8, 22].

2.3 Experiment Description

The experimental results from SIPC are presented in this section. SIPC parameters
are shown in Table 1. The SIPC is inherently unstable, which means that in open
loop the pendulum will fall. One of the requirements for the systems identification
is that the data must satisfy the persistent excitation condition and have been
obtained inside of an operation interval, for this is necessary stabilize the inverted
pendulum using a controller.

Table 1 Parameters from the real SIPC system

Parameter Description Value

M Mass of the cart 2.00 kg

l Length of the pendulum 1.00 m

m Mass of the pendulum rod 0.10 kg

r Radius of the wheel 0.0335 m

g Gravity 9.81 m/s2

Bm Damping coefficient 1.568 × 10−4 Nm/rad/s

Ra Armature resistance 1.8 Ω

Kt Torque constant 0.0168 Nm/A

Kv Back EMF constant 0.0168 V/rad/s

Jm Moment of inertia 0.000011 Kgm2

n Gear ratio 0.2

Ps Potentiometer for angle position 5 kΩ

E Encoder for linear position 50 pulses per revolution
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To stabilize the inverted pendulum a Fuzzy controller was used, it was imple-
mented on a SIPC didactic system (RT-124) from G.U.N.T. which has an encoder,
for measuring the linear position and linear velocity, and a potentiometer, for
measuring the position and velocity angular.

The controlled system was continuously disturbed in order to accomplish the
persistent excitation condition. A cRIO system from National Instruments with
encoder and analog input cards was used to acquire the inverted pendulum
experimental data with a sampling time of Ts ¼ 10 ms which meet Shannon the-
orem taking mechanical time constant. Experimental data was acquired during 75 s
which are 7,500 samples, the first 60 s were used to train the network, the last 15 s
were used for test and validation of the network. The experimental data were
obtained using LabView real time software. All signals were saved to a file in cRIO.
The experimental data are shown in Fig. 3.

Several VPBF NN algorithms were built, using MATLAB with training data,
using different VPBF architectures, changing maximum delays nu, ny and system’s
order o, in order to determine which is the architecture model that best fits the
experimental data.

3 Results

We assume that the model structure has the same delay in the input and output.
They were built several models with different structures, which are combinations
between order (o) and delays of the inputs/outputs (nu ¼ ny) being varied between 2
and 4. This was done for each output variable of the SIPC, i.e. x, _x, h and _h using
training experimental data (0–60 s).

Table 2 shows the results of all built models with classical Gram Schmidt
method to get orthogonal decomposition. The model’s structure that best fits the
experimental training data are marked with bold.

The VPBF NNs were built with the first 20 VPBFs and their respective weights,
the basis functions were reordered from highest to lowest contribution to the out-
puts using ri from Eq. (25).

These models were tested with experimental data different to the training data,
experimental test data (60–75 s) and its respective calculated NRSSs, which were
different but consistent with the training NRSSs. The model test results are shown
in Table 3, it is clear that NRSSs from model’s test are not equal to NRSSs from
model’s training.

The difference between NRSSs is due to that model information from experi-
mental data test is not incorporated to model. Hence, the NRSSs from model with
training data and NRSSs from the model with test data are different but very close.
These mean that the model has enough information to emulate the real system in
states near to experimental training data.
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Fig. 3 SIPC acquired experimental data

Table 2 Normalized residual sum of squares (NRSS) result train

nu;y o x _x h _h

2 2 0.0092 0.1856 3:06� 10�4
0.0492

3 2 0.0081 0.1759 1:87� 10�4
0.0444

4 2 0.0076 0.1657 1:78� 10�4
0.0419

2 3 0.0082 0.1704 1:86� 10�4
0.047

3 3 0.0069 0.1489 1:62� 10�4
0.0396

4 3 0.0059 0.1293 8:18� 10�5
0.0333

2 4 0.0078 0.161 1:80� 10�4
0.0457

3 4 0.0062 0.1289 1:47� 10�4
0.0359
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The graphs in Fig. 4 show the experimental test and estimated output signals by
selected models of VPBF NNs. In this figure it can be seen that the selected models fit
well to the experimental data test but these have not been used for training the network,
which means that the model is well trained and has the actual system information.

Table 3 Normalized residual sum of squares (NRSS) result test

nu;y o x _x h _h

2 2 0.0121 0.3463 63� 10�4 0.0484

3 2 0.011 0.3167 62� 10�4 0.0421

4 2 0.0095 0.2668 58� 10�4 0.0372

2 3 0.0113 0.305 62� 10�4 0.0424

3 3 0.0089 0.2476 61� 10�4 0.0329

4 3 0.0052 0.1251 15� 10�4 0.016

2 4 0.0107 0.2839 62� 10�4 0.0414

3 4 0.0066 0.1629 49� 10�4 0.0,236
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Fig. 4 Validation curves for: a Pendulum angular position, b Pendulum angular velocity, c Cart
displacement, d Cart velocity

Nonlinear Identification of Inverted Pendulum System… 97



4 Conclusions

The dynamic systems containing nonlinear relations are difficult to model with
conventional techniques. The Inverted Pendulum is a nonlinear system object with
non-typical uncertainty. The uncertainty is not dealt with. However it affects the
performance. For identification of the present problem, the VPBF NN has the ability
to approximate nonlinear functions with a single structure. In this work, the VPBF
NN has been developed using data from experiment with a real pendulum system.
The orthogonal least squares algorithm has been used.

The advantages of the VPBF neural networks are its reduced computational
complexity, improved rate of convergence and identification accuracy. The vali-
dation test results indicate numerical stability and high precision. The performance
of the VPBF neural networks is superior to that conventional neural networks. The
VPBF neural network may be used for off-line plant identification due to its
performance.
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Multi-robot Exploration and Mapping
Strategy in Underground Mines
by Behavior Control

Antoni Mauricio, Ayrton Nieves, Yomar Castillo, Kenji Hilasaca,
Christian Fonseca, Jhair Gallardo, Ricardo Rodríguez
and Glen Rodríguez

Abstract Exploration in high-risk areas is a topic that has motivated the devel-
opment of mobile robotics in recent years. Moreover, the incursion of multi-agent
systems in this field has opened a lot of solutions and applications. In this paper
we propose a strategy of exploration and mapping for multi-robot systems in
underground mines where toxic gases concentration (ex: : CO2, CO, Sb) is
unknown. The principal algorithm is the behavior control which evaluates the status
of each agent and makes decisions that maximize system performance and mini-
mize the cost of them. We will use scanning algorithms based on dynamic graph to
reduce bandwidth consumption and use of memory. The system has been tested by
simulating several situations such as partial loss of communications or agents.

Keywords Multi-robot systems � Exploration in high-risk areas � Behavior con-
trol � Mapping � Localization � Path planning � Motion planning

1 Introduction

Nowadays the necessity to solve complex problems at low cost has encouraged the
development of multi-agent systems. Cooperative robotics has shown strong
growth since its inception in the 1980s as evidenced by [1, 2], while the work
developed in [3, 4] shows us the high performance of this kind of systems. There
are many applications of multi-robot systems, such as space exploration, object
transportation or risk areas exploration.

Mining is one of the sectors that has driven the development of the robotics, such
as robotic arms for industrial processes or robots for specific tasks, for instance the
extraction of minerals. Thrun et al. [5] show that it is possible to include autonomous
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robots in high noise environments such as underground mines. However, the
complex workspace of the mine remains the main problem for designing a robot. It
has been pointed in [6] that a solution is feasible by applying a multi-robot coop-
erative system.

One of the jobs that best explains the integration of the principal algorithm is [7],
from which we conclude that to complete the objective of this work we will have to
use the theory of probabilistic robotic and graph theory for exploration process,
besides the behavior control, which will deal with inspection and search.

The required location algorithm will need a “initial” map, which is feed into the
robots from the start, and the initial distribution of particles in a circular area (radius
equal to the width of the mine tunnel), close to the belief of the initial position of the
robot, because if some problems occur with the system, for instance a non-planned
reset, then the particles have a new initial distribution close to the last position of
the robot.

2 Algorithms Design

In this section we present the algorithms that make up the main algorithm, these are:
SLAM [Simultaneous Localization and Mapping], Behavior control, Path and
Motion planning algorithms. The Fig. 1 shows the way those algorithms are con-
nected in the context of a block diagram.

The system inputs are the initial position (XoÞ, positions of landmarks ðLi:nÞ and
data from laser sensors (ZÞ. These measures are inputs of the SLAM algorithm, the
outputs are the local map and the next position for each robot. Slam outputs feed the
“map rebuilder” and together with the information coming from other robots,

Fig. 1 Block Diagram
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location is more precisely estimated and stored in memory. Each robot executes
its behavior control based on gas sensors, energy level, memory and position of
peers. The motion planner decides the linear and angular speed for the non-linear
controller.

2.1 Behavior Control

Behavior control is based on decomposing the problem of autonomous control by
task rather than by function. Traditional functional decomposition attempts to
construct general purpose functional modules such as world modelers and planners,
and advocates connecting them in a serial fashion [8]. Behavior control advocates
the construction of special purpose task achieving modules that are connected
directly to sensors and actuators and operate in parallel. In order to distinguish
between the technical meaning of the word referring to a task achieving module in
Behaviors control architecture, and the more generic meaning referring to the
physical actions produced by such a module on a real robot, we shall capitalize the
former. Thus, a set of Behaviors produces an emergent behavior when running on a
real robot. One set of Behaviors might run on two different robots, or on one robot
in two different circumstances, and produce two different behaviors [9].

There are two significant advantages to behavior control over traditional func-
tional decomposition. First, because Behaviors operate in parallel rather than
serially, fast Behaviors need not be delayed by slower ones, allowing the robot to
respond to contingencies in real time. Second, because Behaviors are task-specific
rather than general-purpose, Behavior designers can take advantage of the structure
of the task in order to simplify the Behavior. This is the underlying reason why
Behaviors tend to be simple [10].

Each robot has his own local behavior control algorithm (Fig. 2), with various
behaviors for different states and situations [10], therefore, the decisions are taken
based on their weights, with weight related to importance or urgency. Later, the
weights are evaluated by a fuzzy function or a set of rules to choose the best decision.

Global behavior control is based in cooperative control theory, which relies in
the agents’ ability to coordinate their actions (Fig. 3). Advantages are reliability,
robustness and better distribution of sensing and actions [11]. In this research
project, underground exploration has 3 phases: entering the tunnel, exploration and
gas search, and exit or escape (due to some emergency or low battery).

2.2 Robot Model

Figure 4 presents a diagram of the kind of robot we consider in this work. The robot
has four wheels, driven by four independent electric motors. Two wheels are placed
at each side of the robot. The robot configuration is represented by the position of
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the center of the rectangular; dimensions are L (length) and H (width), in the
Cartesian space (X and Y) and by its orientation α (angle between the vector of
the robot orientation and the x-axis). Linear velocity is V, angular velocity is W,

wheels radius is r and wheels speeds are h
:

1; h
:

2; h
:

3 y h
:

4.

2.3 Simultaneous Localization and Mapping [SLAM]

SLAM is considered a complex problem, because for obtain a good map is nec-
essary a correct location, and vice versa. To solve the problem of SLAM exist
various methods as explained by Thrun [12], in our case we use the Fast-SLAM
method for positioning and occupancy grid mapping. The SLAM problem is based
on calculating the next probability distribution:

p H; stjzt; ut; ntð Þ ð1Þ

Where: zt ¼ z1. . .zt is a sequence of sensor measurements, H is the set of
landmarks, ut is the action taken, st ¼ s1. . .st is the estimate of the current state and
nt ¼ n1. . .nt are variables associated to landmarks.

Fig. 2 Local behavior control
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In the case of Fast-SLAM, there is known data association [14]; it is assumed
that the landmarks are independent. It follows that:

p H; stjzt; ut; ntð Þ ¼ p stjzt; ut; ntð Þ
Y

n

p hnjst; zt; ntð Þ ð2Þ

Fig. 3 Global behavior control

Fig. 4 a Mobile robot, b mechanical design of the robot
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The following probability distribution equation allows to estimate the location of
the landmarks:

p hnjst; zt; ntð Þ ¼ gp ztjhn; s m½ �
t ; nt

� �

pðhnjst�1; m½ �; zt�1; nt�1Þ ð3Þ

Where η is the normalization constant. The particle filter is used to estimate the
position of the robot. The probabilities are evaluated as follows [12]:

w m½ �
t ¼ g

Z

p ztjhnt ; s m½ �
t ; nt

� �

p hnt jst�1; m½ �; zt�1; nt�1
� �

dhnt ð4Þ

The Fast-SLAM algorithm updates the particles in the following way:

(1) Sampling: is randomly generated on a set of particles fxðiÞt g and is obtained

from the previous generation fxðiÞt�1g Following the proposal distribution pð:Þ

xðiÞ1:t � pð:jz1:t; u1:t�1Þ ð5Þ

(2) Importance weight:
Weight is assigned to each particle

wðiÞ
t ¼ pðx ið Þ

1:tjz1:t; u1:t�1Þ
pðx ið Þ

1:tjz1:t; u1:t�1Þ
ð6Þ

In many slam algorithms the proposal distribution π (.) is recursive

p x1:tjz1:t; u1:t�1ð Þ ¼
p xtjx1:t�1; z1:t; u1:t�1ð Þ:p x1:tjz1:t�1; u1:t�2ð Þ ð7Þ

Therefore, importance weight can be calculated recursively:

wðiÞ
t /

pðztjm ið Þ
t�1; x

ðiÞ
t Þp x ið Þ

t jx ið Þ
t�1; ut�1

� �

p xtjx ið Þ
1:t; z1:t; u1:t�1

� � :wðiÞ
t�1 ð8Þ

(3) Resampling: the particles are resampled considering the weights, after

resampling all particles will have a weight proportional to pðx ið Þ
1:tjz1:t; u1:t�1Þ.

(4) Map estimation: for each particle the estimated map is calculated as follows:

pðm ið Þjx ið Þ
1:t; z1:tÞ ð9Þ

After the prediction step, a new set of points is obtained who is reapplied the
update stage.
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2.4 Occupancy Grid Mapping Algorithm

The main objective of this algorithm is to calculate the map, considering some
environmental data:

p mjz1:t; x1:tð Þ ð10Þ

Where: m is the map, z1:t is sensor measurements from time 1 up to time t, and
x1:t is the trajectory of the robot defined by a sequence of positions.

Let be mi a grid cell with index I; the map “m” is divided into those cells. Each
cell mi has a binary value, 1 if it is occupied, 0 if it is free [12].

m ¼ fmig ð11Þ

The estimation of each cell is now a binary problem with estimation and steady
states. At the algorithm start, each cell has a probability of 0.5, the probabilities will
updated according to the measure of the sensor through the Bayes filter [14].

p mjz1:t; x1:tð Þ ¼
Y

i
p mijz1:t; x1:tð Þ ð12Þ

Each cell holds a probability value which indicates if that cell is occupied or not.
The Occupancy Grid Mapping Algorithm is shown below:
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2.5 Path Planning and Motion Planning

Path planning and motion planning allow each robot decides where to go and how
to get there. The motion planner is developed based on the kinodynamic constraints
for each robot [15], however the path planner is designed according to the work-
space conditions.

Dijkstra’s algorithm is a path planner algorithm based on graph theory for
determining the shortest path from a source vertex to all other in a graph with
weights of each edge. It works by visiting locations in the map starting with the
ones closest to the start position, and expands outwards from the start point until it
reaches the goal. For the implementation of this algorithm is necessary to have
knowledge of the workspace, which is possible by running the algorithm with the
reconstructed global map stored in memory; its main advantage is the low com-
putational cost [16].

3 Simulations and Results

See Figs. 5 and 6.

Fig. 5 Partial results of joining the path and motion planning with the simultaneous localization
and mapping (SLAM)
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4 Conclusions

The local behavior control and global behavior control allow to increase the reach
in the area to be mapped, and as a result, to increase the ability to find more toxic
gases’ sources. The probabilistic Occupancy Grid Mapping Algorithm has the
advantage of storing the global map and the robot location; also, it takes into
account the environmental noise of the tunnel, caused by leaking water from the
roof and high concentration of dust and toxic gases.

The integrated algorithms solve the main problem when the any robot fails and
has to reset as long as it has stored its last known position. The algorithms will be
able to resample several particles in the area close to the last saved position, correct
it estimated position when it detects a landmark and recalculate its motion planning
to the next node. In the simulations, the integration of algorithms shows it is
computationally expensive to analyse each cell map and calculating the probability
of cell occupancy. Therefore, it could be necessary to use two microprocessors for a
future implementation of the algorithms presented.

Fig. 6 Final result of the
exploration
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Modeling Online via Clustering
and Fuzzy SVM

J.C. Tovar, C.R. Mariaca and I. Álvarez Villalobos

Abstract In this article online clustering and modification of kernel Support
Vector Machines (SVM’s) is presented by a fuzzy modelling for nonlinear kernel
plant. The structure identification was carried out by online clustering and fuzzy
Support Vector Machines (FSVM’s). When the process is slow, the fuzzy rules can
be obtained automatically. Identification parameters of the fuzzy neural network are
used. The range of variation in learning time ensuring the stability of the modelling
error.

Keywords Clustering online SVM’s � Kernel � Membership function � Fuzzy
rules

1 Introduction

Both neural networks and fuzzy logic are universal estimators. The process of fuzzy
rule extraction for nonlinear systems modeling is called structure identification.
A common method is to partition the input and the output data, it is also called
fuzzy grid [1]. Most of structure identification approaches are based on off-line data
clustering, such as fuzzy C-means clustering [2], mountain clustering [2], and
subtractive clustering [3]. These approaches require that the data is ready before the
modeling. There are a few of on-line clustering methods in the literature. A com-
bination of on-line clustering and genetic algorithm for fuzzy systems is proposed
in [4]. In [5] the input space was automatically partitioned into fuzzy subsets by
adaptive resonance theory. On-line clustering with a recursively calculated spatial
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proximity measure was given in [6]. There is one weakness for the above on-line
clustering methods: the partitioning of the input (precondition) and the output
(consequent) do not take into account time mark. They use all data to train each
rule. In this paper, a novel on-line clustering approach is proposed. The time
relationship in the input and the output spaces is considered.

The purpose of FSVMs (fuzzy support vector machines Fig. 1) is trained to treat
the data with different importance in the training process. The lack of the term of the
cost function is minimized by reformulating the construction of the optimization
problem, and the construction of the Lagrangian so that solutions to the optimal
hyper plane in the first form can be found in the dual form.

In this work use SVM for calculating estimation function. To find the support
vectors in the group j, the input/output [y(k), x(k)] are used to approximate a
nonlinear function. Consider the regression of a set of nonlinear functions

f ðxÞ ¼ wTuðxÞ þ b ð1Þ

where Kðx; xkÞ ¼ uðxÞTuðxkÞ.

Fig. 1 The scheme of the modeling via on-line clustering and fuzzy support vector machines
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2 Clustering Online

The following state-space discrete-time smooth nonlinear system with fuzzy rules is
described as

xðk þ 1Þ ¼ f ½xðkÞ; uðkÞ�; yðkÞ ¼ h½xðkÞ� ð2Þ

where u kð Þ 2 <m is the input vector, x kð Þ 2 <n is the state vector, y kð Þ 2 <q is the
output vector, f and h are smooth nonlinear functions. (1) Can be written as

yðkÞ ¼ h½xðkÞ� ¼ F1½xðkÞ�;
yðk þ 1Þ ¼ h f xðkÞ; uðkÞ½ �½ � ¼ F2½xðkÞ; uðkÞ�
yðk þ n� 1Þ ¼ Fn xðkÞ; uðkÞ; . . .uðk þ n� 2Þ½ �

ð3Þ

Denoting y(k) = [y(k) and (k + 1),…, y(k + n−1)] T, U(k) = [u(k), u(k + 1), …,
(k + n−2)]T, and (k) = F [x(k), U(k)], F = [F1,…, FN]

T. From (2) is a smooth non-
linear system, (3) it can be expressed as x(k + 1) = g[y(k + 1), u(k + 1)]. This leads to
a multivariable model NARMA

yðkÞ ¼ h½xðkÞ� ¼ W½XðkÞ� ð4Þ

where

XðkÞ ¼ ½yðk � 1Þ; yðk � 2Þ; . . .uðk � dÞ; uðk � d � 1Þ; . . .�T ð5Þ

w(·) is a string representing the dynamics of the plant, u(k) and y(k) is unknown
nonlinear function measurable scalar inputs and outputs, d is a time delay.

The purpose of the identification of structures is to partition the input and output
data [y(k), x(k)] of the nonlinear system and fuzzy rules extracted. The following
example to explain the importance of clustering online at the same time is used
indexed. Nonlinear function is deemed to:

yðkÞ ¼ f ½xðkÞ� ð6Þ

For the norm of line grouping method proposed in [1] the inlet and outlet can be
partitioned into four groups, as can be seen in Fig. 2. These groups can be formed
within four rules like “IF x(k) is Aj THEN y(k) is Bj”, j = 1…4. Obviously, for the
3rd rule: “IF x(k) is A3 THEN y(k) is B3”, this does not satisfy the relationship (6),
because the precondition x(k) and the result y(k) does not occur in simultaneously.

The basic idea of clustering online is that the input and output spaces are
partitioned hauled out at the same time indexed. If the distance from the point to the
center is less than the required length, the point is within that group. When new data
arrives, the center and the group should be changed according to new data. The
following algorithm is given.
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The Euclidean distance at time k is defined as

dk;x ¼
X

n

i¼1

xi kð Þ � x ji
xi;max � xi;min

" #2
0

@

1

A

1=2

dk;x ¼ yðkÞ � y j

ymax � ymin

�

�

�

�

�

�

�

�

dk ¼ adk;x þ bdk;y

ð7Þ

where xi_max = maxk {xi}(k)}, xi_min = min {xi(k)}, ymax = max {y(k)}, ymin = min
{y(k)}, xi(k) and y(k) are the centers xi(k) and y(k) while k, α and β are positive
factors, typically α = β = (1/2) can choose. For group j, the centers are updated as
follows

x ji ¼
1

l j2 � l j1 þ 1

X

l j2

l¼l j1

xi lð Þ

y j ¼ 1

l j2 � l j1 þ 1

X

l j2

l¼l j1

yi lð Þ
ð8Þ

where l1
j is the first issue of Group j, l2

j is the last issue of Group j. The length of
group j is mj = l2

j − l1
j + 1. The time interval Group j is [l1

j ,l2
j ]. The process

identification structure can be formed with the following steps

Fig. 2 Partitioning space input/out
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1. For the first data G1, k = 1. xi(1), y(1) are the centers of the first group, xi
1 = x(1),

yj = y(1), l1
j = l2

j = 1.
2. If a new data [y(k), xi(k)] arrives, l2

j = l2
j + 1, is used (7) and (8) for calculating

dk. If no new data arrives, go to 5.
3. If dk ≤ L then [y(k), xi(k)] is still in the group Gj, go to 2
4. If dk > L then [y(k), xi(k)] is a new set j = j + 1, the center of Gj there is xi

j = x(k),
yj = y(k), l1

j = l2
j = k, go to 2

5. Check the distances between all centers xj, yj, if
P

n

i¼1
xpi � xqi½ �2 þ ypi � yqi � Lj j the

two groups Gp and Gq are combined into one group.

3 Fuzzy Kernel

There are many ways to choose the kernel K(x, xk) only requires that K(x, xk)
satisfies the Mercer condition [2]. For example, the linear kernel K(x, xk) = xk

Tx, the
MPL kernel K(x, xk) = tanh(k1xk

Tx + k2), RBF kernel K(x, xk) = exp(−||x−xk|
2/σ2 In

this paper, the fuzzy kernel K( bx, bz) is used which is defined as

K x; xkð Þ ¼
Q

M

i¼1
ui xkð Þ � ui xið Þ xk and x both are in jth group

0 otherwise

8

<

:

where bx ¼ x1; x2; . . .; xM½ � 2 R
M and bz ¼ z1; z2; . . .; zM½ � 2 R

M are trained any two
samples. ui(xk) is the membership function of the jth cluster.

Let the group trained be S = {(x1, y1), (x2, y2), …, (xv, yv)} with interpretative
variables xi and tagged classes corresponding yi, for all i = 1, 2, …, v where v is the
total number of trained samples. It is assumed that the trained samples are parti-
tioned into the clusters. You can run the following permutation of trained samples:

cluster 1 ¼ fðx1k1 ; y1k1Þ; . . .; ðx1k1 ; y1k1Þg
cluster 2 ¼ fðx21; y21Þ; . . .; ðx2k2 ; y2k2Þg
..
.

cluster l ¼ fðxl1; yl1Þ; . . .; ðxlkl ; ylklÞg

ð9Þ

where kg, g = 1, 2, …, l is the number of quality points for clustering ght, so he has
Pl

g¼1 kg ¼ v. Then the kernel can be calculated using fuzzy set trained on (9), and
obtaining kernel matrix K can be rewritten as follows:
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K ¼
K1 0 � � � 0
0 K2 � � � 0
..
. . .

. . .
. ..

.

0 � � � 0 Kl

2

6

6

6

4

3

7

7

7

5

2 Rv�v ð10Þ

How to choose the membership function uj(xi) is another problem. The Gaussian
function and the delta function are the most popular function of membership
functions of fuzzy systems. When uj(xi) is a Gaussian function, the kernel function
is

K xk; xj
� � ¼ u xkð Þ � u xj

� � ¼ exp
xk � xj

�

�

�

�

2r2

� �

ð11Þ

It is assumed that the trained fuzzy set is already obtained; the next step is to
formulate the FSVM. Begins with the construction of a cost function, the FSVM
also want to maximize the margin of separation and minimize the classification
error such that good generalization ability can be performed.

Construction of FSVM optimization problem is formulated as

minU w; n; lð Þ ¼ 1
2
wTwþ C

X

n

i¼1

lmi ni

subject yi w
Txi þ b

� �� 1� ni; i ¼ 1; 2; . . .; n

ni � 0; i ¼ 1; 2; . . .; n

ð12Þ

where m influences in the cost function. Now the Lagrangian is

Q w; b; n; a; b; lð Þ ¼ 1
2
wTwþ C

X

n

i¼1

lmi ni

�
X

n

i¼1

ai yi w
Txi þ b

� �� 1þ ni
� 	�

X

n

i¼1

bni

ð13Þ

where αi and βi are non-negative Lagrange multipliers. Differentiating Q with
respect to w, β and ξi, and equating the results to zero the three following optimality
conditions are obtained

oQ w; b; n; a; b; lð Þ
ow

¼ w�
X

n

i¼1

aiyixi ¼ 0

oQ w; b; n; a; b; lð Þ
ob

¼
X

n

i¼1

aiyi ¼ 0

oQ w; b; n; a; b; lð Þ
on

¼ Clmi � ai � bi ¼ 0

ð14Þ
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Each group has a fuzzy model. Using the idea Takagi-Sugeno model [9], we can
combine the local models in each group within a global model. The fuzzy rules
have the form

Rj : IF xll1 � x1 � xll2 and . . . xll1 � xn � xll2
THEN y kð Þ ¼ fi X kð Þ½ �

where j = 1…p, p is the number of the cluster group online. Membership functions
for xi. The final fuzzy model is

y ¼

P

p

i¼1
fi X kð Þ½ � Q

n

j¼1
lAj

i


 �

" #

P

p

i¼1

Q

n

j¼1
lAj

i


 �

" # ð15Þ

The following theorem provides a steady downward gradient algorithm for
neuro-fuzzy modeling.

Theorem 1 If the fuzzy system to identify the nonlinear plant (1) in group j, the
following gradient descent algorithm with a range of time-variant learning can
identify the error e(k) is used bounded [7]

W k þ 1ð Þ ¼ W kð Þ � gke kð ÞUT X kð Þ½ � ð16Þ

where gk ¼ g
.

1þ U X kð Þ½ �k k2, 0 < η ≤ 1. The standard error identification

eN kð Þ ¼ e kð Þ
1þmaxk U X kð Þ½ �k k2


 � ð17Þ

satisfies the following embodiment average

lim sup
T!1

1
T

X

T

k¼1

eN kð Þk k2 � l ð18Þ

where l = maxk}[‖μ‖
2].

Remark 1 In general, a fuzzy system cannot match exactly any nonlinear system.
The parameters of fuzzy system will not converge to the optimal values. The idea is
to force online identification of the fuzzy system output to follow the output of the
plant. Although the parameters may not converge to the optimal values (18) shows
that the normalization of identification converge to the ball of radius l. If the fuzzy
system can match the nonlinear plant (4) exactly (μ(k) = 0), i.e. can find the best role
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membership lAj
i
and W* such that the nonlinear system can be written as

yðkÞ ¼ W�U lAji

h i

. Since || e(k) || > 0, the same law of learning (16) will asymp-

totically stable misidentification || e(k) || > 0.

Remark 2 Normalizing learning range (16) is time-varying in order to ensure the
stability of the identification error. These learning ranges are easier to decide that in
[8] (for example by selecting η = 1), without any a priori information. The ranges of
variations in learning time can be found in the same standard adaptive scheme [3].
But these changes need to ensure stability robust identification. The algorithm is
derived from the analysis of the stability (or ISS—Lyapunov function) algorithm
[5] was obtained by minimizing the cost function. The approach to the identification
error bound [5] focused on the analysis of convergence. Interestingly, two different
methods can achieve similar results.

Now if trained membership functions of consequence and premise. The initial
conditions are cji(1) = xi

*, wj(1) = yi
*,σji(1), is random in (0, 1). Since the mem-

bership functions are Gaussian functions, the output of fuzzy system can be
expressed as

y ¼

P

svj

i¼1
wi

Q

n

j¼1
exp � xj�cjið Þ2

r2ji

� �

" #

P

svj

i¼1

Q

n

j¼1
exp � xj�cjið Þ2

r2ji

� �

" # ð19Þ

Theorem 2 For the neuro-diffuse TSK model, Aji is selected as Gaussian functions
[7, 8]. The output of the fuzzy logic system can be expressed as

y ¼

P

svj

i¼1

P

n

k¼0
pikxk

� �

Q

n

j¼1
exp � xj�c�jið Þ2

r�2ji

� �

" #

P

svj

i¼1

Q

n

j¼1
exp � xj�c�jið Þ2

r�2ji

� �

" # ð20Þ

where c�ji and r�2ji are unknown parameters which minimize the unmolded dynamics
μ, y x0 = 1.

4 Simulations

The nonlinear function which has the form [7, 8] is considered

f x1; x2ð Þ ¼ 0:52þ 0:1x1 þ 0:28x2 � 0:6x1x2:
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The training data are selected as x1(k) = − 1 + ((2 k)/T), x2(k) = 1 − ((2 k)/T),
k = 1, 2, …, T. Is chosen α = 0.4 and β = 0.6. It is observed that the maximum
changes in the input and output are about 1 and 2 so α‖xmax − xmin‖ +
‖ymax − ymin‖β = 16, L could be chosen as L < 1.2, in this application is selected
L = 0.5. The center as “o” for each group is represented, and “+” is the border
between the groups. Can see that there are 7 groups. For example, the time intervals
the 4th group are l1

2 = 94, l1
2 = 238.

Membership functions trained for each group are seven functions of membership
for x1. Then set the parameters of the membership functions other 300 data for
testing the model used. The tested data x1(k) = 1 − ((2 k)/T), x2(k) = − 1 + ((2 k)/T),
k = 1, 2,…, T. The end result of the modeled after local models is shown in Fig. (3).

5 Conclusions

This paper presents an efficient approach for modeling of nonlinear systems using
FSVM with extraction rules is proposed. Some techniques are used to this new
approach. First a clustering online which divides the data space Enter /output
groups in the same time interval is proposed. After FSVM approach is used to
obtain the support vectors in each group. With these support vectors are constructed
fuzzy rules to obtain the corresponding fuzzy system. Subsequently identification
structure, variation in time interval is applied to obtain the identification parameters.
The contributions of this work are: (1) the online clustering method and the FSVM
approach are used to extract rules, (2) the upper bound of modeling error and
stability are tested for fuzzy modeling.

Such work can be used in robotic or mechatronic systems, to model the behavior
or dynamic trajectories of nonlinear systems, when the uncertainties are unknown.
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Cylindrical Contact Force Models
for the Dynamics of Roller Chain Drives

J. Ambrosio, C. Malça and A. Ramalho

Abstract A multibody dynamics methodology for the study of roller chain drives
based on the contact between its mechanical elements is proposed here. In partic-
ular, the chain drive mechanisms are described as planar multibody systems in
which the connection between each pair of links is modelled as a multiple revolute
clearance joint, instead of the traditional kinematic constraint, and the meshing
between the roller and sprocket teeth is also treated as a generalized revolute
clearance joint. The contact force model includes the geometric contact detection
and the contact force evaluation. Recognizing the numerical and physical limita-
tions of the existing cylindrical contact models, a new enhanced model is applied
here and demonstrated with the study of the dynamics of a roller chain drive with
initial pre-tension. In the process, the energy dissipative effect of friction and
coefficient of restitution on the chain dynamics is also studied.

Keywords Multibody dynamics � Contact mechanics � Elastic line contact �
Clearance joints � Impact

1 Introduction

Real machine characteristics such as link flexibility, backlash or clearances lead to
impacts that often degrade the machine dynamic performance, increase vibration
and noise, shorten life and decrease precision [1–4]. Dynamic models to represent
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such non-ideal characteristics constitute challenges to find new and better machine
designs. This work proposes an approach to the modelling of roller chain drives
based on the use of a generalized clearance revolute joint formulation. Although
focusing on roller chain drives, the range of application is wider.

Among the flexible element drives, chain drives are one of the most precise and
effective forms of power transmission [5, 6]. They are characterized by the discrete
nature of their chain links and sprocket teeth, which lead to one of the most
significant sources of noise and vibration in roller chain drives, especially at high
operating speeds. These undesirable phenomena motivated several researchers to
investigate their influence on the dynamic behaviour and vibration of chain drive
systems to obtain higher operating speeds, lighter weight and better quality
[5, 7–10].

Integrated models to describe the dynamics of the roller chain drive, including
the detailed description of the nontrivial geometry of the sprocket surface and of the
dynamics associated with the polygonal effect, the compliance of the chain, i.e., the
flexibility of links, the transversal and longitudinal vibrations, the friction effects,
and the contact/impact forces between the chain and sprockets, have been proposed
by Kim and Johnson [11], Pedersen et al. [12] or Veikos and Freudenstein [6].
However, an integrated model to accurately describe the full complexity of the
chain drive dynamics has not yet been developed. In all these models the impact
between the pin/bushing and bushing/roller pairs was not considered. In addition,
the force model used to describe the contact between the roller/sprocket pair,
generally used for the chain meshing dynamics represents the internal contact
between cylindrical geometries that does not relate to the geometry of the sprocket
teeth or roller.

Clearances lead to the deterioration of the dynamic performance of mechanisms
insofar as internal impact forces and impulsive forces are generated. These internal
impact forces increase the level of vibration, noise, energy dissipation, which
intrinsically result in the amplification of internal forces and stresses resulting in
wear and tear, and consequently, to the degradation of the system performance
[1, 3, 4, 13]. This work attempts to improve the models recently proposed for the
chain drives and for mechanical systems [11, 12, 14], in particular the description of
the interaction between the different elements in the system, through the use of
revolute clearance joint formulation in the multibody model development.

2 Multibody Dynamics Chain Drive Modelling

Chain drives are assemblages of large number of bodies interconnected by cylin-
drical revolute joints [15]. A chain drive, represented in Fig. 1a, is composed of
sprockets, chain and eventually a tensioner and delimiters of the chain vibrations.
The chain itself is composed of inner and outer links, articulated through a pin/
bushing hinge, and eventually rollers hinged onto the inner links bushings, if the
chain is a roller chain instead of a bushing chain, as seen in Fig. 1b.
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Let the position and orientation of a bodies i of a multibody system be repre-
sented by qi = [rTθ]ι

Τ and the position and orientation of all bodies by
q ¼ ½qT1 ; qT2 . . .qTnb�T . The equations of motion of a multibody system are [16]

M UT
q

Uq 0

� �

q
::

k

� �

¼ g
c

� �

ð1Þ

where M is the system mass matrix, Фq the Jacobian matrix associated to the
kinematic constraints, €q the system accelerations, λ a vector of Lagrange multipliers
associated with the kinematic constraints, γ the vector with the velocity dependent
on the terms of the kinematic acceleration constraints and g the vector with the
forces applied to the rigid body of the system.

The contact force between two bodies i and j of the multibody system is the
result of a normal force fn, perpendicular to the contacting surfaces, and of a
tangential force ft, associated to friction phenomena, i.e.,

f i ¼ �fn nþ ft t and f j ¼ �f i ð2Þ

in which n = [nx ny]
Τ is the normal vector to the contact surfaces and t = [ny −nx]

Τ is
the tangential vector. In the body forces description by Eq. (2), the contact
mechanics problem is defined as the evaluation of the normal and tangential contact
forces and the identification of their point of application in each body of the contact
pair.

Based on multibody dynamics, two different formulations for modelling chain
drive mechanisms can be used: (i) the revolute joints are considered as ideal or
perfect joint constraints; (ii) a revolute clearance joint formulation is used consid-
ering the contact between elements [14, 15]. Figure 2 shows the connection
between an inner link and an outer link where revolute joints are modelled as
kinematic constraints and in which the kinematic constraints are removed and
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Fig. 1 Multibody representation of a chain drive. a individual mechanical components, b pin,
bushing and roller assembly
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replaced by a pair of forces representing the contact between the connected bodies.
While a perfect or ideal joint imposes two kinematic constraints, limiting the
motion between bodies, the presence of clearance in a revolute joint implies
replacing those kinematic constraints by a pair of forces representing the interaction
between the connected bodies [1, 13].

2.1 Application of the Clearance Revolute Joint

Take the cylindrical revolute clearance joint shown in Fig. 2b representing the pin/
bushing hinge connection. Let body i refer to the outer link that includes the
bushing and body j be the inner link that includes the pin. When the centers of the
bushing and pin, given by points Pi and Pj respectively, separate, there is the
possibility for contact to take place if their distance exceeds the existing clearance
of the joint denoted by c. With reference to Fig. 2b, let the eccentricity vector be
defined as e ¼ rPj � rPj . A penetration between bodies i and j exist [13]:

d ¼
ffiffiffiffiffiffiffi

eTe
p

� c[ 0 ð3Þ

When Eq. (3) is fulfilled, a normal contact force between the rigid bodies
included in the contact pair must be evaluated, using a suitable cylindrical, and
applied and added to the bodies force vector denoted by g in Eq. (1).

The methodology described for the contact between the pin links/bushing links
is generalized for the bushing links/rollers and the rollers/sprocket teeth surface
contact pairs. Regardless of whether the clearance revolute joint connects the ele-
ments roller/tooth or bushing/tooth, which depends on the chain type, the contact
conditions are defined as a function of the tooth shape. A procedure for the accurate
geometric description of the real tooth profile has been developed [15]. The strategy
proposed starts by performing a discrete analysis of the real tooth profile geometry,

(a) (b)

Fig. 2 Cylindrical revolute joint connecting pin link and bushing link. a perfect or ideal joint,
b clearance joint
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i.e. by subdividing the geometry into seven distinct contact areas, as shown by
Fig. 3 where the roller/sprocket contact can occur and where internal and external
contacts geometries can happen.

For each possible contact area, the geometric conditions that define whether or
not the different elements that compose the revolute clearance joints are in contact
have been established. By defining all the contact conditions in the tooth coordinate
system, the number of transformations of coordinates is minimized and the detailed
tooth geometry can be used with computational efficiency [15]. In this formulation,
dry contact is assumed, i.e. contact without any interposition of a fluid layer
between the contacting bodies. Furthermore, the joint components are considered as
rigid bodies, in which relative penetration exists, even though without deformation.

2.2 Normal Contact Force for Cylindrical Geometries

Most of the cylindrical contact force models available are derived based on the Hertz
pressure distribution exhibiting the same restrictions of the Hertz elastic contact
theory, preventing them from being used with conformal contact often observed for
low clearances. The existing cylindrical contact models represent the contact force as
an implicit function of the penetration with logarithmic expressions, which pose some
limitations in their use. The ability and accuracy of current cylindrical contact force
models to describe the contact between bodies with cylindrical geometries are dis-
cussed by Pereira et al. [17]. In addition, it is demonstrated that purely elastic contact
models, which do not account for energy dissipation, lead to unrealistic results. An
enhanced cylindrical contact force model, including energy dissipation that charac-
terizes the contact occurrence, has been proposed [18]

fn ¼ a DRþbð ÞLE�

DR
dn 1þ 3ð1� c2eÞ

4

_d
_d
ð�Þ

" #

ð4Þ

Fig. 3 Real tooth profile
divided into seven contact
regions
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for internal cylindrical contact a = 0.965, b = 0.0965, n = YΔR−0.005 and
ΔR = Ri − Rj, being Y = 1.51[ln(1000 ΔR)]−0.151 if ΔR = [0.005, 0.34954[ mm or
Y = 0.0151ΔR + 1.151 if ΔR = [0.34954,10.0[ mm. L is the axial contact length
dimension. For internal contact ΔR represents the clearance existing between
impacting cylinders. The remaining quantities in Eq. (4), similar for internal and
external cylindrical contact, are the restitution coefficient ce, the relative impact

velocity _d
ð�Þ
, the actual penetration velocity _d and E� ¼ E

�

2 1� m2ð Þ is the com-
posite reduced elastic modulus, assuming materials with similar elastic modulus
and Poisson coefficients denoted by E and υ, respectively. The direction of the
application of the contact force fn, given by Eq. (4), is the normal to the contact
surfaces in the contact point given as n ¼ e=

ffiffiffiffiffiffiffi

eTe
p

.

2.3 Tangential Contact Force

The normal force fn is obtained using the enhanced cylindrical contact force model
described by Eq. (5). The friction force is described by the modified Amontons-
Coulomb friction force model [13]

ft ¼ �cf cdfn
vt
vt

if vt 6¼ 0
0 if vt ¼ 0

�

ð5Þ

in which cf is the friction coefficient, vt the relative tangential velocity between the
contact surfaces and vt its magnitude. The dynamic correction coefficient cd is

cd ¼
0 if vt � v0
vt�v0
v1�v0

if v0 � vt � v1
1 if vt � v1

8

<

:

ð6Þ

in which v0 and v1 are given preset tolerances for the tangential velocity.

3 Demonstrative Examples

An ASA bushing chain n.º40 wrapping around two sprockets with 17 teeth each is
used to demonstrate the methodologies presented here. Figure 4 shows the initial
positions of chain drive multibody model developed, in which the initial distance
between the sprockets is such that 38 links are required for the closure of the chain.
The initial velocity of the chain links and sprockets is defined by the initialization
procedure in order to ensure that the driving sprocket rotates at a constant angular
velocity of 120 rpm. For the driving sprocket, a very large inertia moment is
considered to ensure its rotation at a constant angular velocity. The bushing chain
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considered in this application has a clearance of 10.0 µm on the pin/bushing
clearance revolute joint. The chain drive is subjected to gravitational forces acting
downwards. The dynamic analysis is carried out using the integrator DE/STEP [19]
for which the numerical tolerances are set to 10−5 and the maximum time step
allowed is 10−4.

The chain transversal vibration is described for a case without pre-tension and
another case with a pretension of 25 N. The trajectory of a typical bushing in steady
state conditions is depicted in Fig. 5 for both cases.

The contact forces that develop between a typical tooth of a sprocket and a
bushing are illustrated in Fig. 6. It is observed that as the chain strands change
length, when a bushing starts or leaves the contact with sprockets, and the polyg-
onal effect excites the transversal vibration of the chain, a particular bushing may
hit a sprocket with a high normal impact velocity, thus leading to higher peaks for
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Fig. 4 Tensioner in a roller chain drive. a transient motion from initialization to final position,
b displacement of one sprocket with respect to the other

Fig. 5 Trajectory of a typical bushing for the two cases: without and with a pretension of 25 N
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initial and end contact. It is shown that a null pretension leads to multiple impacts
instead of a continuous contact force, as shown in Fig. 6a. Even during the con-
tinuous contact of the bushing with the sprocket, for a pretension of 25 N, several
force peaks are observed on the contact force. These peaks are due to the transition
of the bushing contact between the different regions of the sprocket tooth, as labeled
in Fig. 6b.

Figure 7 depicts the influence of pretension in the dynamics of cylindrical
revolute joints composed of pin/bushing contact pairs. Figure 8 shows the effect of
friction in the orbit of the pin with respect to the bushing, actually demonstrating
the importance of the energy dissipation in the smoothing of the relative pin/
bushing kinematics. Another consequence is that the numerical integrator time steps
become larger, adding to the numerical efficiency.

When multiple simultaneous contacts occur, as in chain drive systems, the
existence of friction forces and other energy dissipative sources, e.g. through the

Fig. 6 Contact forces on a bushing/sprocket tooth for a ce = 0.7. a cf = 0.0, no pretension,
b cf = 0.1, 25 N pretension

Fig. 7 Contact forces on a pin/bushing joint for a ce = 0.7, a cf = 0.1 and for: a no pretension; and
b 25 N pretension
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restitution coefficient, ce, which reflects the type of collision, fully elastic if ce = 0.0
or plastic contact if ce = 1.0, and plays an important role on the control of the energy
dissipation—are relevant for the dynamics of the system. The effect of restitution
coefficient value on the dynamics of chain drive mechanism with a no pretension
chain is depicted for the ce of 0.1, 0.5 and 1.0, in Fig. 9.

The trajectories of the pins inside the bushings show that when the coefficient of
restitution increases from 0.5 to 1.0 the contact becomes increasingly discontinu-
ous, indicating small energy dissipation for the higher restitution coefficient. When
the restitution coefficient increases from 0.1 to 0.5, the opposite trend is observed,
the contact force peak values are reduced, indicating an increase of energy dissi-
pation in the contact pairs. As a result, the pin is seated in the bushing during long
periods leading to a smoother dynamic response of the system.

4 Conclusions

This work demonstrates that the dynamics of the clearance revolute joint is sensitive
not only to the values assumed by the friction and the restitution coefficients, but
also mainly to the pretension level. It is observed that if no pretension is applied, the

Fig. 8 Trajectory of the pin inside the bushing for ce = 0.7 and: a cf = 0.00, no pretension;
b cf = 0.00, 25 N pretension; c cf = 0.10, 25 N pretension

Fig. 9 Trajectory of the pin inside the bushing with no pretension, for cf = 0.1 and: a ce = 0.1;
b ce = 0.5; c ce = 1.0
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contact is mostly discontinuous, and characterized by a large number of impacts
and rebounds with a short duration. Regardless of contact pair it is demonstrated
that the use of some pretension changes the characteristics of the contact by
enforcing the continuous contact with only a small number of contact losses, which
helps to achieve the required smoothness of the chain drive dynamic response. In
addition, the stabilization of the dynamic response is reached more quickly.

The wide range application of roller chain drives means that the simulation
program developed can be used as a general purpose program for analyzing very
different chain drive systems. The methodologies adopted to develop the roller
chain drive model can, with small changes, be used more generally for chain drives
in industrial machines, marine engines, car engines, motorbikes and so forth.
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A Three-Dimensional Multibody Model
of a Full Suspension Mountain Bike

B. Corves, J. Breuer, F. Schoeler and P. Ingenlath

Abstract To analyze the operating loads and also the handling qualities of full
supsension mountain bikes in off-road use, a simulation model representing all
important effects is required. Most bicycle models discussed in literature are quite
elementary. These models are adequate for analysing the general dynamic behav-
iour of bicycles but they are not capable of showing all effects appearing in off-road
operation of mountain bikes. In this paper a detailed three-dimensional multibody
model of a system consisting of a full suspension mountain bike, a passive mass-
spring-damper system for the rider, stochastic track excitation and a control system
for the velocity and lean angle stabilisation is presented. Additionally first results
for straight driving of geometrically different mountain bikes are presented and
discussed. Although a experimental validation of the model has not been performed
yet the first results indicate that the development of the presented model is a first
step for simulation based evaluation of handling qualities and operating loads for
mountain bikes.

Keywords Multibody dynamics � Bicycle dynamics � Matlab/adams cosimulation

B. Corves (&) � J. Breuer � F. Schoeler � P. Ingenlath
Department of Mechanism Theory and Dynamics of Machines, RWTH Aachen University,
Kackertstr. 16/18, 52072 Aachen, Germany
e-mail: corves@igm.rwth-aachen.de

J. Breuer
e-mail: jens.breuer@alumni.fh-aachen.de

F. Schoeler
e-mail: schoeler@igm.rwth-aachen.de

P. Ingenlath
e-mail: ingenlath@igm.rwth-aachen.de

© Springer International Publishing Switzerland 2015
M. Ceccarelli and E.E. Hernández Martinez (eds.), Multibody Mechatronic Systems,
Mechanisms and Machine Science 25, DOI 10.1007/978-3-319-09858-6_13

133



1 Introduction

Bicycles are worldwide popular and technical advancements in cycling sports are
made every year. Still it seems that simulation techniques and methods that are
applied to analyze the dynamics of bicycles are less developed.

In scientific publications mostly elementary models like the Carvallo Whipple
model, which consists of a frame with a rigidly attached rider, a front frame con-
sisting of a fork and a handlebar and two knife edge wheels (some models have
toroidal wheels instead), are used [1, 2]. Usually nonlinear or linearized equations
of motion are derived and analyzed. With these simplified models the most sig-
nificant characteristics of the steering behavior of bicycles can be investigated. Yet
Sharp notes that due to possible variations in the design of a bicycle and its effect on
the steering behavior no generalizations can be made [3]. Detailed reviews of the
general bicycle dynamics and theoretical research can be found in [4] or [1] for
instance.

However the intention of this paper is not to derive the equations for the bicycle
rider system and to analyze it analytically. Furthermore a comprehensive model of a
bicycle-rider-track system created in the commercial software MSC Adams is
presented.

One important characteristic of the bicycle-rider-system is that the rider repre-
sents usually around 80 % of the total system mass. Therefore the rider has a big
influence on the dynamics of the bicycle-rider-system [5]. To be able to analyze
such systems within simulations Hull, Wilczynski and Wang developed a multi-
body rider model for the seated and for the standing position [6, 7]. Waechter, Riess
and Zacharias showed that it is possible to predict vibrational stress acting on riders
on full suspension bicycles [8]. As they used a two dimensional model cornering or
handling qualities could not be investigated. Finally they investigated two different
kinds of city bicycles which have certain differences from mountain bikes.

In mountain biking there are additional effects and operating conditions that
distinguish mountain biking from other cycling sports. For example steep descents
in combination with high speeds, vibrational excitation due to bad tracks or special
conditions like jumps [5]. Because of these operating conditions it is difficult to
derive loading assumptions theoretically and experimental testing is costly [9].
Hence having a multibody model that can predict the loads appearing in normal use
and even in misuse cases is worthwhile.

Subsequently there are several nonlinear effects that have an influence on bicycle
dynamics. For actual mountain bikes the wheels can travel up to 200 mm and more
relative to the frame. Furthermore while cornering big roll angles are possible. From
such large deflections result geometric nonlinearities [10].

An additional source of nonlinearities in mountain biking is the changing position
of the contact point of the tire-ground-contact due to track obstacles (can be seen in
Fig. 1). This changing position of the contact point is also significant to the handling
of a bicycle since it causes a change of the trail N. Although Kooijman et al. showed
in [11] that the trail is not necessarily needed for the self stability of a bicycle it
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certainly has an influence on the handling qualities and steering characteristics since
it directly affects the lever arm of the tire forces with respect to the steer axis.

The trail N at the front wheel is defined as the horizontal distance between the
contact point of the wheel and the point where the steer axis passes through the
ground [12].

N ¼
R� K

cosðbÞ
tanðbÞ ð1Þ

in which R is the rolling radius of the tire, K is the fork offset and b is the steering
angle. The change of trail DN caused by an obstacle with the height h can be
expressed as

DN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R2 � ðR� hÞ2
q

ð2Þ

The change of trail can moreover lead to a negative trail N 0 like it is shown in
Fig. 1. All these effects mentioned above are particular for mountain biking.

To predict the handling qualities, riding comfort and structural loads for
mountain bikes a complex nonlinear model is needed. Basic steps for the creation of
such a model are presented in this paper.

2 Materials and Methods

The model consists of four major components, the full suspension bicycle, the rider,
the ground excitation and a control system for straight driving, cornering and lane
change maneuver. These components are described in detail below.

Fig. 1 Definition of trail and change of trail due to track obstacles following [5]
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2.1 Bicycle Model

Basis of the multibody model of the bicycle is the Nicolai Helius AC shown in
Fig. 2 (also see www.nicolai.net). The Model is completely parameterized and
implemented in MSC Adams. Different versions and sizes of this bicycle are
available e.g. frame sizes from small to extra-large and three different wheel sizes
26, 27, 5 and 29 inch. In the following data for a medium size frame with 26 inch
wheels is presented, data for other frame or wheel sizes are slightly different.

The bicycle model consists of nine rigid bodies for the frame and two more rigid
bodies for the two wheels. These bodies are connected to each other through joints.
At the rear damper and at the suspension fork linear spring damper elements are
used. For the tire-ground-contact a penalty based contact definition is used. Thereby
contact nonlinearities can be investigated within the model.

Mass and inertia properties of the frame are calculated within Adams assuming
the constant crosssections for the tubes of the frame parts. The properties of the
wheels are calculated through detailed 3D-CAD models. Other attached parts like
brakes or derailleur mechanisms are considered as lumped masses. The mass
properties of the model match with the manufacturer information. For the stiffness
and damping constants needed for the tire-contact definition and for spring-damper
elements in the fork and rear damper following assumptions are made: The spring
constants of the rear damper and the suspension fork are adjusted in such a way that
the sag is about 25 % of the possible spring deflection. That is in the range that is
recommended by manufacturers of bicycles. The damping coefficients of the rear
damper and the suspension fork are adjusted by driving tests within the simulation
model. The stiffness coefficients for the tires are adjusted in such a way that a static
tire deflection between 10 and 20 mm appears, which is common for mountain bike
tires. The resulting values are in the scale of the values given in [5]. The tire
damping coefficients are adjusted to gain a damping factor of 0.055 for the tires
(value taken from [5]).

In Table 1 a summary of some of the physical properties of the bicycle is
provided (the masses of the attached parts are included in the given data).

Fig. 2 A picture of the bicycle and the multibody model of the bicycle (left is courtesy of
Meissner Raeder)
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2.2 Rider Model

The rider is modeled as a passive mass-spring-damper system in a standing position
and consists of ten rigid bodies. The head and upper body (as one rigid body), the
hip, two upper arms, two forearms, two lower and two upper legs (shown in Fig. 3).

Between shoulder and wrist as well as between hip and ankle two linear spring
and two linear damper elements act on each side. Between upper body and hip one
additional rotary spring-damper element acts. These Parameters shown in Table 2
are taken from [7]. The inertia properties of the rider are shown in Table 3.

Table 1 Properties of the bicycle (frame size medium, wheel size 26 inch)

Component Mass ½kg] Stiffness coefficient ½Nm� Damping coefficient ½Nsm �
Rear frame 4.45 – –
Front tire 1.84 2.0 × 106 1.0 × 103

Rear tire 1.88 2.5 × 106 1.3 × 103

Rear damper 1.15 1.1 × 105 3.0 × 103

Front frame 5.55 9.0 × 103 3.7 × 102

Fig. 3 The rider model with exemplarily shown spring-damper elements

Table 2 Stiffness and damp-
ing properties of the rider
model [7]

Component Stiffness coefficient Damping coefficient

Arms 6356 N/m 392 Ns/m

Legs 15300 N/m 318 N/m

Hip 300 Nm/rad 100 Nm/rad
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2.3 Track Excitation

The track geometry is the most important excitation for bicycle dynamics. It is
composed of a long-wave trace and short-wave irregularities. Especially the
irregularities of mountain bike tracks can be rough [5]. It is common to model track
irregularities as a stationary, ergodic and Gaussian stochastic process with zero
mean [13, 14]. In this case power spectral density (PSD) may be used to describe
measured tracks and to synthesize irregularities for simulations.

In this paper only vertical irregularities are considered. The vertical track hzðxÞ
can be obtained using a harmonic series (3). The amplitudes bz;i are calculated from
the PSD (4) whereas the phases wi have to be chosen at random.

hzðxÞ ¼
X

i

bz;i � cosðXi � xþ wiÞ ð3Þ

bz;i ¼ ðUi � DXÞ
1
2 ð4Þ

UðXÞ ¼ U0 � X
X0

� ��w

ð5Þ

PSD for rails, roads as well as unpaved tracks (dirt roads) are presented in [15]
(Fig. 4). For the investigations in this paper three spectra (good, bad and worst
unpaved tracks) were chosen and approximated using Brauns formular (5). The
coefficients are listed in Table 4. For good and bad tracks wavelengths between
Lmin ¼ 0:2m and Lmax ¼ 20m were included, whereas only wavelengths smaller
than Lmax ¼ 5m for the worst track. One track obtained is shown in Fig. 4.

2.4 Control Scheme

The controller for the model is made up in Matlab/Simulink. The linkage of this
controller with the multibody model is created in a Co-simulation of Matlab/Sim-
ulink and Adams. For the model three different control schemes for straight driving,

Table 3 Inertia properties of the rider model

Component Mass ½kg� Ixx ½kgm2� Iyy ½kgm2� Izz ½kgm2�
Body and head 33.01 0.943 0.886 1.611

Hip 12.3 0.112 0.103 0.130

Fore arm 1.45 9.56e−3 9.39e−3 1.42e−3

Upper arm 2.5 1.417e−2 1.512e−2 2.92e−3

Lower leg 4.04 3.928e−2 3.913e−2 2.91e−3

Upper leg 10.34 0.178 0.169 4.64e−2

138 B. Corves et al.



constant cornering and lane change were designed. In the following the control
scheme for straight driving is explained. The scheme of the feedback control
consists of two separated closed loops. In Fig. 5 these loops are shown.

The components of each loop are the controller, the controlled section and the
feedback. A PID-module is used as controller. The controlled section is the multi-
body model represented by the Bicycle-Rider-Model, which contains the Adams-
model with all its components.

The upper feedback loop controls the velocity. As controlled variable the current
speed of the rear wheels center of mass is used. The desired speed is the command
variable. The deviation of the target velocity and the actual velocity is gained in the
PID-module and is used to compute an actuating torsional moment acting on the
rear wheel. Proportional, integral and derivative ratios are determined for the spe-
cific case of use. With the feedback of the controlled variable the loop is closed.

The lower feedback loop controls the rolling motion of the rider-bicycle-system.
Controlling the rolling motion means to set the roll angle to a desired angle by
applying a torsional moment between the handlebar and the main frame. As con-
trolled variable the current roll angle is used whereas the desired roll angle repre-
sents the command variable.

For the stabilization of the rolling motion it is necessary to determine the exact
current roll angle. The angle is measured referring to an initial coordinate system. In
the inertial coordinate system it is straightforward to measure the degree of freedom

Fig. 4 PSD (following [15]) and irregularities for different track types

Table 4 Parameters of the different track types

Track type Unevenness U0 ½m3� Waviness w ½�� Wavelengths L ½m�
Good 0.0004 2 0.2–20

Bad 0.03 2 0.2–20

Worst 0.02 2 0.2–5
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(DOF) for rotation around the vertical axis of the bicycle. However due to the
changing position and orientation of the bicycle the roll angle can not be measured
in the inertial coordinate system. Thus a moving coordinate system is defined. The
direction of the roll axis of that coordinate system is always equal to the vehicles
roll axis. In this manner an exact roll angle measurement during cornering move-
ments is secured. By adapting the “Lean-Angle Lookup-Table” in the Simulink
model the different maneuvers like straight driving, steady state cornering and lane
change are achieved.

3 Results

In this section results for two different bicycle-rider-systems are presented. The first
system consists of a 26 inch bicycle and the other one of a 29 inch bicycle. All
geometric data and mass properties are taken from the manufacturers data or cal-
culated within Adams like described in 2.1. The rider is modelled like it is described
in 2.2. The position of the rider is adjusted to the actual bicycle geometry. The track
excitation that was used for the shown simulation results is the so called “bad”
excitation shown in Fig. 4. In Fig. 6 the roll angle of the bicycle, that occurs while
the controller tries to achieve straight driving, is shown.

Fig. 5 Layout of the control sheme
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4 Discussion

Although the control parameters have an influence on the dynamic behavior of the
system, we assume that, since only geometric parameters have been changed in the
model we can predict the influences of changes in geometry to the handling
qualities of a bicycle.

The amplitude of the roll angle of the bicycle with 29 inch wheels are much
smaller than the roll angle amplitudes of the bicycle with 26 inch wheels. So it
seems that the bicycle with the 29 inch wheels is more stable.

The difference between the two investigated bicycles has also been studied by
three test riders of a mountain bike magazine. The test riders all testified that the
bicycle with 29 inch wheels has the highest running smoothness [16]. So the
simulation result matches witch the subjective opinion of the test riders.

5 Conclusion

This paper provides a multibody model that consists of a full suspension bicycle, a
rider, track excitation and a control scheme. Although the model is already quite
sophisticated it can be extended with the consideration of elastic parts (e.g. the
frame and the wheels). Like Waechter, Riess and Zacharias showed in [8] it is
possible to predict riding comfort due to multibody models, Gross showed that it is
also possible to calculate operation loads on bicycles [5]. Our results show that it
is generally possible to evaluate handling qualities. We expect that in future it will
be possible to use a model like this to aid the design process of mountain bikes what
might lead to better bicycles in means of fatigue safety, handling qualities and
riding safety.

Fig. 6 Roll angle of the bicycle while straight driving at a speed of 30 km/h
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Gear Shifting Strategies Co-simulations
to Optimize Vehicle Performance and Fuel
Consumption

Jony J. Eckert, Fernanda C. Corrêa, Fabio M. Santiciolli,
Eduardo S. Costa, Heron J. Dionísio and Franco G. Dedini

Abstract The vehicle longitudinal dynamics is responsible for calculating the
vehicle power consumption to attend a specific route, estimating, by the equations,
the forces acting on the system such as aerodynamic drag, rolling resistance,
climbing resistance and the driver behavior. The gear shifting strategies influence
significantly in the vehicle acceleration performance and fuel consumption because
it changes the powertrain inertia and the engine speed. The literature presents gear
shifting strategies based on the engine power and torque. A fuel economy strategy
is more difficult to determine, because it depends on a large number of factors like
the engine efficiency, vehicle speed, transition ratio and required acceleration. This
paper presents a study based on the US06 standard velocity profile, in which the
high speeds and acceleration stretches create a situation where the vehicle perfor-
mance is limited by the engine available power and by the tire-ground traction limit.
Because of the many factors involved in the vehicle behavior, it was developed an
algorithm to optimize the gear shifting process to choose the more adequate strategy
to each stretch. The analysis were performed by co-simulation between the mul-
tibody dynamics software AdamsTM and Matlab/SimulinkTM, where is defined the
vehicle power demand.
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1 Introduction

The vehicle longitudinal dynamics evaluates the engine power required to remain at
the desired speed, evaluating the forces acting on the system. The power demand is
a function of the aerodynamic drag, tire-ground interaction, climbing resistance,
powertrain inertia and driving behavior.

The gear shifting changes the powertrain inertia and the engine speed, influencing
significantly the vehicle acceleration performance and fuel consumption. There are
some gear shifting strategies or tactics based on the engine torque and power.
Strategies based on fuel economy are more difficult to determine, because it depends
on vehicle parameters like vehicle speed, acceleration, transition ratio and efficiency.

The shift control governs the transmission behavior, during a shift event, in
function of the resistance forces and vehicle speed. The top gear is selected to get a
maximum speed and it is limited by the engine power, speed and fuel economy [1].
The longitudinal vehicle dynamics models proposed by the literature do not define a
standard gear shifting due this factor is represented through the driver behavior,
depending on road and traffic conditions. According to [2] efficiency and shift
quality are determined by the shift strategy, defining at what time a shift event is
executed, and presents significant effects over the vehicular performance and fuel
consumption [3].

As described by [4] the use of gear shifting indicators, composed of light and/or
sound alarms connected to management software installed in the Electronic Control
Unit (ECU), results in 3.6 % of fuel economy in a vehicle submitted to the New
European Driving Cycle. Furthermore, [5] optimized the gearshift time in heavy
vehicles as a function of the engine torque and clutch performance. A driving
assistance system was developed by [6] to help drivers giving fuel efficiency
guidelines that are suited for the current vehicle situation. With the same purpose of
decreasing fuel consumption [7] evaluated experimentally the variability of driver
behaviors, in relation with the engine speeds amplitude according to the driving
style for 21 drivers. After that, the tests were reproduced using ecodriving tech-
niques to reduce the fuel consumption.

This paper aims to optimize the vehicle acceleration performance and fuel
consumption by co-simulations between AdamsTM where the multibody model
based on a 1.0 L Brazilian vehicle operates, and Matlab/SimulinkTM where the
vehicle dynamics equations and the gear shifting control are applied.

2 Longitudinal Vehicle Dynamics

In this paper it will be used the longitudinal vehicle dynamics methodology pro-
posed by Thomas [8] where the model is based on the movement resistance forces.

The aerodynamic drag (DA) is the air resistance imposed by the vehicle passage.
Due to the complexity of the airflow outside the vehicle, this load is based on
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empirical constant known as drag coefficient (CD), vehicle frontal area (A) [m
2], air

density (q) [kg/m3] and the vehicle speed (V) [m/s] Eq. (1).

DA ¼ 1
2
qV2CDA ð1Þ

Rolling resistance is the energy loss in the tire, in function of the contact area and
rubber damping properties. These lead to the transformation of mechanical energy
into thermal [9]. At low speeds on hard pavement, rolling resistance is the primary
resistance force. The rolling resistance Rx is calculated by the Eq. (2), where W is
the vehicle weight [N].

Rx ¼ 0:01 1þ 0:62V
100

� �

W ð2Þ

The climbing resistance is the vehicle weight force component resulting from the
road grade. The effects of grade and longitudinal acceleration can be combined in
finding the changes in front and rear loads [10].

The vehicle acceleration and the powertrain rotational inertia also generates
resistance forces. The available traction force (Fx) in function of the engine torque
(Te) and the transmission ratio (Ntf ) is given by Eq. (3).

Fx ¼ TeNtf

r
� ððIe þ ItÞN2

tf þ IdN
2
f þ IwÞ axr2 ð3Þ

ax Vehicle acceleration [m/s2]
r Tire external radius [m]
It Gearbox inertia [kgm2]
Ie Engine inertia [kgm2]
ηtf Transmission overall efficiency
Iw Wheels and tires inertia [kgm2]
Nf Gearbox transmission ratio
Id Differential inertia [kgm2]

The vehicle acceleration performance is given by Eq. (4), where M is the vehicle
mass [kg]. The climbing resistance is neglected because road grade is considered
null in US06 cycle.

Max ¼ Fx � Rx � DA ð4Þ

3 Reference Driving Cycle and Dynamic Co-simulation

To establish a benchmark, standard cycles were utilized to determine the reference
vehicle speed behavior. A driving cycle represents the vehicle driver behavior
during a trip, it is defined as a sequence of vehicle speed and therefore acceleration.
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These driving cycles are designed to be representative of urban and extra-urban
driving conditions and they reproduce measures of vehicle speed in real roads. In
the simulations it was adopted the US06 cycle [11] that complements the U.S. test
cycle FTP-75 because it represents high speeds and accelerations. Therefore, this
cycle allows a better analysis of the vehicle performance in acceleration condition,
to evaluate a critical operation in the proposed model.

The co-simulation technique is used in a development stage where the physical
or mathematical mechatronic and control system are designed [12].

The simulations implemented in this paper were made via the multibody
dynamic analysis program AdamsTM (Automatic Dynamic Analysis of Mechanical
Systems), where is implemented the vehicular model analysed. The control of
variables related to longitudinal dynamics is done through the interface between
AdamsTM and Matlab/SimulinkTM.

The simulated vehicle was based on a compact hatchback equipped with 1.0 L
engine (Table 1). The effects of vehicle suspension system were neglected to
simplify the model according to the current literature.

The CAD model is based on a chassis dynamometer containing two rotating
masses that simulate the vehicle displacement inertia. The model was exported to
AdamsTM (Fig. 1) where revolution joints were created to allow the movements. On
the wheels were applied torques related to the powertrain and brake system. In the
rotating masses were applied a resistance torque. The vehicle chassis was connected
to the base to aligned wheels with the rollers.

To facilitate the implementation of the vehicle dynamics equations, it was used a
SimulinkTM/AdamsTM interface, generating a block of data from the dynamic
model. The SimulinkTM programmed algorithm works together with the AdamsTM

solver. The SimulinkTM provides for AdamsTM torque values from the engine
model. To do this it adopts the engine torque curves values multiplied by the
transmission ratio. The engine model also calculates the fuel consumption based on
the fuel consumption map.

Table 1 Simulated vehicle parameters [17]

Components Units Speed

1st 2nd 3rd 4th 5th

Engine inertia kgm2 0.1367

Transmission inertia kgm2 0.0017 0.0022 0.0029 0.0039 0.0054

Transmission ratio – 4.27 2.35 1.48 1.05 0.8

Differential inertia kgm2 9.22E-04

Differential ratio – 4.87

Wheels + tires inertia kgm2 2

Vehicle mass kg 980

Tires – 175/70 R13
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When the vehicle is braking, an ideal brake model applies the required torque at
the AdamsTM model wheels. After that, the wheels angular velocity is calculated by
AdamsTM in function of the applied torques. This angular velocity supplies the
SimulinkTM algorithm to it recalculates the required torque.

4 Engine Parameters and Gear Shifting Strategies

The simulated model compares the engine available torque curves with the required
torque calculated by the longitudinal dynamics equations in function of the
acceleration percentage and the engine speed. If the required torque exceeds the
maximum torque available, there will be loss of performance. The fuel consumption
is given by the specific consumption map as a function of torque and engine speed.

To represent the vehicle condition is important to define some specific param-
eters to avoid gear shifting instability. In the simulations performed were used a
gear shifting time of 1 s as proposed by [13]. The time between two subsequent
gear shifts is important to the stabilization, it avoids chattering and also it satisfies
comfort conditions [14]. According to [15] the downshift occurs at 5 km/h below
the upshift speed to prevent gearshift instability.

The maximum power and torque strategies consist in gearshift when the vehicle
reaches the maximum engine power and torque point respectively. This tactics
optimize the vehicle acceleration performance, usually acting at engine higher
speeds, thereby generating a fuel consumption increase.

The fuel economy strategy is difficult to define because it depends on factors like
the engine behavior, available gear ratios, required acceleration and fuel type.
Taking into account these parameters, the tactics consist of keeping the engine
running in higher efficiency regions.

Aerodynamic and rolling 
resistance torque

Ideal brake 
system torque

Coupling joint 
between the rotating
masses and wheels

Engine/powertrain 
system torque

supply

Neglected
suspension system

Fig. 1 AdamsTM model
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In this paper they used the gear shifting speeds proposed by [16] for a vehicle
similar to the simulated. When the vehicle reaches these standard speeds, the
gearshift occurs. In this case, the gearshift speeds proposed are close to the engine
3,000 rpm.

When is used the maximum torque strategy, the gear shifting velocities are close
to the engine 5,300 rpm and in maximum power tactics the upshift occurs in the
6,400 engine rpm. Due to high engine speed range available between fuel economy
strategy and gear shifting at maximum engine torque, they were added two inter-
mediate strategies to make gear shifting at 3,500 and 4,500 engine rpm.

5 Results and Gear Shifting Optimization Algorithm

Primarily, simulations for the gear shifting tactics mentioned above were performed
and the results were compared with the US06 standard velocity profile, where it was
observed that in high acceleration stretches, the vehicle did not have enough power
to keep the required speed, staying at velocities lower than the cycle until the
vehicle reaches lower acceleration stretches or braking sections.

To evaluate the difference between the simulation results, we used the linear
correlation between the simulated results and the standard cycle. The term r2 is the
determination coefficient that measures the variability proportion between the two
curves. It is a direct correlation function between the variables, showing the vari-
ance percentage. The r2 consists of the sum of squares of prediction errors obtained
as shown in Eq. (5), where x and y represent the curves values.

r2 ¼
P

xi � �xð Þ yi � �yð Þð Þ2
P

xi � �xð Þ2P yi � �yð Þ2 ð5Þ

The first simulations were performed considering the same gear shifting tactics
throughout all cycle stretches. The results were compared with the US06 standard
(Fig. 2) where it was observed that in high acceleration stretches, the vehicle did not
have enough power to keep the required speed.

It was found a different performance between the simulated tactics, mainly
because of tire-ground traction limit, where high acceleration strategies have a
speed decrease due to weight transfer to the rear wheels, reducing the gravitational
force applied to the vehicle front wheels responsible for traction torque.

With the speed increase, the maximum power and torque tactics perform better
results. However, these strategies operate at lower efficiency engine regions,
increasing fuel consumption. The results are shown in Table 2.

The regression r2 is always close to 1 and it indicates a strong relationship
between the results and the required velocity profile.

To maximize the simulated vehicle performance, and optimize the fuel con-
sumption, it was developed an algorithm based on the results obtained by the
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previously simulated strategies that select the most appropriate strategy for each
cycle stretched. The algorithm selects the best performance tactics on a particular
simulated stretch and, if the strategies show a similar performance, the algorithm
select the lowest fuel consumption tactics. The algorithm creates a vector that
controls the simulation gear shifting strategy. To avoid the gear shift instability, the
strategies that are used for a short time are replaced to the previous used tactics in
the control vector and thus a new simulation is performed. The results found are
stored in a database used in the next optimization step. The database is limited to 20
simulation and when this limit is reached, the worst performance data is replaced by
the last simulation result.

After 137 interactions in approximately 2 h of simulations applying the opti-
mization algorithm, it was found a 0.9,937 correlation coefficient that is higher than
the results obtained using the standard strategies previously simulated as shown in
Fig. 3. The fuel consumption was 866.2 mL which represents a 14.87 km/L average
fuel consumption. This average result between the fuel economy and 3,500 rpm
gear shifting tactics.

The optimized strategy uses the most adequate tactics for each US06 cycle
stretch, where the performance is limited by tire-ground traction limit and it enables
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Table 2 Correlations and fuel consumption according to the gear shifting strategy

Gear shifting strategy Linear
correlation

Fuel consumption
(mL)

Consumption average
(km/L)

Fuel economy 0.9928 813.3 15.49

Gear shifting at
3,500 rpm

0.9929 833.8 15.12

Gear shifting at
4,500 rpm

0.9921 884.5 14.24

Maximum torque 0.9916 956.5 13.18

Maximum power 0.9907 1087.9 11.57
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the downshift process even in acceleration stretches to increase the vehicle wheels
torque, improving the vehicle performance and the fuel consumption. The Fig. 4
shows the used tactics in the simulated cycle.

As can be seen, the optimized tactics utilized the fuel economy strategy, at the
beginning of the acceleration stretches, to prevent a large load transfer to the vehicle
rear wheels caused by the longitudinal acceleration that reduce the weight force
applied at the front wheels, that propel the vehicle decreasing the transmitted torque
in the tire-ground contact. With the speed increase, it was used another tactics that
aims the vehicle acceleration performance based on the traction limit like the
maximum engine torque as can be seen at the second acceleration stretch of the
US06 cycle (Fig. 4).

In braking conditions are used the fuel economy strategy to decrease the fuel
consumption. The maximum power strategy is used only at short high speed
stretches, because this tactics provides the maximum vehicle acceleration, and when
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the vehicle is at lower speeds it causes a large load transference to rear wheels,
therefore this tactics performance is the worst compared to the standard simulated
strategies.

The gear shifting profile found in the optimized strategies is different when
compared with the standard tactics, in which the gear shifting speeds are constant.
The optimized tactics allows a downshift, even in acceleration process, to increase
the available torque at the drive wheels when the vehicle performance is lower than
objective velocity. When the vehicle reaches the required velocity it occurs,
quickly, upshiftings to keep the engine running in the better efficiency regions. The
optimized gearshift profile is shown in Fig. 5.

6 Conclusion

This paper has studied the gear shifting strategy influence in the vehicle longitu-
dinal dynamics. The results were obtained by co-simulations performed in the
multibody dynamics analysis AdamsTMM with Simulink/MatlabTM.

The first simulations considered a standard gear shifting tactics and it was
observed that the vehicle performance was lower than the expected in some
accelerations stretches where the engine maximum power is required, but the
traction is limited by tire-ground contact.

To optimize the simulated vehicle performance and fuel consumption it was
developed an algorithm that merges the gear shifting tactics. It compares the pre-
vious simulated results and finally it chooses the best tactics for each cycle stretch.

The optimized gear shifting tactics profile results in a better correlation com-
pared with the standard strategies. In this case, the fuel consumption is similar to the
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results when using the 4,500 rpm strategy. The optimized strategy makes the best
representation of the driver behavior according to the required performance, which
is inferred from the US06 standard velocity profile.

Finally the application of the gear shifting strategies is crucial in the vehicle
dynamics, because they influence the vehicle performance and the fuel consumption.
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Vibration Analysis of an Offshore
Platform-Like Structure Excited
by Earthquake

J. Enríquez-Zárate and G. Silva-Navarro

Abstract This paper considers the vibration analysis of an offshore platform
perturbed by seismic forces. The stability of these structures is related with their
frequency response during seismic events. The mathematical model of the structure
considers the excitation force provided by a real earthquake occurred and registered
in Mexico City in the year 1985. The mechanical structure is modeled using the
Euler-Lagrange methodology and its frequency response is validated by using
modal analysis techniques. A Finite Element Model (FEM) analysis is performed to
show the planar and torsional behavior of the structure into a bandwidth. The
offshore platform-like structure is excited via an electromagnetic shaker coupled in
the base of the structure. Some experimental and numerical results are presented to
demonstrate the performance of the overall system using a passive vibration control
scheme.

Keywords Natural frequency � Offshore platform � Earthquake � Modal analysis

1 Introduction

Offshore platforms are mechanical structures that are constantly exposed to envi-
ronmental loads such as wind, waves, flows and earthquakes that may cause con-
tinuous vibrations [1, 2]. Acquiring information with respect to the natural
frequencies of the overall system allows the analysis of problems like fatigue
damage and risk of collapse of the structure. There are some techniques to mitigate
or minimize the effects of vibrations in offshore platforms. These methods are
divided in: passive control, semi-active control, active control and hybrid control of
vibrations in mechanical structures.
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Offshore platforms are divided into two main categories: Fixed platforms and
Compliant platforms. In shallow waters the most common type of offshore platform
is the fixed piled structure known as jacket. The fixed jacket structure consists of
interconnected tubular members and this is suitable for construction in water depths
from a few meters to more than 100 m. These structures usually have four to eight
battered legs to achieve stability against toppling in waves [3]. The central struc-
tural components of the offshore platform are the jacket, the piles and the deck.

Currently the offshore industry needs to produce oil in geographical areas with
higher seismic activity (ground motion), bigger waves and natural phenomena like
hurricanes and winds. During the design and application of vibration control
schemes to offshore platforms necessarily considers the solution of the eigen-
problem and determination of the modal parameters of the overall system [4].

This paper describes the dynamic modeling, analysis and experimental modal
analysis on a simple offshore platform-like structure. The results are considered to
be used as parameters to design active or semi-active vibration isolation control
schemes as Positive Position Feedback (PPF), by considering the frequency
response and interaction with base motion due to seismic activity or waves [5, 6].

2 Scheme of the Offshore Platform-Like Structure

A representative model of an offshore platform-like mechanical structure is shown
in Fig. 1a and the experimental platform designed is illustrated in Fig. 1b.

The offshore platform-like structure consists of one equivalent mass (m1)
interconnected by four cylindrical columns-like springs denoted by the equivalent
stiffness (k1); the mass is also coupled to (linear) viscous damping (c1) as shown in
Fig. 1a. The base of the structure is directly affected by a ground (force) motion z

::
tð Þ

generated by an electromechanical shaker coupled to the structure. The acceleration
measurements are obtained on the mass (m1) using an accelerometer connected to a
data acquisition system from National Instruments®. The displacements and
velocities are numerically approximated in Matlab/Simulink®.

In this work we are interested in analyzing the frequency response of the
structure considering the undesired vibrations that cause the displacements in the
structure and which are generated by the action of a real seismic force z

::
tð Þ in terms

of acceleration. In this case, we consider an earthquake occurred and registered in
Mexico City on September 19, 1985 with a magnitude of 8.1 Mw [7, 17]. It was
originated between the Michoacán and Guerrero coasts with the exact epicenter in
the mouth of the Balsas River. Figure 2a, b depict seismic force and a component of
the acceleration of such earthquake.

The main idea to consider is that a real seism excites the main natural fre-
quencies of the overall structure and, hence, the frequency behavior can be obtained
to be used as a preliminary result to synthesize proper passive and active vibration
isolation systems.
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A seismic registration is constituted by three defining components, two in the
horizontal plane, known as longitudinal and transverse and one in the vertical plane
[8–10]. Figure 3 shows a frequency analysis of the three components of this
earthquake in terms of acceleration. The frequency responses correspond to low
frequency signals, which have a strong impact over tall structures like buildings,
bridges or mechanical multi-story structures of high-rise, high-mass or weight,
because they have long natural periods of vibrations [11].

In order to analyze the frequency response of experimental setup considering its
mechanical design we decided to apply a frequency sweep in the range of
0–120 Hz with amplitude of 3.05 N, using an electromagnetic shaker to excite the
overall mechanical structure (see Fig. 4a, b).

An experimental low rise and low mass structure was used, therefore, vibration
modes were hardly excited by the real seismic record. It is then desirable to scale

Fig. 1 a Schematic model of the offshore platform-like structure, b Experimental offshore
platform-like structure

0 20 40 60 80 100 120 140 160 180
-20

-15

-10

-5

0

5

10

15

0 20 40 60 80 100 120 140 160 180
-60

-40

-20

0

20

40

2 ]

(a) (b)

Fig. 2 a Seismic force occurred in 1985, b Seismic acceleration occurred in 1985
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the vertical component of the seismic record, but only in amplitude to a value of 20
times its value, with the objective of exciting the first mode of vibration in the
structure within the frequency range of the real seismic record (see Fig. 5).

The Labworks Inc© ET-139 electromagnetic shaker was used to excite the
overall system with harmonic components containing low frequencies obtained
directly from the seismic record. The mechanical design in the shaker has a limit
career of �12:7 mm. Therefore, the vertical component of the seismic recording
was considered because its acceleration range is lower relating to the horizontal
components (see Fig. 3). However, the structural analysis is not restricted to the
vertical component, that is, it is possible to perform an excitation of the offshore
platform-like structure with the horizontal components of the seismic recording.

0 5 10 15 20 25 30 35 40 45 50
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

A
cc

el
er

at
io

n 
[m

/s
2 ]

Frequency [Hz]

Channel − 1 (V)
Channel − 2 (N90E)
Channel − 3 (N00E)

Fig. 3 Real components of the earthquake in terms of the frequency

0 20 40 60 80 100 120
−10

−5

0

5

10

Time [s]

Fo
rc

e 
[N

]

0 20 40 60 80 100 120
−10

−5

0

5

10

Time [s]

A
cc

el
er

at
io

n 
[m

/s
2
]

(a) (b)

Fig. 4 a Ground force, b Ground acceleration

0 20 40 60 80 100 120 140 160 180
−5

0

5

Time [s]

A
cc

el
er

at
io

n 
[m

/s
2 ]

Fig. 5 Scaled vertical component of the earthquake

156 J. Enríquez-Zárate and G. Silva-Navarro



3 Model of an Offshore Platform-Like Structure

A simplified mechanical model of an offshore platform, subject to an external
disturbance (ground motion) z

::
tð Þ, is presented. The structural response is dominated

mainly by the first mode of the system. The structure is modeled as a linear single
degree-of-freedom (SDOF) structure extracting its first vibration mode. The off-
shore platform motion without any control scheme can be described as follows

My
::
tð Þ þ C _y tð Þ þ K tð Þ ¼ �Me z

::
tð Þ; y 2 R1; z 2 R ð1Þ

where y ¼ ½y1�T is the generalized vector (relative displacement with respect to the
main frame), z

::
tð Þ is the ground acceleration on the base andM;C;K are 1� 1 mass,

damping and stiffness matrices, respectively. The vector e ¼ 1½ �T2 R1 is the
influence vector representing the displacement of the mass by the effect of
the ground motion. The corresponding mass, damping and stiffness matrices for the
offshore platform are easily described by M ¼ m1½ �, C ¼ c1½ � and K ¼ k1½ �,
respectively. For modal analysis purposes, the damping matrix C is assumed to be
proportional, that is, C1 ¼ a0M þ b0K where a0 ¼ ni � 2xi�xj

xiþxj
and b0 ¼ nj � 2

xiþxj
,

with xi and xj the structural modal frequencies and ni and nj the structural damping
ratios for modes i and j, respectively [12].

It is important to note that more vibration modes can be modeled, including
planar lateral modes or critical torsional modes on the structure. In such cases the
model (1) can consider an arbitrarily large number of degrees-of-freedom into the
platform, columns and other components, and as a consequence results more
appropriate the application of finite element methods and experimental modal
analysis techniques.

4 Validation Using Experimental Modal Analysis

The offshore platform-like structure was excited with a real seismic registration and
a frequency sweep z

::
tð Þ in the range of 0–120 Hz using an electromechanical shaker

and the resulting experimental Frequency Response Function (FRF) was analyzed
using modal analysis techniques.

The corresponding experimental FRF is described in Fig. 6a, b, respectively.
Note that, the first FRF (seismic excitation) exhibits only the first dominant mode at
9.189 Hz. The second FRF (frequency sweep), however, shows up to 6 modes,
including more bending and torsional modes of the overall structure. The physical
system parameters to be used in the simplified Euler-Lagrange model (1), without
any TMD or active controller, are summarized in Table 1.

The modal parameters (resonant frequencies xi and modal dampings ni) asso-
ciated to the offshore platform-like structure were indirectly obtained, from the
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experimental FRF in Fig. 6b, by using well-known modal analysis techniques like
Peak-Peaking and Curve Fitting methods [13, 14]. These modal parameters, for the
first 6 modes, are summarized in Table 2, where one can find the same dominant
(bending) mode of the structure at 9.1887 Hz.

In order to be more descriptive, some modes shapes of the structure were also
computed using finite element methods via the well-known ANSYS® software. The
first 5 modes are illustrated in Fig. 7, where one can observe a similar dominant
bending mode as well as mode shapes at higher frequencies. In particular, it results
interesting that torsional mode at 23.735 Hz, because this is close enough to the
higher excitation frequencies into the seismic record shown in Fig. 3.

In Table 3 the first vibration mode is evaluated by means of the experimental
FRF of the structure obtained with seismic base excitation in Fig. 6a and compared
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Fig. 6 a Experimental FRF of the offshore platform under realistic seismic motion, b Experimental
FRF of the offshore platform submitted to frequency sweep

Table 1 Physical system parameters of the offshore platform-like structure

m1 ¼ 1:3626 kg k1 ¼ 4834:1N=m c1 ¼ 5:1921N=ðm=sÞ

Table 2 Modal parameters of the offshore platform-like structure using a frequency sweep

Mode Resonant frequency xi (Hz) Modal damping ni
i ExperimentalExperimental

1 9.1887 0.0330

2 15.6450 0.0023

3 90.2415 0.0034

4 98.7721 0.0026

5 100.5031 0.0027

6 119.0807 0.0001362
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with previous numerical and FEM results. It is possible to check a reasonable
matching to be used for structural analysis and vibration control purposes.

5 Vibration Isolation of an Offshore Platform-Like
Structure with a TMD

Ground and base excitation on an offshore platform structure are common vibration
problems to be solved by means of passive and/or active vibration control schemes.
First of all, passive isolation systems (passive suspension) can be employed into the
column-like (legs) of the structure in order to isolate the vibrations on the main
platform. These can be implemented via shock absorbers or spring-damper sus-
pensions for some specific design frequency band. However, this solution is not
robust enough against high variations on the excitation frequency and, more
importantly, when the excitation occurs in the main platform, which is the case on
such mechanical structures. One solution consists in add Tuned Mass Dampers
(TMD) or Active Tuned Mass Dampers (ATMD), which can dissipate high energy
rates and reduce the dynamic amplification factor on the main platform [15, 16].

In our case study, a TMD is mounted and connected directly to the concentrated
mass of the offshore platform-like structure, resulting in a two degrees-of-freedom
mechanical system considering the design of the TMD to compensate the first
vibration mode (see Fig. 8a, b).

The equations of motion of the offshore platform-like structure with TMD and
ground (base) acceleration z

::
tð Þ are obtained as follows

1st frequency 
[9.9128 Hz] 

2nd frequency 
[10.142 Hz] 

3rd frequency 
[23.735 Hz] 

4th frequency 
[149.86 Hz] 

5th frequency 
[152.1 Hz] 

Fig. 7 Mode shapes of the offshore platform-like structure using ANSYS®

Table 3 Comparison of the first mode in the offshore platform-like structure

Mode Resonant frequency xi (Hz) Modal damping ni experimental

i Experimental Numerical FEM

1 9.0695 9.4795 9.9128 0.2829
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M2 y
::
tð Þ þ C2 _y tð Þ þ K2 tð Þ ¼ �M2e2 z

::
tð Þ; y 2 R2; z 2 R ð2Þ

where y ¼ ½y1; y2�T is the generalized vector (relative displacement with respect to
the main frame), z

::
tð Þ is the ground acceleration on the base andM2;C2;K2 are 2 × 2

mass, damping and stiffness matrices, respectively. The vector e ¼ 11½ �T2 R2 is the
influence vector representing the displacement of the mass by effect of the ground
motion. The corresponding mass, damping and stiffness matrices for the offshore
platform are described by

M2 ¼ m1 0
0 m2

� �

; C2 ¼ c1 þ c2 �c2
�c2 c2

� �

; K2 ¼ k1 þ k2 �k2
�k2 k2

� �

The TMD is designed to passively minimize the j-th mode at xj ffi
ffiffiffiffiffiffiffiffiffiffiffiffi

k2=m2

p

,
where xj is the j-th resonant frequency of the structure to be minimized and m2 and
k2 are the mass and the stiffness of the TMD. In this case, the TMD is designed to
minimize the first mode of the structure, that is, with x1 � 10:4173Hz. Note how
this resonant frequency slightly changed because of the addition of the TMD on the
main platform.

The approximated physical system parameters of the offshore platform-like
structure with TMD are given in Table 4. These parameters were directly measured
and/or computed by using experimental modal analysis techniques.

The overall passive offshore platform-like structure was excited with the
earthquake ground motion described in Fig. 2. The experimental FRF is depicted in
Fig. 9 and the modal parameters of the first two modes are summarized in Table 5.

Fig. 8 a Schematic diagram of the offshore platform-like structure with a TMD, b Experimental
offshore platform-like structure with a TMD
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Note that the numerical results are quite consistent with the modal parameters.
The first mode shape of the structure was modified with the coupling of the TMD,
thus shifting its resonant frequency to 6.4735 Hz.

For the system parameters given in Table 4 the designed tuned frequency of the
TMD is computed as xTMD ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

k2=m2

p � 6:8Hz, therefore, the first mode can be
passively attenuated. The numerical FRF responses of the offshore platform-like
structure without/with TMD are shown in Fig. 10a, b.

Table 4 System parameters of the offshore platform-structure with a TMD

Primary structure TMD

m1 ¼ 1:3626 kg m2 ¼ 0:420 kg

k1 ¼ 4834:1N=m k2 ¼ 767N=m

c1 ¼ 8:3294N=ðm=sÞ c2 ¼ 17:1620N=ðm=sÞ
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Table 5 Modal parameters of the offshore platform-like structure with TMD

Mode Resonant frequency xi (Hz) Modal damping ni experimental

i Experimental Numerical

1 6.4755 6.0418 0.1139

2 13.5231 10.6712 0.1425
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Fig. 10 a Numerical FRF of the 2DOF system and FRF response of TMD with xTMD � 6:8Hz
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The dynamic response (displacement and acceleration) of the offshore platform-
like structure with TMD submitted to the earthquake ground motion in Fig. 2 is
shown in Fig. 11a, b. It is important to observe how the first mode is attenuated up
to 89 %, although the TMD resulted in one more resonance. This inconvenience can
be overcome with the addition of a force actuator on the mass of the TMD and the
synthesis of proper robust control laws in the active TMD.

6 Conclusions

In this work the modal and structural analysis of an offshore platform-like structure
submitted to ground motion is presented. The experimental platform is tested when
the ground motion corresponds to a realistic earthquake record. In order to attenuate
the overall system response a TMD was designed and coupled to the main platform,
thus reducing and shifting the first mode shape, but adding another resonance.
Further work is being completed to get isolation and vibration control schemes with
the application of an active TMD and a modal controller based on Positive Position/
Acceleration Feedback.
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Dynamic Parameter Identification
in the Front Suspension of a Vehicle:
On the Influence of Different Base
Parameter Sets

L.A. Mejía, V. Mata, F. Valero, J. Ros and X. Iriarte

Abstract This paper addresses the identification of the inertial parameters of a
dynamic front suspension. The concept of inertia and mass transfer is used to obtain
three different sets of base parameters, reducing them to the relevant parameters
through the analysis of dynamic contribution. These models are compared with two
models obtained by numerical methods, which have no physical meaning. The
evaluation is performed by crossing data with different trajectories to those used in
the identification process. The results show that the use of inertia and mass transfer
in the selection of potential base parameters generates well-conditioned models that
are very close to the original model behavior.
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1 Introduction

Unlike serial and parallel robots, the identification of dynamic parameters in
vehicles has been little reported in the literature, despite the advantages of having an
accurate dynamic model of the vehicle based on dynamic data obtained experi-
mentally, which can be modified over the lifetime or service conditions of the
vehicle. Among the published works are Chen and Beale [1], where a MacPherson
type suspension is identified, Venture et al. [7] where procedures used in robotics
were applied, and Valero et al. [4, 6] which is considered a double-wishbone
suspension. Specific problems that arise when identifying vehicles are caused as
described in [6], due to the difficulty of obtaining trajectories that are capable of
exciting the various components of the equation of motion of the vehicle system in
a suitable manner, leading to numerically ill-conditioned problems. One way to
overcome this difficulty is to combine symbolic and numeric methodologies to
obtain reduced models for describing the dynamic behavior of the vehicle accu-
rately. Note that one of the advantages of symbolic methods is that they allow us to
know the explicit relationships between the minimum set of parameters depending
on the geometry of the mechanical system, which is a valuable tool in the opti-
mization process of system performance. These symbolic procedures were applied
to serial robots by Khalil and Dombre [3], where the parameters which must be
grouped (base parameters) are specified based on the linear relationship between the
energy functions of inertial parameters and the type of kinematic joint. For vehicle
systems, Beale and Chen [1] identified a set of basic parameters for a MacPherson
suspension mechanism and demonstrated the relationship between inertia—mass
transfer and the identification process by comparison with the numerical model
obtained. Ros et al. [5] established a fully symbolic methodology to obtain a set of
base parameters using the concept of transfer of the inertial properties between
adjacent bars, considering the type of kinematic pair.

In this work the concept of inertia and mass transfer is performed to obtain just a
few base parameter sets with physical significance and its application is evaluated in
vehicle suspension. From this point, we will compare the performance of the dif-
ferent sets of base parameters obtained when representing the dynamic behavior of
the front suspension of a vehicle. The comparison process will also include different
base parameter sets obtained by traditional numerical methods. The work is orga-
nized as follows. The characteristics of the model for identification are presented in
Sect. 2. The method of inertia and mass transfer and its application in the reduction
of base parameters for the front suspension of a vehicle is presented in Sect. 3, for
which several models are obtained associated with different sets of base parameters.
Then the models obtained are validated after comparison with a virtual model
created using a commercial program ADAMS and the results of the identification
process are presented.

166 L.A. Mejía et al.



2 Identification Model

The first step in the process of parameter identification is to obtain the dynamic
model. If the reference systems used in the formulation are not centroidal systems,
i.e. its location is such that it does not match the centers of mass of the elements,
these equations of motion exhibit linearity with respect to the dynamic parameters
[6]. The inclusion of equations for different positions of the mechanical system
allows us to obtain a numerically overdetermined linear system. W is the coefficient
matrix named observation matrix, ~s is the vector of generalized forces, and the
dynamic model expressed in linear form with respect to the parameters can be
expressed as follows

Wk�m � H!m�1 ¼~sk�1 ð1Þ

where H
!

is the vector of dynamic parameters for n bodies

H
!¼ ½m1;mx1;my1;mz1; Ixx1; Ixy1; Ixz1; Iyy1; Iyz1; Izz1; . . .; Izzn�T ð2Þ

As mentioned above, this dynamic model includes all dynamic parameters, but
there may be parameters with minimal or no contributions to system dynamics or
parameters that due to the physical nature of the kinematic constraints act only as
linear combinations. Therefore, the matrix W is usually rank deficient. However, the
solution of the system expressed in (1) requires a full-rank observation matrix,
which involves reducing the system and obtaining a new set of parameters called
base parameters. Consequently, the matrix W is broken down into singular values
as

Wk�m ¼ Uk�k � Sk�m � VT
m�m ð3Þ

where U and V are orthogonal matrices and S is a diagonal matrix with singular
values s1; s2; . . .; sr of W , r being the rank of the matrix. The V matrix could be
expressed separately as

V ¼ V1m�r V2m� m�rð Þ
� � ð4Þ

An independent column in W corresponds to the null column of V2. Rearranging
V2 so that full range submatrix obtained a permutation matrix P such that it is
determined as

PT � V2 ¼ V21r� m�bð Þ
V22 m�rð Þ� m�rð Þ

� �

ð5Þ

The determination of V22 is not unique, and therefore neither is the permutation
matrix. While for serial and parallel robots it is usually obtained from the first or last
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row of the matrix V2, adding rows provided these increase the rank of the matrix,
for vehicle systems this group has no physical significance nor is it an obvious set
of parameters. In order not to leave the determination of the matrix V22 to chance,
in this work the inertia and mass transfer process is used, referenced in the work of
Valero et al. [6], to determine which parameters can be combined. The solution for
base parameters is obtained as

H
!

base ¼ Ir�r br� m�rð Þ
� �

PTH
! ð6Þ

where b ¼ �V21 � V22�1. Finally, the dynamic model can be represented by the
expression

W1 � H!base ¼~s ð7Þ

In parallel robots, Diaz et al. [2] use the relative standard deviation of the
identified parameters to reduce the model by removing those base parameters with a
high standard deviation to achieve an optimal set of base parameters. However, we
must remember that in vehicle systems with ill-conditioning of the matrix W the
quality of identification of the parameters evaluated by relative standard deviation
does not necessarily allow us to obtain the best set of parameters. Another possi-
bility for obtaining the set of base parameters is based on the dynamic contribution
of each parameter to the total dynamic. The percentage contribution of each
parameter to the system dynamics can be established by

1i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

W :ið Þ �Hi
� �T � W :ið Þ �Hi

� �

q

ffiffiffiffiffiffiffiffiffiffiffi

~s T �~s
p � 100 ð8Þ

Having established the base parameters with low dynamic contribution, they are
removed from the vector of parameters to give a new set called relevant parame-
ters. The identification process is repeated for the new set of relevant parameters.
To determine the contribution limit in order to eliminate parameters we must
consider the condition number of the reduced observation matrix associated with
new relevant parameters and the relative error achieved.

3 Inertia Transfer Models

The use of numerical methods such as SVD to reduce the model provides a set of
parameters that may represent the dynamic behavior of the system analyzed, but are
not necessarily a natural combination of parameters nor do they allow us to analyze
the symbolic expressions that can be obtained from the method. Moreover, as the
permutation matrix is not unique -in fact, it is an NP-hard problem-, it can give a
high number of different linear combinations and therefore many sets of parameters
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representing the dynamic database system. Deciding a priori to represent the
combination of the system can actually be a solution to the multiplicity of possible
sets of base parameters. The concept of inertia transfer is based on the virtual
redistribution of inertial properties of the elements of the mechanical system as long
as the Lagrangian of the system is not changed. This redistribution results in
equivalent inertial systems that depend on fewer parameters, but this reduction has
no effect on the dynamics of the system and therefore on how the parameters are
grouped to obtain a set of base parameters. The inertia and mass transfer meth-
odology is presented in [5].

In this section the concept of inertia transfer is used to obtain several sets of basic
parameters which can represent the dynamics of front suspension in order to
compare whether the identified model is better than that obtained with the appli-
cation of a numerical method such as SVD. The front suspension analyzed consists
of a right and left side, each with upper and lower control arms, upright and wheel,
spring-damper and track rod. Both sides are linked through the steering rack and the
latter is attached to the chassis by a translational joint. Suspension topology is
presented in Fig. 1.

Applying the concept of mass transfer requires prior identification of the
dynamic parameters of the model that cannot be identified, as they do not show any
dynamic influence. There are considerations for the type of kinematic joint that
determine whether or not the associated parameters influence the system model [5].
Similarly, the observation matrix W allows us to know these parameters. If there are
null columns in W, it means that the associated parameters are not included in the
dynamic model and therefore cannot be selected in mass transfer. In the case of the
suspension analyzed, these parameters are my1, Ixx1, Ixy1, Ixz1, Iyz1, Izz1,my2, Ixx2,
Ixy2, Ixz2, Iyz2, Izz2, m6, mx8, my8, mz8, Ixx8, Ixy8, Ixz8, Iyy8, Iyz8, Izz8, my9, Ixx9,
Ixy9, Izz9, Ixz9, Iyz9, my10, Ixx10, Ixy10, Ixz10, Izz10, Iyz10, m14.

The next step in the process of obtaining the base parameters is to build a
structure or branched open kinematic chain, to which cuts are made in the original
topology of the system. Thus, in each branch a solid is chosen as convergent. First,
inertial properties corresponding to the broken links will be transferred, trying not
to delete parameters which can be transferred later in another kinematic chain.

y

z

z

spin

spin

Fig. 1 Topology and degrees of freedom of the suspension analyzed

Dynamic Parameter Identification in the Front Suspension… 169



Then, the inertial properties are transferred from the farthest elements to the con-
vergence element. Three mass transfer sequences are considered. In the first
transfer, the convergence solids will be the wheels 5 and 13, but the steering rack
will not be transferred; the second case will be the lower control arms 1 and 9 with
the same consideration previous to the steering rack, and in the third the steering
rack will be transferred.

T1 Model. Convergence solids are right and left wheels. Invariant steering rack.
To clarify the procedure, the complete transfer of moment of inertia on the rota-
tional axis of the revolute joint, where the body 2 (upper control arm) meets the
chassis, is presented. One mass m0A is added from the chassis to the body 2 at the
point of action of revolute joint A, which gives Iyy2 ¼ Iyy

0
2 þ m0A x2AE þ z2AE

� � ¼ 0.
Where xAE; yAE and zAE are the distances from the local reference system of the
body 2 to the point of insertion of the mass in the local reference system. If after
transfer Iyy

0
2 ¼ 0, it follows that the value of the transferred mass is m0A ¼ Iyy2

x2AEþz2AE
:

For the suspension, the distance zAE is zero. Thus, the inertial parameters of link 2
after transfer are

m
0
2 ¼ m2 þ m0A ¼ m2 þ Iyy2

x2AE
;mG

0
2 ¼ mG2 � m0A

xAE
yAE
zAE

2

6

4

3

7

5

¼
mx2 � Iyy2

xAE

my2 � Iyy2�yAE
x2AE

mz2

2

6

4

3

7

5

IG
0
2 ¼ IG2 � m0A

y2AE þ z2AE xAE � yAE xAE � zAE
xAE � yAE x2AE þ z2AE yAE � zAE
xAE � zAE yAE � zAE x2AE þ y2AE

2

6

4

3

7

5

¼

Ixx2 � Iyy2
x2AE

y2AE Ixy2 � Iyy2
xAE

� yAE Ixz2

Ixy2 � Iyy2
x2AE

� yAE 0 Iyz2

Ixz2 Iyz2 Izz2 � Iyy2 x2AEþy2AEð Þ
x2AE

2

6

6

6

6

4

3

7

7

7

7

5

It is observed that the parameter Iyy2 appears as a combination in the new set of
parameters. Taking the new parameters for the body 2, their total mass can now be
transferred to body 3 in the spherical joint. Since the reference system of the body 2
coincides with the spherical joint, mass transfer does not affect any other inertial
parameters. Thus, the mass m2 will become part of the body 3 and appears to be
dependent with the mass m3 as a base parameter. The inertia and mass transfer takes
place throughout the entire branch of the chains until it reaches the convergence
solids. After completing all the transfers, the dependent parameters are m1, Iyy1, m2,
Iyy2, m4, Iyy4, m5, mx5, Izz5, m7, Ixy7, Ixx7, Ixz7, Iyy7, Iyz7, Izz7, m9, Iyy9, m10, Iyy10,
m12, Iyy12, m13, mx13, Izz13, m15, Ixy15, Ixx15, Ixz15, Iyy15, Iyz15, Izz15.

The total number of parameters to be transferred in this model is 32. Eliminating
the parameters without any dynamic influence, and after the combination of
dependent parameters, the matrix W1 presents a rank of 83.
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T2 Model. Invariant steering rack. In the second model convergence solids will
lower control arms 1 and 9. The parameters to be transferred are Iyy1, m2, mx2, m3,
m4, mx4, m5, mx5, Iyy5, m7, Ixy7, Ixx7, Ixz7, Iyy7, Iyz7, Izz7, Iyy9, m10, mx10, m11, m12,
mx12, m13, mx13, Iyy13, m15, Ixy15, Ixx15, Ixz15, Iyy15, Iyz15, Izz15.

T3 Model. Convergence solids are right and left lower control arms. Transfer
steering rack. In this model the steering rack is transferred. In this case, the mass m8

is transferred to the right track rod. Possible transfers were then performed
according to the kinematic joints to reach convergence solids 1 and 9. This gen-
erates the dependent parameters m1, m2, mx2, m3, m4, m5, mx5, Iyy5, m7, Ixy7, Ixx7,
Ixz7, Iyy7, Iyz7, Izz7, m8, m9, m10, mx10, m11, m12, mx12, m13, mx13, Iyy13, m15, Ixy15,
Ixx15, Ixz15, Iyy15, Iyz15, Izz15.

R4 Model. By random combination. In this model, the parameters are determined
randomly, considering only the combination used to generate a full-rank matrix
V22. Dependent parameters for this model are m1, mx1, m2, mx2, m3, m4, mx5, Izz5,
Ixz6, Izz6, m7, Ixx7, Ixy7, Iyy7, Iyz7, Izz7, m8, m9, mx9, Iyy9, m10, Iyy10, m11, m12,
mx12, Ixz14, Izz15, Ixx15, Ixy15, Ixz15, Iyy15, Iyz15, Izz15.

R5 Model. By random combination. Dependent parameters for this model are
Iyy1, Iyy2, m3, mz3, m4, Iyy4, m5, mx5, Izz5, m7, Ixx7, Ixy7, Ixz7, Iyy7, Iyz7, Izz7, Iyy9,
Iyy10, m11, mz11, m12, Iyy12, m13, mx13, Izz13, m15, Ixx15, Ixy15, Ixz15, Iyy15, Iyz15,
Izz15.

4 Reduced Models for Identification of Parameters
in the Suspension Analyzed

The model used for identification depends on the permutation matrix used in Eqs.
(5)–(6). Because the combinations of parameters are multiple, and for the case of
the suspension analyzed this number is 2.81 × 1028 possibilities, we selected three
models whose combinations are obtained from inertia and mass transfer (T Models)
and two additional models obtained by random combinations (R Models). For the
latter two models, their determination has no physical meaning. In order to perform
the identification procedure, optimized trajectories are used to obtain a lower
condition number of matrix W1. These have been parameterized as finite Fourier
series

f tð Þ ¼ A0 þ
X

NH

j¼1

aj
2 � p � f � j � sen 2 � p � f � j � tð Þ � bj

2 � p � f � j � cos 2 � p � f � j � tð Þ
� �

ð9Þ

where t is time, NH is the number of harmonics and f is frequency. The coefficients
for the Fourier series for each variable are presented in Table 1.

The movement of the steering is given by the sine function
Y8 ¼ �0:1302611� 0:01197389 � sinð16 � p � f � tÞ. For the spin of both wheels
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/5 ¼ 2p sinðtÞ and /13 ¼ 2p sinðtÞ. Applying Eqs. (3)–(7) for different combina-
tions, the corresponding reduced models are obtained for base parameters. The
problem now is the high condition number of the observation matrix generated for
each set of base parameters. This high condition number makes it impossible to
think of an identification process in the presence of errors in the experimental data
when the system arises in a real environment, hence this value should be
momentous when determining which of the models obtained is best. A final
reduction is carried out by means of dynamic analysis based on the contribution of
each parameter to give rise to a so-called set of relevant parameters.

5 Results

Crossing data with different trajectories to that used in the identification process is
performed for each model. This procedure is intended to evaluate the behavior of
each model. A summary of the characteristics obtained for each model before
reduction by dynamic contribution is presented in Table 2.

It can be observed that the numerically better conditioned models coincide with
models that have a low condition number for the matrix V22. In the case of the three
models obtained by mass transfer, they all exhibit well conditioning to V22.
Nevertheless, the condition number of W1 remains high, so base parameters are
eliminated by the analysis of dynamic contribution to obtain a set of relevant
parameters that generate a well-conditioned model. Figure 2 presents the evolution
of the condition number of Wred and the relative absolute error when base
parameters are eliminated for the T2 model.

The figure shows that when base parameters are eliminated, the condition
number of the reduced model decreases but the error obtained increases due to the
small percentage of dynamic contribution for base parameters with respect to the
original model. For different models, a considerable increase in the condition
number above 10 relevant parameters is observed; however, for this number the
fluctuation in error is not substantial. Secondly, over 90 % of the contribution of the
suspension dynamics is achieved from these number of relevant parameters, thus
reducing models to 10 relevant parameters in all cases.

Table 2 Characteristics obtained for each model before reduction by dynamic contribution

Model Rank Condition number V22 Condition number W1

T1 83 22.98 5.75 × 1010

T2 83 4.80 5.75 × 1010

T3 82 3.21 4.56 × 1015

R4 83 7.43 × 107 1.00 × 1016

R5 83 16.47 5.75 × 1010
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For crossing data a sine function with a variation in frequency from 1 to 8 Hz is
used, expressed as /5 ¼ 2p sinðtÞ; /13 ¼ 2p sinðtÞ; Z7 ¼ 0:15þ 0:1 � sinð2 � p � f �
tÞ � 0:1 � cosðp � f � tÞ; Y8 ¼ 0:2þ 0:05 � sinðp � f � tÞ; Z15 ¼ 0:2þ 0:1 � sin 2 � p�ð
f � t þ p

4Þ. To quantify the accuracy of the identified model, the relative absolute
error in each path is obtained by the expression

eRA ¼
P

i
sredi � sorigi

P

i
sorigi � s

� ð10Þ

Errors obtained for crossing data of different models and their condition numbers
are presented in Table 3. All models have an acceptable behavior according to the
error generated for the different frequencies analyzed. However, the differences are
with respect to the condition number of the reduced models, which shows that all
the models obtained by mass transfer are numerically well conditioned. Although a
random pattern was obtained, the R5 model also has good conditioning, suggesting
the importance of obtaining a combination that generates a good conditioning of the
array V22.

Fig. 2 Evolution of the condition number and εRA of relevant parameters for the T2 model

Table 3 Error generated for different frequencies analyzed

Model Condition
number Wred

εRA
1 Hz 2 Hz 4 Hz 6 Hz 8 Hz

T1 157 0.0470804 0.0518912 0.0522014 0.0524212 0.0525480

T2 21.03 0.0458449 0.0554292 0.0569194 0.0570210 0.0570710

T3 22.69 0.0483099 0.0625443 0.0648960 0.0650802 0.0651611

R4 1.24 × 1015 0.0468503 0.0851324 0.0935832 0.0936888 0.0938476

R5 38.58 0.0448046 0.0702265 0.0758308 0.0760716 0.0761545
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The generalized forces that T2 obtained for a frequency of 2 Hz are presented in
Fig. 3. These forces reproduce the response generated by the original model.
Additionally, the forces for this model are very close to those obtained by the
relevant parameters given the values obtained from Adams.

6 Conclusions

The application of traditional methods of identification of dynamic parameters
produces reduced models that approximate the dynamic behavior of the original
systems accurately. As some parameters have no influence on the dynamic behavior
of the system and others influence it as a linear combination with other parameters,
finally a set of parameters called base parameters is obtained. This set of parameters
is not unique and depends on how the initial parameters are combined. The larger
the system analyzed, as is the case with vehicle suspension, the greater the number
of possible combinations that can occur. So far in the literature known to the
authors no method has been reported to assess what the best set of parameters is
based on all possible combinations. In this paper the concept of inertia and mass
transfer was applied to obtain a reduced number of combinations, which, among
other advantages, has physical significance because it is obtained from purely
symbolic procedures.

The models obtained were observed to have better conditioning than are those in
which the condition number of the associated matrix V22 is low.

The three models obtained by inertia and mass transfer for the front suspension
analyzed complies with that feature. So it shows how the concept of mass transfer
and inertia can be applied to determine a priori limited combinations that achieve

Fig. 3 Comparison between the estimated model, the exact model and the full original model for
generalized forces Z7, Z15 of the T2 Model for trajectories at a frequency of 2 Hz
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better levels of numerical conditioning. A further reduction applied by analysis of
the contribution of dynamic parameters yields even better conditional models with
better dynamic response to the inclusion of errors in the measurements of forces and
kinematic variables of the model.
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An Alternative Method for the Optimum
Dynamic Balancing of the Four-Bar
Mechanism

Mario Acevedo, Eduardo Haro and Félix Martínez

Abstract This article presents the optimum dynamic balancing of the four-bar
mechanism, in particular the crank-rocker, by the addition of counterweights. This
is done by imposing as little restrictive as possible constraints on the counter-
weights parameters. First the general analytical equations of motion of the crank-
rocker four-bar mechanism are obtained, using natural coordinates. This model
allows expressing the dynamic equations of the mechanism just in terms of the
mass, as opposed to the need of using also the moment of inertia, and the coor-
dinates of the center of gravity of the counterweights, that are used as optimization
variables. This implies that no particular counterweight shape is assumed in
advance. The only constraints imposed on these optimization variables are that
masses must be non-negative. As a novelty, the most influencing variables in the
optimization are identified using a global sensitivity analysis based on polynomial
chaos. This allows to impose different constraints an also to reduce the total number
of optimization variables without affecting the global results. The results obtained
are validated by simulations, and compared to those expressed in representative
papers obtained by other authors.

Keywords Dynamic balancing � Optimization � Four-bar � Natural coordinates

1 Introduction

Dynamic balancing of mechanisms consists on reducing (or in the best case
eliminating) the dynamic reactions resulting from its motion. The reactions gen-
erally considered are the shaking force and the shaking moment transmitted to the
supporting frame, as well as the input or driving torque required to drive the
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mechanism with constant drive speed. The general motivations for dynamic bal-
ancing are to reduce noise, wear and fatigue caused by vibrations on the supporting
frame, and to reduce flywheel or actuator torques requited to obtain the constant
drive speed. Two general approaches are usually followed for dynamic balancing:
springs addition, or counterweights and counter-rotary inertias addition. As an
introduction to the topic the reader is referred to the representative papers like [4],
where the so called linear independent vectors method is introduced, [6] where
complete force and moment balancing of the in-line four-bar mechanism is pre-
sented, and [21] where the conditions for reducing the angular momentum fluctu-
ations allowing for off-line mass distributions. For a complete reference of different
methods the reader is referred to the excellent reviews done in [1–3, 17].

This work focuses on the counterweight addition for the optimum dynamic
balancing of the planar four-bar mechanisms. This problem involves a trade-off
between minimizing the mentioned dynamic reactions. A common way of handling
these trade-offs is to incorporate them into an optimization problem, which can cope
with more complicated mechanisms and allow a more flexible problem formulation.
Different authors have solved this problem following different approaches. In [5] a
least-square theory for the optimization of the shaking moment of fully force-
balanced inline four-bar linkages is presented. Partial force balancing of four-bar
linkages using the Lagrange Multiplier method is presented in [19]. In [12]
improved methods for optimizing the root-mean-square shaking moment and
driving torque of a fully forced-balanced four-bar mechanism is presented, while in
[14] analytical mechanics and heuristic optimization techniques are used. Later this
work is refined in [18] by a method by combining the use of Newton’s equations
and the principle of virtual work with the HOT code proposed in [15]. More
recently in [8] the optimum balancing of four-bar linkages is solved based on the
maximum recursiveness of the dynamic equations and in [7] the complete shaking
force and shaking moment balancing of planar in-line four-bar linkages with
constant input speed is achieved by defining the coupler link as a physical pen-
dulum and by adding a class-two Assur group with prescribed geometrical and
mass parameters. In [11] optimal balancing of a four-bar mechanism is formulated
and a genetic algorithm is used to solve the optimization problem.

In this work the general analytical equations of motion of the crank-rocker four-
bar mechanism are obtained, using natural coordinates, [9]. This model allows
expressing the dynamic equations of the mechanism just in terms of the mass, as
opposed to the need of using also the moment of inertia, and the coordinates of the
center of gravity of the ith counterweight. All, the mass and the coordinates of the
center of gravity of each counterweight, are used as optimization variables. This
implies that no particular counterweight shape is assumed in advance. So the only
constraints imposed on these optimization variables are that masses must be non-
negative, without worrying about how these values correspond to a proper inertia
moments.

The results obtained are validated by simulations and some are compared to
those presented in the complete and detailed work in [10].
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2 Modeling in Natural Coordinates, Inverse Dynamics

Figure 1a shows the kinematic scheme of a planar crank-rocker four-bar. All links
are assumed to be rigid. Link 1, the crank AB, is assumed to rotate at constant speed
x rad/s, which determines the mechanism’s period of motion T ¼ 2px rad/s. Link
2, the coupler BC, connects the crank with link 3, the rocker CD. The latter
performs an oscillating rocking motion. Link 4 is the fixed ground AD; /4 rad is a
constant angle, which is of no influence if gravity is neglected. The classical
assumption in the area of high-speed linkages can be made here. Finally the link
lengths are denoted as ai ½m�; i ¼ f1; 2; 3; 4g.

Figure 1b shows the corresponding free-body diagram, based on which the
dynamic reactions are defined. Fx

ij and Fy
ij; ½N�; i ¼ f1; 2; 3; 4g; j ¼ f1; 2; 3; 4g;

denote the x and y components of the joint forces of the body i over the body j,
while Tdrv

1 N m is the driving torque applied to body 1, the crank. The x and y
components of the shaking force acting on the supporting frame are equal,
respectively to:

Fshak
x ¼ Fx

14 þ Fx
34

� �

; Fshak
y ¼ Fy

14 þ Fy
34

� � ð1Þ

The magnitude Fshak N of the shaking force hence is equal to:

Fshak ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Fx
14 þ Fx

34

� �2þ Fy
14 þ Fy

34

� �2
q

ð2Þ

On the other hand the shaking moment can be calculated with respect to a point
in the joint A as:

Mshak ¼ � Tdrv
1 þ a4 cos/4ð ÞFy

34 � a4 sin/4ð ÞFx
34

� � ð3Þ

Fig. 1 Modeling of a generic crank-rocker four-bar mechanism. a Kinematic scheme of a planar
crank-rocker four-bar mechanism: link 1 (crank) = AB; link 2 (coupler) = BC; link 3 (rocker) = CD.
b Corresponding free-body diagram
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All reactions can be calculated solving the inverse dynamics problem for the
mechanism. In this case a global formulation based on natural coordinates is used.
This has the advantage of using just the mass of each element in the equations of
motion, inertia moments are taken into account in an indirect way. This implies that
no particular counterweight shape is assumed in advance.

2.1 Kinematics

From the kinematics point of view the mechanisms has been defined with four
points Pj ¼ ðxj; yjÞ, j ¼ fA;B;C;Dg, leading to a vector of eight natural
coordinates:

q ¼ xA yA xB yB xC yC xD yD½ �T ð4Þ

where [·]T denotes a matrix transpose. Vector q constitute a set of dependent
coordinates related by a vector of nonlinear equations, U qð Þ ¼ 0, as:

U qð Þ ¼

xA
yA
xD
yD

xB � xAð Þ2þ yB � yAð Þ2�a21
xC � xBð Þ2þ yC � yBð Þ2�a22
xC � xDð Þ2þ yC � yDð Þ2�a23

2

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

5

¼ 0½ � ð5Þ

As defined, Eq. (5) depend only on the positions vector q, but in general can also
depend explicitly on time which for now is not the case. These equations are used to
solve the positions problem (initial position and finite displacements) by the well
known Newton-Raphson numerical method.

Equation (5) can be derived with respect to time to solve the velocities problem
as:

Uq _q ¼ 0 ð6Þ

where Uq � oU=oq is the Jacobian matrix.
Equation (6) can in turn be derived with respect to time to solve the accelerations

problem as:

Uq q
:: þUq

:
_q ¼ 0

Uq q
:: ¼ �Uq

:
_q

ð7Þ
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where Uq

:

� dUq

�

dt. Positions, velocities, and acceleration equations are solved
for the mechanisms imposing a constant speed ω rad/s to the crank. These results
from kinematics are used to solve the inverse dynamics problem.

3 Inverse Dynamics

To solve the inverse dynamics problem it is necessary to obtain the dynamic
equations of motion of the system. In this case the equations of motion are obtained
by the application of the virtual power principle, see [9], so the complete set of force
equilibrium equations for the system can be written as:

Mq
:: þ UT

qk ¼ f ð8Þ

where M is the system’s mass matrix, f is the vector that includes the external
forces and the velocity-dependent inertia forces (centrifugal and Coriolis), and k is
the corresponding vector of Lagrange multipliers as the system is expressed in a set
of dependent coordinates. In Eq. (8) the first term,Mq

::
, represents the inertia forces,

and UT
q k is associated to the forces produced by the constraints. Then some terms

of the vector of Lagrange multipliers are directly related to the forces at the kine-
matic joints, fc, so it can be said that k � fc. In this way the equations can be
organized as:

Mq
:: þ UT

q Qm

h i

fc
fm

� 	

¼ fe ð9Þ

where fm is the vector of driving forces (forces and/or torques), fe is the vector of
external forces (excluding driving forces) and velocity dependent inertia forces, and
Qm is a matrix that contains the terms associated (terms multiplying) to the driving
forces. This matrix in general contains 1’s and 0’s when using Natural Coordinates.

Then considering that a constant angular velocity is imposed to the crank in the
four-bar mechanism, the kinematics can be completely solved. So the Eq. (9) can
finally be expressed in terms of the mass mc;i of the counterweights added to each
ith; i ¼ f1; 2; 3g link and its center of mass location xc;i; yc;i

� �

. The mass, center of
mass location, and inertia moments of all the original links in the mechanism are
completely known.

4 Optimization Process

To reduce the dynamic reactions a counterweight is added to each moving link. The
mass parameters of the counterweights constitute the optimization variables that can
be grouped in a vector as:
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p ¼ mc;1 xc;1 yc;1 mc;2 xc;2 yc;2 mc;3 xc;3 yc;3½ �T ð10Þ

where mc;i kg is the mass of the ith; i ¼ f1; 2; 3g counterweight. The center of mass
coordinates xc;i m and yc;i m of the ith counterweight are defined with respect to the
corresponding link coordinate system xi; yið Þ, see Fig. 1a. Note that vector p has
nine elements instead of twelve, the moments of inertia has been excluded by the use
of natural coordinates. So in reference to the definition made in [10] for the ultimate
limits for counterweight balancing, understood as that the constraints imposed on the
counterweight parameters are as little restrictive as possible, the formulation proposed
in this paper is even less restrictive than the one proposed in [10].

4.1 Objective Function

To define the objective function a dimensionless balancing effect index bshM for the
shaking moment is used. This kind of indexes have been used previously in [16, 19]
and more recently in [10]. In this case this index is defined as the root mean square
(rms, over one period T) of the optimized shaking moment with respect to the root
mean square of the original shaking moment, indicated with a superscript (·)°:

bshM ¼ rms Mshakð Þ
rms Mo

shak

� � ð11Þ

So the objective is to minimize bshM subject to:

bshF � bmax
shF ; bdrvT � bmax

drvT ð12Þ

where bshF and bdrvT are the corresponding dimensionless balancing effects for the
shaking force and for the driving torque, while bmax

shF and bmax
drvT are the maximum

allowed values. As pointed out in [10], the advantage of this approach is that the
rms shaking moment is minimized while the designer directly controls the maxi-
mum allowed increase or the minimum wanted reduction of the rms shaking force
and rms driving torque.

Apart from the constraints (12) additional constraints for the counterweights’
mass parameters are required. Masses must be positive and bound constraints are
necessary for the coordinates of the center of mass in order to get logical dimen-
sions for the counterweights. The total mass added to the mechanisms by the
counterweights is also constrained to a maximum mmax

tot . These constraints are
expresses as (i ¼ f1; 2; 3g):

mc;i � 0 ð13Þ

xmin
c;i � xc;i � xmax

c;i ð14Þ
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ymin
c;i � yc;i � ymax

c;i ð15Þ

mc �mmax
tot ð16Þ

where mc ¼ mc;1 þ mc;2 þ mc;3 is the sum of the masses of the counterweights.
Then an additional useful index is defined as the total mass added by the coun-
terweights in relation to the total original mass:

m%
c ¼ mc

mo
tot

ð17Þ

where mo
tot is the total original mass of the linkage.

4.2 Sensitivity Analysis of the Optimization Parameters

In order to count on an additional source to understand the optimization process and
lead the criteria for the optimization, a global sensitivity analysis based on poly-
nomial chaos has been applied, see [13]. This is done, to the best of the authors’
knowledge, by first time in this kind of systems.

The results from the application of this analysis are presented in Fig. 2. As can
be seen, a counterweight added to the input link (the crank) has great influence on
the shaking force while a counterweight at the coupler has almost null influence,
besides a counterweight at the rocker has little influence. It is known by [4] that a
general four-bar mechanism can be force balanced just by the addition of two
counterweights. In [4] the counterweights are added to the crank and to the rocker.
In spite of the results obtained by the sensitivity analysis done in this work, it is
clear that this selection is the best. On the other hand the shaking moment and the

Fig. 2 Results from the sensitivity analysis
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driving torque can be greatly affected by a counterweight at the rocker, this
information can be used to lead the optimization by controlling the increase or
reduction of the driving torque.

5 Numerical Example

The method has been applied to a planar crank-rocker four-bar mechanism previ-
ously studied in [10, 14, 20], its parameters are defined in Table 1.

In the complete and detailed work presented in [10], the dynamic balancing of
this mechanism is first approximated using punctual masses as counterweights.
With the formulation used in this work it has been easy to replicate this approxi-
mation and obtain similar results which are presented in detail in Fig. 3.

In addition the dynamic balancing of the mechanisms has been defined as a
design optimization problem where the dimensions (radius Rc;i, and thickness tc;i,
i ¼ 1; 3f g) of only two cylindrical counterweights, one attached to the crank and
one attached to the rocker, are found. Just as considered for the calculation of the
previous results, it was considered that bshF ¼ 0:66, bdrvT ¼ 1:2, and mc;1 þ mc;3 ¼
0:8 � mo

tot (in this particular case mo
tot ¼ 0:4503 kg). The results are presented in

Table 2 and compared to the those obtained in [10]. Simulation results validated
with ADAMS are presented in Fig. 4.

6 Conclusions

An alternative method for the optimum dynamic balancing of the crank-rocker four-
bar mechanism has been presented. From the ultimate limits for counterweight
balancing, this method imposes the least restrictive parameters. Global or near
global optimum has been obtained without reformulating the problem as a convex
program. The application of this method to complex mechanism in plane remains
open, as well as to mechanisms in space.

Table 1 Crank-rocker four-bar mechanism used in the example

Parameters [units] i ¼ 1 i ¼ 2 i ¼ 3

ai [m] 0.0508 0.1524 0.0762

mi [kg] 0.0894 0.2394 0.1215

xi [m] 0.0254 0.0762 0.0381

yi [m] 0.0 0.0102 0.0

Ji [kg m2] 0.0000198 0.0006792 0.0002198

a4 [m] 0.1397 −

ϕ4 [°] 0.0
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Fig. 3 Dynamic balancing of the four-bar mechanism of the example. At the top, three graphs
present the variation of bshM, mc;1, and mc;3, maintaining bshF ¼ 0:66, bdrvT ¼ 1:2, while
m%

c ¼ 0:5. . .2f g. At the bottom simulation results validated with ADAMS are presented, masses
location is indicated

Table 2 Results obtained in the design optimization problem and compared to those obtained in
[10]

Results mc;1þmc;3

mo
tot

bshF bdrvT bshM Rc;1

[mm]
tc;1
[mm]

Rc;3

[mm]
tc;3
[mm]

Results in [10] 0.8 0.66 1.2 0.650 26.45 2.83 26.37 18.20

This formulation 0.8 0.66 1.2 0.690 27.58 3.94 23.98 20.23
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Behavior of Some Objects in Series
with Dynamic Eliminators of Vibrations

Tadeusz Majewski

Abstract The paper presents dynamic eliminators of vibration which are located
on some objects connected in series. It is shown that the vibrators are able to
organize themselves in such a way that they may compensate the excitation.
Depending on the magnitude of the excitation the vibration can be eliminated by the
vibrators of the first object or the excitation enters deeper into the system and is
compensated by the vibrators of the next objects. These phenomena can be
observed for some parameters of the system.

Keywords Vibrations � Elimination of vibration � Self-organizing system

1 Introduction

In general, any excitation generates vibrations which are dangerous for mechanical
systems and bothersome the personal who are close to the machine. Sometime it is
not possible to eliminate excitation or decrease it. There exists a method of elim-
ination or decreasing vibrations. The system can be modified in such a way to
decrease the amplitude of vibrations. The suspension of the system may be made in
such a way that at the point of work the force given by the suspension is almost a
constant [1]. The dynamic absorber of vibration of Frahm may be used for some
systems. A system is modified in such a way that an additional object is attached to
the principle one whose vibration should be eliminated. The natural frequency of
this subsystem should be equal to the frequency of excitation. The method is
efficient for one frequency of excitation. To eliminate torsional vibration of shafts
some pendulums are attached to the shaft. The centrifugal force acting on the
pendulum results in its natural frequency increases with the spin velocity of the
shaft. So the centrifugal pendulums may compensate for the torsional vibration of a
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shaft in greater range of spin velocity [2–4]. Vibratory equipment such as a
pneumatic hammer should be equipped in a system for decreasing the transmission
of vibration to an operator [5]. Introducing a damping may also help in decreasing
of vibrations [6].

It can be observed in nature that some systems are able to self-organize in such a
way as to adapt themselves to changing surroundings [7]. A man on a vibrating
plane (factory, car, bus, train) changes the stiffness of his body or changes the
position of his legs to decrease a transmission of harmful vibrations from the floor
to his body. Some aquatic birds utilize the motion of the air caused by the oscil-
lation of the ocean and they fly using less energy.

The author of this paper proposed a dynamic eliminator of vibration (DEV). The
object in which vibration should be eliminated has a rotating drum with free ele-
ments inside it. If the vibrations of the object appear then the free elements in the
drum reorganize themselves in such a way to generate a force opposite to the
excitation of the object. The principle of the method was explained in paper [8]. The
method was also applied to an object with more degrees of freedom [9, 10].

In this paper the author tries to apply the DEV to some objects which are
arranged in series and they are connected by the viscous-elastic elements. The
analysis should explain whether the method is effective or not and what parameters
should have the DEV to eliminate vibrations.

2 Principle of the Method

Some objects are connected in a series by springs and dampers 3 as shown in Fig. 1.
Each object has two pendulums rotating with the initial angular velocity ω. The
pendulums can change their position in time depending on the inertial forces acting
on them, i.e. they may change the position with respect to the reference frame Cixy
which rotates with a constant velocity ω. The position of the pendulums for the
object ith are defined by the angles ai1; a

i
2—Fig. 2. It was assumed that all objects

have the same mass M, all pendulums are the same with a mass m and at the
distance R form the axis of rotation, the properties of all viscos-elastic elements are
also the same; k, c are the coefficients of stiffness and damping.

Fig. 1 Sistem with DEV
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3 Mathematical Model

The differential equations defining the behavior of the system with kinematic
excitation z = zocos(Ωt) are obtained from the Lagrange equation. The motion of the
ith object is governed by Eq. 1.

Mx
::

i
þ 2kxi þ 2c _xi � kxi�1 � c _xi � kxiþ1 � c_xiþ1

¼ kziðtÞ þ ci _ziðtÞ þ m
X

2

j¼1

½ðxþ _aijÞ2 cosðxt þ aijÞ þ €aij sinðxt þ aijÞ�

i ¼ 1; . . .;N;

ð1Þ

where N is the number of the objects, mR—is the static moment of the pendulum
and xN+1 = x−1 = 0.

The motion of the first pendulum on the ith object is determine by

mR€ai1 ¼ mx
::

i
sinðxt þ ai1Þ � camR _a

i
1; ð2Þ

where cα is the coefficient of viscous damping for the pendulum. It was assumed
that the viscous damping of the pendulum is proportional to its mass and relative
velocity with respect to the reference frame Cxy. The differential equation for the
second pendulum is similar to the first one with ai2.

It was taken for granted that kinematic excitation exists only for the first object.
The right side of the Eq. (1) presents the excitation on ith object from the dis-
placement of the wall and the inertial forces of two pendulums.

If the pendulums of the first object really are able to compensate the excitation
then they should occupy a stable position α1f, α2f for which the resultant force

Q1ðtÞ ¼ zo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ ðcxÞ2
q

cosðxtÞ � cxzo sinxt

þmRx2
X

2

j¼1

ðcosðxt þ a1f Þ þ cosðxt þ a2f ÞÞ � 0
ð3Þ

xi

t
X

m

m

C

yi

ω
αi

Fig. 2 Reference frame and position of the vibrator for the ith object
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It will be true if the angles α1f, α2f fulfill the following equations

zo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ ðcxÞ2
q

þ mRx2
X

2

j¼1

cosajf ¼ 0;
X

2

j¼1

sinajf ¼ 0: ð4Þ

The first condition can be true only for zo
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ ðcxÞ2
q

\2mRx2 and the second
one shows that the positions of the pendulums are symmetrical with respect to the
excitation given by the spring and damper.

4 Behavior of the System

The parameters of the system are: M = 2 kg; k = 2,500 N/m; c = 10 kg/s;
m = 0.015 kg; R = 0.03 m. The diagrams of the objects vibration and the pendulums
positions are given in a new time τ = ωt.

When the objects vibrate then there are inertial forces acting on the pendulums
that force them to move to a new position. If the vibrations vanish vibratory forces
also disappear. The behavior of the system for kzo\2mRx2 is presented in Fig. 3.
The final positions of the pendulums for the first object are: 102o, −140o (the angle
between the pendulums is *120o) and the amplitude of this object is *7 μm after
the time 300/90 1/s = 3 s. As the excited vibration of the first object is eliminated so
the pendulums of the second object are almost on one diameter with the positions
89.7o, −90.5o, there are very small free vibrations of the second, third and fourth
objects and they vanish with time.
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Fig. 3 Behavior of the system for the excitation zo = 1.46 mm (kzo ¼ mRx2) and ω = 90 rad/s
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From this example one can come to the conclusion that the system is able to
organize itself in such a way as to eliminate vibration. It should be explained that
this is the reason for such behavior and when the pendulums compensate for the
excitation.

The excitation for the ith object can be taken as

QiðtÞ ffi ai�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ ðcxÞ2
q

cosðxtÞ þ
X

2

j¼1

ðxþ _aijÞ cosðxt þ aijÞ: ð5Þ

The pendulums change their position very slowly and the vibration of the ith
object can be approximated as

xiðtÞ ffi aiocosðxt � /Þ þ
X

2

j¼1

aijcosðxt þ aj � /Þ: ð6Þ

The principle force acting on the pendulum is shown in Fig. 4.
The inertia force mxi

::
from the object’s vibration gives a component F perpen-

dicular to the pendulum and forces it to change position (Fig. 5).

F
_ i

j ¼ mx
::

i
sinðxt þ aijÞ; i ¼ 1; . . .N; j ¼ 1; 2: ð7Þ

This force depends on the object’s vibration and the position of the pendulum.
From the previous author’s papers it is known that the behavior of the pendulum

depends on the average of F. The vibratory force for the jth pendulum for the ith
object is defined below as

Fi
j ¼ �0:5mx2 aiosin aij þ /

� �

þ
X

2

l¼1

aj sin aij � ail þ /
� �

" #

ð8Þ

F

x

XC
ω t

α
R

Fig. 4 Forces acting on the pendulum
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where aio is the amplitude of vibration from given excitation (z(t)), ai1, a
i
2 are the

amplitudes of the object generated by the first and second pendulum. The amplitude
of vibration of ith object depends also on the vibration of the adjacent objects.

If the excitation is small (kzo\2mRx2) and the pendulums compensate the
excitation then their final position are defined by

cos1f ¼ cos2f ¼ �zo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ ðcxÞ2
q

=2mRx2 ð9Þ

Figure 5a presents the change of the force F1
1 a1ð Þ if 2mRω2 = kzo and the second

pendulum is at its final position α2f = 240o, Fig. 5b shows a change of the force
F1
1ða1; a2Þ as a function of the position of two pendulums. It can be observed that

the vibratory force of the first pendulum at its final position is F1(α1f = 120o) = 0—it
is a position of equilibrium of this pendulum. When two pendulums simultaneously
change their position then two vibratory forces F1 and F2 are zero only when the
pendulums are at the positions α1f = −α1f = 120o.

When the excitation is small, then the pendulums of the first object were able to
compensate the excitation—Fig. 3. Excitation bigger than 2mRω2 cannot be
compensated by the pendulums of the first object so it vibrates and transmits the
vibration to the next object. The pendulums of the second object should compensate
this excitation. For the excitation kzo = 3mRω2 the pendulums of the first object
compensate for two thirds of the entering excitation and the rest of the excitation
should be compensated by the pendulums of the second object. The final positions

of the pendulums of the first object with respect to excitation kzo
�!

are 164°, −196°,
the pendulums of the second object are at the position 84°, −80°, and the pendu-
lums of the other objects compensate for each other.

The amplitude of the first object a1 depends on the resultant force of this object,
the ratio of excited and natural frequencies of the system and the damping.
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a1 ¼
zo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ ðcxÞ2
q

� 2mRx2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðk2 �Mx2Þ2 þ ð0:5cx=MÞ2
q : ð10Þ

The vibration of the first object is an excitation for the second one and the
pendulums of the second object try to compensate its excitation.

The pendulums of the second object may compensate the excitation P2 if

2mRx2 [P2 ¼ a1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ ðcxÞ2
q

; ð11Þ

The equilibrium positions of the pendulums with respect to the excitation P2 is
defined as

að2Þ1 ¼ �að2Þ2 ¼ arccos �P2
�

2mRx2� �� �

: ð12Þ

The vibratory forces acting on the pendulums of the second object are also
determined in a similar way as (8) with excitation from the vibration of the first object.

Fð2Þ
1 ¼ �0:5mx2 að2Þo sinðað2Þ1 þ /Þ þ

X

2

j¼1

að2Þ1j sinðað2Þ1 � að2Þj þ /Þ
" #

ð13Þ

where að2Þo ¼ P2

	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðk �Mx2Þ2 þ ðcxÞ2
q

;

að2Þ1 ¼ að2Þ2 ¼ mRx2
	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðk �Mx2Þ2 þ ðcxÞ2
q
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Fig. 6 Behavior of the system for the excitation zo = 30 mm, ω = 90 rad/s
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When the pendulums of second object are not able to eliminate its vibration then
the second object is a source of vibration of the third object. Its pendulums try to
compensate entering excitation—Fig. 6. The behavior of the third object is similar
to the behavior of the first and second objects when the entering excitation kzo is
small.

This process repeats for the next objects of the system—the excitation can reach
the third, fourth object and so on.

The natural frequencies of the system with four objects are ωo = 21.8, 41.6, 57.2,
and 76.3 rad/s. The behavior of the system presented in the above examples is for a
spin velocity greater than the system’s natural frequencies (ω > ωomax) and for these
velocities the pendulums do compensate the excitation. For lower spin velocities
(ω < ωomax) the pendulums do not compensate the excitation or even icrease the
vibration of the system as it is demonstrated in Fig. 7.

5 Conclusions

It was shown that the pendulums of the objects which are connected in series are
able to compensate the harmonic excitation which is applied at the borders of the
system. The pendulums organize themselves in such a way as to obtain positions
opposite to each object’s excitation. Depending on the magnitude of the excitation
it can be compensated at the first, second or the successive object. This property can
be observed only for the frequencies of excitation greater than the largest natural
frequency of the system. In this paper the frequency of the excitation is the same as
the initial spin velocities of the pendulums. In the practice these frequencies can be
different and also the excitation may be more complex than the harmonic one.
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Modeling, Analysis and Simulation of 3D
Elastohydrodynamic Revolute Joints
in Multibody Systems

P. Flores

Abstract In this work, a methodology for dynamic analysis of rigid-flexible
multibody systems with elastohydrodynamic (EHD) lubricated joints is presented.
The EHD lubricated cylindrical joint is formulated by the Natural Coordinate
Formulation (NCF) and the twenty-node hexahedral element of Absolute Nodal
Coordinate Formulation (ANCF), being the lubricant pressure determined through
the resolution of the Reynolds’ equation employing the finite difference method.
The outcomes are validated with those obtained by using the commercial software
ADINA. It is demonstrated that the bearing flexibility plays a significant role in the
system responses, extends the lubricant distribution space and reduces the lubricant
pressure.

Keywords Revolute joints � Elastohydrodynamic lubrication � Multibody
dynamics

1 Introduction

A mechanical system usually consists of two major kinds of components, bodies
and joints [6]. The bodies can be modeled as rigid or flexible elements, while the
joints are represented by a set of kinematic constraints. The functionality of a
mechanical joint relies upon the relative motion allowed between the connected
components. This fact implies the existence of a clearance between the mating
parts, and thus joint surfaces can contact each other or may be separated with a
lubricant. It is of paramount importance to quantify the effects of both clearance
joints and bodies flexibility on the global system response in order to define the
minimum level of suitable tolerances that allow systems to achieve required
performances.
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In practice, lubricant is often utilized in mechanical joints to avoid the body-to-
body (typically metal-to-metal) contact. This measure can reduce the level of
impact and vibrations, and extends the joints lifetime. It is quite important to
develop appropriate computational models that can account for the lubricant action
in mechanical joints in the context of multibody system dynamics. For this purpose,
two kinds of approaches can be found in the scientific domain of tribology, namely
the hydrodynamic (HD) theory and the elastohydrodynamic (EHD) formulation.
According to the HD theory, in the presence of dynamics of journal bearings, the
hydrodynamic forces, which include both squeeze and wedge effects, generated by
the lubricant fluid, oppose the journal motion. The hydrodynamic forces can be
obtained by integrating the pressure distribution evaluated with the aid of Reynolds’
equation established for the dynamic regime. Liu et al. [5] and Attia et al. [1] are
among the very few authors who performed the EHD analysis for lubricated high-
speed rotor-bearing systems by using the Fluid-Structure Interaction (FSI) analysis.
These studies clearly demonstrated that the bearing deformations affect the pressure
field in the clearance and increase the minimal film thickness. However, these
works were performed only for isolated journal bearing systems.

2 Rigid-Flexible Multibody Formulation

In the present study, the flexible parts such as the flexible bearing and beams are
modeled by using the finite elements of Absolute Nodal Coordinate Formulation
(ANCF). In the ANCF, the location and deformation of a material point in a finite
element are defined in a global coordinate system, such that no coordinate trans-
formation is required and the mass matrix remains constant while the centrifugal
and Coriolis forces in the finally derived dynamic equations vanish. The rigid
bodies such as the journal in the cylindrical joint are described by NCF proposed by
Jalón and Bayo [3]. It is known that NCF can also lead to a constant mass matrix for
the rigid multibody system. The method that combines NCF describing the rigid
bodies and ANCF describing the flexible bodies was named as the Absolute
Coordinate Based (ACB) by Tian et al. [10], and has been widely adopted so that
the mass matrix for the whole rigid-flexible system keeps constant and the system
constraint conditions can be easily simplified. This approach is quite convenient
from the computational point of view.

For a spatial rigid cylinder shown in Fig. 1, its motion can be defined, according
to NCF, through two basic points and two unit vectors. Thus, the 12 global gen-
eralized coordinates of the rigid cylinder can be expressed as

q ¼ ½rTi ; rTj ; uT ; vT �T ð1Þ
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where ri and rj are the position vectors of the basic points i and j, respectively. The
vectors u and v are assumed to be unit and perpendicular vectors. The global
position of an arbitrary point in the body can be written in the following form

r ¼ Cq ð2Þ

where matrix C is determined by the local position (�r) of point P defined in the
body coordinate frame n-g-f, as Fig. 1 illustrates.

Different types of finite elements of ANCF have been proposed for modeling
flexible parts undergoing both large overall motion and large deformation. In
present study, the original two-node 3D beam element of ANCF developed by
Shabana and Yakoub [8] is used to model flexible beams. There are a total of 24
nodal coordinates for each element, as depicted in Fig. 2.

3 EHD Model of Lubricated Cylindrical

In a broad sense, a suitable lubrication system can prevent body-to-body contact,
reduce wear and, consequently, extend the service life of mechanical joints. With the
intent to develop the EHD model of lubricated cylindrical joint with flexible bearing,

Fig. 1 Lubricant pressure
distribution
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Fig. 2 Elastic deformation of
bearing surface
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the Reynolds’ equations must be established. Figure 3a shows a generic configu-
ration of a typical lubricated cylindrical joint, in which the journal misalignment is
also represented. In the present study, the lubricated cylindrical joint is described by
the ACB method. The center of mass of the bearing is denoted by point Ob and the
journal bearing length by L. The local coordinate system is denoted by n� g� f. In
Fig. 3a, Ab and Wb are the bearing centers at end faces, while Aj(ξ1, η1, −L/2) and
Wj(ξ 2, η2, L/2) denote the journal centers at end faces. Figure 3b shows an arbitrary
journal bearing cross section along the joint local axis f.

From Fig. 3a, when the journal misalignment is taken into account, the coor-
dinates of an arbitrary journal cross section center Oj can be determined by the
points Aj(ξ1, η1, −L/2) and Wj(ξ2, η2, L/2) from the following interpolation relations

nj ¼ n2 þ
ðn2 � n1Þðf� L=2Þ

L

gj ¼ g2 þ
ðg2 � g1Þðf� L=2Þ

L

ð3Þ

With regard to Fig. 3b, the general form of the isothermal Reynolds’ equation
can be expressed as [7]

o
ou

h3
op
ou

� �

þ R2 o
of

h3
op
of

� �

¼ 6lR2x
oh
ou

þ 12R2l
oh
ot

ð4Þ

where p denotes the lubricant pressure, µ is the dynamic lubricant viscosity and R is
the journal radius. The lubricant film thickness can be calculated by

h ¼ cþ dcosu ¼ cþ dcosðh� bÞ ¼ c� njcosh� gjsinh ð5Þ
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Fig. 3 a Generic configuration. b Arbitrary cross section along local axis ζ
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in which c is the radial clearance, d represents the journal bearing eccentricity, h is
the angular coordinate and the variable β yields

b ¼ tan�1 gj
nj

� �

ð6Þ

When the elastic deformation of bearing is considered, the lubricant film
thickness can be expressed in the following form

h ¼ c� njcosh� gjsinhþ d ð7Þ

where δ denotes the elastic deformation of bearing.
As it is shown in Fig. 4, a lubricated cylindrical joint can be unfolded along with

circumferential direction (/). Then, the lubricant pressure field can be evaluated by
imposing Eq. (8) to each calculation grid point of a finite-difference method [4].
The equal interval grid is adopted at both circumferential and axial directions. In
Fig. 4, m and n represent the total number of finite difference points along cir-
cumferential direction (/) and axial direction (f), respectively.

In order to evaluate the lubricant pressure, the Reynolds’ equation (4) can be
rewritten in the following form

h3
o2p
ou2 þ 3h2

oh
ou

op
ou

þ R2h3
o2p

of2
þ 3R2h2

oh
of

op
of

¼ 6lR2x
oh
ou

þ 12R2l
oh
ot

ð8Þ

According to the finite-difference method [7], the finite difference equation of the
pressure can be expressed by

0
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Pressure finite difference points 
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(0,L/n)

Element nodes on bearing inner surface

Fig. 4 EHD model of a
lubricated cylindrical joint
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�3h2i;j
4 Duð Þ2 hiþ1;j � hi�1;j

� �þ h3i;j
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pi;j þ
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" #
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Duð Þ2

" #

piþ1;j ¼ 3lR2x
hiþ1;j � hi�1;j

Du
þ 12R2l

ohi;j
ot

� �

ð9Þ

where pi,j is the pressure at the finite difference point (i, j), i = 1, 2, …, m and j = 1, 2,
…, n. Here, the pressure boundary conditions are p(φ,0) = p(φ, L) = 0, p(φ1, 0) = p
(φ2, L) and p(φ1, ζ) = p(φ2, ζ), with φ1 and φ2 being the angles of the start and end
point of a hydrodynamic film. In this work, the finite difference Eq. (9) is solved by
using Successive Over Relaxation (SOR) method, that is

pi;j ¼ pi;j þ k a0 � a1pi�1;j � a2pi;j�1 � a3pi;jþ1 � a4piþ1;j
� ��

a5 ð10Þ

where the six coefficients yield

a0 ¼ 3gR2x
hiþ1;j � hi�1;j

Du
þ 12R2l

ohi;j
ot

� �

a1 ¼
�3h2i;j
4 Duð Þ2 hiþ1;j � hi�1;j

� �þ h3i;j
Duð Þ2

a2 ¼
�3R2h2i;j
4 Dfð Þ2 hi;jþ1 � hi;j�1

� �þ R2h3i;j
Dfð Þ2

a3 ¼
3R2h2i;j
4 Dfð Þ2 hi;jþ1 � hi;j�1

� �þ R2h3i;j
Dfð Þ2

a4 ¼
�3h2i;j
4 Duð Þ2 hiþ1;j � hi�1;j

� �þ h3i;j
Duð Þ2

a5 ¼
�2h3i;j
Duð Þ2 �

2R2h3i;j
Dfð Þ2

This procedure is performed until the pressure convergent criterion for the
(k + 1) step is reached, that is

Pm
i¼1

Pn
j¼1 p kþ1ð Þ

i;j � p kð Þ
i;j

�

�

�

�

�

�

Pm
i¼1

Pn
j¼1 p

kþ1ð Þ
i;j

� tol ð11Þ
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where tol is a specified convergence tolerance. It must be stated that in the present
work the tolerance considered was equal to 10−5. The pressure field is calculated
only over the positive part by setting the pressure in the remaining portion equal to
zero. This boundary condition, associated with the pressure field, corresponds to
Gümbel’s boundary conditions or half Sommerfeld’s conditions [7]. Once the
lubricant pressures at the finite difference points are obtained, they are transformed
into the corresponding generalized nodal forces for analyzing the elastic defor-
mation of flexible bearing. Finally, the elastic deformation δ of flexible bearing
described by Eq. (7) can be evaluated according to the classic finite element
method.

4 Results and Discussion

The purpose of this section is to demonstrate that the twenty-node hexahedral
element of ANCF can be applicable to a flexible hollow cylinder subjected to
distributed forces as shown in Fig. 5. The distributed forces acting on the cylinder
are assumed to be a linear function in time, defined as F = 1000t N/m. The inner
radius, length and thickness of the cylinder are equal to 0.225, 0.2, and 0.05 m,
respectively. The Young’s modulus of the bearing material is equal to 1 × 106 Pa.

Figure 6 shows the influence of mesh size on the displacement of point B in Z-
direction and indicates that 4(axial direction) × 2(radial direction) × 40(circum-
ferential direction) elements are enough to obtain the converged results.

In order to validate the obtained numerical results, the same model is also
analyzed by using the commercial software ADINA [2]. The 3D 20-node brick
solid element is used to mesh the model. From Fig. 7, the von Mises stresses at
points A and B obtained by the numerical method are well agreement with those
obtained by ADINA. Figure 8 shows the dynamic configurations and the von Mises
stress contours of the hollow cylinder at different instants. Figure 9 shows the von
Mises stress contour of the hollow cylinder obtained by using ADINA at the instant
time t = 1.00 s. Also, after a careful analysis of the results represented in Figs. 8 and
9 leads to the assertion that the twenty-node hexahedral finite element of ANCF
exhibits a very close response to the case of ADINA simulations. For this example

X

Z

Y
Ob

F

F

A

B

C

D

P

Fig. 5 A flexible hollow
cylinder under uniform
distribution forces
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the integration step is set to be 1e-3s, the cost computation time for the ADINA
software and the proposed method are 616 and 878 s, respectively.

Finally, the EHD analysis of a lubricated cylindrical joint with rotating journal is
presented. The length of the cylindrical joint is equal to 66 mm. The journal rotates
around its axis AjWj at a constant angular speed of 3000 rpm. The dynamic lubricant
viscosity is equal to 9 mPa s. The rigid journal is modeled by using the NCF, while
the flexible bearing is modeled by the twenty-node hexahedral element of ANCF.
The nodes on the outer bearing surface are assumed to be fixed in the space. The
material density and the thickness of the bearing are set to be 7,800 kg/m3 and
20 mm, respectively. As a comparison, the systems with and without journal
misalignment are studied.

At first, the journal axis AjWj is assumed to be parallel with the bearing axis
AbWb, that is, the rigid rotating journal is not misaligned being e1 = e2 = 0.024 mm.
The clearance is equal to 0.03 mm. The Young’s modulus of the bearing material is
set to be 2.1 × 1012 Pa so that the results can be compared to those obtained by Sun
and Gui [9], who considered a case of rigid bearing. Figure 10 shows the lubricant
pressure distributions for this journal bearing system. As expected, Fig. 10b shows
that if the journal is not misaligned, the lubricant pressure exhibits a symmetrical

Fig. 6 Influence of the model
mesh size on the displacement
of point B in Z-direction

Fig. 7 Comparison of the
von Mises stresses at points A
and P numerical results versus
ADINA results
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distribution about the plane ξ-Cj-η. Here, Cj is the mass center of the rigid journal.
Figure 11 shows a scaled view of the deformation of the inner bearing surface. The
figure indicates that for the system with a rotating journal without misalignment, the
distribution of the deformation of the inner bearing surface also exhibits a sym-
metrical distribution about the plane ξ-Cj-η, which is consistent with the lubricant
pressure distribution shown in Fig. 10b.

Fig. 8 von Mises stress contour of a hollow cylinder obtained using FEM of ANCF

Fig. 9 The von Mises stress contour of a hollow cylinder obtained using ADINA (t = 1.00 s)
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5 Conclusion

In the present study, a general and comprehensive methodology is proposed to
integrate the EHD model of lubricated cylindrical joints into the flexible multibody
system formulation. The EHD behavior of the lubricated cylindrical joints in flexible
multibody system is studied by using the ACB method such that the flexible bearing
is modeled via the twenty-node hexahedral elements of ANCF, while the rigid journal
in the cylindrical joint is described via NCF. The lubricant pressure is evaluated by
solving the Reynolds’ equation via the finite difference method. The elastic forces and
their Jacobian of ANCF finite elements are deducted through the definition of the
Piola-Kirchhoff stress tensor of the first type in continuum mechanics. The numerical
examples show that the bearing flexibility affects the system responses in a significant
manner, since the flexible bearing will extend the lubricant distribution space, and
then reduce the lubricant pressure. The methodology proposed in this study can be
easily extended to studying the coupling dynamics of the lubricated rotor system with
the bearing flexibility taken into account.

Cj

(a) (b)

Fig. 10 Lubricant pressure distributions of a journal without misalignment (E = 2.1 × 1012 Pa).
a pressure vs journal directions, b a 3D view

Cj

Fig. 11 Zoom view of the
elastic deformation of inner
bearing surface
(E = 2.1 × 1012 Pa)

208 P. Flores



References

1. Attia HM, Bouziz S, Maatar M, Fakhfakh T, Haddar M (2010) Hydrodynamic and
elastohydrodynamic studies of a cylindrical journal bearing. J Hydrodyn 22(2):155−163

2. Bathe KJ (2010) ADINA system. ADINA R&D Inc.
3. Jalón JG, Bayo E (1994) Kinematic and dynamic simulation of multibody systems: the real-

time challenge. Springer, New York
4. Kumar MS, Thyla PR, Anbarasu E (2010) Numerical analysis of hydrodynamic journal

bearing under transient dynamic conditions. Mechanika 2(82):37−42
5. Liu HP, Xu H, Ellision PJ, Jin ZM (2010) Application of computational fluid dynamics and

fluid-structure interaction method to the lubrication study of a rotor bearing system. Tribol Lett
38(3):325−336

6. Nikravesh PE (1988) Computer aided analysis of mechanical systems. Prentice-Hall, New
Jersey

7. Pinkus O, Sternlicht SA (1961) Theory of hydrodynamic lubrication. McGraw-Hill, New York
8. Shabana AA, Yakoub RY (2001) Three-dimensional absolute nodal coordinate formulation

for beam elements: theory. J Mech Des 123:606−613
9. Sun J, Gui CL (2004) Hydrodynamic lubrication analysis of journal bearing considering

misalignment caused by shaft deformation. Tribol Int 37:841−848
10. Tian Q, Liu C, Machado M, Flores P (2011) A new model for dry and lubricated cylindrical

joints with clearance in spatial flexible multibody systems. Nonlinear Dyn 64:25−67

Modeling, Analysis and Simulation of 3D Elastohydrodynamic… 209



Analysis of Experimental Data
from Complex Multibody System

J.C. Jáuregui-Correa, C.S. López Cajún and Mihir Sen

Abstract Complex mechanical systems are those that are made up of a large
number of inter-connected individual components, such as a multi body system.
Traditionally, interconnections among elements are assumed to be springs and
dampers, in this case, weak connections are introduced to explain synchronization.
The system itself is treated as a black box, but it is assumed that a number of
sensors can be applied to it to obtain dynamical signals of quantities like acceler-
ation, velocity or displacement. The methods with which these signals can be
analyzed to display characteristics such as synchronization are described. Some of
these methods have been applied to signals obtained in several different experi-
ments with mechanical systems.

Keywords Complex system � Mechanical system � Kuramoto’s order parameter

1 Introduction

The term complexity has been used in many different senses in engineering.
A number, a measured signal, or even a problem may be complex. The theory of
chaos has provided, for several decades, low-dimensional non-linear ordinary
dimensional equations that have extremely complex solutions. These are all per-
fectly valid usages, as long as the term is precisely defined; sometimes it is, and
sometimes it isn’t. What we will consider here is something very specific, and is
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merely one of the ways in which the term is used. Our subject is the analysis of data
obtained from complex mechanical systems. For this we will need to define what a
complex system is, and then suggest methods of analysis of the experimental data
obtained from them.

Of course, there are a large number of complex systems, including financial,
social, political and biological. Here we will concentrate on mechanical multi-body
systems. The reason is that, although many of the concepts that we discuss apply
equally well to, say, social systems, we are first of all not qualified to carry the
discussion to those areas. More importantly, we restrict ourselves to systems for
which we can possibly write and solve equations. Our approach is thus conceptually
equations-based, though the ideas themselves are indeed broader and the governing
equations themselves will not be invoked.

On the other hand, synchronization is a phenomenon studied long time ago.
However, this phenomenon as such, in mechanical engineering has been treated
slightly and there are few works reported [2, 6, 7].

2 Complex Mechanical Systems

By mechanical systems we refer to machines and mechanisms with moving parts.
We are interested in the dynamics of the system, i.e. its behavior with respect to
time. Technical terms, as implied before, make sense only if they are defined more
or less precisely. We will refer to an object as a component or sub-system if its
dynamics can be represented by a small number of ordinary differential equations.
A large number of components can be inter-connected in some way as a complex
system. The inter-dependence is through coupling equations that connect the
components. We have thus a large number of equations that describe the system,
some of them describing the components in the system themselves, and the others
the coupling between them.

A schematic of a complex system is shown in Fig. 1. A number of components
(indicated by 1, 2, 3, … are inter-connected. There is a single input, but many
outputs. Typically, the input may be thought to be from some external stimulus, and
the outputs are from sensors mounted at different locations. A linear mathematical
model of component the motion ui of component i may be of the form

Li uið Þ þ
XN

j¼1
kij uj � ui
� � ¼ fiðtÞ ð1Þ

where L may be a differential operator, N is the number of components in the
system, and kij are coupling coefficients, both, strong and weak, ui is the dynamic
response of each individual element, and fiðtÞ represents any excitation.

Usually in multi-body systems the strong coupling is the one considered in many
models. The challenge is to determine, from the outputs alone, what the parameters
of the above equation are.
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A forced system such as Eq. (1) will in the long run, as t ! 1, reflect the
characteristics of the external forcing f(t), rather than those of the operator Li. The
complementary functions, on the other hand, will be due to the homogeneous
operator. The way to perceive this is to carry out an impact test, the response to
which will provide an indication of the solutions of the characteristics equation.

3 Methods of Data Analysis

3.1 Statistics

Statistics (regression, probability distribution, moments, auto-correlations, fractal
dimensions) is a classical approach to the analysis of a single signal. Fourier and
wavelet transforms also provide much information about the signals [7]. A small
number of signals can be analyzed by cross-correlation. Measures have been pro-
posed to quantify the unpredictability of a single time series, particularly for health
monitoring. Among them are regularity [12] and various measures of entropy like
measure-theoretic [4, 8], approximate [1] and multiscale [5]. In this work, we
introduce the disorder parameter.

3.2 Disorder Parameter

This is of interest when a large number of components are in synchronization, or
close to it. Synchronization is described in [10, 14]. Kuramoto’s order parameter
(KP) is a function that describes synchronization among several oscillators. The KP

Fig. 1 A complex system
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is in [9, 11, 13]. This parameter is based on the relative instantaneous phase that can
be determined with the Hilbert’s transform. This is given as

eu tð Þ ¼ 1
p
PV

Z

1

�1

uðsÞ
t � s

ds ð2Þ

where PV is the principal value, and u(s) is a signal, so that the analytic signal is

U tð Þ ¼ u tð Þ þ ieu tð Þ
¼ A tð Þei/ tð Þ

tan/ ¼ eu tð Þ
u tð Þ

Kuramoto’s order parameter (KP), r, can be computed as

r ¼ 1
n

X

n

j¼1

ei/iðtÞ ð3Þ

where /iðtÞ, i ¼ 1; . . .n represent the set of signals in synchronization (the
instantaneous phase angle). Values of r close to 1, indicate full synchronization,
whereas values close to zero indicate no synchronization at all.

In the discussion below, the proposed disorder parameter, s, is defined as

s � 1� r ð4Þ

4 Application to Simple Signals

The methodology presented in this paper is validated with numerical simulated
signals, as well as experimental data. The simulated signals are of the form:

y1 ¼ A sinðxtÞ
y2 ¼ A sin xt þ aið Þ þ gi

ð5Þ

where 0� ai � 1, and gi a random generated perturbation. The value of ai was
incremented from 0 to 1, the instantaneous KP was computed as well as the disorder
parameter for comparing the effect of random variations, The results are shown in
Fig. 2. The KP is affected by the amount of noise that the signal has. If the noise
level is small, ai � 0:3, synchronization is high (r� 0:95Þ; whereas at higher values,
KP falls to values less than 0.85, and remains around this value. The corresponding
DP is shown in Fig. 2. This figure proves that two signals with a constant instant
phase have a disorder parameter close to zero, when the signals cross each other,
there is a change of sign that disturbs the solution.
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5 Experimental Applications

5.1 Electric Motor Shaft

Two accelerometers were placed at the end of an electric motor shaft. The accel-
erometers measured synchronous motion as a function of motor’s speed. Measured
signals are shown in Fig. 3. With this data, the DP varies as a function of time as
shown in Fig. 4. The two accelerometers were placed at an arbitrary angle, in this
way, the signals have a constant phase angle. It is clear that the DP value is always
less than 0.011. Variations are due to the noise.

5.2 Blade Vibrations

An experimental analysis to show synchronization of blades (example of a multi-
body system with 22 individual elements), shown in Fig. 5 was carried out, and
reported elsewhere [7]. Two types of tests were conducted, namely, impact, and an
airflow. The airflow acts as a force excitation, and affects the response of each
blade. Blades were fixed and the vibration of each blade was measured simulta-
neously with 22 MEMs accelerometers. With this example, it was possible to
calculate the KP with 22 simultaneous signals and to compute the DP. Results are
shown in Fig. 6. It is clear that the 22 blades vibrate synchronously since the DP
value remained under 0.0025. Variations on the DP are due to signal noise and
differences in blade dynamics.

Fig. 2 Disorder parameter as a function of ai
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Fig. 3 Measured signals from shaft of electric motor

Fig. 4 DP variations for the electric motor
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6 Conclusions

Some methods of analysis of experimental data from complex mechanical systems
have been presented. Among others, statistical methods and the proposed disorder
parameter presented herein. Three cases related to synchronization were briefly

Fig. 5 Model of the rotor and blades

Fig. 6 Disorder parameter of 22 blades under a wind blow
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discussed showing the applicability and limitations of each method. It was shown
that the methodology based on the instantaneous phase calculated with the Hilbert’s
transform and the Kuramoto’s parameter shows good results for identifying syn-
chronization in mechanical systems. Nevertheless, several questions arose from
these applications. For example, how to use the proposed disorder parameter in
complex noisy signals coming from many components? What about randomness?

Acknowledgments Prof. López-Cajún thanks CONACyT for its support during his sabbatical
leave.
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Reduced Energy Consumption
in Induction Motors with Possible
Mechatronic Applications

G. Calzada-Lara and J. Álvarez-Gallegos

Abstract This document proposes an energetic output improvement of electric
drives for induction motors. This modification pointing toward a better energetic
output (improving the efficiency) according to the application, and can be made in
the most common control algorithms as the Flux Oriented Control (FOC) and the
Direct Torque Control (DTC). The experimental results show that the proposed
controller ensures both, a good speed control and smooth torque response with
current shapes with low THD, when these are compared with the conventional DTC
scheme. Experimental results for a 1.1 kW induction motor are presented and
analyzed using a dSpace system with DS1103 controller board based on the digital
processor Texas Instruments TMS320F240. The obtained results showed that the
proposed control scheme is able to obtain a high performance in mechatronic
applications (robotics for example).

Keywords Direct torque control (DTC) � Efficiency improvement � Energetic
output � Induction motor � Position control

1 Introduction

The annual incremental energy users while energy sources are more and more
limited, requires research into methods that increase the systems efficiency. Low-
ering motor losses substantially will have a significant impact on the country’s
energy consumption [4]. More than 150 TWh of electricity consumed annually

G. Calzada-Lara (&)
Universidad Autónoma de San Luis Potosí, Centro Histórico, México
e-mail: gabriel.calzada@uaslp.mx

J. Álvarez-Gallegos
Centro de Investigación y de Estudios Avanzados del Instituto Politécnico Nacional, Ciudad
de México, México
e-mail: jalvarez@cinvestav.mx

© Springer International Publishing Switzerland 2015
M. Ceccarelli and E.E. Hernández Martinez (eds.), Multibody Mechatronic Systems,
Mechanisms and Machine Science 25, DOI 10.1007/978-3-319-09858-6_21

219



could be saved in a cost-effective manner if drive systems were designed from an
energy efficiency point of view [6]. Electric motors are one of the components
involved that can contribute to energy savings. In the last decades this design
problem has been tackled in different manners. Many changes in terms of materials
and project criteria have been introduced in past years, with important results under
the efficiency point of view [15]. Once more, this makes more evident the age-old
problem of power losses in the electric motors. The problem was addressed in the
80s; good results came from the adoption of new magnetic materials on one side
and of speed regulators (without dissipation) on the other [9]. Also, in recent
decades have arisen several discussions concerning to the very low efficiency of the
motors adopted for domestic appliances [3].

Recent studies are focused on small power rating machines; in fact, their dis-
tribution is very significant under the point of view of the total losses and of the
costs of production with new technologies [2]. It is possible to estimate that today
about 30 % of the electrical power is absorbed by machines with rated power lower
than 5 kW. If we assume an average equivalent efficiency of 80 % (very optimistic),
this means that 20 % is dissipated. As a consequence, more than 6 % of the total
electric power produced is dissipated in small electric motors. It is also evident that
the possibility to further reduce the internal losses of the motors should permit an
increment of efficiency, even if it is limited to 1–2 %. In practical applications,
many motors are working significantly below their design capacity, resulting in low
efficiency levels. It has been shown that can save significant amounts of energy
monitoring and reducing the electric energy consumed by induction motors in order
to match their actual energy need under varying load conditions. The present work
shows that it is possible to achieve the monitoring and reduction mentioned above,
retaining the original control scheme.

2 Development

There are applications where induction motors are used and it is interesting and
advantageous to optimize the performance in steady state: paper machines, fans,
pumps, centrifuges, electric traction, etc. However, there are many other applica-
tions where the transient is of equal or greater duration than the permanent state,
such as: rolling mills, elevators, cranes, electric vehicles, machine tools, robots,
textiles, etc. In some applications the possibility to vary the speed becomes a
necessity, whereas in others, there is a great potential for energy savings when using
a variable speed control. This is the case of applications with torque-speed quadratic
loads, for example, air conditioners, pumps, and air compressors, where they work
at a constant speed by controlling the power output of the process by mechanical
means [5]. In applications with variable speed, the motor operates for long periods
of time in conditions below the rated power, for example, in electric vehicles, where
nominal power is used only in startups and slope increases [12].
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The dynamic high-performance control systems used in industrial applications
like Field Oriented Control (FOC) or Direct Torque Control (DTC) operate with
constant flux norms fixed at nominal rate (and recently in domestic applications
too). Under this situation efficiency is maximal only when the system operates at its
nominal torque rate. Away from this operating point, the machine dissipates a
considerable part of the injected electrical power in terms of core losses, and it may
inefficiently store too much energy in the coil inductances. In most of the appli-
cations, these machines do not operate at the nominal rate since the desired torque
may change online or may be dependent on other system states such as position or
speed (this is the case in electrical transportation systems) [1]. It is then technically
and economically interesting to investigate other modes of flux operation seeking to
optimize system performance. A traditional control with a possible modification
that tries to solve this problem can be appreciated in Fig. 1. The gain in efficiency
obtained because of the optimal flux application in comparison with the conven-
tional flux, that is constant, is significant, especially at low load and also low speed.

There are some contributions about FOC modification taking into account
machine performance optimization according to the connected load, however about
modifications carried out to DTC there is very little reported [8]. This work shows
that it is possible to make changes to the conventional DTC with the objective of
improving its output from an energetic standpoint, principally based on the use of
three previous ideas: the first one regarding to conventional DTCmodifications made
by [10] and [11], where an improvement in motor energy efficiency through

Fig. 1 FOC with output optimization based on the measure of consumed active power
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searching an optimal flux is performed, the second one based on changing hysteresis
controllers for flux and torque made by [17] and [19] to achieve a constant switching
frequency; and the third one made in [7] regarding the introduction of new control
elements that allow a better performance and greater robustness.

2.1 The Induction Motor Model

A natural approach to obtain the equations that govern the behavior of the three
phase squirrel cage induction motor consists on considering such as an electric
machine formed by coupled coils in relative movement, and then try to solve the
state equations directly for each phase in the time domain. Although the approach is
totally legitimate, an immediate difficulty would be founded; the states of the
equations are coupled; besides the coefficients of these equations vary with time,
which gives a group of nonlinear differential equations as a result with varying
coefficients in the time [13, 14]. Finally, after simplifying to a great extent the
model of squirrel cage induction motor, making a transformation from the three
phase system to the coordinated system of axes α and β which stay fixed and are
related with the stator, the following system of equations that is able to imitate the
real behavior of the motor under normal conditions of operation is obtained:
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where,
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� �
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1 0
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; 0 ¼ 0 0
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� �

The previous model allows a relationship between the stator currents of the
machine (i) in the coordinates α and β with rotor fluxes (λR), having as control input
the voltage applied to the stator winds (v), that is in fact the voltage that will be
controlled directly in the inverter by means of the DTC.

2.2 DTC Principles and Operation

The basic idea of the DTC is to calculate torque and flux instantaneous values from
machine stator variables. Torque and flux are controlled direct and independently
through optimum selection of inverter commutation states and limiting the errors of
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these through hysteresis controllers [18]. In the Fig. 2 a basic DTC blocks diagram
is shown. By means of DTC the motor torque is effectively controlled with stator
voltage vector rotation using appropriate commutation states. At the same time the
magnitude of stator flux vector is controlled, that means, with use of inverter
commutation states. This value can be changed according to requirements of flux
and torque reference. The commutation table algorithm uses the discrete values
encountered before in addition with the numerical value of one of the six sectors in
which the flux vector is encountered. Thus, the algorithm chooses one of eight
possible states to generate the spatial vector of inverter output voltage [16].

2.3 Experimental Results of High Performance DTC

Describing shortly the used equipment in the experimental tests, a three phase ten-
sion inverter was used to feed a squirrel cage induction motor controlled through the
“dSpace” system. The power system consists of a three phase rectifier of bridge type
at the input (built with diodes), a pair of capacitors which form the direct current bus,
and finally the three phase tension inverter of half bridge type of six power switches,
in this case IGBT’s. The system is designed to provide a maximum of 30 Arms per
phase, with a three phase maximum feeding voltage of 480 Vrms, and a switches
commutation frequency of 20 kHz with the capacity to give a three phase output
power of 20 kVA. Some parameters of the used motor are: RS = 7.75Ω, RR = 2.95Ω,
LS,R = 0.47 H,M = 0.44 H, σ = 0.123, J = 0.03 kg-m2, p = 4, nominal speed 1750 rpm,
feeding voltage 220 VRMS to 60 Hz of frequency, full load current of 4.2 ARMS per
phase, full load torque of 6.1 N-m, nominal power of 1.5 hp (Fig. 3).

Experimental results for speed and position tracking were obtained during the
development of the investigation. The tracking of speed is considered very
important because most of the commercial variable speed drives realize the tracking

Fig. 2 DTC general structure
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of a reference speed (function that can not be realised with the conventional DTC).
For this purpose the speed measurement can be performed indirectly via an encoder
(as in this case) and should be compared with a reference speed; finally, the error
signal after the comparison is regulated through a proportional-integral type con-
troller (PI), which sends its output to the torque reference in the DTC scheme. In the
case of position tracking, a PID is needed to follow the reference position; this is
because the original DTC only can follows a torque position because the result of
the operations in the controller is a torque signal and the commutation states for the
inverter IGBT’s.

Figure 4 shows the behavior of the system for tracking position, which is
important today for the development of many applications in mechatronics where
only expensive DC servomotors can be used (specially in robotics). The experi-
mental results shows that a perfect tracking position can be achieved by the con-
troller with and without the measurement of the real position. This can be seen in
the first graph of the Fig. 4, where a positional reference is imposed to the induction
motor shaft, as can be seen, the exact target is achieved. Derived from the reference
position, the reference speed is obtained and therefore can be compared with the
measure of the real speed reached by the machine; a small delay in the measured
signal is observed (second graph of the Fig. 4) due to a digital filter is placed after
getting the measured position by the encoder.

In the third graph of the Fig. 4 can be seen the load on the motor shaft and the
torque variations due to the imposed position setpoint. This result is particularly
interesting, since induction motors have a higher load capacity than the DC ser-
vomotors and it is shown that even under load, can perform precise movements to
change its position, tracking the reference position.

Fig. 3 General diagram of the high performance DTC
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Finally in the fourth graph of the Fig. 4, the three currents consumed by the
induction motor are shown. As can be seen, the currents remains constant under a
constant load and they increase every time that the motor is forced to follow the
reference position.

Fig. 4 Experimental results of the high performance DTC for position control
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3 Conclusion

This research seeks to emphasize that the control structures commonly used in the
industry (recently in domestic applications) such as the FOC and DTC, working
with induction motors, can be modified further to obtain better system performance.
This paper shows that changes made in this context carries a significant good
performance for applications in which only the DC servomotors have been used
(like is showed in Fig. 5). With the proposed control strategy, new mechatronic
applications as robotics could use induction motors.

Some benefits of the use of induction motors in the mentioned applications can
be a lower cost in comparison with servos, lower energy consumption and the
greater torque generated. Then it is a contribution that points to the commissioning
of more efficient systems to better exploit the energy consumed, thus generating
considerable energy savings, and therefore have a direct impact on the environment.

In some applications the efficiency developed by inductions motors is consid-
erably greater than the efficiency of DC motors (Fig. 5).

Fig. 5 Difference in the efficiency of an induction motor and a DC motor for the same application
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Appendix

Table 1 Nomenclature used in the paper

Symbol Description

I, J, 0 Identity, Antisymmetric and Null matrix

iSa, iSb, iSc Stator currents in the abc reference frame

iSα, iSβ Stator currents in the α-β reference frame

IS, IS max Stator current vector magnitude and its maximum

vSα, vSβ Stator voltages in the α-β reference frame

λRα, λRβ Rotor fluxes in the α-β reference frame

λS, λS ref Stator flux vector and its reference

Tem, Tem ref Electromagnetic torque and its reference

CT, Cλ, CI Torque, Flux and Current discrete logic signal

ω, ωr Electrical, Rotor mechanical angular speed

ωS Electrical angular speed error

RS, RR Stator and rotor resistance (per phase)

LS, LR Stator and rotor inductance (per phase)

M, Vcd Mutual inductance, DC-bus voltage

MS, MR Stator and rotor mutual inductance

σ, p Total dispersion coefficient, Number of machine poles

J, N Inertia moment, Sector number of flux vector localization

Sa, Sb, Sc Commutation States

ids, iqs Direct and quadrature current comps
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Modeling and Control of a Pendubot
with Static Friction

Sergio Sánchez-Mazuca, Israel Soto and Ricardo Campa

Abstract The pendubot is an underactuated mechanical system with two degrees
of freedom but only one control input. Several control techniques have been applied
for swinging up and balancing the pendubot, but it is common to neglect the effects
of friction in the joints of the system. In this paper we take a different approach by
considering that the first joint of the pendubot has a significant amount of friction
and it can not be neglected. We first review some friction models, including one
that has been recently proposed by the authors. Secondly, we use some simple
swing up and balancing controllers which compensate the friction effects. At the
end, the results allow us to validate not only the viability of this approach, but also
the proper identification of the friction model.

Keywords Pendubot � Static friction � Modeling � Control

1 Introduction

The pendubot is an inverted-pendulum-type system which consist of a planar robot
with the first joint (shoulder) actuated an the second joint (elbow) unactuated [1];
i.e., it is a system with two degrees of freedom but with only one control input, for
this reason, the pendubot, is considered as an underactuated system.

The pendubot has four equilibrium points, termed here as down–down,
down–up, up–down and up–up, depending on the vertical position taken by each of
the two links. Only the down-down equilibrium is stable, and to reach the top-top
one is usually the control aim.

The pendubot is also a second-order nonholonomic system [2] and it is con-
sidered a nonminimum-phase system [3]. Because of these features the pendubot is
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considered an underactuated benchmark system used for education and research in
nonlinear control theory.

The problem of controlling the pendubot can be divided in two control objec-
tives: the swing–up control and the balancing control. The swing–up control
consists in applying to the actuated joint the energy required to make the second
link (a.k.a. the pendulum) swing up in order to reach the upright vertical position
(up–up equilibrium); and the balancing control is required to stabilize the pendulum
at such unstable equilibrium.

A great variety of control algorithms have been proposed to make the pendubot
swing up, and they are based on different control techniques, such as partial line-
arization control [1], intelligent control [4], hybrid control [5, 2], energy-based
control [6, 7], and nonlinear control [8]. For the balancing control most of the
researchers use the method based on a linear quadratic regulator (LQR).

Nevertheless, there are many factors that affect the behavior of these controllers,
being one of the most important the unmodeled dynamics of the system, such as the
friction effects. Therefore, in order to make the pendubot have a better performance
under control, it is desirable to have a friction model that best describes the actual
behavior of this phenomenon.

The aim of this paper is twofold. First we recall some of the friction models
found in the literature, including a modification to some of them that has recently
been proposed by the authors in [9]. Secondly, we show how the compensation of
friction can be implemented to improve the performance of a direct-drive pendubot
with significant friction effects (see Fig. 1).

It is worth mentioning here that, compared with [9], the main contribution of this
paper is the application of friction compensation to a complete underactuated
system, such as the pendubot, with significant static friction. Practically all of the
papers dealing with the control of underactuated systems assume that joint friction
is negligible.

lc1

l1

l ,m1 1

l ,m2 2

lc2

g

x

y

l2

q1

q2

(a)

(b)

Fig. 1 Experimental direct-drive pendubot, a Actual prototype, b Definition of parameters

230 S. Sánchez-Mazuca et al.



The remainder of this paper is organized as follow. The review of friction models
is given in Sect. 2. Both the non-linear and linearized dynamic models of the
pendubot are given in Sect. 3. The control techniques used to swing-up and balance
the pendubot are mentioned in Sect. 4. The experimental results are presented in
Sect. 4, while some concluding remarks are given in Sect. 5.

2 Friction Models

Friction is a force acting against the relative motion between two surfaces in
contact. The phenomenon is present in all mechanical systems including rotating
actuators. Throughout the time, several models have been proposed, each trying to
capture the essence of the complicated phenomenon of friction; however, finding a
model to describe all its effects is difficult.

Moreover, friction is generally divided into static friction and kinetic friction; the
former corresponds to all the effects which are present without a visible motion,
while the latter refers to everything what happens once that motion exists.

Consider a motor with friction torque f ; let q, _q and q
::
be, respectively, the

angular displacement, velocity and acceleration of the motor shaft; also, let s be the
external torque applied to the motor to produce the motion. The relation among
these quantities is given by the motor dynamics

J q
:: þ f ¼ s ð1Þ

where J stands for the moment of inertia of the motor.
It is common to assume that the friction torque of a motor depends only on the

velocity, i.e. f ð _qÞ. However, in 1833, Morin [10] established the first model for
static friction, stating that such friction can not be described satisfactorily only as a
function of velocity but also of the applied torque.

Morin’s static friction model [10] is defined for _q ¼ 0, and is given by

f ð0; sÞ ¼ s; if jsj\ fs
fssgnðsÞ; if jsj � fs

�

ð2Þ

where the sign function is defined as

sgnðxÞ ¼
1 if x[ 0
0 if x ¼ 0
�1 if x\0

8

<

:

and fs is the maximum static friction coefficient, which is assumed to be constant.
With respect to kinetic friction, it is present when _q 6¼ 0 and does not depend on

s, so it is denoted as fkð _qÞ. One of the most common models for describing kinetic
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friction is the one combining the Coulomb friction and the viscous friction effects;
this model can be written as:

fkð _qÞ ¼ fcsgnð _qÞ þ fv _q ð3Þ

where fc and fv are the Coulomb and viscous friction coefficients, respectively.
In 1902, Stribeck carried out some experiments at a constant velocity of low

amplitude [11], showing the existence of the phenomenon now known as Stribeck
effect, that describes the transition between the maximum static friction and the
Coulomb friction. One of the expressions more used to model this phenomenon is
the following exponential function known as the Armstrong model [12]:

fkð _qÞ ¼ sgnð _qÞ fc þ ðfs � fcÞe�j _qvsj
dv

h i

þ fv _q ð4Þ

which not only incorporates the static friction, Coulomb friction and viscous fric-
tion coefficients but also includes two more parameters: the Stribeck velocity
coefficient vs and a fitting parameter dv.

The static friction model (2) can be combined with kinetic friction in the fol-
lowing way,

f ð _q; sÞ ¼
s; if _q ¼ 0; jsj\fs
fssgnðsÞ; if _q ¼ 0; jsj � fs
fkð _qÞ; if _q 6¼ 0

8

<

:

ð5Þ

where fkð _qÞ can be (3, 4), or any other kinetic friction model (with _q 6¼ 0).
In 1968 Dahl proposed a dynamic friction model based on the behavior of the

roughness between two surfaces in contact [13]. Dahl considers that this roughness
can be modeled as the bristles of two brushes facing each other; thus, if z represents
the average deflection of the bristles, then z times a stiffness coefficient r0 gives the
static friction torque. If viscous friction effect is included then the Dahl model is
given by,

f ð _q; zÞ ¼ r0zþ fv _q ð6Þ

_z ¼ � r0j _qj
fc

zþ _q ð7Þ

The so-called LuGre model [14] is a generalization of the Dahl model, and can
also be expressed in terms of the velocity _q and the average bristle deflection z, but
also includes a term proportional to _z, that is

f ð _q; zÞ ¼ r0zþ r1 _zþ fv _q; ð8Þ
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_z ¼ � r0j _qj
gð _qÞ zþ _q; ð9Þ

gð _qÞ ¼ fc þ fs � fcð Þe�j _qvsj
ds
; ð10Þ

where r1 is the damping coefficient of the bristles, and the function gð _qÞ allows to
extend Dahl model to describe Stribeck effect, employing the same exponential
function as in (4).

2.1 Improved Model for Static Fricción

Most of the friction models do not consider the variation of the break-away point;
they only take into account the maximum static friction, given by fs. But some
well–documented observations such as those in [15] show that the break–away
point is a function of the rate of change of the applied torque. Recently, in [9], an
explicit expression for such a function (named /sð _sÞ) is given, and it is also pro-
posed to replace fs by /sð _sÞ in those friction models including such parameter. As a
result some new friction models are obtained, for which friction depends not only
on _q and s, but also on _s.

Thus, the Armstrong model (4) becomes

fkð _q; _sÞ ¼ sgnð _qÞ½fc þ fs � fcð Þe�ðj _qvsj
dvþj _stsj

dt Þ� þ fv _q: ð11Þ

Moreover, the general static model (5) can be rewritten as

f ð _q; s; _sÞ ¼
s; if _q ¼ 0; jsj\/sð _sÞ
/sð _sÞsgnðsÞ; if _q ¼ 0; jsj �/sð _sÞ
fkð _q; _sÞ; if _q 6¼ 0

8

<

:

ð12Þ

Now, the LuGre model (8–10) with /sð _sÞ instead of fs, results in

f ð _q; z; _sÞ ¼ r0zþ r1 _zþ fv _q; ð13Þ

_z ¼ � r0j _qj
gð _q; _sÞ zþ _q; ð14Þ

gð _q; _sÞ ¼ fc þ fs � fcð Þe�ðj _stsj
dtþj _qvsj

dv Þ ð15Þ

Models (11, 13–15) are the improved versions of the Armstrong model (4) and
LuGre model (8–10), respectively.
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3 Pendubot System

In this section we describe the pendubot system that we have built at the Mecha-
tronics and Control Laboratory of the Instituto Tecnológico de la Laguna. The
prototype is shown in Fig. 1a. The first joint is a direct-drive brushless DC ser-
voactuator, model DM1200A from Parker Compumotor, with a high–resolution
encoder of 10,24,000 pulses per revolution, which is mounted on a pedestal; the
first link is made out of aluminum while the pendulum is a steel rod; the second
joint is an industrial encoder from Precizike Metrology, which was configured to
have 14,40,00 pulses per revolution.

3.1 Dynamic Model

Considering the Lagrange’s equations of motion the dynamic model of the pen-
dubot is given by

Mðq; hIÞ q:: þCðq; _q; hIÞ _qþ gðq; hIÞ þ f ð _q; s; _s; hf Þ ¼ s ð16Þ

where q; _q; q
:: 2 R

n are respectively the vectors of joint displacements, velocities
and accelerations, Mðq; hIÞ 2 R

n�n is the inertia matrix, Cðq; _q; hIÞ 2 R
n�n is the

matrix of Coriolis and centripetal torques, gðq; hIÞ 2 R
n is the vector of gravita-

tional terms, f ð _q; t; _t; hf Þ 2 R
n is the vector of friction terms, and s 2 R

n is the
vector of external torques applied to the pendubot. hI is the vector of inertial
parameters, which is taken as

hI ¼

h1
h2
h3
h4
h5

2

6

6

6

6

4

3

7

7

7

7

5

¼

m1l2c1 þ m2l21 þ I1
m2l2c2 þ I2
m2l1lc2

m1lc1 þ m2l1
m2lc2

2

6

6

6

6

4

3

7

7

7

7

5

where mi, lci, li and Ii for i ¼ 1; 2. Correspond to the mass, the distance to center of
mass, the total length and the moment of inertia of the link i; respectively. hf is the
vector of friction parameters whose number depends on the chosen friction model.
Then the elements of model (16) are given by
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Mðq; hIÞ ¼
h1 þ h2 þ 2h3 cosðq2Þ h2 þ h3 cosðq2Þ

h2 þ h3 cosðq2Þ h2

� �

Cðq; _q; hIÞ ¼h3 sinðq2Þ
� _q2 �ð _q1 þ _q2Þ
_q1 0

� �

gðq; hIÞ ¼g
h4 sinðq1Þ þ h5 sinðq1 þ q2Þ

h5 sinðq1 þ q2Þ
� �

s ¼ s1
0

� �

; f ð _q; s; hf Þ ¼
f1ð _q1; s1; hf 1Þ
f2ð _q2; hf 2Þ

� �

notice that s1 corresponds to the unique external torque applied to the actuated joint.

3.1.1 Linearized Model

In this section the pendubot’s nonlinear model (16) is linearized around the up-up
equilibrium position.

Considering that the states of the system are defined by x ¼ q1 q2 _q1 _q2½ �T
2 R

4 and neglecting the friction term of (16), it is possible to rewrite the dynamics
in state space as the following nonlinear model

_x ¼ /ðxÞ þ cðxÞs1 ð17Þ

where

/ðxÞ ¼
x3
x4

M�1ðxÞ �CðxÞ x3
x4

� �

� gðxÞ
� �

2

6

6

4

3

7

7

5

and cðxÞ ¼
0
0

M�1ðxÞ 1
0

� �

2

6

4

3

7

5

Nonlinear system (17) can be linearized around any point x ¼ xe to get

_x ¼ Axþ bs1 ð18Þ

where

A ¼ o/ðxÞ
ox

�

�

�

�

x¼xe

and b ¼ cðxÞjx¼xe

by taking xe ¼ p 0 0 0½ �T we get
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A ¼

0 0 1 0
0 0 0 1
h2h4�h3h5ð Þg
h1h2�h23

� h3h5g
h1h2�h23

0 0
ðh1þh3Þh5g�ðh2þh3Þh4g

h1h2�h23

ðh1þh3Þh5g
h1h2�h23

0 0

2

6

6

6

4

3

7

7

7

5

; and b ¼

0
0

h2
h1h2�h23

� ðh2þh3Þ
h1h2�h23

2

6

6

6

4

3

7

7

7

5

3.2 Parameter Identification

The inertial parameters were identified by using standard least-square procedures.
After that, the estimation of the five inertial parameter resulted in h1 ¼ 1:059
[kg�m2], h2 ¼ 0:053 [kg�m2], h3 ¼ 0:037 [kg�m2], h4 ¼ 2:401 [kg�m2] and h5 ¼
0:117; [kg�m]. Regarding the friction term we employed the procedure proposed in
[9] to obtain the nine parameters of the modified Lugre friction model (13–15) for
the actuated joint of the pendubot. The estimated friction parameter are given in
Table 1. The friction effect is neglected for the second link.

4 Experimental Evaluation

4.1 Swing–Up Controller

Due to significant friction effects in the first joint of our pendubot it was not
possible to use known swing-up controllers such as those reported in [6, 1]. Thus, in
order to make the pendubot swing up and reach the desired up-up equilibrium we
tried a heuristic approach which employ a PD-like controller given by

s1 ¼ kp tanhðqd1 � q1Þ � kv _q1 ð19Þ

Table 1 Estimated friction parameters

Parameter Value (+) Value (−) Unit Parameter Value
(+)

Value
(−)

Unit

fc 8.955 10.01 Nm dv 1.032 1.286

fv 5.234 5.335 Nms/rad dt 0.172 0.287

fs 17.617 23.813 Nm r0 17260 Nm/rad

vs 0.145 0.078 rad/s r1 66.708 Nm/rad

ts 0.888 1.954 Nm/s
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to take the first link to its desired upright position (where qd1 ¼ p). After that, in
order to make the pendulum start an increasing oscillation, we switched the value of
qd1 according to the following rule

qd1 ¼ pþ a; if q2 � � p
p� a; if q2\� p

�

where a initially starts with a value of 7p
180, but once the condition jq2 � pj[ p

3 is
reached by the first time, then a ¼ 2:3p

180 . For the experiments presented in this section
we chose kp ¼ 58 [Nm], kv ¼ 15 [Nms].

4.2 Balancing Controller

Once the swing–up controller takes the pendulum near the up-up equilibrium (by
entering a window given by jq1 � pj\ p

18 and jq2j\ p
15), the balancing controller

starts its operation trying to establish the pendubot around the equilibrium.
Following the custom we decided to use an LQR controller which was designed

employing the traditional procedure on the linearized dynamic model (18) and
adding a term for friction compensation. The control law is given by

s1 ¼ �Kxþ f1ð _q1; s1; hf 1Þ ð20Þ

After some tests we decided to use K ¼ diagf�267:262;�267:282;
�51:5;�35:0g.

4.3 Experimental Results

In order to verify the benefit of including friction models in the control law of the
pendubot we performed the following experiments, intended to compare similar
friction models:

1. The static + Armstrong friction model (4–5) versus the improved static + Arm-
strong friction model (11–12).

2. The LuGre friction model (8–10) versus the improved LuGre friction model
(13–15).

Figure 2 shows the time evolution the joint displacements q1, q2, and the applied
torque s1 for the experiments considering the static + Armstrong (S + A) friction
model and the improved static + Armstrong (I(S + A)) friction model.
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Regarding the experiment that considers the the LuGre (LG) friction model and
the improved LuGre (I(LG)) friction model, Fig. 3 shows the corresponding graphs.

It is noticed that for the improved friction models the position error is smaller
and the applied torque has a lower amplitude than for those not having the
improvement.

In order to quantify the position error and compare the different friction com-
pensation methods, we employed the standard root mean square (RMS) value of the

norm of the position error (defined as e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðp� q1Þ2 þ q22

q

) as a performance index.

Table 2 show the values of RMSðeÞ for the four controllers tested. We notice that the
errors are smaller when we use the improved versions of the friction models.
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Fig. 2 Experiments using Armstrong model, a Position of the joint q1, b Position of the joint q2,
c Torque of the joint q1
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5 Conclusions

This paper shows the performance of a direct–drive pendubot with significant
friction effects in its first joint. After a swing–up phase, which employs a simple
control law, the estabilization of the system around the up-up unstable equilibrium
is achieved using an LQR controller with friction compensation. Experimental
results show the viability of this approach, and also validate the improvement to the
static friction model recently proposed in [9].

Acknowledgments This paper was partially supported by PROMEP, DGEST and CONACYT
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Table 2 Performance considering different friction models

Friction model S + A I(S + A) LG I(LG)

RMSðeÞ 7.7771 4.9842 7.3153 4.8543
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Fig. 3 Experiments using Lugre model, a Position of the joint q1, b Position of the joint q2,
c Torque of the joint q1
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Design of Electronic Control Board
to Obtain the Photovoltaic Module Power
Voltage Curve as Temperature Function

J. Vega-Pérez, S. Vega-Pérez and L. Castañeda-Aviña

Abstract The test, construction and design of an electronic circuit in order to
obtain the photovoltaic module power voltage curve as a function of temperature is
reported. The electronic circuit permits to capture the current and voltage variables,
processing the electrical signals and determines the power. After using a com-
mercial plotter, the characteristic curve of photovoltaic module is drawn as a
function of temperature level. This information is used for the engineers who design
a photovoltaic system, to supply electric energy from solar energy, for activating
any electrical, electronic or electro mechanical equipment. The electronic circuit
was made using electronic and electrical components bought in Mexico. Experi-
mental results indicate that the developed electronic circuit works fine and agrees
with the technical design, and it can measure photovoltaic modules from 1 to 50 W
from the short circuit condition to the open circuit condition at 23 V with the current
level varying between 0–2 A, with a measurement error of about 1 %.

Keywords Photovoltaic module � PV module power voltage curve � PV module
current voltage curve

1 Introduction

The photovoltaic (PV) module is an electronic device which transforms the visible
light energy into direct current electrical energy [1]. The output power of the PV
module depends on its area, incident light level and conversion efficiency basically,
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but it is reduced by increase in temperature [2]. The PV module is represented in
terms of an electrical circuit as shown in Fig. 1.

From analysis of Fig. 1 circuit, the output power of PV module is obtained using
the generated current (Ig), output voltage (Vc) serial resistance (Rs), leakage
resistance (Rf), output current (Ic), the leakage current (I0), electron charge (q),
Boltzmann constant (K), and output power (Pc), where the supply power is
mathematically expressed by Eq. (1) [2].

Pc ¼ Vc Ig � I0 e
qðVcþIcRsÞ

KT � 1
� �

� IcRs þ Vc

Rf

� �

ð1Þ

The experimental work was done using the PV module which was composed by
36 PV cells of 3.5 diameter inches, connected in serial and made in I. P. N-Mexico.
The current is the same as that of a PV cell with short circuit current 1.1 A but the
module voltage increases which is given by 36(0.53) = 19 V for the open circuit [2].
It is important to indicate that it agrees with experimental work and the module
temperature increase around 1.75 times the local environmental temperature [3]. So
its Power-Voltage characteristic curve is necessary as it shows us the current
voltage and power, which is useful for the design engineer [4].

When Eq. 1 is solved changing the voltage “Vc” from open circuit condition to
short circuit condition, all the values of power and voltage are obtained, in order to
get the power–voltage (P–V) curve of the PV module (Fig. 2).

From Fig. 2 it is observed that the PV module has only a maximum power point,
and so in case of open circuit as well as short circuit the output power supplied by
PV module is zero. It is necessary to detect and capture the maximum power point
for taking advantage of the power of the PV module.

Some researchers have developed electronic systems in order to locate the power
of PV modules. Henry Shu-Hung Chung et al. [1], detected a maximum power point
for solar panels using a SEPIC or Cuk converter. Miguel Goncalves Wanzeller et al.
[5] developed a Current control loop for the tracking of maximum power point
supplied by photovoltaic array, Munji et al. [6] also worked on this topic with
mathematical models to analyze electrical circuit of PV module and employed
Newton’s iterative method to get the I–V curve. Quaschning et al. [7] started from a
numerical algorithm to get the current and voltage from PV cell. Analyzing theses
methods it was found that Henry Sha-Hungchung et al., located the maximum power

Fig. 1 Equivalent circuit of
PV cell
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point of the solar panel connecting a pulse width modulate (PWM) and a converter
direct current to direct current (DC/DC) between solar panel and battery. Mungy et al.
measured electrical parameter of the photovoltaic concentrator cell under illumina-
tion but he did not get the electronic circuit design. Miguel Goncalves Wanzeller
et al. located the maximum power of the solar array, using a three phase static direct
current converter to alternate current (DC/AC), but he did not consider the temper-
ature. Quasching et al. proposed a mathematical model for description of a photo-
voltaic generator using a numerical algorithm, which was simulated on computer, but
he did not design any electronic circuit.

In this work we developed and experimental method designing an analogical
electronics circuit to get power–voltage and current–voltage (I–V) curves of the
PV module.

2 Proposal Technique

Our proposal takes advantage of the property of electrical auto regulation of the PV
module to get its power and voltage when the module is lighted. An electronic
system of variable resistance is connected to PV module as it is shown in the Fig. 3.
The electric signals of current and voltage are captured by varying the resistance
values. After the current and voltage were processed to obtain the electrical power,
the power and voltage signals are sent to plotter to get the characteristic curve of
power versus voltage. The variable resistance is controlled by an electronic circuit,
which was designed to work from the short circuit condition to the open circuit
condition of the PV module. The electronic control circuit starts by fixing the
resistance values to zero so that the PV module can be fixed in the short circuit

Fig. 2 Power-voltage
theoretical curve of the PV
module
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point. Later the resistance is increased and at the same time the values of current
and voltage are captured. This process is repeated until the resistance reaches high
value (*10 KΩ). In this situation the solar module is fixed in the open circuit
condition, and the I–V characteristics curve of the PV module is obtained.

2.1 Electronic Design

An electronic circuit which uses a MOSFET power transistor and FET integrated
circuit (IC) was designed to reflect variable resistance (Fig. 4). The transistor drains
the current of the PV module but it is driven from IC, then the power transistor
works as an extension of integrated circuit itself. With this form, it is possible to
sweep the current of the module from short to open circuit controlling the input
voltage (Ve). From electronic circuit as shown in Fig. 4, the current from PV
module can be determined, by using the equation given by Eq. 2

Fig. 3 Block diagram of
proposed electronic system

Fig. 4 Block diagram of
current voltage electronic
circuit
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I ¼ Vm� Vsd
Rm

ð2Þ

Sawtooth oscillator circuit (Fig. 5) was designed with low frequency of 0.25 Hz
using analogical and digital integrated circuits [8] to synchronize the I–V curve of
the PV module.

3 Development

An integrated circuit for instrumentation was used to amplify the current and
voltage. A logarithmic integrated circuit to processing the current and voltage for
determining the power also was used. A MOSFET [8] power transistor polarized in
active region reflects a variable electrical resistance, and so it was used to work as a
amplifier. Comparator integrated circuit and transistors of low level signals were
used to generate Sawtooth signal to change the resistance level of the MOSFET
transistor. Printed circuit was designed using Protel software; all the electronics
devises were purchased in Mexico. FET operational amplifiers were used to avoid
information loss. The power transistor was installed on a heat sink to avoid the
damage to the transistor as shown below in Fig. 6.

Fig. 5 Block diagram of
proposed electronic circuit for
obtain the power voltage
curve of PV module

Fig. 6 Developed electronic
circuit
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4 Measurements and Results

Electrical measurement were done on a PV module of 20 W having a PV cell of 3.5
inch diameter manufactured in CINVESTAV-IPN Mexico, which supplies 20 W,
1.1 A and 17 V at the maximum power point. It uses a developed electronic card, a
plotter and a solar simulator calibrated to 960 W/m2 approximately. The waveforms
were obtained from developed electronic circuit (Fig. 7).

The power-voltage curves of PV module of 20 W were obtained from the
developed electronic system for different temperature and the lighting level was
calibrated on 960 W/m2. The experimental results are shown in Fig. 8.

A solar simulator developed in laboratory was used to make the measurements.
The light level can be calibrated by changing the supply voltage of the solar
simulator. The module temperature increased only because of the effect of infrared
light on the solar simulator. After the PV module was put into simulator it was
necessary to wait 12 min approximately to increases the PV module temperature by
10 °C over the room temperature. This phenomenon permits us to get the mea-
surements of I–V and P–V curves of the PV module.

Fig. 7 Waveforms of
developed electronics circuit

Fig. 8 P-V curves of the PV
module measured from the
developed electronic system
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Also the current-voltage curve of the PV module for different temperatures levels
were measured from the designed electronic system using the same conditions. The
results are shown in Fig. 9.

5 Conclusions

From the experimental results, the proposed electronic circuit agrees with the
technical design criteria. An electronic control board for measuring the character-
istic curve of the PV module was designed to obtain the power voltage curves and
the current voltage curves with different temperature levels, having a measurement
error of ±1 % approximately. From the power voltage curves as shown in the Fig. 8,
it is observed that the PV module power reduces with increase in temperature. As
shown in Fig. 9, the current voltage curve of the PV module demonstrates a
decrease in voltage with the temperature which is in contrary to the behavior of the
current. As future research work, an electronic circuit can be designed to measure
the power of the PV module.

Unlike the techniques reported by other researchers regarding photovoltaic cell
and modules, here we propose a different technique for getting the power–voltage
curve of the PV module, using an electronic system based on the use of MOSFET
power transistor, connected to the photovoltaic module. It has an electronic control
circuit for supplying the signal to control the transistor, so that it reflects a variable
resistance at the PV module, and also an electronic circuit to process the electrical
signal and supply the power signal to be plotted.

Fig. 9 PV module I–V
curves to different
temperature levels obtained
with the designed electronic
circuit
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A Robust Control Scheme Against Some
Parametric Uncertainties for the NXT
Ballbot

R.A. García-García and M. Arias-Montiel

Abstract In this work a Linear Matrix Inequalities (LMIs) approach to provide
robustness to an optimal control scheme for the NXT ballbot is proposed. The
mathematical model of the system is obtained taking into account the actuators
dynamics and in this overall model uncertain parameters appear. These uncer-
tainties can affect (in a negative form) the control algorithm performance, so we
define a polytopic model considering some parameters vary within some bounded
sets. This polytopic model is used to synthesize a robust control scheme against
parameters variation using LMIs. Numerical results show a significant improvement
in the closed loop system in comparison with a classic Linear Quadratic Regulator
(LQR) control. Finally, some experimental results are presented to show the via-
bility of implementing the control strategy proposed.

Keywords NXT ballbot � Linear matrix inequalities (LMIs) �Uncertain parameters �
Student paper

1 Introduction

A ballbot is a thin, agile and omnidirectional robot that balances on, and is pro-
pelled by, a single spherical wheel. The system relies on active balancing and thus
is “dynamically stable” [1]. Dynamical characteristics and potential applications
have made ballbot an interesting object of study for engineers and researchers in
automatic control, mechatronics and robotics areas [2–7].
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An experimental platform used in order to study the dynamical behavior of the
ballbot is the LEGO Mindstorms NXT® [8, 9]. LEGO Mindstorms NXT® is a
programmable robotics kit with appropriate characteristics to be used in education
and research activities [10–12].

Yamamoto [9] developed a version of a ballbot, called NXT ballbot, based on a
LEGO Mindstorms NXT® kit. He presented a linearized model of the NXT ballbot
and he proposed a Linear Quadratic Regulator (LQR) in order to achieve the
stabilization of the system in a vertical position. Prieto et al. [8] built a ballbot using
a LEGO Mindstorms NXT® kit with light structural modifications in relation to
Yamamoto’s. In addition, they proposed some procedures in order to obtain actu-
ators parameters and to characterize gyro sensors used to measure angular rate. The
control algorithm used to stabilize the ballbot was a LQR.

In order to control the NXT ballbot, actuators dynamics must be included in the
model. Some authors have reported different values for physical parameters for
NXT servomotors based on experimental tests [8, 9, 13, 14], so the parametric
uncertainties are present and they can affect in a negative form the control algorithm
performance. In this work an LMIs approach to provide robustness against para-
metric uncertainties to a LQR control scheme for the balancing problem in a NXT
ballbot is proposed. A polytopic model considering variations within some bounded
sets for inertial and friction parameters for system actuators is defined. This poly-
topic model is used to synthesize a robust control scheme against these parameters
variations using LMIs. Numerical results are presented to show the significant
improvement in the closed loop system using robust control in comparison with a
classic LQR control. Some experiments were carried out and the obtained results
demonstrate the viability of implementing the robust control strategy proposed.

2 System Description and Modeling

2.1 The NXT Ballbot

In Fig. 1a the mechanical structure for the NXT ballbot is shown. It consists of
standard structural parts, a plastic spherical ball, two wheels and two servomotors,
all of them included in the basic LEGO Mindstorms NXT® kit, and in addition, two
Hitechnic® gyrosensors. The rubber wheels called driven wheels transmit the
motion from the servomotors to the spherical ball in order to vary its rotation axis
and thus, equilibrate the system. Gyrosensors measure pitch and yaw angles rate
and this information is used by the controller to actuate the servomotors providing
the control forces to the closed loop system.
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2.2 The NXT Ballbot Dynamic Model

Dynamic model for NXT ballbot is based on a spherical wheeled inverted pen-
dulum considering that the motions in xy plane and zy plane are decoupled (see
Fig. 1b). Under this assumption, two identical motion equations are obtained, so
only one plane of motion is analyzed. In Fig. 1b NXT ballbot body is modeled as an
inverted pendulum with mass center coordinates xb, yb, mass Mb and mass moment
of inertia Jw. Ms, Js and Rs are the mass, moment of inertia and radius of the
spherical ball, and Mw, Jw and Rw are the mass, moment of inertia and radius of
driven wheels, respectively.

The variables to describe the motion in xy plane are

• w: body inclination angle in relation to vertical axis.
• h: spherical ball angle in relation to vertical axis.
• hs: spherical ball angle due to the contact with the driving wheel.
• hm: driving wheel angle imposed by the actuator.

By inspection of Fig. 1b, the next relationships can be obtained

h ¼ wþ hs ð1Þ

Rxhm ¼ Rshs ð2Þ

Considering h and w as the generalized coordinates and applying the Euler-
Lagrange method, motion equations are given as

Ms þMbð ÞR2
s þ

R2
s

R2
x

Jm þ Jxð Þ þ Js

� �

€hþ MbRsL cosw� R2
s

R2
x
ðJm þ JxÞ

� �

w
::

�MbRsL _w2 sinw ¼ Fh

ð3Þ

(a) (b)

Fig. 1 a Render view of the NXT ballbot; b Schematic diagram for NXT ballbot
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MbRsL cosw� R2
s

R2
x

ðJm þ JxÞ
� �

h
::

þ MbL
2 þ Jw þ R2

s

R2
x

ðJm þ JxÞ
� �

w
::

�MbgL sinw ¼ Fw

ð4Þ

with Jm ¼ moment of inertia of servomotor and g ¼ gravity acceleration constant.
The generalized forces Fh y Fw correspond to servomotor torques and they can

be modeled as

Fh ¼ aea � bð _h� _wÞ ð5Þ

Fw ¼ �aea þ bð _h� _wÞ ð6Þ

with a ¼ kb
Ra
; b ¼ k kpkb

Ra
þ be

� �

, k ¼ Rs
Rw
; kp, is the torque constant, be is the friction

coefficient inside the motor, Ra is the armature resistance, kb is the back electro-
motriz force constant and ea is the input voltage.

As we can see, system model expressed by Eqs. (3) and (4) is non linear. In
order to synthesize a linear control algorithm, this model is linearized about an
equilibrium point [15], i.e. when the NXT ballbot is in vertical position (w ¼ 0).

Linearized model is

ðMs þMbÞR2
s þ

R2
s

R2
x

ðJm þ JxÞ þ Js

� �

h
::

þ MbRsL� R2
s

R2
x

ðJm þ JxÞ
� �

w
::

¼ Fh ð7Þ

MbRsL� R2
s

R2
x
ðJm þ JxÞ

� �

h
::

þ MbL
2 þ Jw þ R2

s

R2
x
ðJm þ JxÞ

� �

w
::

�MbgLw ¼ Fw ð8Þ

2.3 The NXT Ballbot Model in State Space

Equations (7) and (8) can be rewritten in matricial form as

E/
::

þF _/þG/ ¼ Hea ð9Þ

where

/ ¼ h
w

� �

E ¼ ðMs þMbÞR2
s þ k2ðJm þ JxÞ þ Js MbRsL� k2ðJm þ JxÞ

LMbRs � k2ðJm þ JxÞ MbL2 þ Jw þ k2ðJm þ JxÞ
� �
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F ¼ b �b
�b b

� �

; G ¼ 0 0
0 �MbgL

� �

; H ¼ a
�a

� �

:

By defining the state vector x ¼ ½w h _h _w�T and the input u ¼ ea, the NXT
ballbot dynamics (9) can be described in state space form as follows

_x ¼ Axþ Bu ð10Þ

with

A ¼

0 0 1 0
0 0 0 1
0 E12G22

E11E22�E2
12

E12F21�E22F11
E11E22�E2

12

E12F22�E22F12
E11E22�E2

12

0 �E11G22
E11E22�E2

12

E21F11�E11F21
E11E22�E2

12

E21F12�E11F22
E11E22�E2

12

2

6

6

6

4

3

7

7

7

5

; B ¼

0
0

E22H11�E12H21
E11E22�E2

12
E11H21�E21H11
E11E22�E2

12

2

6

6

6

4

3

7

7

7

5

:

3 NXT Ballbot Polytopic Modeling and Control

The LMIs approach is used in system and control theory in order to solve a wide
variety of problems (i.e. construction of quadratic Lyapunov functions for stability
and performance analysis of linear differential inclusions, optimization over an
affine family of transfer matrices, including synthesis of multipliers for analysis of
linear systems with unknown parameters, inverse problem of optimal control,
multicriterion LQG/LQR, etc.). The use of LMIs is based on polytopic models
which can be defined if model matrices include terms with linear dependence of
uncertain parameters and these parameters vary within some bounded sets [16, 17].

Different values for the NXT ballbot actuators (NXT servomotors) have been
reported in literature; some of these values are presented in Table 1.

According to data presented in Table 1, moment of inertia Jm and friction
coefficient be are the parameters with the widest rank of variation, so the polytopic

Table 1 Physical parameters for servomotors reported in literature

Parameter Reference [8] Reference [14] Reference [13] Reference [9]

Ra½X� 4:6 6:85 5:0012 6:69

La½H� 3:7� 10�3 Neglected 1� 10�3 Neglected

Jm½kg �m2� 45� 10�9 ���� 2:4589� 10�6 10� 10�6

be½N �m � s� 1:85� 10�3 1:1278� 10�3 38:745� 10�6 2:2� 10�3

Kp½N�m
A � 0:48 0:3179 0:5246 0:317

Kb½V�s
rad � 0:48 0:46389 0:5246 0:468
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model for the NXT ballbot will be obtained in terms of these two parameter. The
uncertain parameters vector is defined as

q ¼ be Jmð Þ ð11Þ

with the vertices number of resultant polytope L ¼ 4, limited by the minimum and
maximum values

be 2 bemin bemax½ �; Jm 2 Jmmin Jmmax½ � ð12Þ

These uncertain parameters are present in matrices A and B of the Eq. (10), and
these matrices depend on the uncertain parameters in a linear form, so it is possible
to define a polytope with 4 vertices which contains all the possible values for the
uncertain parameters within their minimum and maximum values. The 4 vertices of
polytopic model for matrices A and B can be defined as

Ai ¼

0 0 1 0
0 0 0 1
0 EJm 12G22

EJm 11EJm 22�EJm
2
12

EJm 12Fbe 21�EJm 22Fbe 11
EJm 11EJm 22�EJm

2
12

EJm 12Fbe 22�EJm 22Fbe 12
EJm 11EJm 22�EJm

2
12

0 �EJm 11G22

EJm 11EJm 22�EJm
2
12

EJm 21Fbe 11�EJm 11Fbe 21
EJm 11EJm 22�EJm

2
12

EJm 21Fbe 12�EJm 11Fbe 22
EJm 11EJm 22�EJm

2
12

2

6

6

6

4

3

7

7

7

5

Bi ¼

0
0

EJm 22H11�EJm 12H21

EJm 11EJm 22�EJm
2
12

EJm 11H21�EJm 21H11

EJm 11EJm 22�EJm
2
12

2

6

6

6

4

3

7

7

7

5

; i ¼ 1; . . .; 4 ð13Þ

where values of Jm and be depend on vertex of polytopic model

Jmmin bemin½ � 2 A1;B1;

Jmmin bemax½ � 2 A2;B2;

Jmmax bemin½ � 2 A3;B3;

Jmmax bemax½ � 2 A4;B4:

In order to be able to solve the tracking problem and to assure the error in steady
state converges to zero, another state variable n is added to the polytopic model
which corresponds to integral of position error for variable h. The extended poly-
topic model is expressed by

_xa ¼ Aaxa þ Bauþ 0
1

� �

r ð14Þ
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where r is the reference value to track and

xa ¼ x n½ �T ; Aa ¼ Ai 0
�C 0

� �

; Ba ¼ Bi

0

� �

; C ¼ 1 0 0 0½ �
i ¼ 1; . . .; L:

The extended polytopic model (14) is used to synthesize a LQR control law to
stabilize the NXT ballbot in spite of the uncertainties in inertia and friction
parameters for the actuators by LMI formulations. The augmented gain vector
obtained will be Ka ¼ K Kn½ � with K 2 R

m�n and Kn 2 R.
In order to compare the performance of the LMI-LQR control with the classical

LQR, values for Q and R given by Yamamoto [9] were considered. To obtain the
classical LQR controller gains, Matlab® lqr(A, B, Q, R) function is used.

LQR formulation can be extended to polytopic systems by LMI constrains in
order to provide robustness to the controller against uncertainties in parameters. For
the system described by Eq. (14) the problem consists of finding a control law by
state feedback u ¼ �Kx, so that the next cost function in closed loop can be
minimized

J ¼
Z

1

0

xT QþKTRK
� �

x
� �

dt ð15Þ

Using the trace operator Trð�Þ, which satisfies TrðATBCÞ ¼ TrðBCATÞ, cost
function (15) can be rewritten as

J ¼
Z

1

0

Tr QþKTRK
� �

xxT
� �

dt ¼ Tr QþKTRK
� �

P
� �

where P ¼ R1
0 xxTð Þdt is a symmetric positive definite matrix which satisfies the

constrain

Ai � BiKð ÞPþ P Ai � BiKð ÞTþ I ¼ 0; i ¼ 1; . . .; L: ð16Þ

where subindex i represents each vertex of the polytpic model.
The optimal feedback gain can be obtained by

min
P;K;X

Tr QPð Þ þ Tr Xð Þ
subject to
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P[ 0;

AiPþ PAT
i � BiY� YTBT

i þ I\0;

X R
1
2Y

YTR
1
2 P

" #

[ 0:

ð17Þ

When the constrains given by (17) are solved, the optimal feedback gain for the
robust controller is obtained by K ¼ YP�1 [16–18].

The numerical problem described by constrains in Eq. (17) is solved by Matlab®

LMI Toolbox [19]. Obtained gains controllers are

Klqr ¼ ½�1:504� 10�2 � 1:569� 2:700� 10�2 � 2:325� 10�1 � 7:125� 10�3�
ð18Þ

Klmi�lqr ¼½�7:241� 10�3 � 1:385� 1:808� 10�2 � 2:298� 10�1

� 2:549� 10�3� ð19Þ

The control law is based on full state feedback and it is proposed as follows

u ¼ �Kxa ð20Þ

where K is the gains vector given by Eq. (18) or (19) and xa is the extended vector
state.

4 Numerical and Experimental Results

In order to get some numerical results and to compare the performance of classical
LQR with the LMI-LQR rosbust control scheme, nominal parameters values for the
system given by Yamamoto [9] are considered. First, the extended polytopic model
given by Eq. (14) with nominal parameters values and with the control input given
by (20) is numerically solved. In Fig. 2a–b, a comparison of closed loop system
response for classical non robust LQR and for the robust LMI-LQR control is
presented. As we can observe, in this case there is not any significant difference in
the response of the four state variables. Something similar can be noted in the
control effort shown in Fig. 2c.

Now, we explore the variation in control performance when inertial and friction
parameters of the actuators change using some vertices of the extended polytopic
model which represent the extreme values (minimum or maximum) for the
uncertain parameters, given in Table 1. In Fig. 3a–b closed loop system response
for vertice 3 (i.e. matrices A3 and B3) of the extended polytopic model is depicted.
The comparison between the non robust LQR and the robust LMI-LQR control
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shows the first one is not able to stabilize the NXT ballbot, at around 4s the system
falls down losing the equilibrium. In Fig. 3c the voltage input obtained from each
controller is shown. A similar behavior is obtained at the other three vertices.
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Fig. 2 State variables and control effort of the closed loop system with nominal parameters
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Fig. 3 State variables and control effort of the closed loop system for vertice 3 of the extended
polytopic model
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In order to demonstrate the viability of practically applying the robust control
scheme proposed, some experiments were carried out. Data were acquired by gy-
rosensors in both planes of motion. Data acquisition was carried out by transfer
information in real time via bluetooth from NXT brick to a personal computer
equiped with Simulink® Support Package for LEGO MINDSTORMS NXT®

hardware.
Experimental results for the state variables and for the measured input voltage

are presented in Fig. 4.
It is important to mention that implemented controllers were tuned with gains

given by (18) and (19) and we were not able to physically vary the inertial and
friction parameters for the actuators, so that the experimental results presented are
equivalent to numerical results for the nominal model shown in Fig. 2. In Fig. 4a we
can observe the response oscilates around h ¼ 0. This means ballbot needs dis-
placements in zx plane in order to get the vertical equilibrium. This effect can be
reduced by increasing the available control effort limited by LMI constraints.

5 Conclusions

Because of its potential applications, ballbot system is an interesting object of study
for engineers and researchers in automatic control, mechatronics and robotics areas.
In this paper a robust control scheme against parametric uncertainty for a ballbot
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Fig. 4 Experimental response in the xy plane
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system was proposed. Robust controller is based on a optimal linear quadratic
regulator (LQR) in combination with linear matrix inequalities (LMIs) theory which
uses a polytopic model in order to consider the rank variation for some parameter
values. Numerical results show an important improvement in the closed loop sys-
tem behavior of the robust controller in comparison with the classical LQR reported
in literature when the system parameters values change. In order to prove the
dynamic behavior of the proposed control scheme, we use the experimental plat-
form LEGO Mindstorms NXT® kit to built a ballbot system. Experimental results
show the viability of practical implementation of the robust control based on LMIs
approach. This control scheme can be extended in order to include uncertainties in
other system parameters and even to take into account the disturbance rejection
problem.
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Fuzzy Logic Control on FPGA Using
LabVIEW

Juan Carlos García-Montalva, Jesús de la Cruz-Alejo
and Jorge Díaz-Salgado

Abstract We implement a fuzzy logic control algorithm on a Nexys 3 FPGA board
that uses coding look-up tables on VHDL which is generated by an application
developed in LabVIEW. The algorithm used in this work is based on alpha-levels.
This technique reduces execution time and simplifies VHDL programming. In
addition, it is possible to use any shape of membership sets, although only trian-
gular trapezoidal and gaussian are tested. Also, LabVIEW application helps in
verifying each block of the system through boolean, numeric and graph indicators.
Further, using look-up tables avoids the necessity of VHDL coded while loops. The
system uses a max-min Mamdani inference mechanism. In Nexys 3 FPGA board
COSAA defuzzification method [2] is implemented. Crisp output values are com-
pared with those obtained with MATLAB Fuzzy Logic Tool Box. Results have
very little variation.

Keywords VHDL � Fuzzy logic � Labview � FPGA � Look-up tables � Mamdani

1 Introduction

Currently, the use of fuzzy logic based controllers have been spreading significantly
in mechatronic systems, especially in robotics, due to their effectiveness for mod-
eling human expertise, using common sense rules [1, 2]. Fuzzy Logic Systems
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(FLS) are capable to provide robust controllers for mathematically ill-defined
systems even if they are nonlinear, time varying and complex [3, 4]. Fuzzy logic
systems provides advantages over traditional methods, in the sense of mathematical
dispense systems analysis [5]. On the other hand, most of the architectures for the
design of fuzzy systems are implemented in digital mode through dedicated fuzzy
circuits or Application Specific Integrated Circuits, (ASICs). FPGAs are hardware
devices used as user-programmable ASICs [6]. They are able to deal with complex
engineering problems in real-time operation. However, because the systems nec-
essary to implement fuzzy operations in programmable logic devices consume a lot
of hardware (multiplication, division, powers), programming in hardware descrip-
tion language is a major challenge [1]. An alternative to the programming, is using
an application developed in LabVIEW. The description can be step by step
approach using programming structures and existing data types in LabVIEW. In
this paper, an FPGA implementation of digital fuzzy logic system is reported with
modular design concept based on LabVIEW [7]. Also, the use of lookup tables
simplifies programming in addition to avoiding the use of while loops that do not
adequately synthesized into FPGA devices. Another advantage is the reduction of
the execution time by not having to calculate each value of membership each time
an input value is obtained. The system is capable of 8 bits resolution with total 256
alpha levels. In Sect. 2, a fuzzy logic-based unified theory and LabVIEW is
introduced for the system. In Sect. 3, experimental results are reported. Conclusions
are described in Sect. 4.

2 Fuzzy Logic System

The block diagram of a Mamdani fuzzy system is illustrated in Fig. 1 [1]. Fuzz-
ification stage is responsible for converting the crisp input data into a fuzzy data
with a membership degree in one or more membership functions. Inference step is
responsible for determining, using the rule base, the conclusion of the input rule,
while defuzzification stage is responsible for converting the result to a continuous
value.

Figure 2 shows the block diagram of the overall system implemented in the
FPGA board. Since both inputs are DC voltage signals, it is necessary to pass them
through an ADC which provides addresses for the look-up tables that contain the
membership values of each fuzzy set. Values found are stored in weight vectors and
subsequently implicated with the max-min mechanism. Later, alpha-levels are taken
from another look-up table and aggregation is performed. Finally, the rigid output
value is obtained by center of slice area average (COSAA) method and turned into
DC voltage using an external DAC.
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2.1 Fuzzification

VHDL coded look-up tables of membership values for each set are generated by
LabVIEW based application which is capable to obtain values for three types of
sets: triangular, trapezoidal and gaussian (although any type function can be used).

An iterative structure increases a variable from zero to 2^(n − 1) (n is the number
of bits used to represent the universe of discourse); which is used as an argument of
the selected membership function. Figure 3a shows the flowchart of the process for
a trapezoidal set and Fig. 3b shows this algorithm implemented on the LabVIEW
based application.

In fuzzification step, α-levels represent the membership values of each function.
Each α-level is defined by four parameters: M is the name of the membership
function; i is the height, represents the membership value in M, whose maximum
value is I ¼ 2m � 1; ai0 and a

i
f are the initial and the final points over the universe of

discourse for the membership value i. The α-levels for each continuous value input,

Fig. 1 Block diagram of Mamdani fuzzy system

Fig. 2 Block diagram of the Mamdani FLS algorithm implemented on Nexys 3 FPGA board
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provide the points where the input value falls in one or more membership functions
(Fig. 4). The base of each fuzzy set is found by ai0 and af0, whose membership value
is zero. This values, are especially useful because they allow to know if the value of
the input signal belongs to a given fuzzy set [1].

Weight vectors w1 and w2 which store the membership grades corresponding to
every input fuzzy set and its length corresponds the number of sets in the universe
of discourse of each input [1].

LabVIEW application converts membership values for each possible entry, in
strings of binary numbers and exports data to a text file (Fig. 5a). Data in the text
file contains binary words of 40 bits (8 bits for each set) as shown in Fig. 5b.

Fig. 3 a Flow chart for the generation of trapezoidal MF. b Loop in LabVIEW to generate
membership functions

Fig. 4 Alpha-levels of a
fuzzy set
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2.2 Inference

In this fuzzy logic implementation a Mamdani max-min implication mechanism is
used for two inputs (denoted by x and y) and one output (denoted by z) (Fig. 6a).

The inference matrix is built by interpolating weight vectors w1 and w2, with
min operator as Eq. (1) shows.

inferencematrixi; j = T(w1,w2) ð1Þ

The vector below in Fig. 6b stores maximum values in each column. These
values are necessary to build the output aggregated function.

To avoid while loops in VHDL programming, look-up table containing α-levels
are used, thus only defuzzification and aggregation stages need to be calculated.
This way all iterations with fixed number are performed, (for loops) [8].

Fig. 5 VHDL coded look-up tables generated by LabVIEW application. a LabVIEW code. b Text
file

Fig. 6 aMamdani inference system using the max-min implication. b Matrix built implicating w1

and w2 vectors with max-min operators
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2.3 Aggregation

To make a comparison between aggregation points where the membership function
is flat (α-levels), the output is obtained through a sweep from left to right in each
set, as shown in the flowchart in Fig. 7a.

When it is greater or equal to α-level, the value is stored in zA0 for the α-level of
the initial value and zAF for the α-level of final value (Fig. 7a). These values are
used in the stage of defuzzification.

If the membership value is in the range delimited by the α-levels, the MF will
have a value of 1, otherwise the value of the aggregate function is the value of the
MF output of each set which is contained in yAagg array.

Finally, to assemble the aggregate function values are compared and the greatest
in all membership functions is chosen and stored in yagg array (Fig. 7b).

2.4 Defuzzification

Rigid value on FPGA is obtained using COSAA (Center of Slices of Area Average)
method which is faster than COG (Center of Gravity), but is less exact. It is
described by Eq. (2).

Fig. 7 a Algorithm used to build aggregated function. b Plot in LabVIEW
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COSAA ¼
Pamax

i¼0
xa i

f
�xa i

0
2 þ xa i0

h i

amax

ð2Þ

3 Experimental Results

To test the performance of the fuzzy logic algorithm implemented on the FPGA
board we use the application developed in LabVIEW as well as Matlab Fuzzy
Toolbox as references. Table 1 values were used to set the parameters of the inputs
and output fuzzy sets.

The response for each combination of inputs (x and y) is plotted in a tridi-
mensional graph. Figure 8 shows the graph plotted with Matlab Fuzzy Toolbox
while Fig. 9 shows the plot in LabVIEW application. It can be seen that both graphs
have very similar shapes. LabVIEW application front panel (Fig. 10) simulate the x
and y inputs. Each control ranges from 0 to 255, assuming 8 bits are used for each
binary input word. The output is represented by a boolean array of 8 LEDs, Front
panel shows the output crisp value obtained by two defuzzification methods: COG
and COSAA. Table 2 shows a comparison between crisp values obtained in the
FPGA board, LabVIEW application and Matlab Fuzzy Toolbox. To test the
COSAA performance on FPGA, input x is fixed in 176 and y input is swept from 0
to 255. It can be seen that COSAA algorithm running on FPGA board provides
crisp values very approximated to those ones obtained by the LabVIEW application
and Matlab Fuzzy Logic Toolbox using COG defuzzification method.

Table 1 Parameters of the fuzzy sets used for experimental tests

Conj Trapezoidal Triangular Triangular Triangular Trapezoidal

X 0,0,50,70 65,90,115 110,140,170 165,190,215 200,225,255,255

Y 0,0,45,68 60,85,120 115,150,180 170,200,220 210,235,255,255

Z 0,0,55,69 60,85,120 120,150,170 160,200,230 212,231,255,255

Fig. 8 3D graph plotted in Matlab

Fuzzy Logic Control on FPGA Using LabVIEW 267



Fig. 9 3D graph plotted in
LabVIEW

Fig. 10 Front panel in
LabVIEW based application
that helps in verifying the
output crisp value for each
inputs combination
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This FPGA implementation uses only 1 % of the available slices, 1 % of the
available lookup tables (LUTs) and 3 % of input-output blocks (IOBs), see Table 3.

Also, mean square error was obtained applying (5) to data shown in Table 2.

MSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

N

i¼1
ðCOSAAFPGA � COGMLFTBÞ2

N

v

u

u

u

t

ð5Þ

Table 2 COSAA versus COG method comparison

Y COSAA FPGA COSAA LV COG LV COG MLTB

0 31 31 32.729 32.7

10 31 31 32.729 32.7

20 31 31 32.729 32.7

30 31 31 32.729 32.7

40 31 31 32.729 32.7

50 31 31 32.729 32.7

60 32 32 33.0369 33.1

70 88 88 89.0837 89.1

80 88 87.5 89.0023 89.0

90 88 87.5 89.0023 89.0

100 88 87.5 89.0023 89.0

110 88 89 89.3332 89.3

120 145 146 145.338 145.0

130 147 147 145.959 146.0

140 147 147.5 145.983 146.0

150 147 147.5 145.983 146.0

160 147 147.5 145.983 146.0

170 146 146.5 145.763 146.0

180 196 197 195.791 196.0

190 197 197 196.008 196.0

200 197 197 196.008 196.0

210 197 197 196.008 196.0

220 237 237.5 235.596 236.0

230 237 238 235.77 236.0

240 237 238 235.77 236.0

250 237 238 235.77 236.0

255 237 238 235.77 236.0
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Thus, MSE for the data in Table 2 is 1.66 which is very acceptable considering
that COSAA method do not use iterations to obtain the crisp value. The average
processing time is 52 us. This value was obtained using a triangular low frequency
signal and taking the time it takes to generate an output FLC.

4 Conclusions

This work presents an approach for the implementation of a fuzzy logic controller
on an FPGA board using VHDL coded look up tables which simplifies the VHDL
programming.

The application developed in LabVIEW effectively generates look-up tables for
Mamdani fuzzy model implementation in FPGAs. Moreover it was very helpful to
verify each stage of the system.

Although COSAA defuzzification method (Center of Slice Area Average) pro-
vides a less-exact rigid value than COG (Centroid of Gravity), it requires fewer
computations, and therefore improves the execution time, so it is a good choice
when a hardware fuzzy system implementation is needed.

Crisp values obtained using COSAA method in FPGA are according to those
ones obtained using COG in Matlab Fuzzy Toolbox.

Since this fuzzy logic system approach is thought as a general purpose con-
troller, can have a lot of applications in many fields, especially in mechatronics due
to their intrinsic real-time operation requirements.
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High-Order Sliding Modes Based
Linearization: An Application to Roll
Autopilot

J. Davila, A. Monsivais and A. Mosqueda

Abstract The high-order sliding modes are applied for system linearization of a
class of nonlinear systems. The nonlinearites of the system are treated as bounded
external disturbances acting on a linear system. A standard controller is designed
for the linearized system. The robust controller is composed by two terms: first, a
linear controller, that provides desired performance is designed for the linear system
in the absence of perturbations; second, a nonlinear compensation term, designed
using the high-order sliding-modes techniques, is used to compensate the pertur-
bations that affect the linear system. The workability of the proposed controller is
illustrated with the design of a roll autopilot for a missile.

Keywords Roll control � High-order sliding-modes � Sub-optimal control

1 Introduction

The design of controllers for nonlinear systems is limited for the impossibility of
integrate performance restrictions given the nonlinear nature of the system. This
important restriction is very important for the aerospace applications. Sliding mode
control is known as an effective technique to deal with perturbed or uncertain
systems, the application of sliding mode control techniques is restricted by the
appearance of the chattering effect.

The High-Order Sliding-Modes techniques mitigates the application problems
related to standard sliding-modes by reducing the switching frequency needed to
maintain the sliding motion. The High-order sliding-modes techniques have already
been applied to flight control problems with satisfactory results. In [1] a sliding
modes based control is designed using two control loops, the proposed control
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ensures asymptotic tracking of the command deflections. The smooth second-order
sliding-modes is applied for missile guidance in [2]. The dynamic sliding-manifolds
technique is applied in combination with a transformation for stabilization of
nonminimum phase aircrafts in the work by [3]. Recently [4] developed a second
order sliding-modes based black-box control for signal tracking, the proposed
controller is tested in simulations with a 6-DOF UAV model.

An alternative to obtain the characteristic robustness of the sliding-modes,
without applying directly the discontinuous control signals on the system, is the use
of these techniques for the design of estimation algorithms. The main advantages of
the observers basing on high-order sliding-modes is their robustness against
external perturbations [5, 6], and that they bring the possibility of exploit the
equivalent output injection for the designing of the identification algorithms for the
disturbances.

The combination of sliding-mode control techniques with conventional control
has allowed the development of robust control algorithms that are capable to solve
the stabilization problem under uncertain conditions. In [7] a Linear Quadratic
Regulator is applied to stabilize a nonlinear affine system using a compensation
term generated by the use of integral sliding modes. In [8] the high-order sliding
mode based hierarchical observer is applied to identify disturbances acting on a
perturbed system, the identified signal is used to add robustness to the smooth
control signal generated by standard feedback control. A backstepping design that
combines the high-order sliding modes differentiator and the feedback linearization
is proposed in [9].

In [10] the general model of an autopilot for tactical missiles is proposed. In this
article, the dynamic of the missile is spliced into two decoupled dynamics. In one
side the first order rigid body effect is considered; while by the other side, the
dynamic corresponding to the flexible body dynamics is considered. Using this
model, in [11] a robust autopilot is proposed using a Linear Quadratic Regulator
with a compensation term designed using the methodology proposed in [12].

In this paper, a robust controller is designed for a class of nonlinear systems. The
proposed controller is composed by two terms: A linear controller capable to satisfy
the desired performance for the a linearized version of system. A nonlinear com-
pensation term, designed using the high-order sliding-mode observer, that is used to
compensate the nonlinear part of the system seen as an external disturbance
affecting the linear system.

The structure of the paper is the following: In Sect. 2, the class of systems under
study is defined. A linear representation of the system is presented in Sect. 3. The
proposed controller is presented in Sect. 4. A linear controller is proposed, in
particular a Linear Quadratic Regulator is designed in Sect. 4.1. The high-order
sliding-modes based compensation term is designed in Sect. 4.2. The proposed
methodology is applied to the roll autopilot design in Sect. 5. Section 6 provides
conclusions to this study.
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2 Problem Statement

Let us consider the class of nonlinear systems given in the following form:

qðnþ1Þ ¼ FðqðnÞ; qðn�1Þ; . . .; qÞ þ u ð1Þ

where q 2 R is the generalized coordinate and u 2 R is the control the nonlinear
function f : Rn ! R is a bounded and Lebesgue measurable function. It is
important to remark that given the consideration on the function f, the considered
class of nonlinear systems are Bounded Input—Bounded State systems.

Differential equations are understood in the Filippov sense (see [13]) in order to
provide for the possibility to use discontinuous signals in controls. Filippov solu-
tions coincide with the usual solutions, when the right-hand sides are Lipschitzian.
It is assumed also that all considered inputs allow the existence of solutions and
their extension to the whole semi-axis t ≥ 0.

The aim of this article is to provide regulation for the variable q of the nonlinear
system (1) by means of a linear controller ensuring satisfaction of linear perfor-
mances after a finite-time transient.

3 Linear Representation

Let us consider the following state-space form

_x ¼ Axþ Buþ Df ð2Þ

y ¼ Cx ð3Þ

where x 2 R
n is the state vector, y 2 R is the system output and u 2 R is the control

signal. The nonlinear function f 2 R is composed by the nonlinearities of the
system and is defined as:

f ¼ Fðxn; xn�1; . . .; xÞ � Ax ð4Þ

The matrices B, C, and D are defined as

C ¼ 1 01�ðn�1Þ
� �

B ¼ 0ðn�1Þ
1

� �

D ¼ 0ðn�1Þ
1

� �

The matrix A is chosen arbitrarily such that the following assumption are
satisfied.
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The Rosenbrock matrix of the triplet {A, C, D} is defined as:

RðsÞ ¼ sIn � A �D
C 0

� �

ð5Þ

The invariant zeros of the triplet {A, C, D} are given by the points s0 for which
the Rosenbrock matrix R(s0) loses rank.

Assumption 1 The triplet {A, C, D} does not have invariant zeros.

Assumption 2 The perturbation signal f satisfies

jjf jj1 � fþ

for a known scalar fþ [ 0, here jj � jj1 denotes the infinite norm.

Notice that the last assumption is always satisfied given the considered class of
nonlinear systems.

Assumption 3 The control distribution matrix B and the disturbance term Df
satisfy:

Df 2 span B

Differential equations are understood in the Filippov sense [13] in order to
provide for the possibility to use discontinuous signals in controls. Filippov solu-
tions coincide with the usual solutions, when the right-hand sides are Lipschitzian.
It is assumed also that all considered inputs allow the existence of solutions and
their extension to the whole semi-axis t ≥ 0.

The aim of this paper is designing a Linear Quadratic Regulator algorithm that
can stabilize the state of the system (2)–(3) even in the presence of the disturbances
vector f.

4 Robust Linear Quadratic Regulator Design

The proposed controller is composed by two signals. The first one, is used to
provide for optimal stabilization the nominal system, while the second one is
designed to guarantee robustness against the perturbation f. The control takes the
following form

u ¼ u1 þ u2 ð6Þ

where u1 and u2 will be designed below.
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4.1 Linear Quadratic Regulator

The Linear Quadratic Regulator is designed to minimize a quadratic performance
index of the form

J ¼
Z

1

0

xTQxþ uT1Ru1
� �

dt

where Q� 0 and R[ 0 are weights to be chosen. The resulting is an optimal
control law given by:

u1 ¼ �Kx ð7Þ

where the gain K is computed as K ¼ R�1BTP, where P is computed as the solution
of the matrix algebraic Riccati equation

PAþ ATP� PBR�1BTPþ Q ¼ 0

By an appropriate selection of matrixes Q and R, one can obtain the desired
performance. This optimal controller is usually applied to solve a wide variety of
problems, as for example, this controller is an usual tool for the design of autopilots.

4.2 High Order Sliding Modes Based Compensator

Under Assumption 1 the system (2), (3) is strongly observable (to see a deeper
study about strong detectability, the reader can refer, for example, to the tutorial
book [14]). This assumption allows us to reconstruct exactly and in a finite-time the
state, even in the presence of the disturbance f [15].

With this aim, an observer which is based on the high-order sliding modes is
proposed as:

_z ¼ Azþ Buþ Lðy� yzÞ
ey ¼ y� yz

x̂ ¼ zþ U�1tðeyÞ
ð8Þ

where the matrix U takes the form
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U ¼
C

CðA� LCÞ
..
.

CðA� LCÞn�1

2

6

6

6

4

3

7

7

7

5

the compensation term tðeyÞ is composed by the variables

tðeyÞ ¼ t1 t2 � � � tn½ �

where the components of the vector ti i ¼ 1; . . .; n, and the additional variable tnþ1

are taken from the high order sliding mode differentiator [16] given by:

_t1 ¼w1

w1 ¼ � anþ1M
1=ðnþ1Þjt1 � eyjn=ðnþ1Þsignðt1 � eyÞ þ t2

_t2 ¼w2

w2 ¼ � anM
1=njt2 � w1jðn�1Þ=nsignðt2 � w1Þ þ t3

..

.

_tn ¼wn

wn ¼ � a2M
1=2jtn � wn�1j1=2signðtn � wn�1Þ þ tnþ1

_tnþ1 ¼ � a1M signðvnþ1 � wnÞ

ð9Þ

where the parameter M is chosen sufficiently large, in particular M[ jdjfþ, where
d ¼ CðA� LCÞn�1D. The constants αi are chosen recursively sufficiently large as
in [16]. In particular, one of the possible choices is α1 = 1.1, α2 = 1.5, α3 = 2, α4 = 3,
α5 = 5, α6 = 8, which is sufficient for n ≤ 6. Note that (9) has a recursive form,
useful for the parameter adjustment. In any computer realization one has to cal-
culate the internal auxiliary variables tj and wj, j ¼ 1; . . .; n, using only the
simultaneously-sampled current values of ey and tj.

The auxiliary output estimation error ey and its first n derivatives take the fol-
lowing form

ey ¼ y� Cz ¼ Cðx� zÞ
_ey ¼ CðA� LCÞðx� zÞ

..

.

eðnÞy ¼ CðA� LCÞnðx� zÞ þ CðA� LCÞn�1Df

On the other hand, the high order sliding mode differentiator (9) brings an
estimation of the derivatives up to order n − 1. Hence, after the convergence of the
differentiator, the derivative of order n satisfies:
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� a2M1=2jtn � wn�1j1=2signðtn � wn�1Þ þ tnþ1 ¼
CðA� LCÞnðx� zÞ þ CðA� LCÞn�1Df

Thus, the following equality holds after a finite time transient

tnþ1 ¼ CðA� LCÞnðx� zÞ þ CðA� LCÞn�1Df : ð10Þ

The Eq. (10) is called the equivalent output injection. Given the properties of the
differentiator (9), tnþ1 is a continuous term.

The perturbation f can be identified through the equivalent output injection as:

f̂ ¼ CðA� LCÞn�1D
� 	�1

tnþ1 � CðA� LCÞnU�1tðeyÞ
� �

Notice that CðA� LCÞn�1D 6¼ 0 otherwise no perturbations affects the system.
The control term that provides robustness against the disturbance f is proposed as

u2 ¼ Hf̂ ð11Þ

where the matrix H is computed as H ¼ BþD, the matrix Bþ is the Moore-Penrose
left pseudoinverse of B, i.e., Bþ ¼ ðBTBÞ�1BT .

Theorem 1 Be the system (2)–(3). Under Assumptions 1–3 the controller (6)
provides suboptimal exact regulation under the presence of external perturbations.

5 Application to the Robust Roll Autopilot Design

A wide variety of missiles possesses a cruciform configuration which brings to
them a high accuracy and quick manoeuvering in any direction. However, the
inherent instability of the roll yields in undesirable rolling motions that degrades the
performance. To overcome this problem, the roll autopilots are proposed (see [10,
11]). The main objective of the above mentioned controllers is to maintain the
attitude of the missile under system variations and external disturbances.

The block diagram of the missile roll dynamic is shown in Fig. 1. describe
external perturbations.

The airframe flexibility is considered in the flexible body dynamics block.
External disturbances dext are used to

The control is designed disregarding the flexible body effects and the external
disturbances. In this sense, for analysis proposes, the flexible body dynamics,
external perturbations and any other coupling effect derived from the pitch and yaw
motions are concentrated in a single term, f. The state equations of the system can
be written as:
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_x ¼ Axþ Buþ Df

y ¼ Cx

where the matrices A, B and C take the following form

A ¼

0 1 0 0

0 0 1 0

0 0 0 1

�a3 �a2 �a1 �a0

2

6

6

6

4

3

7

7

7

5

; B ¼

0

0

0

b

2

6

6

6

4

3

7

7

7

5

; D ¼

0

0

0

1

2

6

6

6

4

3

7

7

7

5

C ¼ 1 0 0 0½ �
where a0 ¼ 2fAxA þ xRR, a1 ¼ 2fAxAxRR þ x2

A a2 ¼ x2
AxRR, a3 ¼ 0, b ¼ x2

AKd.
The parameters are given in the (Table 1):
For simulation purposes, the perturbation is given by:

dext ¼ 54600þ 50000 sinðsinðtÞ sinð0:1tÞ þ 0:2Þ

The weighting matrices Q and R are the same as in [10]:

Q ¼

1
/2
max

0 0 0

0 1
_/2
max

0 0

0 0 0 0
0 0 0 0

2

6

6

6

4

3

7

7

7

5

R ¼ 1

d2cðmaxÞ

" #

where /max;
_/max; dcðmaxÞ are the maximal permissible values of the respective

variables.
Using the solution of the algebraic Matrix Riccati equation, the gain K for the

controller (7) is given by

K ¼ 3 0:1286 0:001 0½ �

The eigenvalues of matrix A are 0; � 2; � 65þ 75:9934i; � 65� 75:9934i,
notice that the system is marginally stable. The Luenberger gain of the observer is

Fig. 1 System block diagram
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designed to obtain a stable estimation error. The gain L is chosen to place the roots
of the estimation error dynamics matrix ðA� LCÞ in −40, −41, −42, −43, as

L ¼
34
�4417
499890
�18385220

2

6

6

4

3

7

7

5

Using the compensated system matrix ðA� LCÞ, the matrix U is given by:

U ¼
1 0 0 0
�34 1 0 0
5573 �34 1 0
�839550 5573 �34 1

2

6

6

4

3

7

7

5

The high-order sliding mode differentiator takes the form:

_t1 ¼ w1 ¼ �a5M
1=5jv1 � eyj4=5signðt1 � eyÞ þ t2

_t2 ¼ w2 ¼ �a4M
1=4jt2 � w1j3=4signðt2 � w1Þ þ t3

_t3 ¼ w3 ¼ �a3M
1=3jt3 � w2j2=3signðt3 � w2Þ þ t4

_t4 ¼ w4 ¼ �a2M
1=2jt4 � w3j1=2signðt4 � w3Þ þ t5

_t5 ¼ �a1M signðt5 � w4Þ

where the gains are chosen as α1 = 1.1, α2 = 1.5, α3 = 2, α4 = 3, α5 = 5 and
M = 2000.

The control signal (6) is given by u ¼ �Kx̂þ Hf̂ , where

Table 1 System parameters

Symbol Variable Value

xRR Roll rate bandwidth 2 rad/s

Kd Fin effectiveness 9000 1/s2

xA Actuator bandwidth 100 rad/s

fA Actuator damping 0.65

x1 Torsional mode frequency 250 rad/s

f1 Torsional mode damping 0.01

K1 Torsional mode gain −0.0000129

/max Maximum desired roll angle 10
_/max

Maximum desired roll rate 300 deg/s

dcðmaxÞ Maximum desired fin deflection 30°
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H ¼ 0 0 0 0:1111� 10�7
� �

The convergence of the roll angle ϕ to zero after a finite time transient is shown
in the Fig. 2, left. Deflection of the ailerons δ and its ratio are presented in the
Fig. 2, right. The perturbation identification ŵ is shown in Fig. 3.

The results obtained with the proposed methodology are compared with a
standard Linear Quadratic Regulator. With this aim, the control signal takes the
form:

u ¼ �Kx

The roll angle and a zoom on the graphic using the standard Linear Quadratic
Regulator are shown in the Fig. 4, left. In comparison with the standard Linear
Quadratic Regulator, the robust Linear Quadratic Regulator is exact with respect to
the coordinate ϕ. The aileron deflection δ for the standard Linear Quadratic
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Fig. 2 Left Roll angle ϕ (above) and a zoom on the image (below) for the robust LQR controller.
Right Aileron Deflections δ for the robust LQR controller
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Regulator is shown in the Fig. 4, right. Notice that after 2.5 s, the deflections
obtained for both controllers are very similar, then the most important contribution
of the nonlinear compensation term takes place during the transient.

6 Conclusions

In this paper a controller for a class of nonlinear systems is proposed. The controller
is composed of two terms. The first term is a linear regulator that allows the
stabilization of the system satisfying linear performance criterions, while the second
term is defined using high-order sliding-mode based compensation providing the
cancelation of the nonlinear behavior of the system after a finite-time transient. The
proposed method is illustrated by means of the design of a roll autopilot for a
missile model. The robustness of the proposed controller is shown in simulations.
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Proposal of Automated Inspection Using
Camera in Process of VIN Validation

L.R.S. Souza, R.M.M. Oliveira and M.H. Stoppa

Abstract After recording the Vehicle Identification Number (VIN) on the chassis,
a procedure of validation is indispensable, to ensure that the code be correctly
recorded. The automotive sector utilizes this constantly, trying to eliminate mis-
takes, once that the VIN is utilized in world scale and these errors bring many
troubles to the consumers, and consequently for the brand. In some cases, it is not
available, the minimum requirements of reliability necessary for the inspection
process. In cases where the inspection is performed manually, with an operator
making a visual conferencing, there is risk of commercialize a vehicle with a
different VIN of the one contained in the documents, owing a human mistake. This
paper proposes the automation of the inspection process, using computational
vision in data validation transcribed to the chassis, and low-cost components to read
the VIN recorded in the chassis, comparing it to the previously authorized code, to
increasing the quality control and avoiding future problems. We subject the system
to experimental tests and find efficiencies in the inspection recording VIN. We
increased reliability in the process, including a pre-validation of the code to be
recorded, where the machine is not authorized to perform recording without
requirements validated.

Keywords Computer vision � Image processing � Automated inspection � Pattern
recognition � VIN recording
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1 Introduction

Globally is used the standard VIN (Vehicle Identification Number) for vehicle
identification [1]. The sequence of numbers is constituted by seventeen characters,
which determines the manufacture country, year of production, model, and others
vehicle informations [2].

Handled with great care by the manufacturers, the VIN registered on the chassis
is one of the most important information of vehicle. Through it, government can
emit all necessary documents for the vehicle carryover on the urban roads. Once the
VIN numbers is compromised, the owner of a vehicle needs to re-write it, in an
appropriated and authorized government agency. The procedure is bureaucratic and
not simple to be performed, always demanding reports and authorizations. Adul-
terate the VIN is a criminal business, however there are effective methods to inhibit
this crime, such as based on microdots, which uses nanotechnology to authenticate
the code, avoiding falsifications [1].

Buying a vehicle with a compromised VIN is so bad as buying one with VIN
recorded incorrectly. The paper here presents a proposal that avoids this last type of
incident. Currently, many companies adopt conventional methods for inspect the
recorded VIN, especially the visual conferencing by human. In the traditional
process, after the VIN recording, a person responsible for the code conference,
compares the barcode label and the code recorded on the chassis, copying the VIN
using a graphite over a sheet of paper. After the first hours of inspection, the level of
reliability decreases significantly, certainly due to fatigue, stress, physical, emo-
tional problems, and the repeatability [3]. Thus, the conference proceeding becomes
inefficient. There are approaches that consider only the VIN image analysis [4].
However, this paper proposes a system which besides to do this, also implements
the system validation, integrating different software.

Using a conventional camera (webcam), of low cost, and including concepts of
image processing and computer vision, the paper presents a method of automated
visual inspection for validate the process of chassis recording. Besides ensuring
reliability and efficiency, replacing the manual procedure, the proposal also includes
a pre-conference of code to be written on the chassis, preventing erroneous records.

2 Method Description

Usually recording the VIN is made by a punching machine, that receives the data
and performs the markings on the vehicle chassis. With a barcode’s reader, the data
are inputted on the machine. The reader streamlines to the recording process,
however can infer information that are not expected, due to printing problems,
standardization, dirt or wrinkled label. Any problem in the barcode label causes
variation in the reading moment and so an incorrect recording. Generally the labels
are printed in fragile materials, and not much safe [5].
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Identify variations or errors in the process of VIN recording, prevents the use the
chassis, which must be destroyed. There are no possibilities for markdowns or
corrections. There are cases where the human limitations, prevents him or her to
detected the error, causing major problems. Once identified the error in chassis, the
consumer may go through embarrassing situations, for example, explain the legality
of the vehicle. Any evidence of adulteration of the VIN is considered a crime and to
prove to a court that the vehicle was acquired under these conditions, is rather
difficult.

The companies did not disclose these types of recording errors and their con-
sequences, yet when this becomes public, many internal and external disorders are
generally accompanied by substantial financial compensation to the consumer.

2.1 Current Process

In the usual process (Fig. 1), as soon as the operator receive the list of VIN
sequence to be recorded, he verifies codes which were been recorded. After read the
barcode label and record the VIN on the chassis, the label is attached to the vehicle
inspection formulary, accompanying it over the assembly line. When the label is
read, the barcode reader sends the information directly to the punching machine,
which performs recording when the operator authorizes it. Completed the recording,
the operator verifies visually the sequence of seventeen digits, comparing the label
and the VIN recorded. After each recording, the operator catch a VIN’s image is
recorded over the chassis, using a piece of paper and rubbing the graphite over the
VIN. This is necessary for future conferences.

2.2 Proposal Process

The devices used in this experiment were a notebook with 4 GB of RAM, Intel core
i3 M350 processor with frequency of 2.27 GHz and a hard drive of 640 GB. The
operating system used was a Windows® 8 Pro with 64 bits. Also were used a
Microsoft webcam, with resolution of 640 × 480/1280 × 720. For the development

Fig. 1 Current process of VIN recording
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were used the following tools: Visual Studio 2012 Express Edition, for imple-
mentation of the source code, Emgu CV version 2.9.0, open source image pro-
cessing and computer vision software. The Tesseract-OCR Engine, open source
character recognition software. Finally, it is also used the MySQL 5.5.28 database,
which allows traceability of the proposed process. All features operate in an inte-
grated manner, providing support for the proposal, as shown in the below diagram.
The proposed method has three stages, which use different devices, as shown in
Fig. 2.

On the first stage, we perform the preprocessing, aiming to identify the rela-
tionship between the data obtained via the barcode’s reader and the sequencing of
production. At this stage, the workstation verifies the code obtained from the
barcode label comparing it with the list of VINs to be recorded. This validation
analyzes the sequenced VINs not recorded (A) and the set of VINs already per-
formed (B). What can be expressed by Eq. 1, that is, verifies if (x) is available (to be
recorded—A) but not was performed yet (B):

9 x 2 A=A�B ¼ fxjx 2 A ^ x 62 Bg ð1Þ

The Fig. 3 presents a flowchart to sequence of operations proposed in step one,
highlighted in blue.

On the second stage is performed the VIN recording, based on information
obtained because of first stage. Figure 2 shows the devices used, while the green
flow (Fig. 3) exhibits the operations performed.

At stage three, the conference is held via machine vision, using the resources as
shown at Fig. 2. The process flow realized by machine vision can be seen in Fig. 3,

Fig. 2 Proposed diagram process
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where occurs the process of image transcribing, where the image is converted to
plaintext, using Optical Character Recognition (OCR).

The greatest effort happens in the third stage. For validation process, video
frames are captured, after positioning the camera manually in the chassis, to ensure
the best access angle and lighting for the considered region of interest. The camera
captures the video and transmits him to a software, which uses the framework
Emgu CV, which implements the functionality and features for capturing and
manipulating frames from videos [6]. This software allows images to be captured as
photos, discriminating the region of interest on the picture. We did a histogram
inversion of captured gray levels image, by morphological operation.

We use the Niblack’s binarization method to separate text and background. It
works using a pixel wise threshold (T) by sliding a rectangular region over the
greylevel image [7]. This algorithm is based on the local mean (m), and standard
deviation (d) of gray values computed over a small location around each pixel. K is
a parameter defined by the user [8]. The method’s formula is given by Eq. (2):

T ¼ mþ k � d ð2Þ

The identification of the region of interest is defined using the concepts of
erosion, dilation and growth of the region of interest. This process of expansion is
used to fill and/or remove undesirable gaps in the frame, while the erosion is
applied to eliminate irrelevant details, as noises, and create gaps in areas of
unwanted connection [9].

The result of using the operations of erosion and dilation is the identification of
the area that contains alphanumeric characters, so that, the system makes an outline
around the code, which is performed using image segmentation based on growth in
the region of interest (Fig. 4).

The structuring element applied over binary image, both in erosion and dilatation
operations is a 3 × 3 matrix to reduce noises.

The coordinates of this area will be used for further processing contributing for a
faster analysis, once that only the delimited area should be treated.

Fig. 3 Proposed flowchart
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The image processing starts focusing on the region of interest, because the others
parts of the image do not contain the VIN’s information. So, the processing time of
the algorithms is optimized, recognizing and working only with numbers in the
chassis. Then is performed a contrast correction over the image, because was not
applied diffused lighting.

Chassis commonly are black, so, the correction was also applied to distribute a
gray-scale on the image, to assist the segmentation process of the information from
the region of interest. To detect the edges of the image, we applied the Canny
algorithm, implemented by Emgu CV [10]. During this phase, the Canny algorithm
is applied twice, once for the grayscale and another for color scale, to relate the two
results of the image, reaching a better location of the VIN.

Now the region of interest is forwarded to OCR for implementation of image
analysis algorithms. The process of recognition of characters contained in the
digital image is performed by Tesseract Engine, which performs the transcription of
the text contained in the digital image as a plaintext.

After this, the plaintext is stored to be used in the comparison with the code
originally entered for recording. To validates this method, were considered twenty
photos for each chassis analyzed and twenty vehicles were submitted to test.

In the phase of comparison between codes released for recording and codes
resulting from the automated inspection, to the cases where the sequence obtained
in the result of OCR (inspection) is different from the code authorized for recording,
a visual markup is inserted. This mark indicates that identified sequence does not
match a valid code. For cases in which the chassis code obtained via OCR match
the sequence of codes released, a visual marking is included in the picture to
confirm the authenticity.

Figure 5 shows in the first image, labeled with a mark (X), meaning that does not
match with de code released to be recorded. So, the operator sees that a mistake
occurred, and the chassis cannot remain on the assembly line. On the other hand,
the second image confirms that a VIN number was correctly recorded.

The result obtained in the OCR analysis process is recorded in the database,
which can be accessed at any time. Also is possible to access the results obtained by
this new process. Concern in the veracity of the information contained in the image,
an authentication is included in the digital document. So that, the encoding, inserted
in the images, ensures reliability and make easy future conferences [11].

Fig. 4 Region of interest obtained

Fig. 5 Bad and good recordings
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Finally, the original video, and the images obtained via processing, containing
the validation tags are stored together for future audits.

3 Results

The results were obtained after the operator positioned the camera focusing on the
region where the VIN is registered. They were classified into two groups, the first
represented by Table 1, that shows the performance (in time) of the algorithm in the
processing of each frame.

Changing the resolution had direct impact on the processing time, according to
Table 1, which was expected, due the largest number of pixels used. Thus, to
identify the region of interest and determining the area important of the text, a
greater number of mathematical operations are required to obtain a result.

It has been observed, in accordance with Table 2 that increasing the resolution of
the camera, was not increased the amount of information relevant for the job.
Consequently, was observed a greater amount of noise or information not necessary
for the VIN validation process. This directly influences in the identification of the
region of interest, apart from the increase of data to be analyzed.

The tests were also applied to the analysis of accuracy in detecting characters via
OCR, varying only the resolution of the image inputted in Tesseract OCR Engine.
The Tesseract OCR Engine considers as valid values, only images who the region
of interest had identified correctly, as values shown in Table 2.

For all images transferred to Tesseract OCR Engine, the recognition was
obtained successfully. With the region of interest known, the recognition of the
characters in the images were validated without significant distortion, that could
influence in the results.

Table 1 Results obtained by different camera resolutions

Analysis Quantity Resolution (pixels) Mean time

Test—low resolution 20 480 *83

Test—high resolution 20 1080 *213

Table 2 Accuracy of post processing

Analysis Resolution (pixels) Examples Success Failure (%)

Test—low resolution 480 20 16 4 80

Test—high resolution 1080 20 12 7 60
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4 Conclusion

The solution developed for inspection of VIN, showed an alternative for assistance
in validating the data recorded in the chassis. To be used in mass production, a
device needs to be created in order to support the camera and maintain a standard
position front of the VIN, which is always recorded in the same region. This device
can contribute to avoiding any kind of obstruction of the region of interest or
uncontrolled variations as the luminous flux on the VIN area. The article do not
deepens over this issue because the characteristics of the environment are consid-
ered sufficient, as shown in tests.

In this experiment, for each test (low and high resolution) a total of 20 chassis
were used for each chassis. The rate of success was 70 %, being necessary to
improve the technique employed in the OCR process.

The restricted access in the industries prevents us to have sufficient information
to make comparison or any other analyzes. The point is, we get a real problems and
tried to develop a system that could mitigate it.

The developed proposal can be extended to many applications, supporting in
routines of inspections and conference. The process presented can be customized
for a range of applications, such as, traffic departments, vehicle inspection routines,
allowing an easy identification of the VIN, recorded on the chassis of a vehicle.

For futures developments is possible to think in an application that uses mobile
devices to validation.
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Concept Design Process for Robotic
Devices: The Case of an Assistive Robot

H.A. Moreno Avalos, I.G. Carrera Calderón, S. Romero Hernández
and V. Cruz Morales

Abstract Current demands for continuous innovation have made the product
design and development process a branch of engineering itself. Several techniques
have been proposed to address the problem of developing a new product in a
systematic way [1, 2]. In this paper we use some of these techniques and adjust
them to carry out the conceptual design of a robot for assistance and rehabilitation
of elderly and disabled persons.

Keywords Concept design � Assistant robot

1 Introduction

The concept design process of a robot for assistance and rehabilitation is presented.
The objective of this process is to determine the concept of robot’s structure given
the requirements of the application and users. The term concept refers to an
approximate description of the technology, operating principles, and structure that
the robot should have. The degree to which the robot meets the needs for which it
was created depends importantly on the quality of the underlying concept.

The concept design process is performed once an opportunity for the application
of a robotic system is found. In this phase the user’s needs are identified, concepts
for alternative systems are generated and evaluated. In the case of mechanical
subsystem the concept generation includes the type synthesis of mechanisms. Once
a concept is selected, the next phases are dimensional synthesis [3], detailed design,
fabrication and testing of the system.

In a previous work [4], we found that the development of robotic systems for the
disabled is an important assignment due to the expansion of the community with
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disabilities caused by the increase in life expectancy. This means that the elderly
and the institutions that take care of them will be the main consumers of these
applications. From surveys conducted among care professionals and potential users
it was found that the main issues that the robotic device must solve are related to
assistance with gait, balance and lifting up from a sitting position.

In the following sections the user’s needs list, the engineering specifications, the
concept generation and selection of the robotic system are presented.

2 Needs Identification

For the identification of user’s needs we used the data of surveys on disability in
Spain [5, 6] as well as a research study performed in situ at the center for the
rehabilitation of daily activities on the Hospital Infanta Sofia in Madrid, Spain [4].
The data was interpreted, organized and translated into a congruent set of customer
needs; these are summarized in Table 1.

Based in different factors such as frequency, repeatability, customer fact state-
ments and importance rating, five needs were identified as principal: (1) Support a
person’s weight, (2) Lift a person from a sitting position, (3) Balance a person while
walking, (4) Autonomy for cruising within the house, (5) Transport objects from
one place to the other within the house.

3 Engineering Specifications

The engineering specifications of the mechanisms are determined by performing a
functional analysis. The functional analysis allows to clearly identifying the func-
tions that the product is intended to accomplish [7, 8]. Having identified the
functions, it is necessary to specify criteria to help their easy characterization. These
criteria must be assessed objectively, in order to assign levels depending on the
available resources, the product needs, or project’s target. Finally, for the purpose of
weighting these criteria, it is useful to define a degree of flexibility for each. For this

Table 1 Users Needs

1. Lift a person from a sitting position 9. Minimum number of drives

2. Balance a person while walking 10. Low dependence on sensors

3. Support a person’s weight 11. Easy planning and localization algorithms

4. Help during rehab 12. No need to detect ground obstacles

5. Autonomy for cruising within the
house

13. Not affecting the ground

6. Transport objects 14. Able to go up and down stairs

7. Al least 3 DOF 15. Allow the user to do other tasks with its upper
limbs

8. Ability to go through doors 16. Use electricity
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purpose 3 levels or flexibility classes are defined: n0 (for null flexibility), n1 (for
relative level of flexibility), n2 (for a maximum level of flexibility). As a result of
this procedure Table 2 presents the engineering specifications of the robot.

4 Generation of Concepts

When the functional analysis and the engineering specification of the mechanism
have been defined the concept generation process begins. To perform this task, we
use a 3-step method: (1) Separation of sub-problems, (2) Internal and external
search, (3) Systematic exploration.

The first step divides the problem into smaller sub problems that satisfy the
functions that we previously expressed. Three main sub-problems were identified.
These are mainly related to the mechanical architecture of the device. Since the use
of electric energy is a requirement, the search of alternatives to generate, store and
control energy is reduced.

Table 2 Engineering specifications

Functions Criteria Measurable goals to

reach

Flexibility

Class Accepted limit

Help to assistance

and rehabilitation

Velocity 1.2 m/s n1 0.5 m/s < v < 1.5 m/s

Load capacity 100 kg < w <150 kg n0

Degrees of freedom ≥3 n1

Structural rigidity Motion stable n0

Work area Move all around n1 Reach important places

Automation level Full automatic n1 From semi to full automatic

Traction force Capable to move a

person of weight up

to 150 kg

n0

Allow Daily Life

Activities, DLA

Motion area Free of hands and legs n1

Robot weight ≤15 kg n2 According to the material

and structure

Domestic use Robot wide 70 cm n1 ±10 cm

Robot height 100 cm > h > 200 cm n1 According to the height of

the roof

Satisfy customer

expectation

Power and electric

current

24 Vcc a 2.4 Amp.

24 h battery

n2 Battery > 12 h

Degrees of freedom ≥3 n1 2 < d.o.f. < 4

Structural rigidity Kept fixed n0

Automation level Automatic n1 From semi to full automatic
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The mechanical sub problems found are:

• Translation system
• Lifting up system
• User’s attachment point.

The main sources of information in the external search were: Professional care
givers, disabled people, and previously developed products.

Although it was not possible to obtain technical solutions from the professional
care givers and disabled people for the identified sub problems, we obtained
information about the assistance that caregivers provide to the disabled. On the
other hand, in [4] we studied the devices that help disabled in the displacement
tasks, particularly those that allow transporting a person from one place to another.
We included those devices on which the person is fully lifted and those which only
aid the person while walking. These devices can be classified in: Walkers with
handles, Walkers with harness and Ceiling hoists.

Robotic walkers with handles are mobile robots with wheels that allow users to
swing with their hands. These walkers have navigation systems that can help users
to go from one place to another without colliding with the environment. On the
other hand there are the walkers with harness, for example the SAM and SAM Y
platforms [4]. They hold the user from the waist. Naturally those devices provide
more support than walkers with handles, but the space occupied by its structure is
greater. The ceiling hoists are devices that allow transporting a person from one
place to another. This action is accomplished by attachment to the roof rails. The
rails support a carriage connected to the harness that supports the person.

Once the sub problems are defined and the internal and external search for
possible solutions is finished, we perform a systematic exploration of the possible
solutions. To manage the relative complexity of the having multiple possible
solutions the methods named Solutions Classification Tree and Combination Table
were used [1]. Solutions classification trees help to divide the possible solutions
into separate categories. The combination table permits to generate different con-
cepts given the different combinations of solutions of the sub problems.

The solutions classification trees for solving the sub problems Translation sys-
tem, Lifting up system and User’s attachment point are presented in Fig. 1a–c.
These solutions trees allow visualizing all possible solutions, determining the most
promising solutions and discarding those that clearly do not meet the requirements
stated in the user’s needs list and the engineering specification table.

In the solutions tree for the Translation system the branches of legs and cater-
pillar are discarded. Legs are dropped by the enormous complexity of achieving a
stable system with this architecture. In addition, this system consists of various
mechanical elements and actuators. Moreover, the caterpillar system is discarded
because it is oriented to generate a large contact surface and it is generally used in
outdoor environments. In the solutions tree of the lifting system the solution
“chain” (which is used in ceiling hoists) is discarded, since this does not provide the
necessary rigidity and control for the lifting task.
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In the solutions tree for the user’s attachment point the branches for hands and
forearmwere discarded, because there is a requirement to allow the person to perform
other activities of daily living with the hands. In the case of the relative position of the
robot structure with respect to the user, the option Around (Walkers with harness) was
discarded because such structure clearly obstructs the execution of DLAs.

Based on the most promising branches of the classifications trees, a combination
table of concepts was constructed. The table combines the possible solutions to the
multiple sub problems considered in the functional decomposition. The multiple
combinations of solutions were considered resulting in large universe of possible
designs of robots. From this universe the design team selected 3 concepts to be
compared with more detail on the concept selection phase.

Hands

Forearm

Hip

Torso

Front

Behind

Around 

Overhead

Below

Relative user- robot position
User’s 

attachment 
point  

Chain

Mechanism

Arm 
Parallel

Serial

Lifting up  
System  

Wheels

Caterpillar

Guide

Legs

Ceiling

Floor

Legged Vehicle

Exosqueleton

Translation 
System  

(a)

(b)

(c)

Fig. 1 Classification trees for the a Translation system, b Stand up system, and c User’s
attachment point
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4.1 Concept 1

Concept 1 is a robotic walker with harness, which itself has a wide and rigid base
for the person to simultaneously support and assist in walking and balancing. The
platform stores the energy and control. Concept 1 currently meets most of the
important needs, and we use this concept as the reference product to compare and
evaluate with the rest of the concepts. This concept has the advantage that if their
navigation algorithm is accurate, it can move everywhere, however, has the dis-
advantage of the space occupied by the control and navigation equipment that it
carries, i.e. if the equipment is in the front, it will be an obstacle for the DLA,
otherwise if the equipment is put on the back, it limits the user in getting up from a
sitting position. In the case of wheeled devices a Honda product named U3X
personal mobility can be a suitable option, nevertheless the driving of such device
requires a good level of dexterity of the user.

Below we present the concepts of robots for rehabilitation and assistance that
emerged from the design team of this project. These robots are all mounted on the
roof through guides and rails that allow translational movement. This feature gives
the system stiffness because it will be firmly attached to the building by the
guidelines. Moreover, the robot has predetermined roads hence reducing the need
for planning algorithms, navigation systems for avoidance of obstacles that are
needed in wheeled mobile robots (Fig. 2).

The movement through the different rooms is done by connecting the rails with
exchangers or turntables that already exist commercially, so that it covers the largest
number of spaces in the house.

4.2 Concept 2

The V robot is a parallel manipulator with 2 degrees of freedom. The kinematic
chain consist of rotational-rotational-prismatic joints. The rail traction system is
located on the ceiling and holds the entire structure. The parallel framework is
supported directly by the traction system. Different types of tools can be set on the
robot depending on the specific task to be performed.

4.3 Concept 3

The robot is composed of a U-shaped structural frame, which is connected to a
carriage that moves through a rail on the ceiling, and is supported on the ground by
a pair of omnidirectional wheels [9]. The movement of the carriage can be based on
the well-known technology for transporting disabled people, the ceiling hoists.
Furthermore within the frame structure there is a prismatic joint that in conjunction
a carriage that moves through a rail can produce two-dimensional movements.
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4.4 Concept 4

The robot has three links connected by three joints. These joints are: a prismatic
joint (composed of a carriage and rails on the ceiling), a rotational joint on the
vertical axis, and a prismatic joint that moves up and down the support system of

Fig. 2 Concepts for assistive
robot: a Concept 2, b Concept
3 and c Concept 4
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the user. This robot focuses on walking assistance tasks, as it allows balancing a
person while walking. On the other hand, it may also assist a person when it
performs other activities of daily living such as cooking, move objects etc. In
addition, the design of this robot can perform the task of lifting, and once the person
is standing it can continue with the walking phase.

5 Concept Selection

To make the selection of the concept, a comparative scale using a 5 point grading
system was used. The points are awarded depending on the level of achievement of
the concepts to the user’s needs stated in Sect. 2. A concept selection matrix is
prepared for the assessment of the previously presented designs. This matrix is
composed of the selection criteria and concepts generated. Each criterion has a
certain weight that defines its relative importance with respect to the others.

The selection criteria and weights for each criterion were determined based on
the frequency, repeatability of customer needs. The grades given to each concept
were given by design team through discussion and voting.

Each concept was evaluated with respect to the selection criteria in the selection
matrix. In this table a total score is obtained for each concept (Table 3). The
selected concept is the one that gets the highest score. The selection criteria used to
determine measurable goals are chosen, the most important criteria are: support the
weight of the person, assist in walking, balance and lifting.

From the ranking obtained using the concept selection matrix, concept 4 rises as
the suitable candidate for further development. The detailed design of this robot is
undergoing further studies and prototyping.

6 Conclusions

The concept design for an assistive robot has been presented. All along this research
we have used a structured framework for product development.

Initial information to establish the user needs was obtained from care profes-
sionals, disabled users and health care information.

The needs were translated into a set of technical requirements using a functional
decomposition technique; the variations allowed in the requirements were estab-
lished using SADT: Structured Analysis and Design Technique.

A mixed methodology of function classification trees combined with a concept
combination tables was used to explore and develop a series of robot concepts that
could satisfy the technical requirements and functions.

Using a structured framework for product development, a multilinked/multi
hinged concept was found to be the robot design that best suits the needs detected.
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This selection was obtained by evaluating the different concepts against the set of
user needs initially established.

Finally, the structured methodology employed allows for the development and
design of a singular product (i.e. an assistive robot) by exploring a large set of
possible designs and allowing for a costumer based product with high levels of user
satisfaction.
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Design and Construction of a Submarine
with Five Degrees of Freedom

Ortiz R. Floriberto, Barroeta Z. Carlos and J. Francisco Novoa C

Abstract One area that has seen an increase in recent years research either for
academic research and industrial applications, is the use of submersible robots.
There are two types of underwater vehicles: Autonomous Vehicles Non-Self
(research submarines), which operate under the same principle. It is common to use
these robots to perform tasks such as monitoring, inspection and maintenance of
underwater structures in deep drainage, curtains in dams, groundwater, natural or
artificial funds lakes, nuclear plants, oil platforms, etc. Besides in the field of
education, a prototype of this kind, is able to show the basic principles of an
underwater system, and is essential for monitoring and expansion of research from
the lowest levels to the most advanced in the control area. The introduction pro-
vides an overview of the article, in the second part all the mathematical analysis for
the underwater vehicle systems as well as some details of its physical construction
involved, and some graphical results of the general behavior is concerned. The
conclusions are finally future work.

Keywords Underwater � Mathematical model � Systems � Buoyancy � Propulsion

1 Introduction

A submarine is a ship or boat, using a system of weights and tanks are filled and
emptied at will, has the ability to dive under the water and surf in these conditions
or the surface itself by a variable buoyancy system.
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The Underwater Research will feature an innovative system, we refer to the
system that allows reposition some thrusters for more degrees of freedom and power
more mobility, in addition to increasing the speed of forward or reverse.

For this system, the mathematical model will be analyzed to determine if it is
controllable, observable and stable control is proposed and simulations that control
will be performed. All this is necessary to find out if it really is appropriate to
implement this new system.

Upon completion of the prototype drive mathematical model was obtained aft
and propose this control speed.

By immersing an object in the water, a force on said object called hydrostatic
pressure is exerted. To withstand the pressure and the helmet does not suffer rup-
tures, a structure with PVC coated fiberglass and resin, the easiness to mold, in
addition to a strong, lightweight and waterproof structure was used. The pressure
exerted on the hull is a function of depth and size thereof as well as the liquid in
which it is immersed which in this case is water.

It was necessary to place and design all the mechanical transmissions,
mechanical seals also were constructed to prevent water by arrows that go to the
cross, and was resolved on how to place the foundations of the engines and their
links to the arrows.

One of the problems faced was the dive. To accomplish this, water was intro-
duced and to emerge, the water was removed and air was introduced into the ballast
tanks. To solve this problem planned, introducing water into the ballast need
compress air in a special tank and then expel pressure within the ballast water to
drain, with this you can submerge and emerge the submarine.

For this system, the mathematical model was obtained from this model we
analyzed whether this system is controllable, observable and stable, various types of
control were proposed and simulations of these controls were performed. All this
was necessary to know whether it was appropriate to implement this new system.

2 Physical and Mathematical Analysis

The fact that a submarine can float both surface and submerged, is due to the
existence of two physical phenomena, which are listed under the names of
“ARQUIMEDES PRINCIPLE AND PRINCIPLE OF PASCAL”.

2.1 Mathematical Model of the System Thrusters

The schematic model of an autonomous underwater with side flaps and the coor-
dinate system shown in Fig. 1.
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Here, 01X1Y1 is the inertial coordinate system. The vehicle moves in the plane
X1 � Y1. The variables XBYB axes are coordinated with the center of buoyancy at
the source, i.e. ðXB; YBÞ ¼ 0.

In the state space model of Eq. 1, w is the orientation angle, w
:

¼ r; v is the
traveling speed, d is the tilt angle from the vertical. Values a21a22a23a32a33 are
constant hydrodynamic vehicle [1–3].

x: ¼
0 1 0
a21 a22 a23
0 a32 a33

2
4

3
5

w
r
v

2
4

3
5þ

0
b2
b3

2
4

3
5d ð1Þ

In Fig. 2 you can better see the underwater thrusters, which are taken as inde-
pendent autonomous submersible vehicles, this means that the previous mathe-
matical model describes each of the thrusters, one by one. To apply this model is
necessary to give the following initial conditions.

• Thrusters with respect to one another have the same position at all times.
• The rate of change of position of thrusters with respect to each other will be the

same at all times.
• The speed of the two motors with thrusters will be the same at all times.

With these initial conditions, we can apply the above model to the submarine.
The system will control the depth of the submarine system, through its thrusters

that can be defined by the following linearized system state space [2].

x
: ¼

0 1 0
�0:008 �0:5 0:12
0 0:06 �0:4

2
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5
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r
v
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0:8
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5dðtÞ ð2Þ

Toehold
Thruster

Submarine

Fig. 1 Schematic model of the submarine
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Here, w is the orientation angle.

w
:

=r

v is the traveling speed
δ is the tilt angle relative to the vertical

Model of Eq. 2 can be obtained observability matrices (MC) and controllability
(MO) which are shown in Eqs. 3 and 4 respectively.

Mc ¼
0 �0:1 0:111

�0:1 0:111 �0:054
0:8 �0:326 0:137

2
4

3
5 ð3Þ

Mo ¼
0 0 1
0 0:06 �0:4

�0:0005 0:015 0:167

2
4

3
5 ð4Þ

It can be seen that the matrices are of rank 3 which indicates that our system is
controllable and observable.

On the other side of the Eq. 2 can also obtain the transfer function, using Eq. 5.
And the transfer function of the submarine in Eq. 6.

YðsÞ
UðSÞ ¼ CðSI � AÞ�1Bþ D ð5Þ

GðSÞ ¼ 0:8S2 þ 0:114Sþ 0:0064
S3 þ 0:55S2 þ 0:0608Sþ 0:0032

ð6Þ

Thrusters

Fig. 2 Thrusters
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2.2 Submarine Systems

Figure 3 shows the submarine systems, these systems can be subdivided as follows:

1. Variable Buoyancy System.

• Tyre Subsystem.
• Hydraulic subsystem.

2. Propulsion system.

• Horizontal propulsion subsystem.
• Vertical propulsion subsystem.

3. Stabilization system.
4. Vision system.

• Illumination subsystem.

5. Power system.
6. Control system.

The variable buoyancy system consists of subsystems such as pneumatic sub-
system, which is shown in Fig. 7, control valves, temperature, pressure, electrical
and mechanical subsystems, compressed air tank and hydraulic subsystem.

The propulsion system consists of a stern drive is a propeller located at the rear
of the vehicle, side thrusters, a transmission shift position for thrusters, which gives
the vehicle a lot of versatility and a rudder control direction [4].

The stabilization system aims to maintain the submarine horizontally or at an
angle, for example, if you want shooting with the camera background where is
submerged [5].

The vision system has a robot arm with two degrees of freedom and mounted
thereon chamber, and a lighting subsystem that consists of a driver L293 and a

Control 

System

Power 

System 

Submarine 

Propulsion

System 

Vision  

System 

Stabilization 

System 

Variable 

Buoyancy 

System 

Fig. 3 The 6 submarine
systems
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timer circuit NE555, the output of the timer circuit was connected to two inputs
L293B driver, in which 21 LEDs per output were connected [3].

The power system of the submarine is what gives us the power to all other
systems. It consists of four batteries; two who are responsible for supplying power
to all the actuators, while the other two are responsible for feeding all control
circuits, this design was proposed for many problems of electromagnetic noise is
not taken into control system [6].

3 Results

Now you have graphs of the responses of some systems, these graphs were taken on
different initial conditions, trying to simulate the conditions of the field testing of
the systems.

This chart was constructed from placing the submarine on the water in the test
field (Pool), Figs. 4 and 5, where it remains floating partially submerged. An initial
point is taken and through a distance aft impeller 19 m was shifted in 58 s. These
data are covered with an error of +1 cm measurement errors.

Figure 6 shows the behavior of the fill weights for immersing the submarine.
Figure 7 shows the complete control system simulated in Simulink and the graph

in Fig. 8 shows the simulation of the behavior of the system to a unit step input.
Figure 9 shows the behavior of the speed PID control in the field and can be seen

to have a resemblance to the simulation. The x-axis values are multiplied by 10.
Finally in Fig. 10 shows the submarine submerged.
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Fig. 4 Movement in the water
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Fig. 5 Movement in the water

Filling weights graph
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Fig. 6 Filling weights
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4 Conclusions

Construction of submarine or submersible vehicles in Mexico, represent an
excellent choice to provide technology for marine research, the planet is made up of
73 % water on its surface, this reflects the importance of marine research to find
mineral resources natural for exploitation, besides knowing the important role
played by oceans and aquifers with regulating the climate on our planet. In ques-
tions of power engineering repairs to all kinds of marine structures or systems that
require it.

In this project, a prototype able to sail smoothly on the surface of water, power
dives and the proper functioning of your vision system was achieved.

The problems were presented prototype, instability having being immersed in
water, defined instability in regard to this prototype is not kept horizontal, conse-
quently their operation is not immersed correct causing no you can prove all its
dynamics.

In regard to all other systems, they operated at 100 % capacity with satisfactory
results.

Therefore, this prototype provides an opportunity to repair the part of the storage
of water which is responsible for its instability immersion in theory to fix the error
the SIA will be able to show its dynamic. And the subsequent step will be to
implement all their systems.

Another important conclusion is that by not implementing a prototype of this
nature, working with times and speculations of their systems, which is why the
prototype was not implemented due to economic and time reasons.

Fig. 10 Submerged submarine
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5 Future Work

Upon completion of this project is as future work:

1. Improve mathematical model.
2. Two. Improve the physical design of the vehicle.
3. Three. Improve the dynamics of buoyancy.
4. April. Improve propulsion system.
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Concurrent Structure-Control Design
of Parallel Robots Using an Estimation
of Distribution Algorithm

E. Chávez-Conde, S. Ivvan Valdez and Eusebio Hernández

Abstract In this paper, a structure-control design methodology for simultaneously
optimizing both mechanical structure and control of parallel robots is proposed. It
takes into count the dynamical model and the mechanical parameters for the
optimization process. Thus, PID control and geometric variables are optimized in a
simultaneously way. Through the concurrent procedure, an optimal combination of
the robot structure and control gains is obtained. An estimation of distribution
algorithm (EDA) is formulated and used as the search algorithm. The proposed
methodology is verified through simulation experiments and applied to the design
process of a parallelogram linkage system. The results obtained in experiments
show the effectiveness of the proposed methodology. The presented approach is
generic and can be applied to other mechanisms with similar structure.

Keywords Concurrent design � Parallelogram linkage � Optimization � Estimation
of distribution algorithms

1 Introduction

In recent years, parallel mechanisms have attracted increasing attention from
research community and industry. It is well known that compared with traditional
serial mechanisms, parallel mechanisms have potential advantages in accuracy,
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dynamic and stiffness. Many architectures of robots using parallel mechanisms have
been proposed and analyzed. However, the practical parallel structures show a
significant difference between the expected and actual performance, due to passive
joints that introduce geometric errors and deformations. In addition, most existing
structures have limited workspace and singularities. This is a very demanding task
for the design process of a parallel structure. Thus, the design and development of
these kind of structures requires a multidisciplinary approach. The optimal design
of these kind of structures, considered as mechatronic systems, can be stated as a
traditional optimization problem. However, the optimization techniques to address
these problems can be attracted by local minima, are sensitive to initial conditions
or involve the computation of gradients in the objective function. In [1] is proposed
a integrated structure/control design method, based on an iteration algorithm, for the
development of a robotic system. The mechanical structure is modified iteratively
by using the structure reinforcement and rapid prototyping techniques, coupled with
the adjustment of the control parameters according to the mechanical structure
updated. Recently, with the aim to circumvent these problems, optimization tech-
niques based on heuristic methods have been used in the design process of different
mechatronic systems. In [2], optimization techniques based on a heuristic evolu-
tionary algorithm are selected for optimizing both the design parameters and non-
linear PD controller gains of a two-link planar manipulator. In [3], a concurrent
design process stated as a dynamic optimization problem is applied in a continu-
ously variable transmission. In [4], a method based on a differential evolution
algorithm is implemented to address the parametric reconfiguration in the optimal
design of a five-bar parallel robot. Most of above design optimization problems are
solved by widely used stochastic methods, which have been successful in
approaching the problem, but lack of a consistent interpretation of its way of
working from a mathematical viewpoint actually they are consistent since the
artificial evolution point of view, additionally neither apriori information nor a
posteriori information can be introduced or obtained, respectively, from these
algorithms. We propose the use of Estimation of Distribution Algorithms (EDAs)
[5] for addressing the design optimization problem. In this work we use an EDA
based on the Boltzmann distribution, the Boltzmann Univariate Marginal Distri-
bution Algorithm (BUMDA) [6]. It has been proven that conceptual EDAs based on
the Boltzmann selection, such as the Boltzmann EDA (BEDA) [7], converge to the
optimum [8]. The BUMDA uses the Boltzmann distribution through a Gaussian
model, fitted according to the Kullback-Leibler divergence. The BUMDA aim is to
preserve the desired characteristics of the Boltzmann distribution, while maintain-
ing a low computational cost in the estimation and sampling steps.

In this paper the design of a parallel robot is carried out by this approach which
integrates in a simultaneous way the structure design parameters of the parallel robot
and the PID controller gains in order to optimize its mechanical design and to min-
imize position error for a specific path. Thus, both the structure design and the control
design are simultaneously evaluated in order to obtain an appropriate system per-
formance. The aim of this paper is to obtain the set of optimal mechanical and
controller parameters in a concurrent way. The paper is organized as follows: Sect. 2
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introduces the proposal of our concurrent design methodology. Section 3 describes
the estimation of distribution algorithm based approach. Section 4 presents the design
process for a Parallelogram Linkage System (PLS) as a case of study, while the
optimization problem is depicted in Sect. 5. The results of experiments are showed
and analysed in Sect. 6. Finally, the conclusions are presented in Sect. 7.

2 Concurrent Design Methodology

The concurrent design methodology proposed in this paper, considers the design
process as a mapping from a requirement space to a structural space. In [9], sug-
gests dividing the requirement space into two subspaces: real-time behaviours (e.g.
desired path, desired tracking speeds), and nonreal-time behaviours (e.g. work-
space, maximum payload). Following this division, the system parameters in the
structural space can also be divided into two subspaces: real-time parameters (e.g.
controller gains), and nonreal-time parameters (e.g. kinematics and dynamics
parameters). This viewpoint has been adapted for the optimal integrated design of
parallel robots proposed in this paper, to optimize the structural parameters and the
controller gains simultaneously, satisfying the restrictions set imposed, by using an
estimation distribution algorithm. It is recommended to include constraints for mass
and force balance, or constraints for dynamic model simplification. The optimiza-
tion process could consider the following criteria:

– Design objectives. (1) Minimizing position error for a given path.
E ¼ min

Pn
i¼1 eiðtÞ, eiðtÞ ¼ q�i � qi. (2) Maximizing a manipulability measure

(away from singularities). S ¼ maxwðqÞ, wðqÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

detðJðqÞJTðqÞÞ
p

.
– Design constraints. (1) Inequalities design constraints (kinematic and dynamic

parameters, actuator power, workspace). (2) Equality design constraints
(dynamic model simplification, desired path).

– Design variables. Design parameters vector (kinematic and dynamic parame-
ters, controller gains), X � R

n.

The actual objective function depends on the particular problem. Thus, in the
case of study we will provide the specific model for such application.

3 The Boltzmann Univariate Marginal Distribution
Algorithm (BUMDA)

EDAs estimate and sample from a probability distribution. An EDA usually starts
with an uniform initial sample (initial population), then the population is evaluated,
the best individuals (samples) in the population are selected, the selected set is used
to re-estimate the probability distribution, and so on. The BUMDA [6] is an EDA
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based on the Boltzmann distribution, the Boltzmann distribution is approximated by
a Gaussian distribution because of its characteristics for estimating its parameters
and sampling.

The BUMDA accomplish two desired characteristics in any optimization
algorithm:

– It maintains a non-decreasing sequence of the expected value of the objective
function. In order to obtain better samples than the generation before.

– It converges to the best solution found. This allows to refine the solution, and to
determine when the algorithm rarely will improve the best solution known.

The convergence is achieved by applying a truncation selection method which
increases the mean of the objective value of the population, such as explained in
Fig. 1. We ensure that it is always at least one element in the selected set by
preserving the elite individual.

The whole BUMDA is shown in Fig. 2. Notice that the BUMDA uses the
truncation selection method to ensure an increasing average (mean estimator) of
the objective function of the population. In addition, the objective function of the
selected set is used to incorporate information about the fitness landscape into
the Gaussian model. As can be seen it requires of two parameters: a population size
and a minimum variance, in comparison with other similar optimization problems
the number of parameters is quite small. As suggested in [6], the population size is
chosen by setting an initial value, then increasing it until the algorithm performance
does not change. The minimum variance allowed is of 5� 10�5 and is related with
the maximum error allowed.

Some of the BUMDA advantages are the following:

– The BUMDA converges to the best approximation to the optimum.
– The variance tends to 0 for a large number of generations.
– The BUMDA only needs one parameter (population size).
– The estimation of the search distribution parameters results in a fast automatic

adaptation. The variance could be increased or decreased, according to the
solutions in the selected set and their objective values, and the mean moves fast
to the region where the best solutions are.

Truncation Selection Method

Consider a population of decreasingly sorted individuals (maximization case), such that x1 are
the decision variables of the individual with the maximum objective function in the population:

1. For the initial generation t = 0, let be g(xi, 0) for i = 1..N , the objective values of the initial
population. Define: θ0 = min g(xi, 0).

2. For t > 0, set:
θt = max g(xN/2, t), min(g(xi, t)|g(xi, t) ≥ θt−1) .

3. Truncate the population such that g(xs, t) ≥ θt. Where xs are all the individuals whose
objective values are equal or greater than θt.

Fig. 1 Truncation method to ensure convergence in a population based algorithm
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4 Case of Study: A Parallelogram Linkage System

The proposal is applied for the design process of a parallelogram robotic system,
which can be considered as a parallel robot. Figure 3 shows a kinematic diagram of
the parallelogram robot. The direct kinematic is given as,

x
y

� �

¼ L1 cosu1 � L4 cosu2
L1 sinu1 � L4 sinu2

� �

ð1Þ

BUMDA

1. Give the parameter and stopping criterion:
nsample ← Number of individuals to be sample.
minvar ← minimum variance allowed.

2. Uniformly generate the initial population P0, set t = 0.
3. While v > minvar for all dimensions

(a) t ← t + 1
(b) Evaluate and truncate the population according algorithm in Figure 1.
(c) Compute the approximation to μ and v (for all dimensions) by using the selected set

(of size nselec), as follows:

μ ≈ nselec
1 xiḡ(xi)

nselec
1 ḡ(xi)

, v ≈ nselec
1 ḡ(xi)(xi−µ)2

1+ nselec
1 ḡ(xi)

,

where ḡ(xi) = g(x) − g(xnselec) + 1.
Note: the individuals can be sorted to simplify the computation, and g(xnselec) is the
minimum (for maximization case) objective value of the selected individuals.

(d) Generate nsample − 1 individuals from the new model Q(x, t), and insert the elite
individual.

4. Return the elite individual as the best approximation to the optimum.

Fig. 2 Pseudo-code for BUMDA

Fig. 3 A schematic diagram of the parallelogram linkage system
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The solution of the inverse kinematic problem can be computed as,

u1 ¼ tan�1 y
x

� �

� tan�1 L4 sin c
L1 þ L4 cos c

� �

; c ¼ tan�1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� d2
p

d

 !

ð2Þ

u2 ¼ u1 þ ðcþ pÞ; d ¼ cos c ¼ x2 þ y2 � L21 � L24
2L1L4

ð3Þ

where L1, L2, L3, L2 þ L4 are the link lenghts, lc1, lc2, lc3, lc4 are the locations of the
mass centers for each link, u1, and u2 are the angular positions for the link 1 and
link 2, respectively. In the same form, the differential kinematics can be computed
as,

_x ¼ J _q ð4Þ

where, _x ¼ ½ _x _y�T , _q ¼ ½ _u1 _u2�T and the Jacobian matrix is given by

J ¼ �L1 sinu1 L4 sinu2
L1 cosu1 �L4 cosu2

� �

4.1 Dynamic Model of PLS and Its Controller

The dynamic model of the PLS without friction parameters has been reported in
[10–12], which can be written as,

d11€u1 þ d12€u2 þ ðm3L2lc3 � m4L1lc4Þ sinðu2 � u1Þ _u2
2 þ /1ðu1Þ ¼ s1; ð5Þ

d21€u1 þ d22€u2 � ðm3L2lc3 � m4L1lc4Þ sinðu2 � u1Þ _u2
1 þ /2ðu2Þ ¼ s2: ð6Þ

with

d11 ¼ m1l
2
c1 þ m3l

2
c3 þ m4L

2
1 þ I1 þ I3;

d12 ¼ d21 ¼ ðm3L2lc3 � m4L1lc4Þ cosðu2 � u1Þ;
d22 ¼ m2l

2
c2 þ m3L

2
2 þ m4l

2
c4 þ I2 þ I4;

/1ðu1Þ ¼ g cosu1ðm1lc1 þ m3lc3 þ m4L1Þ;
/2ðu2Þ ¼ g cosu2ðm2lc2 þ m3L2 þ m4lc4Þ:
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Note that if,

m3L2lc3 ¼ m4L1lc4; ð7Þ

the inertial matrix is diagonal and constant. If this condition is satisfied, the
dynamic model of the manipulator can be simplified and this is given by a set of
decoupled equations without centrifugal terms as the next form,

d11€u1 þ /1ðu1Þ ¼ s1; ð8Þ

d22€u2 þ /2ðu2Þ ¼ s2: ð9Þ

Due to these considerations, the parallelogram linkage system has been adopted
by industrial robots and can be considered very popular in this context. In fact, the
angles u1 y u2 can be adjusted in independent form.

Considering that the gravity terms of the dynamic model have been eliminated in
mechanical way by means of a force-balancing. It is possible to use a PD controller
considering is not applied loads to parallelogram mechanism and it is friction free.
In the other hand, if the gravity terms are not eliminated, a PID controller can be
considered wich can be implemented for minimizing the steady state error that is
generated by these terms.

uiðtÞ ¼ kpeiðtÞ þ ki

Z

eiðtÞdt þ kd _eiðtÞ; i ¼ 1; 2:

eiðtÞ ¼ uid � ui

ð10Þ

The closed-loop dynamics of thess controllers are in accordance with the
Lyapunov stability theory, (see [11–13]), and have been widely applied in industrial
robots.

5 Optimization Problem

As it has been mentioned before, the design process for both the geometric and
controller parameters ought to be performed in a simultaneously way. Thus, the
design process can be expressed as a optimization problem as follows:
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5.1 Problem Definition

Design variables mi, Li, lci and as a consequence of these variables, Ii. The fol-
lowing constraints are considered:

Li;min � Li � Li;max ð11Þ

ui;min � ui � ui;max ð12Þ

mi;min �mi �mi;max ð13Þ

L1 ¼ L3 ð14Þ

m3L2lc3 ¼ m4L1lc4 ð15Þ

The first three are the search limits, hence we only draw random values inside
such limits. The last one is a model simplification considered in the simulation. The
objective function is the following:

max f ðm; L; l; IÞ ¼ W � ½kðEðjs1jÞ þ Eðjs2jÞÞ þ Eðj
Z

e1ðtÞdtjÞ

þ Eðj
Z

e2ðtÞdtjÞ�: ð16Þ

where EðxÞ ¼ 1=T � R T0 xdt. And k ¼ 1=10 is a scaling factor. W ¼ 50 is a trans-
lation parameter. Notice that the BUMDA is a maximization algorithm, hence the
function to minimize is multiplied by �1 and translated in order to a maximization
problem with a objective function that only returns positive values.

lc1 ¼ 1
2
L1 ð17Þ

lc2 ¼ 1
2
L2 ð18Þ

lc3 ¼ 1
2
L3 ð19Þ

lc4 ¼ 1
2
ðL2 þ L4Þ ð20Þ

The optimization algorithms search for 9 optimal parameters, 3 of them are the
lengths, notice that we only need 3 lengths because L1 ¼ L3. And 6 parameters for
the controls in Eq. 10.
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6 Results

A test path is considered for optimization problem of parallelogram mechanism.
The desired path is given by Eq. 21 (snail Pascal).

xðtÞ ¼ �0:15 cosðtÞ sinðtÞ � 0:05 sinðtÞ cosð3tÞ
yðtÞ ¼ 0:05 cosðtÞ cosð3tÞ � 0:15 sinðtÞ sinð3tÞ ð21Þ

In the optimization process all the variables were considered in the interval
½0; 1�, then the values are mapped to the corresponding intervals simply by scaling
and translating the values. A population size of 73 was used and a maximum
variance for stopping criterion of 2:5� 10�9. The execution of the algorithm is
about 1 min 36 s. In a personal computer with Intel i7 processor and 6 GB of RAM,
using OpenSuse Linux and GNU compiler (GCC) and C program. The number of
evaluations of the objective function in a typical program execution is about 6,745.
In Figs. 4 and 5 shows the error of u1 and u2, the s1 and s2 values, and desired path
versus the delivered by the BUMDA.
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Fig. 4 Desired uid versus computed ui, angular error uid � ui, torque s1; s2
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7 Conclusion

In this proposal, a structure-control design for a parallelogram linkage robot with
trajectory tracking is presented. This is formulated as a concurrent process where
both the kinematic and the dynamic models of the mechanical structure and the
controller gains are considered for optimizing in a simultaneously way. An esti-
mation of distribution algorithm was adopted for solving the optimization problem.
This algorithm successfully found well performed solutions. One of the most
remarkable characteristics of this algorithm is that practically it uses a unique
parameter: the population size, because the stopping criterion is set according to the
maximum allowed numerical error, which is a problem parameter. The population
size is quite small for this kind of algorithms. The BUMDA performs quite well and
we expect to tackle similar problems with this algorithm. Notice that the BUMDA
uses a Gaussian model, which is a soft distribution, when this Gaussian model has a
standard deviation less than e, most of the samples from it will be in a radius of 3e
from the mean, hence if 3e is small number the Gaussian distribution provides a
way of looking for solutions in close neighbourhood, even this is not a prove of
local optimality, it is an strong argument about our procedure, which samples
intensively the neighbourhood of the best solution when the algorithm converges.
In consequence we have a strong argument to say that very possibly the solutions
delivered by the BUMDA are local optimums. In the other hand, when the algo-
rithm is not in the convergence phase (when it has a large variance) it is performing
a global exploration. Then it is possible that BUMDA finds the global optimum, but
it is highly possible that at least it provides a local optimum.
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In a subsequent work, other parallel mechanisms will be studied, in order to test
the performance of the concurrent optimization methodology.
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Emulation of Mechanical Structures
Through a Multi-agent Robot System:
An Overview

J. González-Sierra and E. Aranda-Bricaire

Abstract This paper presents an overview of recent results on the use of a group of
differential-drive mobile robots to emulate the motion of different types of
mechanical structures. The type of mechanical structure is emulated by choosing
suitable relative position vectors between the mobile robots. A control law is
proposed to achieve such relative positions. It is shown that despite of the simplicity
of the control law it is possible to emulate the mechanical structures changing only
the corresponding relative position vectors and their time derivative. Numerical
simulations and real-time experiments show the performance of the control law.

Keywords N–trailer �Mobile robots �Multi-agent systems � Formation tracking �
Mechanical structure

1 Introduction

A multi-agent robot system (MARS) is integrated by a group of autonomous mobile
robots, which are able to communicate, coordinate and interact among them to
solve specific tasks [4]. One of the main research areas of MARS is Motion
Coordination. Specifically the goal is to maintain a defined geometric pattern while
the agents are following a desired trajectory as well as avoid collisions among them
and the environment.

The particles of a rigid body maintain a fixed geometric relationship via a system
of physical constraints. If any of the particles of the physical object is subject to a
disturbance, it will be propagated to all the other particles. Based on the foregoing,
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it is desirable that a set of mobile robots that do not have any physical connections
among them, behave as if they were physically linked. For the case of a MARS, it is
possible to emulate the behaviour of rigid or articulated mechanical structures
establishing time-varying position vectors. This type of problem has been addressed
and solved in [8–10, 16, 17]. Paper [19] introduces the definition of virtual struc-
tures and proposes control strategies to force a group of robots to behave like
particles in a rigid structure. Paper [8] proposes the use of time-varying formation
vectors in order to emulate the behaviour of physical n–trailer systems through
continuous- and discrete-time approaches. Reference [17] uses time-varying rela-
tive vectors to orientate a group of mobile robots to the heading angle of the leader
vehicle.

This paper presents an overview of recent results obtained which allow the
emulation of mechanical structures through a group of differential-drive mobile
robots. The paper is organized as follows: Sect. 2 recalls the kinematic model of a
differential-drive mobile robot. Section 3 describes the mechanical structures that
can be emulated. The control law is presented in Sect. 4. Section 5 shows the
performance of the control law through numerical simulations and real-time
experiments. Finally, some conclusions are offered in Sect. 6.

2 Kinematic Model of Differential-Drive Mobile Robots

Denote by R1; . . .;Rnf g a set of n differential-drive mobile robots moving in the
plane. The kinematic model of each robot Ri, as shown in Fig. 1, is given by

_xi
_yi
_hi

2

4

3

5 ¼
cos hi 0
sin hi 0
0 1

2

4

3

5

vi
wi

� �

; i ¼ 1; . . .; n; ð1Þ

where xi; yið Þ are the coordinates of the mid-point of the wheels axis, hi is the
orientation of the robot with respect to the X-axis, vi is the longitudinal velocity of
the mid-point and wi is the angular velocity of the robot. It is known [3] that the
dynamic system (1) can not be stabilized by any continuous and time-invariant
control law. To overcome this obstruction, in the literature it is common to study the
kinematics of a point ai ¼ ðpi; qiÞT ¼ xi þ ‘ cos hi; yi þ ‘ sin hi½ �T outside the
wheels axis [11, 14]. The kinematics of point ai is given by:

_ai ¼ AiðhiÞ vi
wi

� �

¼ cos hi �‘ sin hi
sin hi ‘ cos hi

� �

vi
wi

� �

ð2Þ

where AiðhiÞ is the decoupling matrix for each robot Ri. The decoupling matrix is
non-singular since det AiðhiÞð Þ ¼ ‘ 6¼ 0.
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3 Description of Mechanical Structures

3.1 Translational Motion of a Rigid Body

Figure 2a describes the motion in the plane of three agents. There is a leader agent
which is responsible for follow up a predefined trajectory while the other agents,
known as the followers, keep a certain position among them defined by constant
relative position vectors. The front points of the agents form a geometric pattern, e.
g., the vertices of a triangle. Since the positions among agents are defined by
constant formation vectors, the geometric pattern that is emulated by the agents
corresponds to a rigid body with translational motion only. Constant formation
vectors are determined depending on the desired geometric pattern. In this case, we
use direct open-chain formation graph with leader (Fig. 2b) [2, 5], where Rn is the
leader and R1; . . .;Rn�1f g are the followers. The desired relative positions a�i are
establish as

a�i ¼ aiþ1 þ cðiþ1Þi; i ¼ 1; . . .; n� 1

a�n ¼ mðtÞ ð3Þ

where cðiþ1Þi ¼ ½cðiþ1Þi;x; cðiþ1Þi;y�T 2 R
2 is the desired relative position vector of

agent Ri with respect to agent Riþ1, m tð Þ ¼ xdðtÞ; ydðtÞ½ �T is the predefined
marching trajectory which is supposed to be continuously differentiable.

Remark 1 Real-time experiments of translational motion can be found in [7, 11].

Fig. 1 Kinematic model of differential-drive mobile robots

(a)

(b)

Fig. 2 a Translational motion of a mechanical structure. b Direct open-chain formation graph
with leader
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3.2 Translational and Rotational Motion of a Rigid Body

Fig. 3a shows the trajectory in the plane of three agents. While the leader agent is
following a predefined trajectory, the followers are aligned in a geometric pattern
and are oriented with respect to the leader heading angle by a rotation matrix and
time-varying formation vectors. This corresponds to the emulation of a mechanical
structure with rotational and translational motion. The rotation matrix

RðhnÞ ¼ cos hn � sin hn
sin hn cos hn

� �

, depends on heading angle of the leader and the static

relative position vector Cni which establishes the position between agent Ri and
leader agent Rn. Figure 3b represents the leader centered formation graph where the
desired relative positions are defined as

a�i ¼ an þ cni tð Þ; cni tð Þ ¼ R hnð ÞCni; i ¼ 1; . . .; n� 1; ð4Þ

where cni is the time-varying desired position vector. The desired velocity is

_cni tð Þ ¼ _R hnð ÞCni; _R hnð Þ ¼ _hn
� sin hn � cos hn
cos hn � sin hn

� �

:

This terms will be used later to define the control law.

3.3 The N–Trailer Configuration

Figure 4a presents the so-called standard n–trailer. This kind of articulated
mechanical structures are composed of a certain number of trailers pulled by a
tractor. The trailers are linked through mechanical joints. In the case when the
mechanical joints coincide with the mid-point of the wheels axis of the trailer
ahead, the n–trailer is called standard [12, 13, 18]. When the joints are placed off the

(a)

(b)

Fig. 3 a Translational and rotational motion of a mechanical structure. b Leader centered
formation graph
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mid-point of the wheels axis, the n–trailer is called generalized [1, 15]. The standard
and generalized n–trailers typically exhibit a phenomenon called off-tracking, more
specifically, oversteer or understeer, respectively. These phenomena occur when the
tractor is following a trajectory with a certain radius of curvature and each inter-
mediate vehicle deviates from the path of the leading one. Again the direct open-
chain formation graph with leader (Fig. 2b) is used to emulate the behaviour of the
n�trailer. The desired relative position vector a�i is similar to (3). The difference
resides in the fact that the formation vector cðiþ1ÞiðtÞ ¼ ½cðiþ1ÞixðtÞ; cðiþ1ÞiyðtÞ�T 2 R

2

is time-varying. Figure 4b shows the generalized n�trailer configuration. The
desired relative position of robot Ri with respect to robot Riþ1 is given by

a�i ¼ aiþ1 þ c iþ1ð Þi tð Þ; c iþ1ð Þi tð Þ ¼ � ð‘þ dÞ cos hiþ1

ð‘þ dÞ sin hiþ1

� �

ð5Þ

Finally,the desired velocity vector is defined as

_a�i ¼
_piþ1

_qiþ1

� �

þ ð‘þ dÞwiþ1 sin hiþ1

�ð‘þ dÞwiþ1 cos hiþ1

� �

ð6Þ

The standard n�trailer configuration is obtained from (5) by letting d ¼ 0.

3.4 The N–Trailer Configuration with a Kingpin Mechanism

Figure 5a shows the standard n–trailer configuration in which a sliding kingpin
mechanism is implemented in order to reduce or eliminate the off-tracking phe-
nomenon. This mechanism displaces the joint between two consecutive vehicles
along the wheels axis of the leading trailer in the direction opposite to the center of
curvature presented by the path. This mechanism allows the trailers to reduce the
off-tracking and, in some special cases, to follow exactly the same trajectory as the

(a)

(b)

Fig. 4 a Standard n–trailer configuration. b Time-varying position vector for n–trailer
configuration
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tractor. Figure 5b shows two mobile robots where the virtual sliding kingpin
position between them is located at a distance d from the middle point of the wheels
axis of the agent that is moving ahead and at a distance Sðiþ1Þi along the wheels axis
of the same agent. The parameter Sðiþ1Þi is the virtual sliding kingpin position which
allows to reduce or eliminate the off-tracking, displacing each follower agent
(trailer) with respect to the previous one. From Fig. 5b the desired position and
desired velocity of agent Ri are given by

a�i ¼
piþ1

qiþ1

� �

� ð‘þ dÞ cos hiþ1 � S iþ1ð Þi sin h iþ1ð Þ
ð‘þ dÞ sin hiþ1 þ S iþ1ð Þi cos h iþ1ð Þ;

� �

ð7Þ

_a�i ¼
_piþ1

_qiþ1

� �

þ wiþ1
ð‘þ dÞ sin hiþ1

�ð‘þ dÞ cos hiþ1

� �

þ
_S iþ1ð Þi sin hiþ1 þ S iþ1ð Þiwiþ1 cos hiþ1

� _S iþ1ð Þi cos hiþ1 þ S iþ1ð Þiwiþ1 sin hiþ1

" #

The virtual sliding kingpin position Sðiþ1Þi is a function of the steering angle of
the trailer moving ahead. For the standard n�trailer the time-varying virtual sliding
kingpin and their velocity are given, for i ¼ 1; . . .; n� 1, by

S iþ1ð Þi ¼ ‘
1� cos hiþ1 � hið Þ
sin hiþ1 � hið Þ

� �

; _S iþ1ð Þi ¼ ‘
wiþ1 � wi

1þ cos hiþ1 � hið Þ
� �

; ð8Þ

The expression (8) is ill-defined when hiþ1ðt0Þ ¼ hiðt0Þ. This happens when
instantaneously agents Ri and Riþ1 are following the same straight line. However,
the limit of this quantity is well defined as stated by the following:

Proposition 1 González-Sierra and Aranda Bricaire [9] Let t0 be a time instant
such that hiþ1ðt0Þ ¼ hiðt0Þ. Then lim

t!t0
S iþ1ð Þi tð Þ ¼ 0. Moreover _S iþ1ð Þi t0ð Þ ¼ 0.

(a)

(b)

Fig. 5 a Standard n–trailer configuration with sliding kingpin mechanism. b Time-varying
position vector for n–trailer with a virtual sliding kingpin point
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For a generalized n–trailer the virtual sliding kingpin position and its time-
derivative are given by

S iþ1ð Þi ¼ � 1
wiþ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_a2iþ1 � d2w2
iþ1

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_a2iþ1 � ‘2w2
iþ1

q

� �

ð9Þ

_S iþ1ð Þi ¼ �g _aiþ1
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_a2iþ1 � d2w2
iþ1

q � 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_a2iþ1 � ‘2w2
iþ1

q

0

B

@

1

C

A

g ¼ wiþ1€aiþ1 � _wiþ1 _aiþ1

w2
iþ1

ð10Þ

Depending on the direction of rotation of the agents, the virtual sliding kingpin
position has to be either positive or negative. More specifically, if the angular
velocity of the agent Riþ1 is positive we use the plus sign in (9)–(10) and if the
angular velocity of the agent Riþ1 is negative we use the negative sign.

Remark 2 Note that (9)–(10) is ill-defined when wiþ1ðt0Þ ¼ 0. This occurs when
the agent Riþ1 pursues a path with a constant heading angle hiþ1.

Proposition 2 González-Sierra [6] Let t0 a time instant such that wiþ1 t0ð Þ ¼ 0 and
assume that _wiþ1ðt0Þ 6¼ 0, then lim

t!t0
S iþ1ð Þi tð Þ ¼ 0 and lim

t!t0
_S iþ1ð Þi tð Þ ¼ 0.

4 Control Law

In this section we propose a control law which allows a group of differential-drive
mobile robots to emulate the behaviour of the mechanical structures defined in the
previous section. The control law is given by

vi tð Þ
wi tð Þ

� �

¼ A�1
i ðhiÞ _a�i � k ai � a�i

� �	 


; i ¼ 1; . . .; n� 1

vn tð Þ
wn tð Þ

� �

¼ A�1
n ðhnÞ _mðtÞ � kmðan � mðtÞÞ½ �

ð11Þ

where k, km are positive design parameters, a�i and _a�i are the desired relative
position and desired velocity vector of agent Ri, and A�1

i ðhiÞ is the inverse of the
corresponding decoupling matrix. The unique control law (11) can be used to
emulate all the mechanical structures defined in the previous section. The difference
for each case study lies on the desired relative position vector a�i to be used. To
emulate the translational motion we use (3). To emulate the translational and
rotational motion we use (4). To emulate the behaviour of an n�trailer we use (5).
To emulate the sliding kingpin mechanism we use (7).
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Proposition 3 [8, 10, 16, 17] Consider the system (1) and the control law (11).
Suppose that k, km [ 0. Then, in the closed-loop system (1)–(11), the follower
robots converge to the desired formation, i.e. lim

t!1 aiðtÞ � a�i ðtÞ
� � ¼ 0, i ¼

1; . . .; ðn� 1Þ whereas Rn converge to the marching trajectory i.e.
lim
t!1 an tð Þ � m tð Þð Þ ¼ 0.

Remark 3 Control law (11) for i ¼ 1; . . .; n� 1 is a decentralized control. In this
case the followers only known information about the agent that is moving ahead
according to the formation graph that is being used.

5 Real-Time Experiments

Because of lack of space, we can not describe the experimental platform in detail.
We just present in Fig. 6 the type of robots and cameras we are using for the real-time
experiments. Each robot is furnished in their top with infrared markers which form a
geometric pattern such that the centroid of this figure coincides with the middle point
of the wheels axis of each robot. The cameras calculate the position of each marker.
With this information, the software Motive calculates the position of each robot and
its orientation. The control law is calculated in Visual C++ using Aria libraries which
are also used to communicate with the robots. The protocol VRPN is used to share
information between Motive and Visual C++. Finally, the velocities of each wheel
are sent through Wi-Fi to the robots. The robots have an internal PID controller
which ensures that the wheels reach the velocity needed for the trajectory tracking.

Figure 7 shows a real-time experiment of three agents emulating the translational
an rotational motion of a mechanical structure using control law (11) and the desired
relative position given by (4). The desired trajectory is a Gerono’s Lemniscate defined
by xd ; yd½ �T¼ �0:6 sin 2xtð Þ; 1:5 cos xtð Þ½ �T where x ¼ 2p

60. The initial conditions for

the the follower agents are x1; y1; h1½ �T¼ �0:68; 1:73; 0:023½ �T , x2; y2; h2½ �T¼
�0:58; 1:24; 0:38½ �T and for the leader are x3; y3; h3½ �T¼ ½�0:16; 1:6; 0:013�T . The

Fig. 6 a AmigoBot robots. b Flex13 Cameras
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distance from themid-point of the wheels axis to the front point is ‘ ¼ 0:1meters. The
control parameters are k ¼ 2, km ¼ 1. The static position vector is given by

C31 ¼ 0:5 � cos p
6

� �

; sin p
6

� �	 
T , C32 ¼ �0:5 cos p
6

� �

; sin p
6

� �	 
T . This choice corre-
sponds to an equilateral triangle of 0:5m per side. The agents are aligned in a triangle-
type formation and they keep that formation until the end of the experiment.

Figure 8a displays a numerical simulation of the trajectories of three agents
emulating the behaviour of a standard n�trailer using control law (11) and the desired
relative positions given by (5). The desired trajectory is a Gerono’s Lemniscate
defined by xd; yd½ �T¼ � sin 2xtð Þ; 1:5 cos xtð Þ½ �T wherex ¼ 2p

60. The initial conditions

for the the follower agents are x1; y1; h1½ �T¼ 0:361;�0:61; 1:55½ �T , x2; y2; h2½ �T¼
0:21;�0:02; 1:55½ �T and for the leader are x3; y3; h3½ �T¼ ½0:02; 0:58; 1:52�T , The
control parameters are k ¼ 2, km ¼ 1. Due to the dimensions of the robots, the
parameter ‘ ¼ 0:6 meters has been chosen so as to avoid collisions. It is interesting to
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Fig. 7 Rotational and translational motion. a t = 40 s. b t = 60 s
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note that off-tracking effects become apparent and follower agents lose track of the
leader trajectory. This is due to two aspects. First, the agents reproduce the oversteer
phenomenon present in the physical standard n�trailer. Second, the distances among
the agents (‘ ¼ 0:6 m) are relatively large.

Figure 8b shows a real-time experiment of the trajectories in the plane of three
agents emulating the behaviour of a standard n�trailer using the control law (11)
with the virtual sliding kingpin position defined in (8) and the desired relative
position given by (7). The desired trajectory and the initial conditions are the same
as in the above numerical simulation.

Remark 4 In Fig. 8b it can be seen that in the edges of the Gerono’s Lemniscate
there exists a slight deviation of the trajectory described by the agents followers
from the trajectory of the leading vehicle. This is explained because the analysis to
compute the position of the virtual sliding kingpin position is based on circum-
ferences and, in these experiments, we attempt to follow a variable curvature tra-
jectory. Even so, the off-tracking effects are significantly reduced allowing the
follower agents a more accurate tracking of the leader trajectory.

6 Conclusions

In this paper we made an overview of recent results on the use of both constant and
time-varying formation vectors to emulate the motion of mechanical structures
through a group of differential-drive mobile robots. Despite the simplicity of the
proposed control law, the only parameters that have to be changed from one
structure to another are the relative position vectors. Numerical simulations and
real-time experiments exhibit the good performance of the control law. Because of
lack of space we have omitted the discrete-time analysis presented in [8]. As future
work we propose to include artificial vector fields in the control law to avoid
obstacles and collisions between the robots.
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Design and Construction of a Nouvelle
Vertical Axis Wind Turbine Experimental
Platform

Lourdes García, David Lara, Azahel Treviño, Gerardo Romero,
José G. Rivera and Esmeralda Lopez

Abstract This paper presents a methodology to design a nouvelle vertical axis
wind turbine prototype, which can be used as mechatronic experimental platform
for didactic use. Method engineering is used to plan the construction and assembly
of the prototype, including the mechanical system design using computer aided
design (CAD), which allows to develop drawings for each component of the entire
system for visualization before its construction. Then, we can see if all parts fit in a
suitable way. The results of this methodology are validated with the wind turbine
prototype construction. Experimental test were conducted to obtain the best aero-
dynamical configuration of the blades. This platform can be used to develop control
algorithms.

Keywords Vertical axis wind turbine � Prototype engineering � Mechatronic test
platform

1 Introduction

Modern man need electricity for living, and its demand has grown. Then, to satisfy
this need is a challenge, considering the reduction rate of fossil fuels as well the
climate change due to greenhouse gas emissions. A solution to generate energy
without using oils is the use of renewable energy sources, such as the wind power,
which is abundant in almost planet surface [1]. Wind power has been used since the
antiquity, for example, mechanisms powered by wind were used in Mesopotamia
for irrigation and grinding. In the early seventeenth century, the wind was used with
the purpose of moving mechanism for pumping water [2]. Since 1961, different
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systems called wind turbines have been developed to produce electricity from wind
energy. Wind turbines are designed and constructed based on knowledge of several
disciplines and are operated with the most advanced technological development to
be connected to any type of grid [3]. Today, in developed countries, many inter-
national organizations are interested on wind generation systems and they are
making efforts, through research projects, to develop efficient systems. Latin
America, including Mexico, generates 1 % of the total installed wind power
worldwide, with funding from private or state projects [5]. Motivated by recent
green energy polices in several countries, many universities and research centers
conduct wind power generation research projects, such as the Autonomous Uni-
versity of Tamaulipas, in Mexico, whose objective is to develop small wind tur-
bines. There is a vast literature concerning wind turbines, where each text is written
with a specific goal in mind and the majority is focused on horizontal axis wind
turbine (HAWT), due of its high efficiency, (see for example, [6] and [7]). Although
the vertical axis wind turbines (VAWT) were the first types used to extract energy
from wind, the majority of researchers of the modern era lost interest on these type
because apparently they cannot be used for large scale electricity generation [4].
Then, the HAWT remained the focus of almost all the wind energy related research
activity for the last few decades [8]. However, many research groups continue
working on VAWT at a relatively smaller scale, developing various wind turbine
configurations with different approaches for their analysis. For instance, the work
presented on [9] is concerned with the study of a novel turbine design, that consists
of several flapping blades hinged on a revolving drum, this turbine allows exper-
imental test on a small model to provide some basic rules from which the movement
of every flapping blade position could be determined. In [10] a VAWT formed of
several asymmetric vertically-stacked stages was developed, then by computational
fluid dynamics (CFD) analysis, the torque characteristics of the VAWT was
determined. In [11], an experimental and computational study of the aerodynamics
and performance of a small scale vertical axis wind turbine is presented. Using wind
tunnel tests, the performance of the turbine was determined and using CFD
dynamics a model was generated to establish its aerodynamics. In [12], a vertical
axis H-rotor type wind turbine was designed and constructed to collect data to
calculate the power coefficient, with measurement at different constant rotational
speeds to observe the power coefficients dependence on tip speed ratio. In this paper
we present a new configuration of vertical axis wind turbine rotor, (see Figs. 2 and 3
for better understanding), consisting of three dihedral shaped blades which are
inclined with respect to the rotor disk with an elevation angle. In this way, the
aerodynamic effects of lift and drag forces are used. This configuration takes into
account the aerodynamic aspects in simplified form, to get nominal rotor angular
velocity at relatively low wind speed. First of all, we focus on the design and
construction of the wind turbine prototype, in order to obtain a combination of
aerodynamic angles (elevation and dihedral) for the blades to maximize rotor speed
in all wind speed range. As in previous work [13], using as main tools, methods
engineering, computer aided design and prototype engineering, several sets of
blades with different combinations were constructed and evaluated experimentally
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on the vertical axis wind turbine using different wind conditions, measuring the
rotor speed in each case to collect data. The best combination of angles was
obtained using MathLab to analyze experimental data. Then the rotor was instru-
mented to apply control algorithms for the VAWT.

2 Wind Turbine Aerodynamics Main Formules

Aerodynamics main formulaes are given in Table 1. They describe the forces acting
on a wind turbine due an airflow, with density ρ. The airflow passes through the
rotor, of diameter D, with an input and output velocities, V1 and V2, respectively,
V2 < V1 and V2 = V1(1 − 2a), where a is the induced velocity coefficient. The wind
velocity at the rotor is given by Vr. The mechanical power Pm, is a function of the
dissipated energy. In dimensionless form is the power coefficient Cp that indicates
the amount per unit of useful energy extracted from the wind passing through the
turbine. According to the Betz law Cp = 16/27, then, only up to 60 % of the wind
kinetic energy passing by the rotor can be converted into mechanical energy [1].
Other important parameter is the torque Q transmitted by the rotor shaft to the
generator system. This parameter can be represented by the coefficient Cq. The
relation between the tangential rotor speed and the wind velocity is known as the Tip
Speed Ratio (TSR) and is denoted by λ, where Ω is the rotor angular velocity. The
power is given by the product of the angular velocity and the torque, this means that
Cq = Cp/λ. The design of blades for wind turbines requires to analyze the action of
wind on the surface of a blade element, which can be considered as a wing airfoil,
(see Fig. 1). The chord c is the line connecting the leading edge with the trailing
edge, and forms an angle α, (called angle of attack) with the relative direction of the
airflow stream. The force acting on the blade of a wind turbine is the effect caused by
the relative wind velocity Vrel on it [14]. This speed has as components the wind

Table 1 Wind turbine main formules

Variable Formule

Rotor velocity Vr = V1(1 − a) = (V1 + V2)/2

Mechanical power Pm ¼ 1
2q

pD2

4 V3
1 ð1� aÞð1� ð1� 2aÞ2Þ

Power coefficient Cp ¼ Pm
1
2qV

3
1
pD2
4

¼ 4að1� aÞ2

Rotor force F ¼ 1
2 q pD2

4

� �

V2
1 4a 1� að Þð Þ

Thrush coefficient CT ¼ F
1
2 qpD

2
4ð ÞV2

1

¼ 4a 1� að Þ
Torque coefficient Cq ¼ Q

1
2qV

2
turbinapr

3

Tip speed ratio (TSR) k ¼ X D=2
Vw

Lift force L ¼ qcV2
relCL

2

Drag force D ¼ qcV2
relCD

2
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speed and the rotational blade speed. The resultant force is the sum of the lift force,
L and the drag force, D. The lift force, is produced by a blade element in the air, and
acts from below upwards in a direction perpendicular to the relative wind, Vrel. In a
wind turbine, the rotor generates the forward thrust, which produces the rotation.
This force in dimensionless form is given by the lift coefficient CL. The drag force D,
acts in opposite direction to the movement of the blade element, and can be
expressed as the drag coefficient, CD. Both, the lift and drag coefficients, are func-
tions of the angle of attack, which can be expressed as α = γ − β, where γ is the angle
between the local flow direction and the rotation plane, and β is the pitch angle of
blade.

3 Methodology

3.1 Prototype Design Using Methods Engineering

Product prototype design is an important stage during the development of mech-
atronic systems and using methods engineering, it is separated into several phases
to be followed systematically in order to obtain an optimal solution, preventing
potential problems that could appear during the product life. As first stage, in the
product lifecycle, the design arises from the fact to meet a need not covered or
that can be improved according to the current or future needs. During the design,
the principles of operation are considered, depending on product characteristics.
The design determines the geometry, materials, and the construction process or
implementation in mass production. Then, methods engineering technique, helps to
reduce the production time during the prototype design, decreasing the cost per unit.
This means, this technique subjects each operation of a particular part to a delicate
analysis in order to eliminate any unnecessary operation, finding the fastest way to
perform any operation. Methods engineering includes the equipment standardiza-
tion, normalized procedures, work conditions and training for the operator to follow
the precedent and not the posterior operation [16]. Moreover, using precise mea-
surements, determines the amount of time to execute one task [15].

Fig. 1 Wing profile description and forces acting on it
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3.2 Prototype Aided Computer Design

Aided Computer Design software brings a better understanding of the structure and
mechanical systems, visualizing in detail each part. For the rotor CAD design, after
analyzing the aerodynamics of the blade with the shareware software Javafoil, a
laminar wing profile geometry was proposed. Figure 2a shows the full assembly
design for the rotor of the vertical axis wind turbine prototype, and as can be seen the
rotor comprises three blades separated 120∘ each one. They are fabricated using two
identical laminar stencils, (with five sides each one), as is shown in Fig. 2b, the shorter
side is considered as the stencil base. The stencils are joined by a common edge, in
mirror sense, forming a dihedral angle ϕ, resulting a cambered and twisted blade. The
rotor consists of two parallel disks, aligned with respect to their center. A slim shaft
passes through the centered ball bearing on each disk, having a free rotation. The
upper disk has three articulated links to pull the blades, producing the inclination
angle, as visualized in Fig. 2c. The lower disk has three hinges to attach each blade,
allowing a free rotation to the blades. Then, pushing the shaft, the elevation angle
can be modified (aerodynamic configuration of the rotor). Each link has three artic-
ulated blocks to join the upper disk with the blade, as depicted in Fig. 2d.

3.3 Prototype Assembly Brief Description

To build a mechatronic prototype, if precision and accuracy is required, then CNC
type machines are recommended, using the appropriate materials for each part of
the system. For the vertical axis wind turbine platform, the blades were builded

Fig. 2 Rotor main components CAD design
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using acrylic thin foils of 2.3 mm thickness, as can be seen in Fig. 3a. The disks
were elaborated using lightweight plastic material. One disk has a diameter of
11 cm, it was modified from original design to reduce the inertia, having a shape of
a three radius steering wheel, each radius separated 120∘ with respect to another, as
can be appreciated in Fig. 3b. The blades are mounting in these radius by means of
hinges. The second disk has a circular shape with a diameter of 7 cm, and is located
on top of the rotor and acts as a multiple link. This mechanism consists of three
articulated aluminium links, with 6.5 cm of length each one. Disks are aligned with
respect to their center by means of a shaft that pushes the upper disk in the
x direction (see Fig. 3a). This motion is transmitted to each blade to change their
elevation angle. The carbon fiber shaft has a length of 11 cm and is pushed with
small servo using an arm levers mechanism.

The rotor angular movement is transmitted to a small single phase permanent
magnetic stator generator using a gear and pinion mechanism. The output voltage is
proportional to the rotor speed.

4 Experimental Results

To carry out experimental tests in the absence of a wind tunnel, the test setup
illustrated in Fig. 4 was implemented. The wind source was a multi-speed electric
fan, and the tests were conducted in a closed room to avoid external disturbances.

A first experiment was conducted to obtain a combination of dihedral and ele-
vation angles with the best performance at different wind speeds. Eleven sets of
blades with different dihedral angles, were combined with six elevation angles.
Then, each combination was submitted to ten wind speeds (0.5–5 m/s in steps of
0.5 m/s). The wind speed was modified: (a) changing the fan power and/or (b)
moving the fan with respect wind turbine rotor. Wind speed and and rotor angular
velocity were measured using an anemometer (EXTECH—AN100) and an optical
tachometer (EXTECH—461920), respectively. Two of ten graphs of the rotor

Fig. 3 Rotor mechanical assembly
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velocity response as function of the angles combination at different wind speeds are
shown in Fig. 5.

The criteria to select the best angle combination is the maximal rotor speed and
its linear response for a specific wind velocity. Therefore, the combination that
better fits with the expected rotor speed behavior for a fixed wind speed is given by
θ = 56° y ϕ = 48°. The dihedral angle will be fixed to this value, and the elevation
angle will serve to control the rotor speed, sending a signal to the servo. A second
experiment consist on collecting data for the open loop step response of the wind
turbine. This data is processed using MatLab system identification tool box to find
parameters of a transfer function mathematical model, describing the platform
dynamics. A unit step signal was applied to the servo to change its position from
minimal to maximal, modifying the blades elevation angle and hence the rotor
speed, proportionally, reaching its stationary state, as it is shown in Fig. 6.

Fig. 4 Platform test setup
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Once identified the system transfer function G(s), it is possible to simulate the
closed-loop system response implementing a control algorithm, as is shown in
Fig. 7, where H(s), represents the sensor dynamics, and the controller for this case is
a PID. The gains for the controller can be obtained using different tuning methods
for PID controllers, see for example [17]. In the practice the method given by
Ziegler y Nichols described in [18] can be used as a first approach. Results were
validated in the test platform in a Labview environment program.

5 Conclusions

A methodology to design and construct a nouvelle vertical axis wind turbine pro-
totype was presented. This prototype shows can be used as experimental platform
for didactic use, due that control algorithm can be implemented using graphical
programming. Methods engineering helps us to plan the construction and assembly
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of the prototype. Also, the CAD brings the environment to develop all the parts and
to visualize how they fit in the whole mechatronic system. The platform experi-
mental data was used to identify the system dynamical model, represented by a
transfer function, and in this way a control can be used to stabilize the system in
close loop. This with the purpose of regulating the rotor velocity when there is a
disturbance due to the wind variations.
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Motion Analysis of a Six-Legged Robot
Using the Bennett’s Linkage as Leg

J.C.M. Carvalho and T.R. Silvestre

Abstract Although the legged robots are considered as the most versatile type due
to their major capability of moving on uneven terrain, the studied robots have not
yet much mobility. In general this lack of mobility is related to the high number of
degrees of freedom that makes it difficult to solve their mathematical model and
applying it to the control system. This problem impose them a low operational
velocity. Also the mobile robots which legs are based on parallel structures have not
yet solved this problem. One alternative is to use simpler mechanisms, having small
number of dof, for the legs. The solution analyzed in this paper uses the Bennett’s
linkage for a six legged robot. From the kinematic analysis of each leg, the robot
motion is analyzed on two kinds of movement: the tripod type and the tetrapod
type. In the present work the kinematic analysis of the robot behavior is analyzed in
order to know, in advance, what can occur with the robot when it is walking. After
the analysis some studies are proposed in such a way the robot can have a smooth
movement, even considering its dynamics.

Keywords Mobile robot � Bennetts’ linkage � Legged robot � Robot motion
analysis

1 Introduction

In last year several researches has been developed about the mobile robots. In
general the mobile robots can be classified as function of the environment in which
they travel as “land robots” that can be wheeled, legged or move using tracks; the
aerial robots named as “Unmanned Aerial Vehicle—UAV” and, underwater robots
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named as “Autonomous Underwater Vehicles—AUV”. Initially, the main purpose
of mobile robot was their capability of moving on the plants applying its ability
where they were necessary or even substituting the human being in hazardous tasks.
Today they are thinking for several applications like surveillance, inspections,
agriculture and so on.

This paper is related to land mobile robots. One the most important mechanical
characteristic of the mobile robot is related to its stability, which are in two forms: the
static stability that is its ability to maintain a configuration from reaction forces; and
dynamic stability, which is their ability to maintain a configuration from reaction and
inertial forces. For this reason is that studies about legged robots show that their
stability depends on both of its movement shape as the amount of legs. For a static
equilibrium at least three legs are required, in such way the resulting reaction con-
ditions over the ground cancel the weight of the robot. Although at least three legs are
necessary to its equilibrium are used in general four or six legs. This is due to be easier
to maintain the equilibrium of the robot during its movement: there is guaranteed to
always have at least three legs in contact with the ground when it is walking.

The mobile robots still presents several problems to be solved. The wheeled and
tracked robots are limited by the type of environment in which they travel, they can
not move easily in soft soil or even rough terrain. However, in favorable envi-
ronments, they can move at considerable speeds. Although several authors, like
Raibert [1], say that the legged robots are the most versatile due to their major
capability of moving on uneven terrain, the studied ones have not yet much
mobility. In general this lack of mobility is related to the high number of degrees of
freedom (dof) that makes it difficult to solve their mathematical model and applying
it to the control system. This problem impose them a low operational velocity. Also
the mobile robots which legs are based on parallel structures have not yet solved
this problem. Examples whose can be seen on references shown the variety of
studies about the legged robots [2–13].

One alternative is to use simpler mechanisms, having small number of dof, for
the legs. The solution analyzed in this paper uses the Bennett’s linkage for a six
legged robot. From the kinematic analysis of each leg, the robot motion is analyzed
on two kinds of movement: the tripod type and the tetrapod type.

In general the studies about six legged robots presents the dynamics model of its
legs but don’t the robot as an all. In the present work the kinematic analysis of the
robot behavior is analyzed in order to know, in advance, what can occur with the
robot when it is walking. After the analysis some studies are proposed in such a
way the robot can have a smooth movement, even considering its dynamics.

2 The Bennett’s Linkage

The Bennett’s linkage is a spatial four-bar linkage that permits to describe spatial
curves with only one dof, officially presented by Bennett in 1903 [14]. It is a 4-
revolute 4-bar mechanism where the opposite links must have the same lengths and
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the same degree of skew or twist, Fig. 1a. Despite it was discovered few more than
a century ago, this mechanism is still little investigated, and doesn’t have many
applications yet. It has been studied to apply on deployable structures formed by
interconnected Bennett linkages like presented by Chen and You [15, 16] and Liu
et al. [17].

The existence of the Bennett’s linkage is conditioned to a geometric relation
between the link lengths of its sides and the twist angles. This relation ensures that
linkage moves with one degree-of-freedom and is given by sinðh2Þ=sinðh3Þ
¼ R=r ¼ ra, where the angles h2 and h3 are the twist angles, and the dimensions
R and r are the length of the bars [14, 18, 19], Fig. 1a.

The relation between the input angle h1 and the output one h4 can be obtained
using the closing equation of the Bennett’s linkage and homogeneous transforma-
tion matrices. For that, eight frames are defined, in the way that two consecutive
frames always have common axes, given by: yi ¼ yiþ1 and ziþ1 ¼ ziþ2 for i = 1, 3,
5, 7, and the frames R2 and R3, R4 and R5, R6 and R7, R8 and R1 have, respectively,
coincident origins. The yi axes are placed along the bars of the mechanism. It were
used auxiliary reference frames Ri′ representing translations along the axes yi, for
i = 1, 3, 5, 7, as presented on Fig. 1a. For simplicity is presented only two axes of
each frame.

By this way, we can define eight coordinate transformation matrices along the
mechanism always in the following sequence: a translation along yi, a rotation about
yi′ and a rotation about zi. The product of these eight matrices gives the closing
equation of the Bennett’s linkage:

I ¼ T12 � T23 � T34 � T45 � T56 � T67 � T78 � T81 ð1Þ

where I represents the identity matrix 4 × 4 and solving the Eq. 1 we have:

Fig. 1 a Reference frames attached to the Bennett’s linkage. b The Bennett’s linkage used as a leg
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sinðh4Þ ¼ sh1 � ch2 � sh1 � ch3
1� ch2 � ch3 � ch1 � sh2 � sh3 and

cosðh4Þ ¼ ch1 � ch1 � ch2 � ch3 � sh2 � sh3
1� ch2 � ch3 � ch1 � sh2 � sh3

ð2Þ

where shi and chi means sinðhiÞ and cosðhiÞ, respectively. The detail for transfor-
mation matrix and to obtain Eq. (2) can be seen in [19].

3 The Bennett’s Linkage as Leg of the Hexapod

In order to obtain a path whose profile is similar to a robotic gait, that is considered
as an almost semi-elliptical curve composed by a linear segment and a curve, the
mobile connecting rod (CD) was extended as shown in Fig. 1b. The kinematic
model that defines the foot trajectory, given by point P, and with the aim of
systematizing a procedure of searching for an adequate configuration for this
extension, it was modeled according to the three coordinate directions of the frame
R6″, which is attached to the mobile connecting rod and, the m length in the y6″
direction (defined by the mobile connecting rod), the n length in the z6″ direction
and the L length in the x6″ direction. The reference frame RP, attached at point P, is
rotated by h9 related to y6″ axes and the auxiliary frame R6″ has its origin coin-
cident to R5 one and rotate by h6 related to y6.

To reorient the mechanism to set the quasi-linear segment of the trajectory and
the direction of the robot’s displacement in a coincident direction and put the path
quasi-linear segment on the ground it was adopted three successive rotations of the
mechanism defined by a, b and c about z, x and y respectively. So, we can write:

TP ¼ Ta � Tb � Tc � T18 � T87 � T7600 � T600P ¼ Tabc � T1P ð3Þ

Then, one can to obtain the coordinates that define the trajectory of the robot
foot, given by point P of the Bennett’s linkage as:

XP ¼ D1 � F1 � sa � cb � F2 þ D2 � C1 � L� C2 � nð Þ
YP ¼ E1 � F1 þ ca � cb � F2 þ E2 � C1 � L� C2 � nð Þ
ZP ¼ �cb � sc � F1 þ sb � F2 þ cb � cc � C1 � L� C2 � nð Þ

ð4Þ

where:

C1 ¼ sh3 � ch4 þ ch3 � sh4; C2 ¼ �sh3 � sh4 þ ch3 � ch4; D1 ¼ ca � cc� sa � sb � sc
D2 ¼ ca � scþ sa � sb � cc; E1 ¼ sa � ccþ ca � sb � sc; E2 ¼ sa � sc� ca � sb � cc
F1 ¼ A1 � L� sh1 � m� A2 � n� sh1 � Rþ rð Þ; F2 ¼ B1 � Lþ ch1 � m� B2 � nþ ch1 � Rþ rð Þ
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In order to obtain a good configuration for Bennett’s linkage used as a robot leg,
the following parameters must be analyzed: the twist angles h2 and h3 (which are
related by the ra parameter); the length links of the linkage R and r and then, its
relation given by ra; the three dimensions L, m and n of the extension rod and, the
positioning angle of the robot foot, h9. For that, each parameter (h2, h9, L, m, n, ra
and R) was analyzed independently. The analysis had been made using the influ-
ence of each parameter on the coupler curve behavior which details can be seen in
[19]. The data obtained for the leg are: h2 ¼ 30�; h9 ¼ 0�; R ¼ 200mm; ra ¼ 2:8;
L ¼ 2:1r; m ¼ �30mm; n ¼ 1:8r, and the successive rotations a ¼ �85:3�; b ¼
�22:2� and c ¼ �109:4�. The projection of the obtained trajectory in a vertical
plane is represented in Fig. 2b.

For transposition of obstacles two dof were included at each leg: one dof to uplift
the leg, q2, and another to change the foot pose, forward or backward, when exist an
obstacle, q3, as shown in Fig. 2a, where q1 is the input motion of the Bennett’s
linkage, q1 ¼ h1.

4 Gait Patterns

The gait pattern has been studied since the late nineteenth century by studying the
horse trot. After that other animals had been your motion studied also like spider,
centipedes, cockroaches, cats, camels, oxen and humans. These studies have been
used as inspiration for analysis of legged mobile robots, principally the schemes
and coordinating the movement of the legs which are named as “gait pattern”. The
gait pattern defines the sequence of steps of each leg with the duration of each
phase, the stance phase and the swing phase. The gait patterns existing in nature
vary greatly depending on the number of legs and size of each animal and there are
different skills like walking, running, trotting, galloping, jumping, among other
[2, 3, 5, 6].

Fig. 2 a 3D-design of the leg. b The foot trajectory and definition of PPE and PAE
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The design of hexapods considers that they are statically stable. This means that
the projection of the center of gravity of the robot on the horizontal plane should
remain within its supporting polygon. Two patterns are used: the tripod and the
tetrapod. The tripod gait the legs move together in group of three alternating
between the stance phase and the swing phase. For the tetrapod gait at least four
legs are on the ground at the same time. In general the tripod gait can be observed at
higher speeds motion, while at the low speeds tetrapod gait is used [2, 4, 6, 7, 9].
Figure 3 shows the tripod and tetrapod gaits where E1, E2 and E3 represents the left
legs and D1, D2 and D3 the right ones.

For simulations it was defined from the foot trajectory the maximum forward
pose (PAE) and the maximum backward pose (PPE). The PAE is the far pose in
which the foot can be touch the ground and, for the forward motion this is the target
position of the swing phase and the initial position of the stance phase. The PPE is
the far position in which the foot can be touch the ground and, for the forward
motion this is the target position of the stance phase and the initial position of the
swing phase. As the foot trajectory at the stance phase is not really linear, it was
defined the PAE and PPE for a ΔH = 5 mm, as shown in Fig. 2b, where the x1
direction defines the forward motion. For this consideration, the total length of a
gait is about 138 mm. Since one motor cycle corresponds to one gait, it is possible
to analyze each motion leg and then the robot motion.

Fig. 3 Tripod and tetrapod gait

Fig. 4 a The 3D-design of the robot. b Motion cycle of each leg as function of the gait pattern
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The robot body was designed in a symmetric distribution and in such a way that
no collision between legs could occurs, in any configuration of them, as shown in
Fig. 4a. Figure 5 shows the initial position of the robot’s legs for its motion and the
trajectory that each foot will perform identifying the PAE and PPE poses.

5 Simulations

For simulations each leg motion cycle is organizing in order to satisfy the gait
pattern as represented on Fig. 3. The tetrapod gait the cycle can be divided in three
regions where in two of them the leg is in the stance phase and the other ones the
leg is in the swing phase. As Figs. 3b and 4b, in this case one side of the robot is out
of phase of one and half region of the other side. For the tripod gait the cycle can be
divided in only two equal regions where one the foot is in the stance phase and in
the other one in the swing phase as can be seen in Fig. 4b.

For simulations it was used the Matlab and Cosmos Motion software, based on
kinematic equations and considering a kinetic friction coefficient of 0.25 (dry
rubber and steel) in such a way that the legs don’t slip on the ground.

The stability motion conditions for the hexapod can be given by the vertical
projection of the robot body into the front, rear and the sides. How smaller these
values smoother is the robot motion. In the present study the stability can be done
by the vertical variation of the center of mass (CM) related to the ground as between
it and the center of mass of the legs. This analysis shows when the robot presents a
kind of “balance” during its walking.

Figure 6a, b shows the vertical variation o the CM of the robot for tetrapod and
tripod gaits for three different input motion of q1. One can note that the difference
between the two gaits is the variation amplitude. For tetrapod it is 1 mm for 5 rpm
and approximately 2 mm for 25 rpm. On the other side, for tripod the amplitude was

Fig. 5 Initial position of the
robot legs for its motion
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approximately 5 mm for the three input velocities. This is due to the number of legs
that contacts the ground at each time.

Although the tetrapod gait presents a smaller vertical amplitude when the robot
is walking, its motion is not regular which can be seen using 3D simulations or
plotting the six legs’ behavior for a motion cycle. The behavior of the robot motion
for tripod gait makes it “to jump” when considering its dynamics. On both gaits
pattern when considering the robot dynamics, as it is, the robot will present a non
uniform movement.

Simulations for analyzing the vertical and horizontal displacements of the point
where each leg is attached to the structure had been made too. Similar results of
those presented on Fig. 6 were obtained.

6 Conclusions

Mobile robots are increasingly efficient, with improvements in its motion systems
due to, in part, to the study of new structures used in the legs.

In this paper an analysis of the stability of a six legged robot which use the
Bennett’s linkage as leg, based on its kinematics was presented. The advantage of
using this mechanism for legs is the use of only one motor to obtain a spatial
trajectory of the foot. For the studied leg, two other motors were included on each
leg in order to transpose obstacles. But, in a usual motion without obstacles, only
one motor is activated at each leg.

Two kinds of gaits were analyzed: the tetrapod and the tripod. Both gaits enable
a stable robot motion. Although the tripod gait presents a more uniform motion, the
amplitude of the vertical position of the robot CM is bigger. This behavior is
justified by, at each instant there are three feet in contact with the ground and the
other three at the swing phase, ensuring the motion uniformity but having a direct

Fig. 6 Center of mass variation for different input motion q1. a Tetrapod gait. b Tripod gait

356 J.C.M. Carvalho and T.R. Silvestre



influence of the foot trajectory. The tetrapod gait presents more non uniform
behavior but the vertical variation is smaller them the tripod gait.

From simulations it is clear that the stability is worst for bigger velocities.
The kinematic studies of the robot behavior are very important before to consider

its dynamics. If it has important vertical variation of its CM, probably it will present
misbehavior on its real motion, principally at high velocities when its dynamics
must be considered. From obtained results, the robot will not have a smooth motion,
both the tripod as the tetrapod gait.

In order to minimize this problem two kinds of analysis will be made: one is
associating the input motion of two dof of the leg, given by q1 and q2, in order to
obtain a linear stance phase. The second is to minimize the vertical displacement by
reducing the stance phase, even if the robot speed is reduced too.
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Implementation of Force and Position
Controllers for a 3DOF Parallel
Manipulator

J. Cazalilla, M. Vallés, A. Valera, V. Mata and M. Díaz-Rodríguez

Abstract The aim of this paper is to present the development of real-time con-
trollers for a parallel manipulator (PM) of 3 degrees of freedom. The robot is able to
generate one translation movement and two rotational movements (roll and pitch).
Some applications for this type of manipulators can be found in driving simulation
and biomechanics (rehabilitation of lower members, for example). An open control
architecture has been implemented for this robot, allowing to implement and val-
idate different dynamic control schemes for 3DOF PM. Thus, the developed robot
can be used as a test bench to validate different control schemes. This article
presents how several position and force control schemes have been implemented.

Keywords Parallel manipulator � Robot control � Force control � Mechatronics �
Kinematics

1 Introduction

A parallel manipulator (PM) is a mobile platform connected to a fixed base through
several kinematic chains. These manipulators have an end-effector connected to the
mobile platform. PMs have some advantages over serial robots. For example, the
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load is distributed in parallel manipulators, being shared out between the joints that
connect the mobile platform to the base. Thus, PMs have high stiffness, high load-
carrying, high speed and accuracy. However, PMs have small work spaces and
singularity problems. Furthermore, the forward kinematics and system dynamics
solution, as well as the control of PMs are hard to develop as compared with serial
robots.

Due to its advantages, parallel manipulators have varied applications. These
robots are implemented for: motion simulators, tire testing machines, flight simu-
lators, and medical applications. Different mechanical architectures can be found in
works like [10, 14, 18, 19]. PMs Investigations initially focused on platforms with 6
degrees of freedom (DOF). However, for many applications, 6DOF weren’t
required. For example, the famous Delta Robot has 3 translational DOF (3T) [19].
This PM is suitable for tasks of pick-and-place [5]. The translational PM 3T is not
only used in daily pick-and-place tasks, but are also used in medical applications
such as cardiopulmonary resuscitation equipments [13], and as machine tools [15].
When translational and rotational movements are required, 3PRS [4] and 3RPS [12]
architecture are proposed, where R, P and S notation means revolution, prismatic
and spherical joint, respectively.

The aim of this paper is to present the developed robot, and how the real-time
position and force controllers have been implemented, in order to perform one
translational 1T (heave) and two rotary 2R movements (roll and pitch).

In order to implement and test dynamic control schemes for PM with 3-DOF, an
open architecture has been developed. Schemes tested are position controllers based
on inverse dynamics [16], using the model identified in [9].

Note that there are a variety of applications involving assembly tasks where one
or more parts need to be handled, ensuring proper contact, or industrial operations
such as milling or deburring [1]. Therefore, for such applications it is necessary to
develop an accurate robot force control. In this paper, a force-position control for
the parallel robot has been developed.

2 The Parallel Robot

The choice of a 3PRS architecture has been determined by the need to develop a
low cost robot able to generate angular rotation in two axes, and a prismatic
movement. Two different architectures were considered: 3-RPS and 3-PRS. The
second one was the selected architecture after comparing the advantages and dis-
advantages of each proposal. For example, one advantage of the PRS architecture is
that the actuators are located on the fixed base while the architecture 3-RPS, the
actuators move with the joints of revolution.

Figure 1 shows the parallel robot developed. Its physical system consists of three
legs connecting the moving platform to the base. Each leg consists of a direct drive
ball screw (prismatic joints) and a coupler, besides the motor.
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The motors in each leg are brushless DC servomotors equipped with power
amplifiers. The actuators are Aerotech BMS465 AH brushless servomotors.
Aerotech BA10 power amplifiers operate the motors. The control system was
developed on an industrial PC. This fact presents several advantages: the first is that
it is a completely open system, providing a powerful platform for programming
high-level tasks. Therefore, applications such as trajectory generation or control
strategies based on external sensing (machine vision and force sensors, etc.) can be
developed. The second great advantage of the control system is its cost, because the
software architecture is based on free and open software.

2.1 Kinematic Model

To establish the control of the robot, direct and inverse kinematic models have been
developed.

Figure 2 shows a kinematic diagram of the robot. Nine generalized coordinates
are used to model the robot (qi, where i = 1…9).

Where the active coordinates q1, q6 and q8 are associated with the actuated
prismatic joints (P). In Fig. 2 can be seen that the length between the locations of
the spherical joints Pi and Pj is constant and equal to lm.

In the forward position problem, the position of the actuators is known (q1, q6
and q8 are known). The Newton-Raphson (N-R) numerical method is chosen to
solve this nonlinear problem. The method converges rather quickly when the initial
guess is close to the desired solution [11].

Moreover, the inverse kinematics problem consists of finding the movement of
the linear actuators from roll (c), pitch (b) and height (z) of the platform.

The positions of the actuators can be obtained by the following expression [19]:

Fig. 1 The 3-PRS low-cost
parallel manipulator
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q1 ¼ p2x þ p2y þ p2z þ 2h pxux þ pyuy þ pzuz
� �� 2gpx � 2ghux þ g2 þ h2

q6 ¼ p2x þ p2y þ p2z � h pxux þ pyuy þ pzuz
� �þ

ffiffiffi

3
p

h pxvx þ pyvy þ pzvz
� �

þ g px �
ffiffiffi

3
p

py
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þ gh ux �
ffiffiffi

3
p

uy
� �

=2þ gh vx �
ffiffiffi

3
p

vy
� �

=2þ g2 þ h2

q8 ¼ p2x þ p2y þ p2z � h pxux þ pyuy þ pzuz
� ��

ffiffiffi

3
p

h pxvx þ pyvy þ pzvz
� �

þ g px �
ffiffiffi

3
p

py
� �

� gh ux �
ffiffiffi

3
p

uy
� �

=2þ gh vx �
ffiffiffi

3
p

vy
� �

=2þ g2 þ h2

ð1Þ

In Eq. (1), h ¼ lm
� ffiffiffi

3
p

, g ¼ lb
� ffiffiffi

3
p

, px ¼ �huy, py ¼ �h ux � vy
� �

, pz ¼ z, lb is
the distance between AiAj, and u and v can be obtained from the rotation matrix of
the moving platform.

2.2 Jacobian of the Parallel Robot

As is well known, the kinematic model of a robot seeks relationships between
variables and joint position of the terminal end of the robot. This relationship does
not take into account the forces or torques applied on the robot. However, it allows
to know the relationship between the derivatives of the joint coordinates and the
terminal end of the robot member.

The relationship between the velocities of the joint coordinates and the position
and orientation of the robot is obtained through the Jacobian matrix.

To obtain the Jacobian, in Fig. 2 the following vector expression can be checked:

~pþ~bi ¼~ai þ q1 �~r1i þ lr �~r2i ð2Þ

Fig. 2 Kinematic diagram of
the 3-PRS parallel
manipulator, type of joints
and generalized coordinates
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where r*1i and r*2i are unit vectors, lr is the length of the coupler, ~p is the position
vector of the terminal end,~bi is the position vector between the terminal end and the
spherical joint i. Finally,~ai defines the position of the prismatic joint and the global
coordinate axis.

Deriving Eq. (2) and multiplying~r2i times on both sides of the equation:

~r2i �~vp þ~r2i � ~xp �~bi
� �

¼~r2i � _qi �~r1i: ð3Þ

Applying the previous equation to each of the three legs of the robot:

~r21 �~r11 0 0
0 ~r22 �~r12 0
0 0 ~r23 �~r13

2

4

3

5 �
_q1
_q6
_q8

2

4

3

5 ¼ Jq � _~q ð4Þ

~rt21 b
*

1 �~r21
� �t

~rt22 b
*

2 �~r22
� �t

~rt23 b
*

3�~r23
� �t

2
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6

6

6
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_y
_z
_c
_b
_a

2

6
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3

7

7

7

7

7

7

5

¼ Jx � _~X: ð5Þ

In this way, it is verified that:

Jq � _~q ¼ Jx � _~X: ð6Þ

However, it’s necessary to remember that not all the variables of _~X vector are
independent. For this reason, it is necessary to find the following Jacobian:
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Thus:

Jq � _~q ¼ Jx � Jr � _~Xc: ð8Þ
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So, the relation between the coordinates of the joints and the terminal end is
given by:

_~q ¼ ðJ�1
q � Jx � JrÞ � _~Xc: ð9Þ

2.3 Dynamic Model

In order to implement dynamic controllers the equation of motion can be described
as follows,

M ~q; ~U
� �

�~€qþ ~C ~q;~_q; ~U
� �

�~_qþ ~G ~q; ~U
� �

¼~s: ð10Þ

From Eq. (10) it can be seen that the system mass matrix M, the vectors cor-
responding to the centrifugal and Coriolis forces C, and the gravitational forces
G depend on the dynamic parameters ~U and the external generalized forces~s.

To identify the dynamic parameters, the model needs to be written in linear
parameters [7],

K ~q;~_q;~€q
� �

� ~U ¼~s: ð11Þ

In Eq. (11), K ~q;~_q;~€q
� �

is the observation matrix corresponding to the set of
generalized coordinates, velocities and accelerations. For this parallel robot, a
complete and reduced model can be obtained and analyzed [8].

3 Development of the Simulated Parallel Robot

3.1 Position Control

When the dynamic problem is solved and the dynamic parameters are validated for
the parallel robot, a real-time control can be addressed. In this work, various control
strategies based on inverse dynamics have been implemented. This type of control
is discussed in more detail in [3, 6, 17, 21]. The implemented control strategies are
based on the motion of the robot (Eq. 10) and are given by the following general
expression:

~sc ¼ Mð~qÞ~aþ ~Cð~q;~_qÞ~_qþ ~Gð~qÞ ð12Þ

where sc is generalized torque control, Mð~qÞ, ~Cð~q;~_qÞ~_q, ~Gð~qÞ are inertial matrix,
Coriolis vector and system’s gravitational forces, and~a is the linear control action.
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Depending on the expression used in ~a, different control strategies can be
obtained, as seen in Table 1:

where ~e ¼~q�~qd , and Kd, Kp y Ki are the matrices (diagonal and positive
definite) for derivative, proportional and integral gains.

The first controller is a point-to-point exponentially stable by an appropriate
selection of the Kd and Kp. The second controller is similar to the first, but in this
case a trajectory control is performed, in which the robot follows a trajectory~qdðtÞ
and its successive derivatives _~qdðtÞ and, being speed and desired acceleration. The
third one is a trajectory control in which is added an integral error term.

In order to validate the methodology proposed in this paper various Matlab/
Simulink schemes have been developed. Figure 3 shows reference and real position
of the robot joint q1 for a point-to-point controller. A good response is obtained in
following the trajectory. Joints q6 and q8 response is quite similar.

3.2 Force Control

Besides controlling position, more and more is being used force control in industrial
robots. To establish the force control various types of control strategies can be
chosen. The first type is based on the typical force control, and consists in following

Table 1 Linear control action

Controller ~a

Point-to-point �Kd
~_q� Kp~e

Trajectory control €~qd � Kd
_~e� Kp~e

Trajectory control with integral action €~qd � Kd
_~e� Kp~e� Ki

R

t

0
~eðuÞ du
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m
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Fig. 3 Reference and q1
position
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a force reference. This control is restricted to a linear [20] control, like a PID force
control. The effect of the three parameters of a PID controller is well known and has
been extensively described in the literature as for example in [2].

However, PID force control presents some problems like: integral term can lead
to system instability and the noise of the force sensor causes difficulty in derivative
calculation. Therefore, in order to dampen the system, is common to use the speed
( _x) since this is equivalent to the derivative of force. The resulting control law is
given in Eq. (13).

s ¼ Fref þ KpðFref � f Þ � Kv _x ð13Þ

where τ is the control action, Fref is the force reference, f is the force measured, and,
Kp and Kv are proportional and derivative constants.

In order to simulate and analyze the force control, different Matlab/Simulink
schemes have been developed. As mentioned above, due to the configuration of the
parallel robot, it has 3 degrees of freedom: the height (z) of the platform and the
orientation (γ and β). Thus, the robot has established a control force/position: force
control in z axis, and orientation control of the robot platform.

4 Development of the Actual Parallel Robot

In order to implement the control architecture for the parallel robot, an industrial PC
has been used. It is based on a high performance 4U Rackmount industrial system
with 7 PCI slots and 7 ISA slots. It has a 2.5 GHz Intel® Pentium® Core 2 Quad/
Duo processor and 4 GB SDRAM.

The industrial PC is equipped with 2 Advantech™ data acquisition cards: a PCI-
1720 and a PCL-833. The first one has been used for supplying the control actions
for each parallel robot actuator and the second one has been used for reading the
measurements of the encoders.

The force control has been established with the ATI sensor Delta SI-330-30.
This is a sensor with 6DOF able to measure forces and moments in the XYZ axes,
made of silicon strain gauges, providing a measurement error nearly zero.

The programming language used to control the parallel robot has been C++
(using the middleware Orocos). The PC is equipped with Linux Ubuntu system,
patched with Xenomai (a real-time kernel). Thus, real-time features are available.

Using this environment, different control algorithms have been implemented.
Figure 4a shows the reference and the real position (for the joint q1) of the parallel
robot. As can be seen, a high accuracy is being obtained (the error is less than
0.1 mm).

Figure 4b shows the speed references of the active joints generated by the
kinematic control, and the outputs obtained from the robot Jacobian. Their behavior
is very good and fully corresponds to the results obtained in the simulation of the
robot.
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Finally, Fig. 5 shows the reference and the force applied by the parallel in Z axis.
For the first 7 s (approximately) the force applied by the robot is 0 because during
that time the platform is moving down and has no contact with the environment.
From that point, the terminal element collides with the environment and the control
force is established, using a sinusoidal force reference. As can be seen in the figure,
the force applied by the robot follows the reference very accurately.

5 Conclusions

This paper has considered the position and force control for a parallel robot with
3DOF. In addition to design the robot, a control system (based on industrial PC)
completely open and flexible has been developed. The PC is equipped with card

Fig. 4 Actual robot positions and velocities

Fig. 5 Force control real
robot
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D/A converters, encoders reading and a force sensor. Programs and control
applications have been developed with the programming language C++.

To establish control of the robot, direct and inverse kinematic model of the robot
have been solved, as well as the dynamic model and the Jacobian.

For the development of position control, a model-based controller has been
chosen. The response obtained with this position control both simulations and real
robot provides a small position error.

Furthermore, in this work, a force controller has been implemented. A force
sensor has been installed in the platform in order to measure forces and torques
applied by the robot. The performance obtained in both simulation model and real
robot is very good.

Acknowledgments The authors want to express their gratitude to the Plan Nacional de I + D
(FEDER-CICYT) for the partial financing of this research under the projects DPI2010-20814-C02-
01/02 and DPI2011-28507-C02-01. This research was also partially funded by the CDCHT-ULA
Grant I-1286-11-02-B.

References

1. Afonso G, Pires JN, Estrela N (2007) Force control experiments for industrial applications: a
test case using an industrial deburring example. Assem Autom J 26(2):148−156

2. Astrom KJ, Murray R (2008) Feedback systems. Princeton University Press, Princeton
3. Canudas C, Siciliano B, Basting G (1996) Theory of robot control. Springer, New York
4. Chablat D, Wenger P (2003) Architecture optimization of a 3-DOF translational parallel

mechanism for machining applications, the Orthoglide. IEEE Trans Robot Autom 19(3):
403−410

5. Clavel R (1988) DELTA, a fast robot with parallel geometry. In: Proceedings of 18th
international symposium on industrial robot, Lausanne, pp 91−100

6. Craig J (1989) Introduction to robotics: mechanics and control. Addison-Wesley, Reading
7. Díaz-Rodriguez M, Mata V, Valera A, Page A (2010) A methodology for dynamic parameters

identification of 3-DOF parallel robots in terms of relevant parameters. Mech Mach Theory
45:1337−1356

8. Diaz-Rodriguez M, Valera A, Mata V, Valles M (2012) Model-based control of a 3-DOF
parallel robot based on identified relevant parameters. IEEE/ASME Trans Mechatron. doi:10.
1109/TMECH.2012.2212716

9. Farhat N (2006) Identificación de Parámetros Dinámicos en Sistemas de Cadena Cerrada.
Aplicación a Robot Paralelos. Phd, Universidad Politécnica de Valencia

10. Gough VE, Whitehall SG (1962) Universal tire test machine. In: Proceedings of 9th
international technical congress FISITA, pp 117−135

11. Jalón JG, Bayo E (1994) Kinematic and dynamic simulation of multibody systems: the real-
time challenge. Springer, New York

12. Lee KM, Arjunan S (1991) A three degrees-of-freedom micromotion in parallel actuated
manipulator. IEEE Trans Robot Autom 7(5):634−641

13. Li Y, Xu Q (2007) Design and development of a medical parallel robot for cardiopulmonary
resuscitation. IEEE/ASME Trans Mechatron 12(3):265−273

14. Merlet JP (2000) Parallel robots. Kluwer, London
15. Pierrot F, Nabat V, Company O, Krut S, Poignet P (2009) Optimal design of a 4-dof parallel

manipulator: From academia to industry. IEEE Trans Robot 25(2):213−224

368 J. Cazalilla et al.

http://dx.doi.org/10.1109/TMECH.2012.2212716
http://dx.doi.org/10.1109/TMECH.2012.2212716


16. Rosillo N, Valera A, Benimeli F, Mata V, Valero F (2011) Real-time solving of dynamic
problem in industrial robots. Ind Robot 38(2):119−129

17. Spong M, Vidyasagar M (1989) Robot dynamics and control. Wiley, New York
18. Steward DA (1965) A platform with 6 degree of freedom. In: Proceedings of the institution of

mechanical engineers, part 1, vol 15, pp 371−386
19. Tsai LW (1999) Robot analysis: the mechanics of serial and parallel manipulator. Wiley

Interscience, New York
20. Volpe R, Khosla P (1993) A theoretical and experimental investigation of explicit force

control strategies for robot manipulators. IEEE Trans Autom Control 38(11):1634−1650
21. Yoshikawa T (1990) Foundations of robotics: analysis and control. The MIT Press, Cambridge

Implementation of Force and Position Controllers… 369



Mechanical Reproduction of the Horse
Movement from a Hippotherapy Cycle

C.S. López-Cajún, J.C. Jáuregui-Correa, C.A. González-Cruz
and M. Rodríguez

Abstract In this paper, a methodology for obtaining the basic movements of a
horse for children hippotherapy is presented. These were determined from actual
measurements acquired from different body parts of a horse that influence the
desired effects for therapy. Measuring results were analyzed to identify those
movements that help the therapy. Accelerometers placed on several spots on the
horse allowed recording measurements of the motion of an actual horse rider during
the walking and trotting gaits of the horse. Based on those, the planar trajectory and
main tilts of the motion of a horse rider were obtained. The main goal of this project
is to reproduce the closest movement via a 4-DOF parallel mechanism.

Keywords Horse-therapy � 4-DOF-parallel mechanism � Mechanisms design

1 Introduction

Modern therapy equipment is intended to facilitate rehabilitating injure patients or
motion illness. Clearly, the development of this type of equipment requires a deep
understanding of muscle reaction to induced excitation. Indeed, one of the motion
therapies that have proved good results is hippo therapy. This is a repeated activity
that helps recovering motion capabilities for children with brain damage, accident
shocks or any other disabilities. Horse riding provides tridimensional motions and
impulses that stimulate muscle and body joints. It also helps patients by recovering
the posture while the horse walks. As a matter of fact, when a patient feels insecure
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or fills an unstable position, he reacts impulsively correcting to the vertical position.
This type of stimuli helps patient’s coordination and, many times, the recovery of
motion abilities [1]. Furthermore, the other effect that makes hippotherapy feasible
for children is that the patients follow the horse motion trying to recover the natural
posture [2]. In this way the upper body is forced to move in a similar way as a
normal walking motion [3–5]. It is clear that riding a horse has a similar motion
effect as human walking. Therefore, the spine and upper joints are stimulated while
the patient rides a horse. Indeed, this is the main element that makes hippotherapy a
good candidate for patient’s recovery [6]. Several studies have demonstrated the
effectiveness of hippotherapy. Indeed, researchers have reported how hippotherapy
improved patient’s walking skills, walking speed, and muscle strength [7–10].
Hippotherapy also provides long-term benefits and improvements on the overall
health [11]. Unfortunately, this therapy require a large space and it cost limits the
access to a large population. Therefore, it is desirable to have mechanic drivers
capable of providing a similar therapy in a room. As there aren’t statistically sig-
nificant differences among the horse body movement parameters within one session
of hippotherapy [12], the final goal of this project is the design a 4-DOF parallel
mechanism that will reproduce, among horse movements, those that are effective in
motion therapy. In general, horses have many movements, but there are few of them
that are important helping patients with some motion illness. In this paper, the
identification of horse movements is described. These movements will be repro-
duced via parallel mechanism. Moreover, the effective movements were identified
measuring the acceleration on different body parts of a horse. These measurements
were processed in order to identify the actual planar trajectory and the two main
tilts. The mechanism do not replace at horse, this only will reproduce its movement.

2 Experimental Procedure

The first part of this research was the measurement of a horse riding. For this, six
accelerometers were mounted on the horse back, namely, two at the hip, one at the
loin, one at the whiter and two at the whither sides. Location of the above men-
tioned accelerometers is shown in Fig. 1. The recording data was done during the
walking and trotting gaits of the horse.

Fig. 1 Accelerometers location on the horse
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The features of the accelerometers being used are described below. Themodel was
the ADX-321 of Analog Devices. Its sensitivity was of 100 mV/g, whereas its
reachable range was of ±18 g. The reconfigurable bandwidth was from 0.5 Hz to
2.27 kHz. The data acquisition was done using the NI-USB 6009 device of National
Instruments. It was programmed from a LabVIEW graphic interface for getting 20
samples per second.

3 Analysis Techniques

The techniques to analyze the body parts movement of the horse were implemented
in MATLAB. They are described below:

3.1 Analysis in the Frequency Domain

The recorded data of each sensing body part were analyzed in the frequency domain
using the Fourier transform (FT). The FT decompose a time-domain signal into its
constituent frequencies, it is given by

F tð Þ ¼ hx; ei2pf0i ¼ Z1

�1
xðtÞe�i20dt ð1Þ

where,
xðtÞ input signal,
ei2pf0 exponential complex function,
f0 fundamental frequency

3.2 Filtering Process

Infinite impulse response (IIR) band pass filters were implemented to accept the
fundamental frequencies, including them harmonics and sub-harmonics, and reject
all others. The design parameters of these were Chevyshev type II and order 10 and
the band-pass width was fixed ±0.2 Hz around the interested frequency.

3.3 Phase Diagram

The stability of a signal can be analyzed using the phase diagram or phase plane. Its
definition is based on the Hamilton’s principle, where the energy conversion can be
represented as
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H q; pð Þ ¼ p2

2m
þ V qð Þ ð2Þ

q being the displacement and p is the linear momentum. From Eq. (2), it is possible
to define a function of the form

ut ¼ q tð Þ; pðtÞ½ � ð3Þ

If the function ut is continuous and smooth, then the data represents a stable
behavior. Applying Eq. (3) to the original data it was possible to identify the
smoothness of the horse ride.

4 Results

The movements of the horse were recorded during the walking and trotting gaits in
a hippotherapy cycle. Figures 2 and 3 shows the recorded acceleration data for the
left hip during the both gaits, respectively. From these the Fourier spectrum were
obtained (Figs. 4 and 5) and the fundamental frequencies were found. From Fig. 4
we can see the fundamental frequency for walk gait is around 1.8 Hz, with har-
monics and sub-harmonics of 0.9, 2.7, 3.6, 4.5 and 5.4 Hz. Figure 5 shows the
fundamental frequency for trot gait is around 2.7 Hz with harmonics and sub-
harmonics around 1.35, 4.1, 5.4, 8.1 Hz.

The identified frequencies were filtered from the corresponding original signals
via pass-band filters. The results are shown in Figs. 6 and 7.
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After filtering process, the velocity and displacement were computed numeri-
cally and the phase plane were generated from these. The phase diagram for left and
right hips during the walking gait are show in Figs. 8 and 9, respectively.

The phase diagrams from left and right hips are shown in Figs. 10 and 11,
respectively, during the trotting gait test.

Finally the relative displacement between both articulations was obtained. And
the orbit diagram was constructed. The results are show in Figs. 12 and 13.

From Figs. 12 and 13 the relation between the movement of both articulations
can be estimated. Therefore, we calculated the angle between the hip articulations.
The results for walking and trotting gaits are shown in Figs. 14 and 15, respectively.
In these we can see the variation of the displacement in function of the angle and
reproduce the movement of the horse in a mechanism of 4DOF. With this data, it is
possible to construct a 4 DOF parallel robot capable of reproducing these motions.

0 5 10 15 20 25 30 35 40 45 50
-4

-3

-2

-1

0

1

2

3

Time (s)

A
cc

el
er

at
io

n 
(m

/s
2 )

Fig. 6 Left hip signal from
walking gait after filter
processing

0 2 4 6 8 10 12 14 16
-10

-8

-6

-4

-2

0

2

4

6

8

10

Time (s)

A
cc

el
er

at
io

n 
(m

/s
2 )

Fig. 7 Left hip signal from
trotting gait after filter
processing

376 C.S. López-Cajún et al.



-0.02 -0.01 0 0.01 0.02 0.03 0.04
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

V
el

oc
ity

 (
m

/s
)

Displacement (m)

Fig. 8 Phase diagram of left
hip from the walking gait

-0.02 -0.01 0 0.01 0.02 0.03 0.04
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

V
el

oc
ity

 (
m

/s
)

Displacement (m)

Fig. 9 Phase diagram of
right hip from the walking
gait

-0.04 -0.03 -0.02 -0.01 0 0.01 0.02 0.03 0.04
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

V
el

oc
ity

 (
m

/s
)

Displacement (m)

Fig. 10 Phase diagram of the
left hip from the trotting gait

Mechanical Reproduction of the Horse Movement… 377



-0.04 -0.03 -0.02 -0.01 0 0.01 0.02 0.03 0.04
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

V
el

oc
ity

 (
m

/s
)

Displacement (m)

Fig. 11 Phase diagram of the
right hip from the trotting gait

-0.03 -0.02 -0.01 0 0.01 0.02 0.03
-0.03

-0.02

-0.01

0

0.01

0.02

0.03

Left side(m)

R
ig

ht
 s

id
e 

(m
)

Fig. 12 Relative movement
between the hip articulations
from the walking gait

-0.03 -0.02 -0.01 0 0.01 0.02 0.03
-0.03

-0.02

-0.01

0

0.01

0.02

0.03

Left side (m)

R
ig

ht
 s

id
e 

(m
)

Fig. 13 Relative movement
between the hip articulations
from the trotting gait

378 C.S. López-Cajún et al.



5 Conclusions

An experimental methodology for determining some of horse motions used for
hippo-therapy was presented. Based on psychological principles, those motions
were identified from accelerations measurements. From these, via filtering, Fourier
transforms, and numerical techniques the basic motions for hippo-therapy were
determined. These motions basically are resumed by a planar trajectory and two tilts
that help patient’s therapy. Further implementation and design of a 4DOF parallel
mechanism for reproducing such basic motions will be carried out.

The horse motion reproduced numerically will be used to program the parallel
mechanism, and, in this way, it is possible to bring an equivalent therapy to a wider
population.
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Identification of a Cylindrical Robot Using
Recurrent Neural Networks

Carlos Román Mariaca Gaspar, Juan Eduardo Velázquez-Velázquez
and Julio César Tovar Rodríguez

Abstract Neural identification techniques are very useful for the problem of
unknown dynamics and uncertainties during the development of a model that
accurately represents the behaviour of a robot. In this paper we use the model of a
Recurrent Trainable Neural Network (RTNN) for modelling a cylindrical robot. The
RTNN proposal is a multilayer network local feedback into the single hidden layer,
to approach the robot dynamics. The learning algorithm for this topology is the
Backpropagation (BP) dynamic. The simulation results of the approximation
obtained through RTNN showed a good convergence and accurate tracking.
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1 Introduction

In general, robotic manipulators belong to the class of non-linear time variant
systems. For these, manipulators drivers that are used to govern their behavior are
advanced and robust type and necessarily require some knowledge about the
dynamic behavior of the system under control [10].

In the case of robotic manipulators, most often it is difficult to obtain important
parametric information, such as the matrix of inertia andmass center of the joints with
sufficient accuracy. The effects of friction and inertia, for example, depend on the state
of the system, coupled with the addition of fillers can affect the overall dynamic
behavior. In this context, neural identification technique offers the possibility to learn
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non-linear behavior through the presentation of patterns of input/output suitable to
help overcome the difficulties mentioned above training. As reported in the literature,
the results of several studies show that artificial neural networks (ANN) seem to be a
very effective tool for the identification and control of nonlinear systems when you
have partial or no information about them [8]. The ability to approximate a complex
nonlinear model without prior knowledge of its dynamics makes the ANN model a
very attractive alternative for modeling and control techniques. This property has
been demonstrated by the universal approximation theorem [5].

The most widely used network architectures are Feedforward Neural Network
(FFNN) and Recurrent Neural Network (RNN). In a FFNN signals are transmitted
in one direction from the input layer and then through the hidden layers to the
output layer and requires the application of global unit delay to achieve a nonlinear
auto-regressive average model of the robot. RNN has local feedback connections in
some of its hidden layers. This structure is a suitable alternative to FFNN when the
task is to develop a model of a dynamic system. As mentioned above, the main
advantage of the RNN in modeling is its ability to adaptively learn nonlinear
functions whose forms of analysis are difficult to obtain, and the solutions are
difficult to calculate. This is reflected in the widespread use of neural approaches to
robotics problems; see [4, 6, 9]. In most of these works the drawback of using static
NN higher order as they have a high complexity that makes difficult its application
manifests. In [1–3], Baruch et al. defines the architecture of Recurrent Trainable
Neural Network (RTNN) with backpropagation learning algorithm (BP) which
simplified the problem of identification and control applications in different plants
of biotechnological and mechanical nature. In the present work, this RTNN is used
for nonparametric identification of a cylindrical robot modeled by a set of nonlinear
differential equations of second order. The outline of the paper is as follows: In
Sect. 2 an analytical model that describes the rigid body dynamics of a cylindrical
robot manipulator is introduced. The description of the RTNN and learning algo-
rithm is presented in Sect. 3. Simulation results of the identification of plants using
RTNN are presented in Sect. 4. Finally, Sect. 5 draws together the conclusions of
the document.

2 Analytical Model of a Cylindrical Robot and Problem
Formulation

Through time several researchers have developed a variety of methods to derive the
equations representing the dynamics of a robot manipulator. This section provides a
general set of differential equations describing the time evolution of a cylindrical
robot is presented. These are the Euler-Lagrange equations of motion.

The Lagrangian formulation is based on the generalized coordinates of strength
and energy. If the manipulator moves freely in the working space then, the dynamic
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equation of motion of the robot is given in the form of the following matrix with n
degrees of motion freedom:

MðqÞ€qþ Cðq; _qÞ _qþ GðqÞ ¼ s ð1Þ

where s is the vector of dimension n� 1 generalized torque applied to the joints q,
_q and €q are the vector of variables of the joints of the manipulator robot, its first and
second derivatives, respectively. The first term M(q) is the inertia matrix of
dimension n� n. The second term C(q; _q) is the matrix of centrifugal and Coriolis
forces. The last term G(q) is the vector that represents the action of gravitational
forces.

The robot manipulator is a cylindrical three degrees of freedom, including two
prismatic joints and a rotational joint. The common variables are the cylindrical
coordinates of the end effector relative to the base. The cylindrical configuration is
shown in Fig. 1.

In this case, the vector of generalized coordinates is q ¼ ½q1; q2; q3�T . Following
the methodology of Euler-Lagrange following inertia matrix is obtained:

MðqÞ ¼
I1zz þ I2yy þ I3yy þ m3q23 0 0
0 m2 þ m3 0
0 0 m3

2

4

3

5 ð2Þ
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Fig. 1 Configuration of the
cylindrical robot
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The matrix of Coriolis forces is

Cðq; _qÞ ¼
m3q3 _q3 þ ffric�1 0 m3q3 _q1
0 ffric�2 0
�m3q3 _q1 0 ffric�3

2

4

3

5 ð3Þ

The vector of gravitational forces is GðqÞ ¼ ½0; 0; 0�T and vector torque is
s ¼ ½s1; f2 � ðm2 þ m3Þg; f3�T . Here q1, q2 and q3 denote the angular position of
the rotational joint and the displacement of the two prismatic joints respectively.
For i ¼ 2; 3; mi denotes the mass of each link of the manipulator robot, located at
the center of each link. I1zz; I2yy; I3yy are the inertia tensors of the link i around the
mass center of the link i. s1, f2 and f3 denotes the torque and the vertical and
horizontal forces, respectively. g is the acceleration due to gravity. ffric�i denotes the
frictional force on the board i. In fact, following the Newton-Euler method achieves
the same dynamic model of the cylindrical robot [7].

Now, considering that y ¼ ½q; _q�T is the output of the manipulator dynamic
system (1) when a generalized torque vector s is applied to the cylindrical robot,
then formulate the identification problem:

Suppose that the dynamic equation of motion (1) for cylindrical robot manip-
ulator is unknown. The identification problem is to obtain a model that allows us to
infer how the cylindrical manipulator robot responds to other inputs still unknown
by approximating the output path of the manipulator system. That is, for an
experiment of duration tf , we want to determine a model with an output ŷ ¼ ½q; _̂q�T
that approximates the response used during the experiment, using only the observed
data s; y; t 2 ½0; tf �

� �

.

3 Description of the Topology and RTNN Learning

With the help of the diagrammatic method [11] and following Fig. 2, we present the
topology of a RTNN described as vector-matrix as

x̂ðk þ 1Þ ¼ Ax̂ðkÞ þ BûðkÞ;
ŷðkÞ ¼ F½vðkÞ�;
vðkÞ ¼ CzðkÞ;
zðkÞ ¼ G½x̂ðkÞ�;

ð4Þ

where F½�� and G½�� are activation function vectors usually tanhð�Þ; ŷ; x̂; û are the
vectors of output, state and input RTNN with dimension p, N; nþ 1; respectively;
here ûT ¼ ½s; u0�; where s is the vector of generalized torque input and u0 ¼ �1 is
an entry threshold. Here the output vector of the plant y is considered as the
reference output for RTNN; A is a matrix of dimension n� n diagonal blocks,
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defined as A ¼ block � diagðAiÞ; B ¼ ½B1;B0� and C ¼ ½C1;C0� are augmented
matrices N � ðmþ 1Þ and L� ðN þ 1Þ respectively; B0 and C0 are threshold
vectors of dimension n� 1 and l� 1 of hidden and output layers respectively.

The associated learning algorithm is described as:

wðk þ 1Þ ¼ wðkÞ þ gDwðkÞ þ aDwijðk � 1Þ;
eðkÞ ¼ yðkÞ � ŷðkÞ; ð5Þ

where w is a generalized weight matrix denoting each of the matrices ðA;B;CÞ in
the model RTNN to be updated; Dw is the correction of w, g and a are learning
parameters; e is an error vector of appropriate dimensions, calculated from the
attached model RTNN (Fig. 2). Correction of associated weights and the corre-
sponding error vectors are:

e1ðkÞ ¼ F0½ŷðkÞ�eðkÞ;
DCðkÞ ¼ e1ðkÞzTðkÞ;
e2ðkÞ ¼ CTðkÞe1ðkÞ;
e3ðkÞ ¼ G0½zðkÞ�e2ðkÞ;
DBðkÞ ¼ e3ðkÞûTðkÞ;
DAðkÞ ¼ e3ðkÞx̂TðkÞ;

ð6Þ

where F0½ŷðkÞ� ¼ ½1� ŷ2ðkÞ� and G0½zðkÞ� ¼ ½1� z2ðkÞ� are derived from the
operation of activation functions; RTNN stability is ensured by the activation
functions within the range ½�1 ; 1 � bounds and by the local stability condition
imposed on the weight matrix Aij j\1.

Fig. 2 Block diagram of the RTNN and attached version
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4 Simulation Results for Identification of the Cylindrical
Robot Using RTNN

Under the premise of identification problem, this section is devoted to obtain an
RTNN to approximate the robot dynamics. Here we use the RTNN defined in (4),
(5) and (6) set out in the previous section. The block diagram of the identification
process is illustrated in Fig. 3.

Because of the necessity of experimental data of the cylindrical manipulator
robot s; y; t 2 ½0; tf �

� �

we developed a computer simulation of the dynamics of the
robot implemented on MATLAB® with the following parameter values: I1zz þ
I2yy þ I3yy ¼ 2:5 ðkgm2Þ; g ¼ �9:8 ðms�2Þ; m2 ¼ 5 ðkgÞ; and m2 ¼ 2:5 ðkgÞ taken
from the literature [10]. It was also considered that ffric�1 ¼ 0:1 ðkg s�1Þ;
ffric�2 ¼ 0:2 ðkg s�1Þ, ffric�3 ¼ 0:3 ðkg s�1Þ and duration time tf ¼ 50 ðsÞ with a
sampling time of tf ¼ 0:01 ðsÞ. The generalized torque vector is taken as input
s ¼ s1; f2 � ðm2 þ m3Þg; f3½ �T , where

s1 ¼ 5 sin
p
4
t

� �

;

f2 ¼ p
3

1� e�2t3
� �

þ p
6

1� e�2t3
� �

sin 3tð Þ;

f3 ¼ p
2

1� e�2t3
� �

þ p
3

1� e�2t3
� �

sin 2tð Þ:

ð7Þ

It is worth to be mentioned that in order to obtain appropriate experimental data
s; y; t 2 ½0; tf �

� �

we implement an action state feedback along the input vector s.
The data obtained are shown in Figs. 4 and 5.

Note that the range of activation functions tanhð�Þ lies in the range �1; 1½ �. Then,
to approximate functions with a range outside such interval it is necessary to
normalize these functions otherwise, the RTNN cannot approximate functions
outside the range �1; 1½ �. Thus, the exit path of the cylindrical robot is normalized.

Now, in order to illustrate the identification framework applied to the cylindrical
robot, the nonlinear system (1)–(3) is considered as unknown. Thus, we develop a
computer simulation using the identification strategy with a RTNN topology (4-10-
6) (4 inputs, 10 neurons in the hidden layer, 6 outputs). The learning rate parameters

Fig. 3 Block diagram of
model identification
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for the BP learning algorithm are a ¼ 0:1 and g ¼ 0:001. Simulation results using
RTNN identification are obtained online for a simulation time of 100 (s) with a step
size of 0.01 (s). Identification entries are defined by (7) with a final time
tf ¼ 100 ðsÞ.

It is noteworthy that the evolution of q̂ was obtained and compared against
corresponding reference signals q shown in Fig. 6.

The identification results for velocity _̂q and its comparison with the corre-
sponding reference signal _q are shown in Fig. 7.

The simulation results show the effectiveness of the proposed RTNN. This can
be seen in the graph of the performance index given in terms of mean square error,
where high accuracy is obtained convergence, see Fig. 8.

Fig. 4 Generalized position
variables of joints of a robot
manipulator

Fig. 5 Generalized variables
of velocity joints for a robot
manipulator
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Fig. 6 Identification of the
position of the robot joints:
reference (solid line) and
estimated (dotted line)

Fig. 7 Identification of the
velocity of the robot joints:
reference (solid line) and
estimated (dotted line)

Fig. 8 MSE obtained using
the proposed RTNN
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5 Conclusions

In this paper the problem of identifying a cylindrical robot manipulator is solved
using the RTNN. The use of neural networks allows obtaining an approximate
model to infer how cylindrical robot manipulator responds to unknown inputs. The
efficiency of the proposed algorithm is illustrated in the simulations where precise
tracking and acceptable convergence is observed. Having a model that predicts the
behavior of the robot when there is not a model described by a set of differential
equations, will allow the development of controllers that use the benefits of RTNN
to govern the behavior of the robot manipulator without necessarily having any
knowledge of the dynamics of the system under control.
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New Design of Petal Type Deployable
Space Mirror

V.I. Bujakas

Abstract A new kinematic design for a large petal-type space mirror package and
deployment is considered. To check the approach computer and physical models of
the multibody transformable structure were developed and studied. Results of
simulation are presented in the paper.

Keywords Large space mirror � Kinematics of deployment � Computer and
physical simulation

1 Introduction

Large solid deployable mirrors, intended for operation at mm, submm, IR and optical
wavelengths are currently being developed within a number of programs and space
projects [2–4, 8]. The classic design of petal type deployable reflector was proposed
by Dornier Corporation during “FIRST” space project development (“FIRST”—far
infrared space telescope) [7]. The similar design later was used for 10 m antenna
of “Radioastron” space telescope and operates at cm wavelengths [1, 5]. Within this
design a petal type reflector is a transformable structure and contains a central mirror
and a set of petals. In folded state the petals are disposed in vertical position above
the central mirror. In open state the petals and the central mirror form large parabolic
reflector. Stages of petal type mirror deployment are presented in Figs. 1 and 2.

From kinematic point of view each petal is connected with central mirror by a
cylindrical hinge and rotates around the axis of the hinge during deployment. It has
been shown that there exist such directions of axes of the hinges under which
synchronous rotation of the petals leads to the unfolding of the mirror without
collision. Synchronous rotation of the petals is carried out by actuators, which are
located on the back side of the central mirror.
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However, there are drawbacks that limit the use of this kinematic scheme to
create large deployable mirrors for short waves.

Main lacks of the design are as follows:

• after deployment the petals are not tied together at the outer rim of the mirror,
therefore the rigidity of open reflector is not very high (the geometric rigidity of
closed shell did not used),

• errors in the position of the axes of the cylindrical hinges and inaccuracies of
petals opening distort the shape of the mirror surface, the value of which
increases from the axis of rotation to the periphery of the mirror; however this
part of mirror makes a decisive contribution to the effective area of the reflector
and for short wave mirror must be made very precise.

Therefore attempts were made, unfortunately unsuccessful, to tie the adjacent
petals together via locks along outer boundary of the mirror after deployment.

However drawbacks of ties after deployment are:

• uncontrolled disturbance of reflective surface arise and
• deployed mirror transforms in statically indeterminate, strained design, what is

extremely undesirable for precision reflectors.

Fig. 1 The geometry of deployment

Fig. 2 Petal type mirror opening
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2 The New Kinematics for Mirror Deployment

To overcome these shortcomings another version of petal type mirror deployment
kinematics was proposed and developed [6]. We propose to retain the link between
adjacent petals during the whole deployment process. To implement this approach,
it is necessary first of all to abandon the cylindrical hinges connecting the petals
with central mirror, replacing them with links that provide a greater degree of
freedom of the petals. We considered a structure in which each petal is connected to
the central mirror by two cylindrical hinges (Fig. 3).

Moreover the vertex of the petal is connected to the edge of the adjacent petal
with connections that introduce to the structure two kinematic constraints (Figs. 4
and 5). Miniature linear actuators are used for deployment. During the deployment
the miniature linear actuator moves of the petal along the outer edge of the adjacent
petal (Fig. 5).

The structure contains n petals and central mirror.
Let

N total number of solid elements in the structure

N ¼ nþ 1;

S1 the number of kinematic constraints introduced by links between petals

S1 ¼ 2n;

Fig. 3 Links between petal
and central mirror. 1,
2 cylindrical hinges, 3 petal,
4 central mirror
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S2 the number of kinematic constraints introduced by the links between the petals
and central mirror

S2 ¼ 4n;

Fig. 4 Links between petals.
1, 6 petals, 2 guide, 3 rod,
4 slider, 5 linear actuator

Fig. 5 Computer model of
deployment mechanism.
1 petals, 2 guide, 3 worm rail,
4 screw, 5 motor, 6 holder of
the motor (slider), 7 rod,
8 cylindrical hinge,
9 spherical hinge
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S total number of kinematic constraints in the structure

S ¼ S1 þ S2 ¼ 6n:

Thus Maxwell condition

S ¼ 6N� 6

(necessary condition of statically determinability) in the structure is fulfilled. Solid
Work model examination shows the structure remains during deployment statically
determinate. Therefore the structure remains stress free during the deployment.

3 Solid Work Simulation

To check the approach the computer model within Solid Work package was made
and studied. Some details of simulation are shown in Figs. 6 and 7.

Fig. 6 Computer model of deployable reflector in closed state
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4 Physical Simulation

On the base of the virtual model the physical deployable model was fabricated. Main
elements of physical model – petals and central mirror- were made by 3D printing
technology. Some details of the simulation are shown in Figs. 8, 9 and 10, 11.

Fig. 7 Computer model of deployable reflector in open state

Fig. 8 Computer and physical models of central mirror
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Fig. 9 Computer and physical models of petal

Fig. 10 Physical model of deployable reflector in closed and open state

Fig. 11 Physical model of
the deployment mechanism,
made using 3D printing
technology. 1 petal, 2 guide,
3 worm rail printed together
with petal as a whole,
4 screw, 5 motor, 6 holder of
the motor (slider)
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5 Conclusions

To increase surface accuracy and rigidity of large deployable space mirror a new
kinematic scheme for petal-type mirror package and deployment was proposed and
developed. Computer and physical models of deployable reflector were made and
studied. Simulation confirmed the feasibility of the proposed technical solution.
Results may be useful for advanced space projects development.
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Corradino D’Ascanio and His Design
of Vespa Scooter

M. Ceccarelli and G. Teoli

Abstract In this paper an overview is presented of the figure of Corradino
D’Ascannio (1891–1981), who was inventor and designer of important mechanical
designs. In particular, the paper discusses the successful design of the Vespa scooter
by reporting an illustrated survey of the patent and a numerical analysis of a basic
innovative performance.

Keywords History of machine design � History of designers � D’ascanio � Vespa
scooter � Student paper

1 Introduction

Scooters have been developed from bicycles since their beginning, [1, 2]. The first
motorcycle is the velocipede Michaux-Perreaux that was built in France in 1871 by
using the first successful pedals bicycle on which an external combustion engine
was installed. In the same year in the United States Roper steam velocipede was
developed with double-cylinder engine. Later internal combustion engines were
used. The first scooter was the Reitwagen design that was conceived and built by
Daimler and Maybach in 1885, [3]. At the beginning of the1900s’ motorcycles
were designed with characteristics different from the previous ones as in the form of
scooters. The first characteristic of a scooter is the platform whose design permits a
driver to sit with legs in a more comfortable position for a more relaxed driving.

This paper is based on the work of Gennaro Teoli for the bachelor thesis of the first in
mechanical engineering at University of Cassino in 2013.
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A first scooter was the Auto-Fauteuil design that was made in France in 1902 by
Gauthier. Auto-Fauteuil brings all features of a modern scooter such as small
wheels, open frame, engine placed under the seat. Similar projects were carried out
both in Europe and in America, but the one that most resembled modern scooter is
the Unibus of 1920.

In this paper the history of VESPA scoter is presented by looking at his conceive
and by analyzing basic performance that can explain the success with a mass
production.

2 Biographical Notes of Corradino D’Ascanio

Corradino D’Ascanio, Fig. 1, was born 1 February 1891 in Popoli (Pescara), [4, 5].
He attended the Royal school of Engineering in Turin, where he got a degree in
mechanical engineering in 1914.

His first engineering experience was in the military aviation during the First
World War, when he manifested all his creativity by working out innovative
solutions in many accidents. Then he started to work for Pomilio company and he
went in the United States in 1917 to get experiences in aeronautic fields. In Sep-
tember 1919 he come back to Italy and he begun the study of vertical flight. In 1921
he married Paola Paolini, who gave him two sons, Giacomo in 1922 and Giorgio in
1927.

After long search and study on vertical flight in 1925 he founded a company
together with baron Trojani for building a first helicopter DAT 1, which was
improved later in DAT 2 design. Both the helicopters broke during fly tests. In 1929
he designed and built the DAT 3 version, Fig. 2. This helicopter was able to fly and
it achieved several internationals primates. Nevertheless it was not a financial
success and D’Ascanio lost lot of money in this project. In 1932 he patented a
variable pitch propeller and he started a collaboration with Piaggio company for a

Fig. 1 A photo of Corradino
D’Ascanio in 1955, [8]
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screw design for propellers that were very successful. With the Piaggio company he
developed the helicopter designs PD1, PD2 and PD3, although no one went into
production.

After the Second World War Piaggio company converted the war production in a
civil production. Thus, they set aside the helicopter design programs and proposed
to D’Ascanio the design of a new motorcycle. D’Ascanio never designed a
motorcycle before, but he recognized the traditional motorcycles uncomfortable and
difficult to drive. Finally, in 1946 Piaggio started the production of Vespa scooter,
Fig. 3, that was designed of D’Ascanio, [6–8].

D’Ascanio’s notoriety grows enormously and in 1948 he was invited from the
American Helicopter Society to take part to IV congress on helicopter technology in
Philadelphia, where he was received like a pioneer of vertical flight. In 1951 he
designed last helicopter PD4 for Piaggio company, but even PD4 design was not
successful and never was produced.

Corradino D’Ascanio died on 5 August 1981 in Pisa and he is buried in Popoli.
The long life of D’Ascanio was characterized by his creativity as based on a

great interest of technical knowledge. His great ingenuity is documented by a

Fig. 2 A flight test of PD 3 helicopter in the 1930s’ [4]

Fig. 3 A photo of t he
Piaggio Vespa scooter of the
1946 [6]
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considerable production of new designs for several different systems, among which
the Vespa scooter designs and helicopter designs are the most relevant.

The most significant patents by D’Ascanio can be listed as, [4, 5]:
1919 Oven with medium heat capacity for cooking bread and pastry.
1925 Electro-pneumatic machine for cataloging and searching of documents;
1925 Helicopter with two coaxial propellers with slow automatic lowering

device.
1929 Helicopter with auto stability and controlled flight.
1932 Variable pitch propeller.
1935 DAT 2 Helicopter Piaggio-D’Ascanio 2.
1939 DAT 3 Helicopter Piaggio-D’Ascanio 3.
1946 scootet Vespa 98.
1948 Vespa 125 and Ape van design with three-wheels.
1951 Two three-blade contra-rotating rotors with synchronized tandem design.
1955 Motor bicycle frame with v-shaped beam and scooter Vespa 400.
1963 Two-seat dual-control glider for training helicopter pilots.

3 The Design of Vespa Scooter

On April 23, 1946 at Florence’s Patent Office Piaggio & c. enterprise submitted the
patent for a scooter model entitled “Motorcycle to rational complex of organs and
elements combined frame with fenders and hood, covering the whole mechanical
part”, Fig. 4, [9].

Fig. 4 The patent of Vespa scooter in 1946 (Vespa patent 98)
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From the description and drawings in the patent documents, Fig. 5, [9] one can
understand how the whole project is aimed for a scooter design with comfortable
riding, since a user will be seated with all driving units on front handlebars.

An additional new characteristic is the chassis, which is used to accommodate
the user feet in a seated position, as well as to have the driver in a comfortable
sitting position, with the peculiarity that it is also the structure connecting the front
and back wheels. Another new feature of the Vespa is to have grouped all the
mechanical parts in a single block that was placed under the saddle so that the
engine was isolated and covered to avoid dirty to the driver. Even the transmission
had new feature as working directly on the rear wheel without the presence of belt.

The design of “motor scooter 98 cc” (Vespa 98) was presented at Piaggio on
August 10, 1945 with the drawing in Fig. 6, [6, 7].

The main features of the Vespa 98 can be recognized in:

• elastic suspensions with spiral steel spring for the front wheel and with rubber
pads to the rear wheel and engine;

• single engine with two-stroke horizontal cylinder made of cast light alloy with
98 cm3 and stroke of 50 mm;

• direct transmission on the rear wheel via shift gears and coupling;
• 3-speed gear with clutch combined command on the left side of the handlebar;
• expansion brakes activated by hand on the right side of the handlebar for the

front wheel, and by foot on the platform for the right rear wheel;
• wheels of 3.50 × 8 inches that are removable with nuts (like in cars);
• fuel tank of 5 liters capacity;
• maximum speed of 60 km/h;
• dimension as wheelbase of 1,170 mm, handlebar length of 700 mm, maximum

length of 1,655 mm, maximum height of 860 mm, height of the saddle from the
ground of 700 mm, total weight of 60 kg.

Fig. 5 The Vespa design by D’Ascanio from the patent: [6, 7, 9] a drawing of a side view;
b drawing of a 3D view
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4 An Analysis of the Vespa Features

For a static analysis the Vespa model 125 of 1956 has been considered to compute
front load Nsf and rear load Nsr with and without the driver, [10–12].

In the case of the Vespa without driver, the position of the centre of gravity G is
influenced by the engine weight because it is the heaviest component, and G is
located more near to the rear wheel. The force model can be summarized as the
scheme in Fig. 7 with P = 843 N; a = 870 mm; b = 290 mm; p = 1,160 mm
[Frisinghelli et al., 1998] and static equilibrium can be formulated as

�Pbþ Nsf p ¼ 0 ð1Þ

Fig. 6 Original design of motor scooter 98 cc of 1945 [9]

Fig. 7 A model of Vespa
scooter 125 for static analysis

404 M. Ceccarelli and G. Teoli



Nsr�Pþ Nsf ¼ 0 ð2Þ

By using Eqs. (1) and (2) in the case without driver, Nsf is computed as 211 and
Nsr as 632 N. In case with 70 kg driver computations with P = 1529 N; b = 435;
a = 725; p = 1160 mm give Nsf i as 573 and Nsr as 956 N.

Let’s consider the case of Fig. 8 with the Vespa scooter moving in straight
stationary motion with acting drag forces FD given as

FD ¼ 0:5 qCDA v2 ð3Þ

Assuming design characteristics for h = 750, a = 725, b = 435, p = 1160 mm,
with a weight of P = 1529 N and A = 0.8 m2; CD = 1.8; ρ = 1.2 kg/m3, A = 0.8 m2;
CD = 1.8; ρ = 1.2 kg/m3 [12], the drag force is computed form Eq. (3) as 167 N.
Thus, from the equilibrium conditions given by

S� ¼ 0 ð4Þ

Nr�Pþ Nf ¼ 0 ð5Þ

Sh�Nr bþ Nf a ¼ 0 ð6Þ

the dynamic loads on the front wheel and back wheel can be computed as Nf = 475
and Nr = 847 N, respectively.

5 An Analysis of the Front Suspension

The front suspension of the Vespa is represented in Fig. 9a with a functional
scheme in Fig. 9b. The suspension consists of a coil spring and a double-acting
shock absorber, Fig. 9a. In Fig. 9b k indicates the stiffness of the spring; c is the
damping coefficient of shock absorber; Nf represents the dynamic load acting on the
front wheel; and ε is the steering axis inclination. The values of these parameters
can be assumed for: k = 150,000 N/m; c = 1,000 N s/m; Nf = 474 N; ε = 37 deg.

Fig. 8 Force acting on Vespa
structure during straight
motion
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In order to facilitate the study the suspension is reduced to a equivalent sus-
pension, that is represented in Fig. 10 as a vertical spring-damper unit between the
two masses. The corresponding equivalent coefficient can be expressed as

kf ¼ k = cos2e ð7Þ

cf = c=cos2e ð8Þ

The front suspension can be studied with the model with two degrees of freedom
in Fig. 10b with motion of masses m1 and m2 as the vertical displacements z1 and
z2, respectively. The model in Fig. 10b includes stiffness and damping coefficient of
the tire kg and cg and the equation of motion can be expressed as

Fig. 9 Front suspension of Vespa scoter 125: a a photo; b a scheme for performance analysis

Fig. 10 A scheme of
equivalent suspension for the
model in Fig. 9: a mechanical
model; b lumped parameter
model
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m1z
::
1 þ cf _z1 � _z2ð Þ þ kf z1 � z2ð Þ ¼ 0 ð9Þ

m2z
::
2 � cf _z1 � _z2ð Þ � kf z1 � z2ð Þ þ cg _z2 � _yð Þ þ kg z2 � yð Þ ¼ 0 ð10Þ

A numerical characterization has been computed through a code in Simulink by
using Eqs. (1) to (9) to evaluate basic performance characteristics that motivated the
success of the Vespa design over many years and several model products. Results
of numerical examples are reported in Figs. 11, 12 and 13 for three cases of road
profiles and speeds. In particular Fig. 11 refers to the case of a road with a sinu-
soidal road profile with height of 5 cm in a wave length of 50 cm when the scooter
runs and 20 km/h. The results in Fig. 11a show that the suspension is able to reduce
the oscillation for the driver mass up to 1 cm. the proper output for driver comfort is
also indicated in Fig. 11b by the mass acceleration that is computed within a range
0f +150 m/s2.

In Fig. 12 results are reported as referring to the case of a scooter running at
30 km/h while passing over a hole of 7 cm high and 30 cm wide. Figure 12a shows
computed results for mass displacements from which the driver mass suffers a
maximum displacement of 5 cm that vanishes in 0.4 s. Even in this case the
computed acceleration is limited and is vanished after 0.3 s, Fig. 12b.

Fig. 11 Numerical results of performance evaluation for model in Fig. 10 when running at 20 km/h
in a road with sinusoidal profile: a displacements of masses (in blue for road profile; in yellow for
mass m1 and in red for mass m2); b acceleration for mass m1 of a driver

Fig. 12 Numerical results of performance evaluation for model in Fig. 10 when running at 30 km/
h in a road hole of 7 cm high and 20 cm wide: a displacements of masses (in blue for road profile;
in yellow for mass m1 and in red for mass m2); b acceleration for mass m1 of a driver
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In Fig. 13 the numerical examples refer to a case of Vespa scooter running at
50 km/h on a road whose roof profile has a maximum rugosity of 15 μm. The mass
response in Fig. 13a shows well adaptation of the suspension that gives a very
limited acceleration in Fig. 13b.

6 Conclusions

The paper presents the successful design of Vespa scooter that was designed by
Corradino D’Ascanio in the 1950 s’. The analysis has reported the original docu-
ments and has computed basic performance through suitable simplified models that
explain the success of the Scooter. The computed performances through a fairly
simple analysis show suitable behavior of the scooter with values that today are still
successful for comfort and efficiency of that design. It is interesting to note that the
design activity of Corradino D’Ascanio as in many fields of mechanical systems
that has permitted him to conceive a brilliant solution for the Vespa scooter in terms
of esthetics, comfort, and technical performance.
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Rigid Body Hyper-jerk Analysis Using
Screw Theory

Jaime Gallardo-Alvarado and Mario A. Garcia-Murillo

Abstract Few decades ago screw theory appears to be an ‘old fashioned’ mathe-
matical tool confined to solve simple rigid-body first-order kinematic analysis. Still in
our days the validity of the acceleration equations in screw form of kinematic chains
introduced by Rico and Duffy in the 1990s has been bitterly disappointed by some
kinematicians. This work deals with an application of the theory of screws not only in
the rigid-body acceleration analysis but also in the jerk and hyper-jerk analyses of a
six-degrees-of-freedom parallel manipulator. The Inverse/Forward kinematic equa-
tions of the robot are systematically obtained by resorting to reciprocal-screw theory.
The contribution is a little proof that screw theory is a trusted and confident math-
ematical resource to investigate the rigid-body higher-order kinematic analyses.
Numerical examples, which are verified with the aid of commercially available
software, are provided in order to show the application of the method.

Keywords Jerk � Jounce � Parallel manipulator � Screw theory � Kinematics �
Student paper

1 Introduction

The jerk is the time rate of change acceleration whereas the hyper-jerk is the time
rate of change jerk, sometimes called jounce or snap. The jerk analysis dates back
to the beginning of the 1970s and has been used to investigate the radii of torsion
of spatial curves [1, 2], to control the position of planar mechanisms [3], and
as a comprehensive resource to understand human movements [4–7]. In reality,
examples of applications of the jerk yield a long list covering topics like the
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complete characterization of singularities in closed kinematic chains, the synthesis
of spherical and spatial linkages, the computation of impact forces, the optimization
of trajectories in the neighborhood of singular regions and so far. Furthermore, it is
noticeable the quantity of remarkable contributions reported in the literature
devoted to improve the performance of machine tools by controlling the jerk [8, 9].
Although the performance of machine tools is really improved by confining the
jerk, smoother velocity functions may be obtained if the hyper-jerk is confined too.
On the other hand, it is said that singularities in closed kinematic chains can be fully
characterized based on the hyper-jerk analysis. Without doubt the higher-order
analysis has a predominant role in new applications as well in the improving of
existing processes. In that way, screw theory is a trusted and confident mathe-
matical tool that can be used systematically in the higher-order kinematic analyses
of robot manipulators.

The acceleration analysis of kinematic chains by means of screw theory dates
back to 1996 when Rico and Duffy [10] published a pioneering contribution entitled
“An application of screw algebra to the acceleration analysis of serial chains” [10].
By that time most kinematicians had been assumed that the theory of screws will be
confined to the so-called first-order kinematic analysis due to the difficulty to
express in screw form all the required expressions to achieve the acceleration
analysis. This approach allowed to express in pure screw form the accelerator of
Sugimoto [11, 12], named the reduced acceleration state of a rigid body. Further-
more, with the new mathematical tool, it was possible to extend the theory of screws
not only to the acceleration analysis, but also to the jerk and hyper-jerk analyses [13,
14] with particular applications in parallel manipulators [15–18]. However, it is
noteworthy that even today there is some skepticism about the validity of the
acceleration equations in screw form introduced in [10]. As a little effort to reinforce
the validity not only of the equations of acceleration but also the correctness of the
equations of jerk and hyper-jerk, in this work the theory of screws is applied to the
velocity, acceleration, jerk and hyper jerk analyses of a parallel manipulator.

The rest of the contribution is organized as follows. In Sect. 2 a brief summary of
concepts applied in the contribution dealing with screw theory and high-order
analyses of kinematic chains is provided. Next, an application example that consists
of solving the velocity, acceleration, jerk and hyper-jerk of a parallel manipulator.
Furthermore, the numerical results of the case study are verified with the aid of
commercially available software. Finally, some conclusions are given at the end of
the contribution.

2 Screw Theory and Higher-Order Analyses of Kinematic
Chains

The kinematic state of a rigid body may be defined as a six-dimensional vector
which results from the inseparable union of two three-dimensional vectors. The first
vector, an angular entity, is called the primal part while the second vector is called
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the dual part. The primal part is a property of the rigid bodies, in other words it is
the same for all the points of the rigid body. On the other hand, the dual part is
related with a particular point embedded to the body.

With reference to Fig. 1, let O be an arbitrary point embedded to body m. The
twist about a screw of body m with respect to body j [19], known as the velocity
state, is a six-dimensional vector jVm

O defined as

jVm
O �

jxm

jtmO

� �

ð1Þ

where jxm is the angular velocity vector of body m as observed from body j while
jtmO is the velocity vector of a point O embedded to body m. Point O is called the
reference pole. Clearly, unlike the dual part, the primal part jxm does not depend on
point O.

The reduced acceleration state of body m with respect to body j, the six-
dimensional vector jAm

O may be obtained as the time derivative, via a helicoidal
field, of the velocity state jVm

O and it may be expressed as

jAm
O ¼

jam

jamO � j xm � j tmO

� �

ð2Þ

where jam � jd
dt ð jxmÞ is the angular acceleration vector of body m as measured

from body j while jamO � jd
dt ð jtmOÞ is the acceleration of point O.

Taking into account that the jerk is the change of acceleration, e.g. jqm �
jd
dt ð jamÞ is the angular vector jerk of body m whereas jjmO � jd

dt ð jamOÞ is the jerk of
point O attached to body m, where both vectors are measured from body j, a robust
definition of the reduced jerk state, or jerkor for brevity, was obtained by Rico et al.
[13] as follows

jJmO ¼
jqm

jjmO � 2 jam � j tmO � j xm � j amO

� �

ð3Þ

Fig. 1 The motion of body
m as observed from body j
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According with the methodology introduced by Rico et al. [13], there are no
limits for the order of the desired analysis when the theory of helicoidal vector
fields is employed. In that concern, the reduced hyper-jerk state of a rigid body, the
six-dimensional vector jHm

O, is given by

jHm
O ¼

jrm

jhmO � 3 jqm � j tmO � 3 jam � j amO � j xm � j jmO

� �

ð4Þ

where jrm � jd
dt ð jqmÞ and jhmO � jd

dt ð jjmOÞ are the angular and linear hyper-jerks of
body m as observed from body j considering point O as the reference pole, for a
detailed explanation of Eq. (4) the reader is referred to [14].

In what follows the kinematic states of rigid body are presented in screw form.
‘A screw is a straight line with which a definite linear magnitude termed the pitch is
associated’ [19]. Furthermore, a screw $ ¼ ðŝ; sOÞ can be considered as a six-
dimensional vector composed of a primal part and a dual part, where the primal part
ŝ is a unit vector along the screw axis, while the dual part sO ¼ hŝþ ŝ� rO=P,
where rO=P is a vector pointed from a point P on the screw axis to point O, is the
moment produced by ŝ about a selected point O, namely the pole, which is
instantaneously coincident with a point of a reference frame, usually its origin. Any
lower kinematic pair can be represented either by a screw or a group of screws.

Infinitesimal screws and kinematic states form inseparable kinematic entities. In
serial manipulators, the velocity state of the end-effector, body m, with respect to
the base link, body 0, may be written as a linear combination of the joint-rate
velocities of the open kinematic chain [20], as follows

0x1
0$1 þ1 x2

1$2 þ . . .þm�1 xm�1
m�1$m ¼ 0 Vm

O ð5Þ

while the corresponding accelerator can be written in screw form as [10]:

0a1
0$1 þ1 a2

1$2 þ . . .þm�1 am�1
m�1$m þA ¼ 0 Am

O ð6Þ

where A is the Lie screw of acceleration which is computed as

iAm ¼
X

m�2

i¼0
ix

i
iþ1$

iþ1
X

m�1

k¼iþ1
kx

k
kþ1$

kþ1

" #

:

Furthermore, Rico et al. [13] found that the jerkor in screw form is given by

0q1
0$1 þ 1 q2

1$2 þ . . .þ m�1 qm�1
m�1$m þ J ¼0 JmO ð7Þ
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where J is the Lie screw of jerk which is computed as

J ¼2
X

m�2

j¼0
jx

j
jþ1$

jþ1
X

m�1

k¼jþ1
ka

k
kþ1$

kþ1 þkþ1 Am

" #

þ
X

m�2

j¼0
ja

j
jþ1$

jþ1
X

m�1

k¼jþ1
kx

k
kþ1$

kþ1

" #

þ
X

m�2

j¼0
jx

j
jþ1$

jþ1
X

m�1

k¼jþ1
kx

k
kþ1$

kþ1
kx

k
kþ1$

kþ1

" #" #

:

ð8Þ

Finally, the reduced hyper-jerk state in screw form [14] is given by

jr
j
jþ1$

jþ1 þjþ1 r
jþ1
jþ2$

jþ2 þ . . .þm�1 r
m�1
m $m þH ¼ j Hm

O ð9Þ

where H is called the Lie screw of hyper-jerk, which is given by

H ¼ 3
X

m�2

j¼0
jx

j
jþ1$

jþ1
X

m�1

k¼jþ1
kþ1q

kþ1
kþ2$

kþ2

" #

þ 3
X

m�2

j¼0
ja

j
jþ1$

jþ1
X

m�1

k¼jþ1
ka

k
kþ1$

kþ1 þjþ1 Am

" #

þ 3
X

m�2

j¼0
jx

j
jþ1$

jþ1
jx

j
jþ1$

jþ1
X

m�1

k¼jþ1
ka

k
kþ1$

kþ1 þjþ1 Am

" #" #

þ 2
X

m�2

j¼0
ja

j
jþ1$

jþ1
jx

j
jþ1$

jþ1
X

m�1

k¼jþ1
kx

k
kþ1$

kþ1

" #" #

þ
X

m�2

j¼0
jq

j
jþ1$

jþ1
X

m�1

k¼jþ1
kþ1x

kþ1
kþ2$

kþ2

" #

þ
X

m�2

j¼0
jx

j
jþ1$

jþ1
ja

j
jþ1$

jþ1
X

m�1

k¼jþ1
kx

k
kþ1$

kþ1

" #" #

þ
X

m�2

j¼0
jx

j
jþ1$

jþ1
jx

j
jþ1$

jþ1
jx

j
jþ1$

jþ1
X

m�1

k¼jþ1
kx

k
kþ1$

kþ1

" #" #" #

ð10Þ

It is straightforward to demonstrate that expressions (5), (6) and (7) can be
extended to parallel manipulators without significative effort, the inclusion of
subscripts and superscripts makes the difference between distinct limbs.
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3 Application: Hyper-jerk Analysis of a Six-Legged
Parallel Manipulator

In order to show the application of the method, in this section the hyper-jerk
analysis of a non-redundant spatial parallel manipulator is approached by means of
the theory of screws.

3.1 Description of the Parallel Manipulator

The chosen parallel manipulator for the analysis is a 6DOF mechanism, see Fig. 2,
consists of a moving platform (m) and a fixed platform (0), connected to each other
by means of three RRP*S-type and three R*RRS-type kinematic chains where upper
asterisks denote active kinematic pairs while R, P, and S stand for Revolute,
Prismatic and Spherical joints, respectively.

Let XYZ be a reference frame attached to the fixed platform. The axes of the
revolute joints connecting the limbs to the fixed platform are along the Y-axis
whereas the orientations of the axes of the remaining revolute joints are located in
the XZ-plane. Furthermore, the axes of the revolute joints in the same limb con-
taining an active revolute joint have the same orientation ûi, in the remainder of the
contribution unless otherwise i = 1, 2, 3. The moving platform is a regular hexagon
inscribed in a circle of radius r whose corners are points Bi and Bi denoting the
centers of the spherical joints, which are located, respectively, by vectors Bi and Bi.
On the other hand, points Ai and Ai, located by vectors Ai and Ai, assume to be the
nominal positions of the lower passive revolute joints whereas a point Di, located
by vector Di, is the instantaneous position of the revolute joint connecting the arm
and forearm of a RRRS-type limb. Finally, the generalized coordinates are specified
by qi and qi.

Fig. 2 The parallel
manipulator under study and
its geometric scheme
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3.2 Velocity and Acceleration Analyses

Let VC ¼ x ; tC½ �T the velocity state of the moving platform as measured from
the fixed platform, see Eq. (1). Furthermore, VC can be written in screw form
through the RRP*S-type limbs as follows

0x
i
1
0$1i þ 1 x

i
2
1$2i þ _q

i
2$3i þ 3 x

i
4
3$4i þ 4 x

i
5
4$5i þ 5 x

i
6
5$6i ¼ VC ð11Þ

where the modeling of the screws is depicted in Fig. 3.
Taking into account that the screw 5$i

6 is reciprocal to all the screws, excluding
the screw 2$i

3 associated to the active prismatic joint, in the same limb and, after
reducing terms in Eq. (11) one obtains

5$6i ;VC

n o

¼ _q ð12Þ

On the other hand, VC can be written in screw form through the R*RRS-type
limbs as follows

_qi
0$1i þ 1 x

i
2
1$2i þ 2 x

i
3
2$3i þ 3 x

i
4
3$4i þ 4 x

i
5
4$5i þ 5 x

i
6
5$6i ¼ VC ð13Þ

where the screw 4$i
5 is reciprocal to all the screws in the same limb, excepting the

screw 0$i
1. Hence, after reducing terms in Eq. (12) we have

4$5i ;VC
� � ¼ _qi

4$5i ;
0 $1i

� � ð14Þ

Fig. 3 Infinitesimal screws of
two distinct limbs
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Casting into a matrix-vector form Eqs. (12) and (14) the Inverse/Forward
equation of velocity of the robot is obtained as

GVC ¼ H _q ð15Þ

where _q ¼ ½q
1
q
2
q
3
_q1 _q2 _q3�T is the first-order driver matrix of the parallel

manipulator, G ¼ JT D is the first order coefficient matrix of the robot in which
J ¼ ½5$61 5$62

5$63
4$51

4$52
4$53� is the active screw-coordinate Jacobian matrix of the

hexapod and D is a 6 × 6 operator of polarity, defined according to the identity

matrix I and the zero matrix 0 as D ¼ 0 I
I 0

� �

. Finally, H is a diagonal matrix

given by

H ¼ diag 1 1 1 4$51;
0 $11

� �

4$52;
0 $12

� �

4$53;
0 $13

� �� � ð16Þ

The inverse velocity analysis consists of determining the generalized joint-
velocity rates, matrix _q, given the velocity state VC while the forward velocity
analysis consists of computing the six-dimensional vector VC given matrix _q.

Following the trend of the velocity analysis, the Inverse/Forward equation of
acceleration of the robot results in

GAC ¼ H€qþ A ð17Þ

where €q ¼ €q
1

€q
2

€q
3

€q1 €q2 €q3
� �T

is the second-order driver matrix of the

manipulator and A ¼ A1;
5 $61

n o

A2;
5 $62

n o

A3;
5 $63

n o

A1;
4 $51

� � A2;
4 $52

� �

h

A3;
4 $53

� ��T is the complementary matrix of acceleration. It is worth to say that
terms concerned with the Coriolis acceleration are self-contained in matrix A.

Given matrix q
��
, the forward acceleration analysis consists of finding the corre-

sponding reduced acceleration state AC. On the other hand, given AC the inverse
acceleration analysis of the robot consists of determining the corresponding gen-
eralized joint-acceleration rates contained in matrix q

��
.

3.3 Jerk Analysis

The reduced jerk state of the moving platform with respect to the fixed platform JC,
see Eq. (3), may be written in screw form through the connector chains of the robot
manipulator as follows
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0q
i
1
0$1i þ1 q

i
2
1$2i þ q

)
i
2$3i þ3 q

i
4
3$4i þ4 q

i
5
4$5i þ5 q

i
6
5$6i þ J i ¼ JC ð18Þ

and

vqi
0$1i þ1 q

i
2
1$2i þ2 q

i
3
2$3i þ3 q

i
4
3$4i þ4 q

i
5
4$5i þ5 q

i
6
5$6i þ J i ¼ JC ð19Þ

where J i and J i are the Lie screws of jerk of the limbs of the manipulator.
Following the trend of the velocity analysis, the Inverse/Forward equation of

jerk of the robot results in

GJC ¼ Hvqþ J ð20Þ

where vq ¼ vq
1

vq
2

vq
3

vq1
vq2

vq3
h iT

is the third-order driver matrix of the

parallel manipulator while

J ¼ J 1;
5 $61

n o

J 2;
5 $62

n o

J 3;
5 $63

n o

J 1;
4 $51

� � J 2;
4 $52

� � J 3;
4 $53

� �

h iT

is the complementary matrix of jerk.
The inverse jerk analysis consists of computing matrix vq given the jerkor JC

while the forward jerk analysis consists of determining the six-dimensional vector
JC given the generalized joint-jerk rates contained in matrix vq.

3.4 Hyper-jerk Analysis

Let HC be the reduced hyper-jerk state, or hyper-jerkor, of the moving platform as
observed from the fixed platform, see Eq. (4). Furthermore, HC can be written in
screw form through the limbs of the parallel manipulator as follows

0r
i
1
0$1i þ1 r

i
2
1$2i þ q

)
i
2
i
2$3i þ3 r

i
4
3$4i þ4 r

i
5
4$5i þ5 r

i
6
5$6i þHi ¼ HC ð21Þ

and

vqi
0$1i þ1 ri2

1$2i þ2 ri3
2$3i þ3 ri4

3$4i þ4 ri5
4$5i þ5 ri6

5$6i þHi ¼ HC ð22Þ

where Hi and Hi are the Lie screws of hyper-jerk of the limbs of the manipulator.
Following the trend of the velocity analysis, the Inverse/Forward equation of

hyper-jerk of the parallel manipulator results in
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GHC ¼ H{qþH ð23Þ

where {q ¼ {q
1

{q
2

{q
3

{q1
{q2

{q3
h iT

is the fourth-order driver matrix of the

parallel manipulator while

H ¼ H1;
5 $61

n o

H2;
5 $62

n o

H3;
5 $63

n o

H1;
4 $51

� � H2;
4 $52

� � H3;
4 $53

� �

h iT

is the complementary matrix of hyper-jerk.
The inverse hyper-jerk analysis consists of finding the joint-hyper-jerk rates of

the robot contained in matrix {q given the reduced hyper-jerk state HC while the
forward hyper-jerk analysis consists of computing the six-dimensional vector HC

for a given set of generalized joint-hyper-jerk rates.

3.5 Numerical Example

Using thorough the numerical example SI units, the arm and fore-arm lengths of the
limbs containing actuated revolute joints are chosen as a = 0.4472 and b = 0.5656,
respectively, while the radius of the moving platform is r = 0.4. The nominal
positions of passive revolute joints are A1 = (0.3, 0, −0.5196), A2 = (−0.6, 0, 0.0),
A3 = (0.3, 0, 0.5196), A1 = (0.6, 0, 0), A2 = (−0.3, 0, −0.5196),
A3 = (−0.3, 0, 0.5196). In the reference configuration of the parallel manipulator
consider that B1 = (0.4, 0.8, 0), B2 = (−0.2, 0.8,−0.3464), B3 = (−0.2, 0.8, 0.3464),
B1 = (0.2, 0.8,−0.3464), B2 = (−0.4, 0.8, 0), B3 = (0.2, 0.8, 0.3464),
D1 = (0.2, 0.4, 0), D2 = (−0.1, 0.4, −0.1732), C = (0, 0.8, 0), and
D3 = (−0.1, 0.4, 0.1732). Furthermore, the generalized coordinates are commanded
to follow periodical functions given by q1 = 0.8246 − 0.35 sin (t) cos (t),
q2 = 0.8246 + 0.1 sin (t), q3 = 0.8246 + 0.1 sin (t), q1 = 0.5 sin (t), q2 = π/
6 + 0.25 sin (t) and q3 = π/3 + 0.75 sin (t), where the time t is given in the interval
0 < t < 2π. As an intermediate step, the displacement analysis was carried-out by
means of the method introduced in [21].

The method here reported to approach the kinematic analyses of the robot was
translated into a Maple16© sheet. The time history of the hyper-jerk of the center
C of the moving platform, by using the theory of screws is shown in Fig. 4.

In order to verify the results of the case study, computer simulations were
generated with the aid of special software like ADAMS©. Taking into account that
it is limited to the acceleration analysis, an hybrid algorithm was implemented in
Maple16©: (i) adjust to spline curves, called SP functions, the results of the
acceleration analysis obtained with ADAMS©. (ii) apply the first time derivative to
the corresponding SP functions with the purpose to solve the jerk analysis (iii)
apply the second time derivative to the corresponding SP functions in order to solve
the hyper-jerk analysis. The results obtained are provided in Fig. 4.
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Finally, it is worth to emphasize that the numerical results obtained via screw
theory are in excellent agreement with those generated by using other strategies
such as the application of commercially available software like ADAMS©. com-
bined with an hybrid algorithm.

4 Conclusions

In this contribution the theory of screws is applied satisfactorily in the jerk and
hyper-jerk analyses of a six-legged parallel manipulator equipped with a mixed
scheme of actuation. Furthermore, the numerical results were verified by applying
other methods such as the generation of computer simulations with the aid of
commercially available software combined with an hybrid algorithm.

The material exposed in the contribution is a little proof that screw theory is a
confident and trusted mathematical tool that can be used successfully in the higher-
order kinematic analyses of robot manipulators.
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Joint Trajectory Optimization Using All
Solutions of Inverse Kinematics of General
6-R Robots

U. Kuenzer and M.L. Husty

Abstract Based on a paper [1] that introduced an algorithm which allows to
transform all solutions of the inverse kinematics of a general 6-R robot into con-
tinuous joint trajectories we present in this paper methods to use the continuous
joint trajectories for path optimization. For this purpose the motion is discretized
and at each instant the inverse kinematic is computed using a fast algorithm
developed in [2, 3]. In the set of resulting joint angles continuous paths are
determined and the resulting sets of points are interpolated with quintic splines.
Different possibilities for trajectory optimization are discussed.

Keywords Inverse kinematics � General 6R-robot � Trajectory planning �
Trajectory optimization � Student paper

1 Introduction

The inverse kinematics (IK) of general serial 6-R robots was in the 1980s of the
20th century considered to be one of the most challenging problems in robot
kinematics. The first solution to this problem was given by Lee and Liang [4].
Many papers followed, the most popular being [5], a solution that is mostly cited in
textbooks when the inverse problem is discussed. An overview of the existing
literature can be found in the thesis [2, 3], where a new approach to the inverse
problem was presented. This solution algorithm uses the Study parametrization of
the Euclidean displacement group SE(3) and needs much less equations than
Raghavan’s algorithm (eight compared to fourteen). Furthermore, the starting
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equations are so simple that they can be formulated completely general, i.e. without
specifying the Denavit-Hartenberg parameters, making the algorithm applicable to
any thinkable robot architecture without reformulation. Study parametrization is an
algebraic parametrization of SE(3), using eight parameters, that can be interpreted
as homogeneous coordinates in a seven dimensional projective space P7. To meet
the dimensions of the Euclidean displacement group the coordinates have to fulfill a
quadratic equation, corresponding to a quadric in P7, the so called Study quadric.
Detailed information on this parametrization and its use in kinematics can be found
e.g. in [6].

Within a software developing project called Kinsoft this algorithm was imple-
mented in C# and this package allows to compute all inverse kinematics solutions
fast along a given motion trajectory at as many instances of the trajectory as
specified. With motion trajectory (or equivalently motion curve) a curve on the
Study quadric is meant. Note that a curve on the Study quadric corresponds to a one
parameter motion in the Euclidean space. Mathematically the curve is represented
by an eight dimensional vector function encoding position end orientation of the
end effector (EE). At any instant the IK algorithm returns all solutions of the inverse
kinematics. Having all solutions of the inverse kinematics at many instances the
following problems arise:

1. How can the solutions for different joint angles be separated such that a con-
tinuous path for each joint angle and each of its different solutions can be
generated?

2. How can the discrete solution set be transformed into curves that have some
desired properties, like stable behaviour at the end points for at least three orders
of differentiability?

3. How can the data be used to distinguish the different solutions in order to find
out which joint trajectory path is optimal according to some optimizing criteria.

The first two items are discussed in [1]. The results of this paper are recalled
briefly in Sect. 2. In Sect. 3 the optimization strategies are presented. Section 4
shows some examples where one can clearly see that the presented optimization
algorithm allows to choose between different solutions of the inverse kinematics to
optimize the desired behaviour of the manipulator.

2 Separating the Joint Paths

In this section results from [1] are recalled to make the optimization strategies of
Sect. 3 understandable.

When the Denavit-Hartenberg parameters of a 6-R robot are specified and a
desired trajectory of the EE in position and orientation is given then the Kinsoft
program [7] will return a text file that graphically processed yields an output as
shown in Fig. 1. On the axis of abscissae of this plot one can see that 1,000 points
on the EE trajectory have been used to compute the inverse kinematics. On the axis
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of ordinates the corresponding joint angles are displayed in different colours in the
range of − 180°…180°. Although it seems that there are continuous curves, the
program can only return discrete sets of joint angles at every instant.

Remark The trajectory in the example of Fig. 1 had been chosen such that the
manipulator hits its boundary which can be seen clearly because of the gap in all
joint trajectories. The path generation algorithm follows the following steps:

1. Data import from the Kinsoft output and data storing in special arrays.
2. Separating the paths using the distance function.

Definition 1 Let a, b ∊ [− 180∘, 180]6 be two vectors. Then the difference between
the two sets of angles is defined as

ka� bkWp :¼

minðja1 � b1j; 360� ðja1 � b1jÞÞ
minðja2 � b2j; 360� ðja2 � b2jÞÞ
minðja3 � b3j; 360� ðja3 � b3jÞÞ
minðja4 � b4j; 360� ðja4 � b4jÞÞ
minðja5 � b5j; 360� ðja5 � b5jÞÞ
minðja6 � b6j; 360� ðja6 � b6jÞÞ
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where on the right side any p-Norm from R
6 can be used.

An upper bound of solutions is given by the number of solutions n1 in the first
point of the motion curve. In order to find a continuation of the first solution of the
first point θ1

1, the differences kh11 � h2i kW2 ; i ¼ 1; . . .; n2 are computed. If the mini-
mum of these differences is smaller than an error bound ϵ, then the solution is added
to the path.

Fig. 1 Joint angle values resulting form inverse kinematics along an EE trajectory

Joint Trajectory Optimization Using All Solutions… 425



The error bound must depend on the number of points on the motion trajectory
m, because with the number of points in which the inverse kinematics is computed
the distance between the data points diminishes. Furthermore the error bound must
be adapted to the used norm. In the algorithm different values of the error bound are
tested to find out in which range the error bound has to be chosen such that all paths
are found.

3. After path separation the joint paths are interpolated using quintic splines.
Boundary conditions are given by the first two derivatives on the interval
boundaries. The system of equations used is classical and can be found in any
textbook on spline interpolation (see. e.g. [8] and in the thesis [9]). The
derivatives at the boundary of the interval are not given explicitly, they have to
be estimated. Discrete estimation using the first two points of the data did not
yield satisfying results, the resulting splines showed unwanted oscillations in the
derivatives of the curves near the boundaries. To obtain better results smooth-
ness of the curves was used. The data which have to be interpolated result from
the solution of a polynomial system of equations. If the solutions are not
complex then they have to describe a smooth C1 curve in R6. Using this fact the
derivatives in the boundary point were approximated. To do this the first six and
the last six points of the data were used to construct a quintic polynomial. The
derivatives of those two polynomials were used as boundary conditions for the
interpolation of the path splines.

Figure 2 shows the result of the three steps explained above for a classical
example from the literature (example nr.7 from Wampler-Morgan [10], abbreviated
CW7 in the following). The Denavit-Hartenberg parameters of the manipulator are
given in Table 1.

Fig. 2 Joint angles of the
four continuous paths in joint
space of 6-R robot performing
a continuous EE motion
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The motion which has been performed is given by the Euclidean motion matrix
BC:

BC ¼
1 0 0 0
�1:140175� t �0:760117 �0:641689 0:102262
0:133333� t 0:133333 0:991071 0
t
2 �0:635959 0:766965 0:085558

0

B

B

@

1

C

C

A

: ð1Þ

Note that European notation is used in BC, writing the translation part of the
motion in the first column and the homogenizing coordinate at first place. In Fig. 2
the upper boundary and the lower boundary have to be identified, and some angles
(e.g. θ5) seem to have four paths and others only two (e.g. θ1). This is due to the fact
that in these angles two solutions coincide. Figure 3 shows a typical result of this
procedure where one of the possible continuous solutions of the joint trajectories of
a robot motion has been plotted after performing the quintic spline interpolation.

3 Joint Trajectory Optimization

After the first three steps of the algorithm quintic splines of the joint trajectories are
given. Because of the fact that the inverse kinematics yields more than one solution
more than one continuous solution in the joint trajectories will exist. Therefore one
has the possibility to choose among the solutions according to some optimization
criteria. As joint angles are computed in the inverse kinematics, the chosen criteria

Table 1 DH-parameter of example CW7

a 3
10

1 0 3
2

0 0

d 0 0 2
10

0 0 0

α p
2

p
18

p
2

p
18

p
2

p
18

Fig. 3 Interpolated joint
angle paths of one solution of
a 6-R robot performing a
continuous EE motion
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should be linked to the joint angles along a given motion trajectory. In a first choice
(type 1 optimization) we will minimize the overall change in the joint angles and in
a second choice (type 2 optimization) we will ask for the solution which has a
minimum change in joint angular velocities for all joints.

To perform this task a function f : ½t1; t2� 7!R is considered, which determines
the joint angles and which is at least twice continuously differentiable. Then f 0ðtÞ ¼
df
dt determines the change of joint angles or the joint velocity. The change of the

velocity f 00ðtÞ ¼ d2f
dt2 yields the joint acceleration. The overall joint angle changes are

given by the integral
R t2
t1
f 0ðtÞdt. This integral has the disadvantage that positive and

negative velocities cancel therefore we have taken the absolute values of the
functions

R t2
t1
jf 0ðtÞjdt and

R t2
t1
jf 00ðtÞjdt. Integration of the absolute value of the

velocity function yields information about the total length of the joint trajectory.
The shorter the trajectory the less movement in the joint will be. Analogous con-
sideration gives information that a smaller value for the integral

R t2
t1
jf 00ðtÞjdt yields a

smaller change of joint velocities in the interval [t1, t2].
The interpolation curves are polynomials of degree five. Therefore it is possible

to determine the integral exactly with help of quadrature rules. Because the curves
are continuous and are piecewise polynomial, integration can be done separately for
each piece of the curve. For computation of the integrals Gauss quadrature rule was
used

In :¼
X

n

k¼1

rkf ðkkÞfor f 2 ½t1; t2�; ð2Þ

with the nodes k1; . . .; kn 2 R and the weights σ1, …, σn.

4 Examples

4.1 Example 1

In a first example the Denavit-Hartenberg parameters of the CW7 example in
Table 1 were slightly modified as in (Table 2). The motion performed is the motion
of Eq. (1) in the interval ½� 1

2 ;
1
2�.

Table 2 DH-parameter of Example 1

a 3
10

1 0 3
2

0 0

d 0 0 2
10

0 0 0

α p
2

ðpþ 0:5Þ
18

p
2

p
18

ðp� 0:5Þ
2

p
18
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This example has three continuous paths (Fig. 4). The results of the optimization
are shown in Table 3. The average of the six joint trajectory lengths is the smallest in
the green path 3. Therefore this path is optimal when smallest overall change of joint
parameters is desired. It can also be seen that the same joint trajectories are optimum
when smallest overall change of joint velocities is desired. Once this result is obtained
it is of course enough to put the manipulator in the starting values of path 3 and then it
will stay on this path, because there is no singularity on this path. A boundary
singularity would be seen in such a plot when a path ends, i.e. when two solutions
meet in a point having a vertical tangent. This behaviour can be seen in Fig. 1 where
the motion trajectory was chosen such that the manipulator hits its boundary and
therefore no continuous path is possible. There is a gap in all joint trajectories.

4.2 Example 2

In this example the DH-parameters of CW7 are changed according to Table 4. The
motion performed is the same as in Eq. (1) in the interval t 2 ½� 1

4 ;
1
4�. This example

is especially interesting, because 14 continuous joint paths exist. The given task can
be performed with 14 different configurations of the manipulator. It should be
obvious that these 14 paths are not equivalent The 14 continuous joint trajectories
are shown in Figs. 5 and 6.

Fig. 4 Interpolated joint
trajectories of Example 1

Table 3 Result of the optimization

Optimization type Path Nr.1 Path Nr.2 path Nr.3

1. Type 39.9009 50.5817 30.0131

2. Type 0.2598 0.3153 0.0824
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Table 4 DH-parameter of Example 2

a 3
10

11
10

0 3
2

0 0

d 0 0 25
100

0 0 0

α p
2

ðpþ 0:2Þ
18

ðpþ 0:1Þ
2

p
18

ðp� 0:3Þ
2

p
18

Fig. 5 Interpolated joint trajectories 1–9 of Example 2

Fig. 6 Interpolated joint trajectories 10–14 of Example 2
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In the result of the optimization one can see big differences in the different
trajectories (Table 5). Concerning the average joint motion change trajectory 13 is
optimal whereas the path 12 is the worst path. One can see this also in the plot of
Fig. 6 on the right side. Trajectories of path 13 (black) have almost horizontal
curves, whereas the trajectories of path 12 have much more vertical deviation.
Concerning the overall velocity change averaged over all joints (type 2) one can see
that path 8 does slightly better than path 13.

Remark In a real robot joint limits would have to be taken into account. This has not
been done in this example because the joint limits of the Wampler example are not
specified. But it would be no additional effort to plot these limits and make a
decision if the given motion can be performed without hitting a joint limit.

Summarizing the results of both optimization algorithms one can state clearly
that it matters which starting configuration is chosen from the different possibilities
offered by the different solutions of the inverse kinematics. The better choice of a
starting can reduce the cycle time of a desired task considerably.

5 Conclusion

The inverse kinematics of a general 6-R manipulator yields up to 16 solutions for
the joint angles when the end effector pose is given. Using the fast algorithm
developed in [2, 3] the inverse kinematics can be computed along a given end
effector motion efficiently. The algorithm presented in this paper detects in the set of
joint angles continuous paths and the joint trajectories of these paths are interpo-
lated with quintic splines. Having polynomial curves for joint trajectories, velocities
and acceleration a optimization procedures were discussed to decide which of the
possible solutions is optimal according to a given optimization criterion like e.g.
minimum overall change of joint motion or minimum average overall change of
joint velocities. This work can help to decide in which starting pose the manipulator
should be brought to perform a given task in a shorter time or with overall smaller
change of joint velocities.

Table 5 Results of the optimization Example 2

Optimization
type

Path
Nr.1

Path
Nr.2

Path
Nr.3

Path
Nr.4

Path
Nr.5

Path
Nr.6

Path
Nr.7

1. Type 31.7504 24.1101 19.4176 21.5736 32.5666 20.5959 28.8555

2. Type 0.1897 0.0846 0.0213 0.1273 0.1165 0.0542 0.0954

Path
Nr.8

Path
Nr.9

Path
Nr.10

Path
Nr.11

Path
Nr.12

Path
Nr.13

Path
Nr.14

1. Type 17.2200 25.4676 26.2039 20.1783 39.7655 13.5023 14.7125

2. Type 0.0157 0.1321 0.0984 0.0251 0.2140 0.0163 0.0280
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Mill Setup Manual Aided by Augmented
Reality

F. Suárez-Warden, E. González Mendívil, H. Ramírez,
L.E. Garza Nájera and G. Pantoja

Abstract As a result of globalization, the degree of complexity in manufacturing
systems and the existence of very elaborate processes are increasing. At the same
time there is a contradiction, while high quality is demanded to the operators,
reduction in setup and operation time is also required. It is crucial to deploy a
particular interest in matters of efficiency that drives us to incorporate emerging
technologies in these processes. One of them, The Augmented Reality (AR), is
known as the combination of virtual and real images without completely replacing
the real environment which is interactive and registered in 3D. This work expands the
psychomotor and cognitive ability of an operator of a pipe manufacturing machine
during the alignment process by incorporating AR in the correspondent manual.

Keywords Mill � Augmented reality � Setup manual � Cognitive ability � Com-
plex process � Student paper
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1 Introduction

Augmented Reality technology permits the users interact with the real world and
virtual animations at the same time on a screen with the main objective of sup-
porting and enhancing activities and cognitive processes of users [4, 8].

Augmented Reality can be a conductor tool for technicians during maintenance
and training. This technology reduces the working time and probability of
accomplishing error because it has a guide with clear instructions and interactive
animatronics for users.

The scope of this project is creating a prototype of augmented reality and interface
for the operator who works in a productive line with complex assembly processes.

This enforcement has been effectuated for any mobile device with tactile screen
and Android™ operative system. The motivation is to improve current methods for
training by adding critical information which is not available at workstation and
difficult to include in work manuals.

Vision field of the worker is upgraded or augmented via 3D models which
encompass specific content according to alignment process for steel plates in the
production of pipes for oil industry. The case study for this project is the change in
diameter mill production. This operation consists of several tasks of which the most
critical are identified and those where workers are statistically more likely to make
mistakes, so more attention and thorough maintenance is required. As shown in
Fig. 1, a mobile device is used with the augmented reality system that displays the
3D models and animations on the training manual, explaining the process of change
in diameter. In the following sections, a description of the problem and the entire
application will be described in detail.

Fig. 1 Tablet with application of AR
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2 Theoretical Framework

Augmented Reality (AR) seeks to superimpose additional information to our
physical environment (Fig. 2) by using models, images, audio, vibration and text to
search the user to have more critical information from the world around him in real
time, unlike virtual reality where the user is immersed in a world made completely
by computer.

Two definitions that are used to describe what is actually commonly raised in the
literature, are the following: one of the author Azuma [2] “Augmented reality
combines real and virtual elements, is interactive in real time and is registered in 3D”,
and other of Milgram [6] where he describes as a continuum from the real envi-
ronment to a pure virtual environment, in between there are Augmented Reality
(closer to the real environment) and Augmented Virtuality (is closer to the virtual
environment).

3 Methodology

Normally the technique that takes to create an application of augmented reality is to
first analyze the process to measure only the parts that you want to model, to show
then virtually over the actual image and then apply to them textures and animations,
such as Castro [3] and Mercado [5] explain. Already with the modeled part, a
bookstore of AR with another graphics library is used to display the piece with the
image that the camera is capturing and if there are changes to be made iterate the
same steps above again (Fig. 3 with elements which has been mentioned by these
Mexican authors).

Fig. 2 Augmented pieces of
a RF motor
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The main tasks to be performed for the application to work properly augmented
reality are as follows, according to Wagner [7]:

(1) Starting the graphic user interface (GUI)
(2) Tracking the target image
(3) Estimation of scale and position
(4) Rendering

The overhead of the application is the segment that controls how the models will
interact with the user and the tracking of the position. This section includes scripts
with codes (usually written in C # or C + +) that govern the functions of the project.
To read the patterns of the target image properly, you need to have a device that has
a high resolution camera. The renders are used to create a more realistic animation
but influence the user details to include.

This application can be used in manufacturing areas where workers must be
trained in a specific function of assembly or maintenance of machines. It gives them
the ability to work more efficiently, saving time and reducing the possibility of
failure by a bug that could cause loss of money or production stoppages.

The first step in creating a content of AR is the modeling of the system or
components that plans be supported by this technology. The modeling is performed
in software capable of generating 3D geometries; you should always try to make an
exact copy of the virtual system or physical component with the greatest amount of
detail. Stage 3D modeling can be performed on any design software (CAD) aided

Process
Analysis

3D modelling

Integration of
3D models
into the AR

app

Visualization
in AR

Fig. 3 Methodology for creating an application of AR
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by computer. Examples of this type of parametric software are: SIEMENS NX8
Unigraphics, PTC Creo Elements /Pro, Dassault Systemes CATIA V5, among
others. Caution is advised to choose the format in which the file generated in 3D
CAD is saved as it must then be processed into software to generate render so it
seeks to ensure compatibility. Another important step in the modeling stage is to get
the physical parts of the system or components that are going to work and perform
correct classification to have good tracking parts through future stages of the pro-
cess of forming AR application.

Once you have identified the components of interest, the modeler proceed with
the capture of information. As shown in Fig. 4, physical measurements of the
geometric characteristics (length, diameter, thickness, etc.) are taken and diagrams
for the system or components are made. These steps of data collection should be
properly planned and executed with the use of measuring devices such as
micrometers, vernier, rules or any instrument to minimize errors in computer
generated 3D models.

Fig. 4 Catching information
about 3D geometries
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After the models were created in CAD software, is required to modify some
parameters using Autodesk 3Ds MAX or Maya to give them a specific look and
feel. The skin and the color are applied individually to each section of the models.
The panel color is used to apply the correct tone and intensity, depending on the
characteristics of the real model. The second step is to apply the shadows where
required. It is recommended to test the models in different positions and sizes to
ensure that no further changes are required in the surface parameters.

You need to create animations with render models that resemble to the proce-
dures as much as possible to avoid confusion on the end user. During the animation,
the user should consider the position and movement of each of the pieces to
successfully complete the installation or removal process (as applicable).

4 Problem Description and Work

Castles change is a process that is performed to adjust the diameters of the tubes
produced. The mill has a number of stages in which the plates, introduced in the
machine, are bending to finally form the tubes. The castles which allow you to
change the position of the rollers that are responsible for bending the plates at
different stages, so it is extremely important to run well change them so that the
final product has the dimensions required by the customer.

Fig. 5 AR Application: moving castles
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The setting of castles is a process that takes about four times a year, due to the
different orders received by the company. In the field was identified that had long in
making the change to the new diameter was needed and there were no manual, and
as new technicians who were joining the company found it difficult to be prevented
when preparation will take place (setup) is also needed to streamline this process,
since during the settlement of the castle should stand the machine, so a manual with
parts became involved, and the steps required for positioning or replacement of
castles, which allowed training technicians to see details without requiring that the
process was in progress and provide guidance to those who already knew, but
needed to consult specific details, such as dimensions and parts that required.

Once this manual was made, certain elements were very difficult to explain, so
that was identified with the help of augmented reality that could make 3D models of
the machine and to encourage them to provide additional information (Fig. 5).

5 Results

Once the performance of the manual was completed with markers for augmented
reality we proceeded to organize tests to determine if this technology really brought
an improvement in the process of adjustment of the castles. Figure 6 shows the

•Production Mill
•Allen keys
•Stillson wrench
•Hammer
•Crescent wrench

•Tablet
•Augmented reality app
•ARmarks inside  the

maintenance manual

•Technicians with or
without experience in
the processes
described in the
manual

People AR
Station

MaterialsTools

Fig. 6 Structure of the tests
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structure of the tests to be carried out, in a scheme similar to that used by Mercado
[5]. This diagram, presented with four phases, allows us to distinguish the subjects
participating in the tests and the materials and tools that will be provided in their
realization in the AR station.

We saw an improvement in time, with the help of the modified manual as a week
working 24 h a day, was made, able to reduce considerably time. And also with the
help of the most critical steps in positions of AR content, operators could better
understand the process.

We also identified that as more operators using the augmented reality application
better understand the benefit of this technology, we were making changes to certain
contents of AR to be more explicit (see Fig. 3). For example in the process of
positioning castles bender plates (mill), several crucial changes contained in one of
their models as well as their animation were made. Also videos and explanatory text
on each of these steps were added to give the user best practices in training and
operation.

5.1 Disclaimer About Data to Analyze

Few technical data are included due to industrial secret reasons and/or lack of
information about antique or used machines. This is the first stage of a work in
progress. The paper presents production tasks with a mechatronic emphasis.

6 Conclusions

Augmented Reality can be a guiding tool for technicians during maintenance and
training processes. This technology reduces labor time and the probability of
making a mistake because leads the users through clear instructions and animations
with the ability to interact with them. The project could be carried out effectively
generate evidence of Augmented Reality is a useful tool in improving manufac-
turing processes. In the specific case of the project described in this paper process,
markedly decreased the time required for completion of the process.

At the time of the first tests it was found that sometimes it was not enough dis-
play an animated three-dimensional model, but a brief explanation given by
someone with experience in the process required. For this reason, it was decided to
add a video explaining the application on, so that the operator may observe the
three-dimensional model shown on the tablet along with a video that briefly
explained the instructions to follow.

Finally, note the potential of Augmented Reality technology not only in man-
ufacturing processes, but also in other types of activities where the transmission of
knowledge is needed to successfully complete a task.
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Dimensional Synthesis of a Planar
Parallel Manipulator Applied
to Upper Limb Rehabilitation

Ileana P. Corona-Acosta and Eduardo Castillo-Castaneda

Abstract Upper limb rehabilitation exercise programs have shown to be useful in
reducing pain, improving mobility and functionality. This article presents dimen-
sional design of a novel mechanism for rehabilitation based on joint trajectories
extracted from common exercises for stroke recovery. A computer simulation was
done in order to prove the performance of the rehabilitation trajectories by the
mechanism.

Keywords Robotics rehabilitation � Dimensional synthesis � Trajectory tracking �
PPM � Student paper

1 Introduction

The development of a mechanism to assist upper limb rehabilitation process
appears by the need of having specialized equipment to automate, systematize and
control the therapy process achieved at rehabilitation centers.

The protocol followed to rehabilitate upper limb is a combination of many
techniques [8], one of them consists on providing movement to the arm (passive
rehabilitation), this exercises [3] are made manually by a physiotherapist or with the
use of some therapy devices.

Mechanotherapy [1] is a rehabilitation technique which uses mechanical appa-
ratus to provide movement to certain body parts. Those apparatus are widely used
in therapy sessions because of its geometric precision, ergonomic design, variety of
movements, and so on.
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Arm skate shown in Fig. 1 is a mechanotherapy device for range of motion
exercises, commonly used by physiotherapists at Centro de Rehabilitación Integral
de Querétaro (CRIQ) for treating patients with chronic hemiplegic.

There are many exercises that are performed with therapeutic skateboads, we
selected the most frequently used in rehabilitation sessions. Figure 2 shows the 5
chosen exercises that were analyzed with image processing techniques.

2 Methodology for Trajectory Extraction

In this work, a procedure is proposed to obtain joint angles of shoulder, elbow and
wrist while performing rehabilitation exercises. Four color markers were placed on
the nearest point for each rotation axis of human limbs, the exercises were per-
formed on the transverse plane of anatomical movement taking into account just
rotational movement in each joint, for this reason just circular markers were needed
to obtain such planar motion.

The method used to extract these trajectories is inexpensive and simple, a video
of each exercise was taken from a parallel plane and decomposed into individual
frames. A threshold was obtained from RGB value of the markers in order to
implement color based segmentation. Once image filtering was done, found objects
were labeled to finally get centroid coordinates of each marker in Cartesian space

To get a description of trajectories we need dynamic behavior of angles
ðh1; h2; h3Þ formed by limbs as shown in Fig. 3.

An angular description of these trajectories allows to characterize each move-
ment taking into account the variability of anthropometric dimensions. This angular
approach of rehabilitation exercises allows to adapt specific trajectory to the
dimensions of any patient. With this, we have a good description of the movement
performed by human arm during therapy sessions with 5 different exercises.

Fig. 1 Arm skate used at CRIQ
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3 Estimation of Required Rehabilitation Workspace

In order to compute the workspace in cartesian coordinates required to effectively
perform rehabilitation exercises, its necessary to transform from articular to carte-
sian description by using direct kinematics of human arm.

Direct geometric model of human arm (refer to Fig. 3) is calculated using
Denavit-Hartenberg parameters as follows: (Table 1)

Position of knuckles ðx; yÞ shown in Fig. 3, is calculated from matrix transfor-
mation T ¼ T1

0 T
2
1 T

3
2 :

x ¼ a cos h1 þ cðf1 cos h3 � f2 sin h3Þ þ bf1 ð1Þ

Fig. 2 Upper arm rehabilitation exercises: a shoulder adduction, b shoulder horizontal flexion,
c elbow flexion, d wrist flexo-extension and e “8-figure” path
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y ¼ a sin h1 þ cðf2 cos h3 � f1 sin h3Þ þ bf2 ð2Þ

Where:

f1 ¼ cos h1 cos h2 � sin h1 sin h2
f2 ¼ cos h1 sin h2 þ cos h1 sin h2

Direct geometric model of human arm requires as input data the length of each
limb a, b, c, to obtain this values a review of anthropometric tables [9] was done.
Maximum and minimum anthropometric measures of Mexican population is used
to estimate required workspace region. After analyzing this data we computed
lengths a, b, c (shown in Fig. 3) as follows:

a 

b 

c 

1

3

2

(x , y) Fig. 3 Human Arm basic
diagram

Table 1 Denavit and
Hartenberg parameters of
human arm

Link θ d a α

1 θ1 0 a 0

2 θ2 0 b 0

3 θ3 0 c 0
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Dimension Min (cm) Max (cm)

a 29 37

b 20 23

c 7 11.5

From above values, we can obtain exercise trajectories in cartesian space for
minimum and maximum limb lengths of Mexican population (Fig. 4). An esti-
mation of boundaries is made and we have that: (Table 2)

For convenience, by using these boundaries we approximate the workspace to a
rectangular shape, which will be applied to estimate proper dimensions of our
mechanism. This boundary was extracted taking the shoulder as a reference point
(0,0). This means we can move this workspace in the Cartesian plane by changing
the reference point.

4 Synthesis of the Mechanism

Since exercises are performed in a plane, we need a 3 d.o.f. mechanism, two for
position and one for orientation; then a Planar Parallel Manipulator (PPM) can be
used for this application. Positioning of mobile platform is needed in order to cover
the workspace for analyzed trajectories and its orientation allows working the wrist
at therapy sessions.
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Fig. 4 Minimum and maximum exercise trajectories

Table 2 Boundary values of minimal and maximal exercise trajectories

Trajectories (cm) Xmin Xmax Ymin Ymax

Minimum −34.31 43.77 26.45 55.18

Maximum −44.7 55.87 34.13 70.85
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Nowadays, PPMs are widely used due to many inherent characteristics over the
serial manipulators [6, 7], such as high stiffness, high payload capability, low
moving inertia, and so on. Therefore, in this paper we propose to use a 3RRR planar
parallel manipulator, which has been widely studied by many authors [2, 4, 5]. As
shown in Fig. 5, the mechanism consists on a mobile platform (A, B, C) attached to a
fixed platform (P, Q, R) by three kinematic chains. Each chain is formed by 2 links
and 3 revolute joints; where its end-effector (A, B, C) and also its base (P, Q, R) are
an equilateral triangle.

In this context, we need to know the length of the mobile platform (l), the length
of fixed platform (H) and the length of each link (L), we consider that all links have
the same length.

To cover the required workspace L can vary from Ymin to Ymax; to avoid colli-
sions between links ai of mechanism l should be greater than L; finally by simple
inspection we know that H should be greater than L. The following set of conditions
are assumed:

1. Ymin � L� Ymax

2. L�H� 3L
3. L\l\2L

At this point, we have a finite space of solutions for l, L and H lenghts. Addi-
tionally, we can define the mechanism by 4 main characteristic parameters (see
Fig. 5): radius of mobile platform (R1), radius of fixed platform (R2), length of links
ai (R3) and length of links bi(R4).

The relationship between geometric dimensions (l, H, L) and characteristic
parameters (R1, R2, R3, R4) is:

R1 ¼ l=
ffiffiffi

3
p

; R2 ¼ H=
ffiffiffi

3
p

; R3;R4 ¼ L ð3Þ

3  

1  

2  

3  

1  
2  

P Q 

R 

D 

A 

B 

C 

E 

F 

3

1  
2

H 

l 

L 

Fig. 5 3RRR planar parallel
manipulator
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Weused the physical model of the solution space technique explained by [5, 6] and
used by [2], which claims that if a non-dimensional manipulator is optimal, the
corresponding dimensional manipulator will be optimal as well. The dimensional
parametersR1,R2,R3,R4 can be expressed as non-dimensional parameters r1, r2, r3, r4.
Let:

D ¼
X

4

i¼1

Ri

4
ð4Þ

ri ¼ Ri

D
ði ¼ 1; 2; 3; 4Þ ð5Þ

Furthermore, in [5] authors show that the workspace volume can reach its
maximum value if r1 and r2 are specified and r3 = r4, thus:

r
2
¼ r3 ¼ r4 ð6Þ

Besides, [2] studied motion/force transmition analysis of the planar 3-RRR
parallel manipulator, based on the LTI (Local Condition Index) and introduced two
global design indices: GTW (Good Transmition Workspace) and GTI (Global
Transmition index). Using design space tool they found the relationship between
the shapes of GTW and its geometric parameters, and conclude that architectures
with the following characteristics of parameters, can be considered as candidates of
optimal manipulator in terms of shape:

Fig. 6 Workspace of 3RRR planar parallel manipulator with estimated dimensions in gray line
and required workspace for rehabilitation in blue dotted line
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r1 þ r2\2; r1\
r
2
; r2 [

r
2

ð7Þ

With above considerations and with the use of inverse kinematics calculated as
mention in [10], we found a set of possible non-dimensional parameters that satisfy
our requirements. Finally we chose the combination with the smallest value of
dimensional parameters, as follows:

L ¼ 41; H ¼ 90; l ¼ 44 ðcmÞ

5 Results

The final workspace of the mechanism is shown in Fig. 6, as we can see the
required workspace is inside the workspace of mechanism. To verify this, a sim-
ulation of the trajectories was done, taking into account minimum and maximum
lengths of the anthropometric measurements (Fig. 7). Resulting exercises are shown
in the Figs. 8, 9 and 10.

Fig. 7 CAD of mechanism with calculated dimensions
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Fig. 8 Shoulder adduction and wrist flexo-extension exercises performed by mechanism
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6 Conclusions

Some rehabilitation exercises done with arm skate at therapy sessions were ana-
lyzed, their angular description was extracted and a required workspace for this
purpose was generated. Based on this calculation, we developed a way to estimate
the design parameters of a mechanism which satisfies: degrees of freedom needed
for trajectories, required workspace and no interference between legs of manipu-
lator for rehabilitation tasks. The resulting mechanism was simulated in order to test
if it was able to perform the exercises trajectories with the estimated geometric
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Fig. 9 Elbow flexion and shoulder horizontal flexion exercises performed by mechanism
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dimensions. As satisfactory results were obtained in the simulation, we proposed
the design shown in Fig. 7. Future work includes the construction of mechanism
based on this design and its control considering mentioned trajectories.
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Workspace Analysis of a Delta-Like Robot
Using an Alternative Approach

A. Gutiérrez-Preciado, M.A. González-Palacios
and L.A. Aguilera-Cortés

Abstract This paper treats the workspace analysis of a delta-like robot using a
different placement of the actuators to improve the overall reachable workspace.
Instead of having the actuators separated 120° between each other, it is proposed to
provide different separations to create a greatly improved workspace suitable for
custom applications. The general analysis of inverse and direct kinematics is
explained and implemented in a software created to analyse this type of robot.
Finally a comparison to prove the advantages of changing the angles between legs
is shown.

Keywords Delta � Robot � Design � Workspace � ADEFID � Student paper

1 Introduction

In recent years, parallel mechanisms have caught the attention of researches and
industries due to their high range of potential applications. From their use as
manipulators to applications as machining tools, this type of robots has several
advantages with respect to their serial counterparts. Higher accuracy, stiffness,
speed and better dynamic behavior allow them to be used in several production
lines. These advantages can be reflected in lower production costs for example in
industries that work with packing products on high volume.
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One of the main disadvantages that are present on parallel robots is the reachable
workspace. This is because of the fact that all parallel robots are made out of two or
more serial chains that join together at some point (usually a platform). In the case
of the delta robot, there are three serial chains (RSS) that join at the end effector.
Even though each chain or leg might have a big workspace, when all of them join
together, the reachable workspace reduces to only the places that all of the legs can
reach. This kind of robots has been extensively studied but there are still some
special cases that must not be left behind to maximize the potential of parallel
robots.

The Delta robot is one of the most famous parallel robots in the academic and
industrial environment. This robot consists of three equal serial chains separated by
120° on the fixed base that get together on a common link with the same separation.
The 120° separation forms an equilateral triangle that gives its popular name, the
Delta robot proposed by Clavel in 1986. Each chain has a revolute joint after the
fixed base, after it, a parallelogram mechanism takes place and connects at the end
with the mobile platform as shown of Fig. 1.

The synthesis of this type of robot depends highly on the type of application or
optimization it is given. Vast work has been made with respect of the optimization
of this robot with several parameters as stiffness, balance, dexterity, payload,
accuracy, manipulability among others [1].

Liu et al. [2] present a synthesis method for a similar delta robot but with linear
actuators. This design is made with a concept they call as “maximum inscribed
workspace” that consists of the set of maximum inscribed circles that fall inside the
robots workspace. Laribi et al. [3] synthetize the traditional Delta robot using
genetic algorithms. In this work, they prescribe a workspace that the robot must

Fig. 1 A delta robot
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reach with the 8 corners of a cube and with the use of genetic algorithms they obtain
an optimal design. Yun et al. [4] make a similar approach but using the golden
section method. Other studies made by Courtellie et al. [5] focus on the design of
the delta robot using the global stiffness of the manipulator. One more time, with
the use of genetic algorithms they optimize the geometrical parameters to improve
the static sensitivity for specialized applications in medicine.

Another great contribution comes from Karol Miller in 1998 when he introduced
a new concept on the design of the delta robot. This design was called NUWAR and
consists on changing the angles of the orientation of the motors acting on the base
[6]. Miller concludes that when changing only the orientation of the motors, the
workspace can be greatly increased.

In 2012, Mahdi and Mohsen [7] present the analysis and modeling of a delta
robot variation where the first revolute of each leg is located on the corners of an
isosceles triangle. If looked from the front, two legs form a planar five bar
mechanism.

Until now, most delta robots are limited to perform pick and place tasks of small
objects. Manufacture Industries prefer them for their capability to move really fast
with high precision and repeatability. Actually, now that they are being widely
accepted for use in industry, most of those that are being produced have relatively
small workspace volumes. Even though the Delta robot has been looked in many
different ways; little attention has been brought on the advantages or disadvantages
that may cause the angle of separation between actuators.

Stamper et al. [8] made a more general study on the workspace of the delta robot
taking into account the angle that the axis of each leg makes with the other two. In
this work, they discretize a big area surrounding the workspace and then, they
determine an objective function approximating the workspace volume with the
number of points in the discretization that falls within the workspace of the robot
using the inverse kinematics. They show that bringing the legs closer would result
in an overall bigger workspace but would worsen the “Condition Index” that relates
the velocities of the actuators to the velocity of the moving platform. With that, they
preferred the symmetrical configuration of the robot and discarded the use of dif-
ferent angles between legs so. Even so, they did not give due attention on the
advantages and disadvantages that can bring a change on the angles mentioned
keeping the same physical parameters of the robot.

This work focuses only on the kinematic properties of the robot, the advantages
and disadvantages of changing the angles between legs and the effect that these
variables have on the workspace of the robot.

2 Kinematics of the Delta Robot

The geometrical solution of the kinematical equations of the Delta robot has been
obtained and shown in several works so a short summary will be presented here for
reference. For a deeper description of the calculations see Ref. [9].
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2.1 Inverse Kinematics

The inverse kinematics must be calculated in order to check whether a point in the
space falls inside the workspace or not. In this case, the workspace of each leg must
be calculated, if a point can be reached by all three legs, then the Delta robot can
reach it, if one of the legs fails on doing so, then that point is outside of the
workspace. The skeleton of the delta robot can be drawn using only lines as shown
on Fig. 2 to calculate the inverse kinematics.

Where A is the perpendicular distance from the center of the triangle to a side,
L is de length of the first link, p is the length of the parallelogram links and B is the
radius of the mobile platform. hj is the angle that makes the fixed base with the
direction of the actuated link. aj is the angle from a fixed line on the base axis to one
of the legs that in almost all cases is 120° to form a Delta triangle. With the use of
the previous variables, the following equations can be obtained:

hj ¼ 2 tan�1
4LZj
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Q ¼ Xj � Aþ B

And Xj, Yj, Zj represent the coordinates of the end effector with respect of the
fixed base and direction of each leg and can be found with:

Xj ¼ X cosðajÞ � Y sinðajÞ ð2Þ
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Fig. 2 Skeleton of the delta-like robot

456 A. Gutiérrez-Preciado et al.



Zj ¼ Z ð4Þ

Equation (1) can be used to obtain the inverse kinematics of each leg. When a
point in the space can be reached by the three legs, the Delta robot will have a real
solution for the inverse kinematics problem.

2.2 Forward Kinematics

The forward kinematics problem is usually more complex to find than the inverse
kinematic, and the Delta robot is not an exception. Knowing the angles of each of
the actuators, it can be predicted where the end effector will be. Its calculation can
also be deeply understood checking Ref. [9]. Due to the limited space in the article
and the length of the resulting equations, they will be omitted here.

3 Workspace Analysis

Each of the three legs in the Delta-like robot generates a Schönflies movement
where the rotation occurs on parallel with the first revolute of each leg. Never-
theless, as a consequence of each leg being linked with the final platform, the extra
rotation of each leg gets canceled and the overall movement of the platform is only
translations in the space. So, supposing that none of the legs has that rotation at the
end, the last link can be considered always parallel leaving an RSS mechanism.

With that, it can be inferred that the workspace of each leg would be the surfaces
of a sphere whose center is located at the end of the first link (actuator), the radius
of the sphere would be the length of the second link (parallelogram) and the volume
workspace is formed by moving that sphere on the perimeter of a circle whose
radius is the first link as it can be seen of Fig. 3.

It must not be left out the fact that the workspace of each leg behaves the same
compared with a torus in the sense that when the radius of the torus tube increases,
the torus turns from a ring torus, to a horn torus and finally a spindle torus (See
Fig. 4). The ratio of the first and second links is the one that affects the shape of the
torus. When their ratio is 1:1, the workspace would be a horn torus.

The resulting workspace of the Delta-Like robot is the intersection of the 3 tori
which has a very irregular shape. Finding an algebraic equation for such an
intersection turns out to be very complicated and out of this works scope. Using
computational tools it is possible to draw a bounding surface that represents the real
workspace of the robot. To do so the following algorithm is applied similar to what
is done in [8].
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1. Find a space that surely will contain the workspace of the robot.
2. Divide the space in a 3 dimension matrix
3. Evaluate the inverse kinematics for each point for each leg. When all three legs

can reach the desired point, save the location as reachable and otherwise
unreachable. Repeat until all the space is covered.

4. Find the edges of the reachable points and join them in order to represent the
workspace.

4 Software Developed to Study and Design the Delta-Like
Robot

The software is coded inside Visual Studio with object oriented programming with
C++, and using ADEFID [10] as a platform. ADEFID is very versatile and has been
used to create several projects before treating the analysis of serial robots,

Fig. 3 Half of the workspace volume of a single leg of the delta-like robot

Fig. 4 From left to right, ring torus, horn torus and spindle torus
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vibrations, cams and gears, motor control among others. ADEFID contains several
OpenGL functions to handle graphical environments that allowed a clean repre-
sentation of what the delta robot can do.

The software consists of 3 interactive menus that allow a live interaction with the
on-screen model of the delta robot. These menus can control the inverse and
forward kinematics and design parameters of the Delta Robot as seen of Fig. 5.

The “Delta Parameters” menu allows the user to change the design variable of
the robot. The “Inverse kinematics” menu is used to calculate the angles necessary
to redraw the robot. It is possible to see the 8 different solutions of the inverse
kinematics problem. The “Direct Kinematics” menu can be used to compute the
final position of the robot by changing the angles of the legs. Figure 6 shows the
resulting graphical representation of the delta robot with the parameters seen on
Fig. 5 including the show workspace button.

Fig. 5 Menus to handle the delta-like robot
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5 Workspace Comparisons Between the Traditional
and Proposed Delta Robot

To clearly see the advantages of considering the angles of the legs, the following
example is presented.

Two delta robots are built to perform pick and place tasks with the following
parameters shown in Table 1.

As it can be observed, both robots have the same links and the only change is the
angular position of the legs. Using the programmed software, nine points that fall
just next to the workspace boundaries for each robot are obtained to get a surface
equation. All of those points were chosen in order to have surfaces that are
reachable to the robots without getting in dangerous positions and that cover most
of the usable workspace. Table 2 shows such points in the space.

As it can be seen in Table 2, changing only the angles of the legs, a slight
improvement on the reachable workspace can be achieved. At a height of 31 cm,
the robot can reach up to 38 cm (22 %) more of length in the x direction but 14 cm
(9 %) less on the y direction. At a height of 65 cm, there is an increase of 23 cm
(15 %) in the x direction and no change in the y direction. At a height of 1 m, there
is only a slight increase of 5 cm (5 %) in the x direction. Figure 7 shows how the
workspace of both robots would compare graphically.

Table 1 Parameters of the delta robot

Parameters Standard delta size Modified delta size

Actuator length 0.45 m 0.45 m

Parallelogram length 0.75 m 0.75 m

Fixed base radius 0.2 m 0.2 m

Platform radius 0.1 m 0.1 m

Angle leg 1 120° 160°

Angle leg 2 120° 200°

Fig. 6 Delta robot drawing
with predefined parameters
and showing the workspace
boundaries with lines
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Table 2 Coordinates of workspace points

Standard delta robot boundary points (m) Modified delta robot boundary points (m)

x y z x y z

−0.85 0.00 0.31 −1.04 0.00 0.31

0.83 0.00 0.31 1.02 0.00 0.31

0.00 0.79 0.31 0.00 0.72 0.31

−0.74 0.00 0.65 −0.89 0.00 0.65

0.79 0.00 0.65 0.87 0.00 0.65

0.00 0.71 0.65 0.00 0.71 0.65

−0.55 0.00 1.00 −0.55 0.00 1.00

0.49 0.00 1.00 0.54 0.00 1.00

0.00 −0.49 1.00 0.00 −0.49 1.00

Fig. 7 Comparison between a standard delta robot and the modified one
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The rate of increase of the workspace depends largely on the size of links. When
the actuator link is small compared to the length of the parallel link, the change in
workspace is minimum, in a contrary situation, the workspace increase is greater.

6 Conclusions

An alternative arrangement of the delta robot links is presented in this work. It can
be seen that changing the angle that the legs make with each other can improve the
workspace volume of the robot. An interactive software was specifically created to
work and visualize the performance behavior of the robot when changing the design
parameters. With the aid of this software, a brief graphical and numerical dem-
onstration was made to show how the angle of the legs affects the size of the
workspace. The result was a bigger workspace with the same sizes of links. In this
case, the workspace of the modified Delta robot was relatively longer compared to
the standard delta robot.

Even though there is a significant improvement on the workspace of the robot, a
few design problems arise. For instance, when the robot tries to reach extreme
points on the workspace, the legs may collide with each other, especially on the
parallelogram links. This issue can be resolved having a bigger moving platform or
reducing the separation between the rods of the parallelogram, but then, greater
power on the motors would be needed. A dynamic model of this robot should be
made to understand the change of the effort needed by the motors to move the
platform.

Linear actuated delta robots can increase the overall workspace making it
“higher” but by adding more construction parts, while the method presented here
makes the workspace “longer” whereas keeping the same link sizes as the tradi-
tional delta robot.

Thanks to developed tool introduced here, the designer is able to define custom
robot architecture, delta-like, with a workspace that best suits his application needs.
For example, the designer can define link sizes and see how the workspace changes
when changing only the angles between legs.
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Adaptive Low Cost Gravity Balanced
Orthosis

Giuseppe Cannella, Dina S. Laila and Christopher T. Freeman

Abstract In this paper a novel design of a non-powered orthosis for stroke reha-
bilitation is reported. Designed for home based use, it is the first low-cost, passive
design to incorporate an assistive level that can be adaptively varied within a closed-
loop control scheme. This allows the device to be integrated with a dual robotic and
electrical stimulation control scheme, to thereby enable full exploitation of the motor
relearning principles which underpin both robotic therapy and Functional Electrical
Stimulation (FES) based stroke rehabilitation. This embeds the potential for more
effective treatment. The paper focuses on the mechanical design of the non-powered
orthosis, providing detailed design, dynamic analysis and evaluation.

Keywords Student paper � Passive orthosis � Gravity balancing theory � FES �
Stroke rehabilitation � Multibody dynamics

1 Introduction

Worldwide 12.6 million people live with moderate to severe disability following
stroke, and this number is increasing. Due to the neuroplasticity of the brain, the
function of the damaged cells can be transferred to surrounding areas of the motor
cortex [3]. Hence impaired subjects can potentially regain lost motor function with
the help of a tailored rehabilitation programme involving training of motor tasks,
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with feedback (e.g. proprioceptive, haptic, visual) used to forge new motor con-
nections. The therapeutic effectiveness of these therapies strongly depends on their
frequency, intensity, and the amount of voluntary effort supplied by the patient.
Unfortunately only 5 % of patients receiving conventional therapy, involving manual
assistance supplied by a physiotherapist, recover useful movement [1].

In the field of non-conventional rehabilitation, new upper-limb technologies
have the potential to provide intensive and motivating therapy. Moreover, there is
evidence that non-conventional therapies offer more effective treatment than con-
ventional ones [3, 9, 12]. Rehabilitation robotics is a leading non-conventional
therapy and the employment of robots has shown to be very effective for patient
recovery, but their design, control and use are complex, often expensive, hence they
are not suitable as home-based devices. On the other hand non-powered orthoses
can be considered low cost support devices. They are usually made of a mechanism
combined with spring systems or counterweights that balance a mass on their
extremity, for instance the user’s arm, thus the patient can power the orthosis
without carrying the weight of their own arm. The main drawback for these
mechanical systems is that they are not as flexible and effective as rehabilitation
robots, and they can be used only by patients with sufficient residual muscle
strength to power the orthosis and perform the rehabilitation therapy. To overcome
this drawback, a non-powered orthosis will be combined with Functional Electrical
Stimulation (FES) [2, 10] in this research project. FES is another approach to
therapy which facilitates movement by applying short electrical pulses to contract
muscles in the same way as achieved by the unimpaired central nervous system.
Furthermore, FES is often combined with a mechanical device to stabilise the
system, especially during reaching tasks. Hence, using a biomechanical represen-
tation of the human arm within the FES control scheme, it is possible to adaptively
adjust the assistance provided to each patient, encouraging maximum voluntary
effort and therefore maximising effectiveness of treatment [4, 5].

This paper addresses the design of an orthosis that is suitable to combine with
FES. The discussion focuses on the static gravity balancing analysis, the 3D CAD
model and the preliminary dynamic analysis of the arm support.

2 Existing Prototypes and Gravity Balancing Theory

The most relevant non-powered orthoses to meet the aim of this research are the
Wilmington Robotic Exoskeleton (WREX) [13] and Armon Orthosis [7, 8, 11].
These are both based on a novel mechanical design that makes use of spring
systems to achieve gravity balancing.

WREX is an exoskeleton design-based body-powered orthosis that provides
gravity support to allow patients to move their arm with very little effort [13]. This
result was achieved by employing elastic bands rather than using counterweights, as
in many other devices, giving rise to a lighter and more compact mechanism.
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The main idea behind the Armon Orthosis was to design and manufacture a
non-powered orthosis that could be mounted on a wheelchair and that could be used
by different patients or also healthy users, for activities of daily living (ADLs) and
upper limb training and rehabilitation [7, 8, 11]. The orthosis does not resemble an
exoskeleton, as in the case of the WREX. Indeed, the joints of the mechanism do
not have the function of emulating the anatomical human arm joints, but they are
arranged to support the weight of the user’s arm, when combined with a spring-
cable-pulley system located at the lower extreme of the orthosis. The simplicity and
efficiency of the Armon Orthosis is due to its mechanical design that is strongly
based on gravity balancing theory (for more details refer to [6]).

Statically balanced systems are devices that stay in a static equilibrium state
throughout their range of motion in the absence of friction. Mechanical devices
designed to exploit this property present many advantages in terms of improved
mechanical performance, including the ability to support the arm over a large
workspace, while simultaneously presenting minimal inertial characteristics to the
patient. This is critical in the design of a body worn orthosis, where it is important
to reduce the effect of the weight of the supported limb, and the inertia of the
mechanical system. A statically balanced system can be constructed by exploiting at
least two conservative forces arranged in such a way as to provide stability. This
result can be achieved by means of two potential energy storage devices, for
instance springs and masses. Moreover these system components must be coupled
in such a way that their energy characteristics, as a function of the d.o.f., add up to a
constant value. For the purpose of this research it was decided to use the zero-free
length springs model in the design of the balancing system, since they have the
fundamental characteristic that the force is proportional to the actual length of the
spring, rather than the sum of the initial length and the elongation as in normal
springs. This means that the employment of this class of springs simplifies the
analysis and the design of spring mechanisms, leading to linear mechanical models.
It also simplifies the subsequent combined control scheme.

3 Mechanical Design

In this section the static gravity balancing analysis of the mechanism is developed
to derive the most suitable mechanical solution for the adjustment system of the
device. Then all the features and the mechanical subsystems of the preliminary 3D
CAD model of the arm support are illustrated in detail.

3.1 Kinematic Chain and Gravity Balancing

The mechanism chosen for the aim of this research is shown in Fig. 1. The main
reason for this choice is because this mechanism provides gravity balancing to the
patient’s arm acting only on a small area of the forearm, identified by the Combined
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Center of Mass (CCM), making use of a parallelogram linkage and zero-free length
springs. Moreover its hybrid kinematic chain keeps the favourable mechanical
features of both parallel and serial linkages.

The model comprises a planar 2 d.o.f. kinematic chain made of a parallelogram
linkage combined with two zero-free length springs, since each spring balances a
single d.o.f. of the mechanism. The length of the links are L and r. Moreover r and
a are also the geometrical parameters of the springs. The moving end of each of the
two springs of stiffness k1 and k2 is connected to point A and B, respectively,
whereas the fixed end is connected to the point O. The mass m of the user’s arm is
assumed to be attached to point F on the distal link, which corresponds to the CCM.
Now it is possible to analyse the gravity balance behaviour of the mechanism,
where the mass of the moving links is balanced by the springs [6]. The mass of each
of the links is regarded as lumped at their center of mass. Focusing on the i-th
spring, it is possible to decompose its force kili, where li is the spring elongation
(which is equivalent to its length for zero-free length springs), into a component
along the link length r, kir, on BC and the component along a, kia, on OC.

For this gravity compensation analysis, it is possible to use the superposition
principle. Considering Fig. 2a the first step is to fix spring k1 and perform the
moment equilibrium about pivot C. The only moment contribution of spring k2 is
that due to component k2a. The masses m and m4 can be shifted to point D, and the
mass m3 parallel to link 2, from CM3 to CM 0

3, as shown by the arrows in Fig. 2a.
This procedure is possible because after shifting the masses, the respective shape of

Fig. 1 Kinematic chain of
the arm support
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their trajectories remains identical and so their potential energy differs only by a
constant value. Hence the moment equilibrium equation about pivot C, when spring
k1 is fixed, can be written as

ðmþ m4ÞgLþ m3grm3 þ m1grm1 ¼ k2ar; ð1Þ

where rm1 and rm3 are the respective distance of the centre of mass CM1 and CM0
3

from the pivot C. The second step is to release spring k1 and fix spring k2, in order
to perform the moment equilibrium about the point D, as shown in Fig. 2b. The
only moment contribution of spring k1 is due to its component k1a, while the masses
m3 and m2 can be shifted to point E and CM0

2 respectively, as shown in Fig. 2b, for
the same reason as above. Hence the moment equilibrium equation is

mgLþ m4grm4 � m2grm2 � m3gr ¼ k1ar; ð2Þ

where rm2 and rm4 are the respective distance of the centre of mass CM0
2 and CM4

from point D. Both (1) and (2) are linear and can be combined in the linear system
of equations

ðmþ m4ÞgLþ m3grm3 þ m1grm1 ¼ k2ar
mgLþ m4grm4 � m2grm2 � m3gr ¼ k1ar:

�

ð3Þ

These contain all the geometrical and inertial elements of the mechanism and of
the springs, that can be varied in order to adjust the gravity balancing behaviour of
the device. Analysis reveals that the variation of the linkage parameters and of the

Fig. 2 Moment equilibrium analysis. a Moment equilibrium analysis when spring k1 is fixed.
b Moment equilibrium analysis when spring k2 is fixed
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spring stiffnesses is complex to achieve and it may require a heavy mechanism
directly acting on the linkage. To avoid these cumbersome mechanical solutions,
a was chosen as the adjustment parameter, and this leads to the design of an
adjustment system that can be integrated within the lower part of the mechanism,
without acting directly upon its links, but varying the position of the pivot O.

3.2 3D CAD Model

The most important issue to solve is the design of the adjustment system. Indeed,
the arm support must be able to provide gravity balancing to a variety of different
subjects, each of whom will have different anthropomorphic characteristics, and
hence different arm weights. Moreover the overall design and manufacturing must
be low cost. The 3D CAD model shown in Fig. 3 is drawn using SolidWorks and
consists of a parallelogram linkage, with an interface connection for the user’s arm,
a balancing mechanism, an adjustment system and a frame. In total it has 5 d.o.f.
divided as follows: 2 d.o.f. for the interface connection, 2 d.o.f. for the parallelo-
gram linkage and 1 d.o.f. for the vertical axis of rotation of the mechanism (the 5th
revolute joint in Fig. 3).

The interface connection between the user’s arm and the support is to be made of
a folded aluminium sheet with two revolute joints, one with a horizontal axis and
another with the axis orthogonal to the sheet. The CCM of the user’s arm is placed
on it, so these 2 d.o.f. enable more forearm dexterity during use of the device. The
interface connection will be later improved by covering it with molded foam and
straps to ensure a comfortable, safe and stable contact with the user’s forearm.

Fig. 3 3D CAD model showing subcomponent labels
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Deep groove ball bearings were selected to be mounted in the joints of the device
in order to reduce friction and so improve the mechanical performance of the
overall system. Moreover, less friction translates into less effort for the patient when
using the device during treatment.

The four links of the parallelogram mechanism are to be made of aluminium,
with characteristic dimensions of L and r, as shown in Fig. 1. The length L was
chosen as 320 mm in accordance with the design studies conducted for the Armon
orthosis prototype [8, 11], while r was chosen as 50 mm in order to accommodate
the balancing mechanism and the adjustment system. All the sheets and plates used
for the arm support were selected to be made of steel.

The lower part of the linkage is connected to the springs via a string-pulley
arrangement, shown in Fig. 4. This solution allows the gravity balancing system to
have a linear mechanical behaviour, by using normal extension springs, rather than
zero-free length springs, reducing the manufacturing cost of the device. Analysing
in detail one of the two string-pulley arrangements (one for each d.o.f) in Fig. 4 it
can be seen how one end of the string is connected to the upper hook of the spring,
then wrapped around the first pulley placed at the bottom part of the linkage. The
same string is wrapped around two more pulleys placed on the movable folded
metal sheet. This sheet is movable since it is connected to the adjustment system,
which varies the parameter a. The adjustment system, shown in Fig. 5, is made of a
ball screw connected to a brushless motor, and a guide. This solution is designed so
that it can be later integrated with a control system that allows the balancing of the
device to be adjusted according to the value of the mass to support. At a later stage
an advanced FES controller will be implemented to automatically vary the support
given to the user’s arm based on their rehabilitation progression. Ball screw systems
were chosen for their high accuracy and precision in positioning, and lower friction.

The adjustment system allows variation of the parameter a within the range of
0 mm, when the mechanism is folded, to 50 mm, when a ¼ r and the system

Fig. 4 Detailed views of the gravity balancing mechanism. a Upper detailed view. b Lower
detailed view
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balances the maximum value of the mass. This maximum mass of 3 kg was chosen
according to studies conducted for the design of the Armon orthosis [8, 11]. The
string-pulley balancing system was designed to perform this adjustment avoiding
interference with the links of the mechanism.

The lower hooks of both springs are connected to the plate, to which the fixed
part of the ball screw system is attached. This specific plate is connected to a
revolute joint with a vertical axis that allows the horizontal adduction of the user’s
shoulder. This means the whole mechanism is able to rotate around the vertical axis.
This joint is bigger than the others since it has to carry all the weight of the
mechanism, and fit the brushless motor in its upper flange, reducing the overall
volume and the inertia about the vertical axis of the system.

The revolute joint is then connected to a frame, which comprises welded steel
squares. The purpose of the frame is to carry the load of the whole mechanical
system and to provide a stiff and steady support during its use. Moreover, 4 casters
with brakes are installed at the bottom part of the frame, in order to make it easier to
move and locate the orthosis in different environments or rooms.

4 Dynamic Analysis

In this section a preliminary dynamic analysis of the device is introduced to confirm
appropriate performance. The model is based on the planar linkage of Fig. 1, where
an extra d.o.f. has been added to describe the rotation around the vertical axis of the

Fig. 5 Detailed view of the adjustment system
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overall parallelogram linkage. Its detailed view is shown in Fig. 6. The general
dynamic equation for robotic systems, derived from the Lagrangian formulation is

BðqÞ€qþ C q; _qð Þ _qþ Fv _qþ Fssgn _qð Þ þ g qð Þ ¼ s� JT qð Þhe; ð4Þ

where, q; _q and €q are the n� 1ð Þ generalized coordinate, velocity and acceleration
vectors, respectively, B qð Þ is the n� nð Þ inertia matrix, C q; _qð Þ is the n� nð Þ
Coriolis matrix, s is the n� 1ð Þ vector of the actuation torque at the actuated joints,
Fv _qð Þ and Fssgn _qð Þ are the n� 1ð Þ vectors of the viscous and static friction tor-
ques, respectively, he is the n� 1ð Þ vector of the contact forces and moments acting
on the end-effector of the manipulator and J is the m� nð Þ Jacobian matrix of the
mechanism.

In this specific case the number (n) of active joints of the mechanism is 3, and
the generalized coordinate vector is h0; h10 ; h100

� �

. The overall dynamic study of the
system has been performed using ADAMS (MSC Software). The first step was to
draw the mechanism, and add all the revolute joints and links with their inertial
properties. These linkage mechanical features have been added in a code, based on
the static gravity balance analysis, written using Matlab in order to obtain the value
of the stiffness of both springs, k1 ¼ 3869N/mm and k2 ¼ 4454N/mm. Hence two
springs with the previous specific stiffness have been added to the ADAMS model.
Then, the problem was analysed for the case where joints are equipped with either
bushings or bearings, which can be considered as corresponding to the case of
either high or low friction, respectively. In the case of bushings, using a steel-brass
contact model, the static friction coefficient is ls ¼ 0:35, and the dynamic friction
coefficient is ld ¼ 0:19. For bearings, they are ls ¼ 0:0024 and ld ¼ 0:0012,
respectively. The dynamic analysis has been made for three different values of mass
m: 1, 2 and 3 kg, acting on the end-effector, while the whole mechanism is under
the action of gravity.

Fig. 6 ADAMS model for
the dynamic analysis
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The results in Fig. 7 show the position of the center of mass of the end effector
during a simulation of 10 s, for the two friction cases. In the one with bearings the
system tends to become less oscillatory in response to initial conditions when the
mass is increased. The reason is that the stiffness of the springs are fixed parameters
that are derived from the static gravity balance analysis, and the chosen values are
the ones corresponding to m ¼ 3 kg. Furthermore, the results in the plots corre-
spond to a dynamic analysis that takes into account more detail than the static one,
such as inertia effects. In the case with bushings, the system is less oscillatory for all
values of m, but this means that the device will not be suitable for weaker patients,
since they might not be able to perform a rehabilitation task due to the high friction
in the joints of the mechanism. Thus the solution with bearings is chosen as the
optimal one, but a controller must be added in order to vary the parameter a of the
springs, so that it will adapt its dynamic behaviour to different masses, making it
more stable and effortless to use by different patients.

Fig. 7 Position of center of mass. a With bearings and m ¼ 1 kg. b With bushings and m ¼ 1 kg.
c With bearings and m ¼ 2 kg. d With bushings and m ¼ 2 kg. e With bearings and m ¼ 3 kg.
f With bushings and m ¼ 3 kg
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5 Conclusion and Future Work

In this paper the preliminary 3D CAD model and dynamic analysis of the first low
cost mechanical support, that can be combined with FES in a model-based control
system, was discussed. Although the design of the device is based on static gravity
balancing theory, the preliminary dynamic analysis shows an appropriate dynamic
behaviour as well. Moreover the 3D CAD model shows how these mechanical
properties can be achieved as a result of an innovative analysis of the arm support
and in particular the balancing mechanism and the adjustment system.

Future work will involve further design analysis, in particular based on simulation
with the 3D CAD model. Then the integration of FES with a specific controller will
be investigated. Once an optimal solution is found, the first prototype will be built
and tested on users.
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Design and FEM Analysis of a Novel
Humanoid Torso

Daniele Cafolla and Marco Ceccarelli

Abstract An effective trunk behaviour is one of the most important factors for a
humanoid to accomplish any given task using stable operations. In this paper, a
novel structure that can reproduce a human-like movement of the torso-pelvis part
with a pure simple low-cost rotation mechanism easy to realize and control is
proposed.

Keywords Humanoid robots � Design � FEM analysis � Student paper

1 Introduction

Humanoid robots have always inspired the imagination of robotics researchers as
well as the general public. Up until 2000, the design and construction of humanoid
robots was very expensive and limited to a few well-funded research labs and
companies (for example, Honda Asimov, Fujitsu HOAP). Starting in about 2001
advances in material sciences, motors, batteries, sensors, and the continuing
increase in processing power available to embedded systems developers has led to
the development of many small humanoid robots, but they have also allowed the
creation of the next generation of humanoid robots that are between 1.3 and 1.8 m
tall. There has been increasing academic and commercial interest in humanoid
robots for various applications since the recent significant advancements in robot
control technology. An effective trunk attitude control is one of the most important
factors for a humanoid robot to continue dynamically stable walking which is
necessary to accomplish any given task.
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Existing human-size biped robots can achieve stable and dynamic walking.
Many of them have classical leg joint kinematics where all pitch, roll and yaw joints
are respectively along longitudinal, lateral and vertical axes of the robot’s body.
They have 3-DOF at the hip, 1-DOF at the knee and 2-DOF at the ankle. Examples
of such humanoids are robots P2, P3, and ASIMO from HONDA research group [1,
2]. HRP-2P, described in [3, 4], from the Japanese National Institute of Advanced
Industrial Science and Technology (AIST) and Kawada Industries, Inc., H6 and H7,
as mentioned in [5, 6], from the University of Tokyo, WABIAN from Waseda
University [7, 8]. Finally KHR-2 from Korea Advanced Institute of Science and
Technology (KAIST) [9].

All previously mentioned humanoids have classical joint axis orientation except
Johnnie, as in [10], from the Technical University of Munich and NAO from the
French Aldebaran Robotics company, [11]. The hip yaw joint axis of these two
robots is inclined in the frontal plane.

2 The Attached Problem

Human body mechanism includes bones as rigid links, cartilage that links the joints,
muscles and tendons actuation of each part of the body. It is impossible to replace
all of this muscular-skeletal system by current mechanical components. Therefore, a
primary goal of the mechanical design is to develop a robot that can imitate
equivalent human motion. An effective trunk behaviour is one of the most
important factors for humanoids dynamically stable walking in any given task. It is
essential for a human-like robot to have the ability to move its trunk properly.
Trunk motions are used mainly for rising a sitting position and walking. It is also
important for the balance of the whole body. It is considered that a human usually
use its trunk motions unconsciously in these cases.

In this last decade the interest on parallel manipulators has been growing since
new applications have been recognized feasible for these devices, mainly because
of their greater stiffness and payload capacity with respect to the open chain
manipulators [12]. This interest has produced a deep knowledge of parallel struc-
tures, which can be considered as an emblematic example, and as further results
some new designs [13].

A specific research line has been carried out in the Laboratory of Robotics in
Cassino with the aim to design a mechanical parallel manipulator which may be
easily used and may have a friendly structure. The last prototype called CaPaMan
2bis has been the result of various enhancements [14]. It has been implemented as a
part of a hybrid robotic architecture for surgical tasks in the work as well as a trunk
module in a humanoid robot design that is named as CALUMA (CAssino Low-cost
hUMAnoid robot) [15]. Previous works were developed to analyse the CaPaMan
2bis prototype in terms of stiffness and basic [16, 17]. Since the solution of direct
kinematic problem for CaPaMan 2bis can be complex, the system behaviour can be
conveniently simulated and experimentally measured [18].
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A kinematic scheme of CaPaMan 2bis is shown in Fig. 1. It is composed of a
movable platform (MP) connected to a fixed base (FP) through three leg mecha-
nisms. Each leg mechanism is composed of an articulated parallelogram (AP)
whose coupler carries a revolute joint (RJ), a connecting bar (CB) that transmits the
motion from AP to MP through RJ, and a spherical joint (BJ), which is installed on
MP at point J. Revolute joint RJ installed on the coupler of AP has the rotation axis
coinciding with the parallelogram plane. Each leg mechanism is rotated 2π/3 with
respect to the neighbouring one so that the leg planes lie along two vertices of an
equilateral triangle, giving symmetry properties to the mechanism. They can be
identified for the k-th leg mechanism (k = 1, 2, 3) as: ak is the length of the frame
link; bk is the length of the input crank; ck is the length of the coupler link; dk is the
length of the follower crank and hk is the length of the connecting bar. The size of
movable platform MP and fixed base FP are given by distances rp and rf, as shown
in Fig. 1. Points H and O are the center points of MP and FP, respectively. Points
Ok are the middle point of frame link ak, Jk are the connecting points between an
inertial frame O-XYZ has been assumed to be fixed to base FP. A moving frame
HXPYPZP has been attached to platform MP. O-XYZ has been fixed with Z-axis
orthogonal to the FP plane and X axis as coincide with the line joining O to O1.
Moving frame HXPYPZP has been fixed to platform MP with ZP orthogonal to the
MP plane and XP axis as coincident to the line joining H to J and YP to give a
Cartesian frame. Angle δk is the structure rotation angle between OX1 and OXk as
well as between HJ1 and HJk. They are equal to δ1 = 0, δ2 = 2π/3 and δ3 = 4π/3,
the kth leg mechanism and platform MP.

The attached problem is to choose a suitable structure that can reproduce a
human-like movement of the torso with a pure simple low-cost rotation mechanism
easy to realize and control.

Fig. 1 A kinematic scheme
of CaPaMan 2bis

Design and FEM Analysis of a Novel Humanoid Torso 479



3 Design and FEM Simulation

The CaPaMan 2bis structure has been chosen suitable kinematic structure due to his
characteristics as part of the torso structure to simulate the human trunk behaviour.
To make the prototype more human-like a pelvis structure has been added con-
necting the parallel structure and the latter with bar with two spherical joint at the
extremities. A kinematic scheme of the proposed prototype is shown seen in
Fig. 2a.

The trunk and the pelvis have been fixed together with two springs on the edges
to give a smoother movement. The virtual prototype is shown in Fig. 2b.

A static FEM simulation has been carried out considering ABS material, whose
properties are listed in Table 1.

In the simulations, forces acting on the human trunk and pelvis have been
calculated. The forces acting on a shoulder, shown in Fig. 3. Considering if the
weight of the arm is 33 N, the moment arm for the total arm segment is 30 cm, and
the moment arm for the deltoid muscle (Fm) is 3 cm [19].

Thus assuming data in Table 2

X
Ts ¼ 0 ð1Þ

Fig. 2 Proposed torso design: a Kinematic Scheme of the proposed torso design, b CAD
representation
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X
Ts ¼ ðFmÞðdmÞ � ðwtÞðdwtÞ ð2Þ

0 ¼ Fmð Þ 3 cmð Þ � ð33 NÞð30 cmÞ ð3Þ

Fm ¼ ð133 NÞð30 cmÞ
3 cm

ð4Þ

Fm ¼ 330 N ð5Þ

Rh ¼ 330 N ð6Þ

The force that must be supplied by the deltoid to maintain the arm in position is
Fm ¼ 330 N and the magnitude of the horizontal component of the joint reaction
force is Rh ¼ 330 N [19].

Table 1 Material Properties Name ABS generic

Model type Linear elastic isotropic

Tensile strength 3e + 007 N/m2

Elastic modulus 2e + 009 N/m2

Poisson’s ratio 0.394

Mass density 1,020 kg/m3

Shear modulus 3.189e + 008 N/m2

Fig. 3 A scheme for forces
acting on a shoulder [19]

Table 2 Assumed Shoulder
Data

Parameter Value

wt 33 N

dwt 30 cm

dm 3 cm
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The torque at the shoulder created by the muscle force must equal the torque at
the shoulder created by arm weight, yielding a net shoulder torque of zero. Another
important force that has been calculated is the compression that acts on the hip
during two-legged standing, given that the joint supports 250 N of body weight and
the abductor muscles are producing 600 N of tension, as calculated in [19].

Thus assuming data in Table 3.
The law of cosines can be used with the same triangle, Fig. 4, to calculate the

length of R.

Table 3 Assumed Pelvis
Data

Parameter Value (N)

wt 250

Fm 600

Fig. 4 Forces acting on
Lower Extremity [19]

Fig. 5 Forces acting on the
Mobile Platform
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Table 4 Mobile platform
acting forces

Load Name Load Details

Entities 2 faces

Values 0, 0, 330 N

Fig. 6 Forces acting on Hip: a right side, b left side

Table 5 Pelvis acting forces Load Name Load Details

Entities 2 face

Values 0, 0, 840 N

Fig. 7 Prototype Model
Mesh
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R2 ¼ F2
m þ wt2 � 2ðFmÞðwtÞ cos 160� ð7Þ

R2 ¼ 600 Nþ 250 N2 � 2ð600 NÞð250 NÞ cos 160� ð8Þ

R ¼ 839:3 N ð9Þ

The compression that acts on the hip during two-legged standing is
R ¼ 839:3 N.

A Static FEM Analysis using SolidWorks environment has been chosen because
human-like motion are done with velocities that are constant. Calculated forces has
been put in the simulation. On the mobile platform act the forces acting on a
shoulder, values of the force are listed in Table 2 and a graphic representation is
shown in Fig. 5. On the mobile platform act the forces acting on a shoulder, values
of the force are listed in Table 4 and a graphic representation is shown in Fig. 6. On
pelvis structure act the forces acting on the hip, values of the force are listed in
Table 5 and a graphic representation is shown in Fig. 7a (right part), Fig. 7b (left
part). Furthermore, gravity perpendicular to the platform of the parallel mechanism
force has been considered in the simulation.

A solid Mesh has been built, as shown in Fig. 7, Mesh parameter characteristics
are shown in Table 6. A high quality mesh has been used to obtain better results. A
curve based mesh has been used due to the chosen prototype shape.

Table 6 Mesh
Characteristics

Parameters Value

Mesh type Solid mesh

Mesher used Curvature based mesh

Jacobian points 4 Points

Maximum element size 12.4068 mm

Minimum element size 0.620341 mm

Mesh quality High

Total nodes 2,69,359

Total elements 1,59,537

Table 8 Reaction moments

Selection Set Units Sum X Sum Y Sum Z Resultant

Entire model N m 0 0 0 0

Table 7 Reaction forces

Selection Set Units Sum X Sum Y Sum Z Resultant

Entire model N −162.84 15.7239 1,879.03 1,886.14
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Table 9 FEM Analysis
results

Type Min Max

Von mises stress 4.4494e–006 N/
m2

7.80663e + 007 N/
m2

Node: 38,206 Node: 35,677

Equivalent strain 8.41642e–011 0.0199874

Node: 21,525 Node: 24,853

Resultant
displacement

0 mm 8.19112 mm

Node: 5,692 Node: 43,074

Fig. 8 FEM Analysis: a Von
Mises Stress, b Equivalent
Strain, c Resultant
Displacement
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The small element size allows size allow simulation to be more real and results
has been used to check the human-like behaviour.

Table 7 shows the computed reaction forces. The material can afford these forces
without any problem.

Table 8 shows the computed Reaction Moments. These results shows that the
model has properly a static behaviour.

The computed result listed in Table 9 and shown in Fig. 8 are useful to
understand if the chosen material is worth for the purpose.

According to Von Mises criterion, the yield strength of the material is reached
when the strain energy distorting reaches a limit value, meaning distortional
deformation energy of a body, the rate of the energy of elastic deformation due to
variation in shape (deformation distorting). The results of the simulation show that
we are before the limit value, the material shape remain the same, as the yield field
does not reach the critical value. The internal forces in a body will vary from one
point to the other. Across any small internal plane area, loads are exerted by the part
of the body on one side of the area upon the part on the other side. Stress denotes
the intensity of these internal forces (force per unit area). Stress results are first
calculated at special points, called Gaussian points or Quadrature points, located
inside each element. These points are selected to give optimal numerical results.
The program calculates stresses at the nodes of each element by extrapolating the
results available at the Gaussian points. According to Equivalent strain and dis-
placement the variation is irrelevant. This results show that the proposed prototype
when subjected to the forces that normally act on human body reacts in a proper
way maintaining a stable behaviour.

4 Conclusions

Characteristics of a human torso including dimension and forces that act on it was
calculated and adopted. A CAD model has been designed in SolidWorks envi-
ronment and tested in SolidWorks Simulation FEM Analysis. The Simulation
shows that the chosen mechanism behaviour suitably can afford common forces
acting on a human body and can be used in operation modes such as: turning left
and right, leaning forward and backward, and leaning left and right. This operation
mode are possible by actuating motors in different combinations.

The designed prototype fully respects the design target; it is very light
(10.38 Kg), low-cost and easy to manufacture (ABS), functional and easy to use
and control as it has pure revolutional joints.
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Nonlinear Full-Car Model for Optimal
Dynamic Design of an Automotive Damper

Carlos A. Duchanoy, Carlos A. Cruz-Villar
and Marco A. Moreno-Armendáriz

Abstract In this paper a nonlinear full-car model, comprising the dynamic
behavior of the suspension system, which includes the body displacement, body
acceleration, wheel displacement, tire deformation, suspension travel, suspension
geometry, pitch and roll has been designed. The main improvement introduced to
this model is that it considers the nonlinearities caused by the geometry of the
suspension system and includes a detailed tire model. This is used by a dynamic
optimization methodology in order to improve the passenger comfort and the
vehicle safety, which are represented by the chassis displacement and the contact
area of the tires, respectively. The optimization algorithm used to solve the problem
at hand is a multi-objective artificial bee colony algorithm (MOABC). As result of
the optimization a set of nondominated solutions is presented.

Keywords Ful-car model � Suspension system � Multi-objective optimization �
Student paper

1 Introduction

Today it is not enough to build quality vehicles, it is necessary to build them at the
lowest cost possible to be competitive in the automotive market. This has changed
the means of production. In the past multiple prototypes were built to test new
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designs. The new trend is to make numerical simulations of the vehicle behavior to
ensure the functionality of the systems before their construction. These simulations
are made using computerized models of the automotive systems. For this reason,
models of automotive systems have become more detailed and considered precisely
all elements that are part of the vehicle.

In the particular case of the automotive suspension multiple models have been
developed. The first suspension car models are linear approximations of a quarter-
car [6], these models consider two degrees of freedom, the displacement of the
vehicle body and the displacement of the tire. The second kind of models were
linear half-car models [4], which integrates two quarter-car models and have four
degrees of freedom, the displacement of each tire, the displacement of the vehicle
body and one inclination angle. Subsequently, a third kind of model was proposed
which is the linear full-car model [5]. The full-car model integrates four conven-
tional linear quarter-car models, this model has seven degrees of freedom one for
each tire, the displacement of the vehicle body, pitch and roll. All these models are
linear approximations of the suspension system. A linear model captures the basic
behavior of vehicle suspension with low computational cost [2], this is useful when
the computer resources are limited. However, the suspension is a nonlinear system
and when a linearized model of the suspension is used important information of the
system is lost.

New computers have more resources, which allow the execution of complex
models that accurately represent the suspension system. An example of this type of
model is presented in [8]. Complex models allow more analysis as testing the
influence of different parameters [7]. This motivated us to design a full-car model
that considers the nonlinearities caused by the geometry of the suspension system.
The geometry influences the behavior of the suspension system, as the geometry
changes the direction of the forces depending on the suspension position. Another
improvement we make was the addition of a detailed tire model which computes the
deformation of the tire and from that deformation, the contact area and the pushing
force of the tire are calculated. The model is implemented in Matlab Simulink® and
is used to optimize the suspension system using an evolutive algorithm. We select
this kind of algorithm because they have been useful for this kind of problems [3].
The main goal of the optimization is designing a passive damper which improves
the performance of the suspension in two factors, the vehicle safety and comfort of
the passengers.

2 Mathematical Model

As a test vehicle we select a Baja SAE off-road vehicle due our previous knowledge
and because it is a competition benchmark vehicle, designed to test different
automotive systems. In Fig. 1 the physical Baja SAE vehicle is shown. The vehicle
has been drawn using computer assisted design (CAD) tools, in order to easily
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acquire the parameters required by the model, as the mass center, the body inertias,
among others. Figure 1 shows the CAD model.

The proposed full-car model is expressed in Eqs. (1)–(14). We select as state
variables the displacement of each unsprung mass (ztðfrÞ, ztðflÞ, ztðrrÞ, ztðrlÞ), the
velocity of each unsprung mass (_ztðfrÞ, _ztðflÞ, _ztðrrÞ, _ztðrlÞ), the body displacement
zc, the body velocity _zc, the roll displacement ur, the roll angular velocity _ur, the
pitch displacement hp and the pitch angular velocity _hp. The state variables are
expressed in Eqs. (15)–(19). The inputs of the system are the displacement of the
ground below each tire, this are expressed in Eqs. (20) and (21).

The mathematical model is used to measure the performance of each possible
solution in two aspects the vehicle comfort and the vehicle safety. The comfort of
the vehicle is represented by the chassis displacement x9 and the safety is repre-
sented by the contact area Act of the tires Eqs. (44)–(47). The proposed model takes
into account the following subsystems; front right ðfrÞ and left ðflÞ suspensions, rear
right ðrrÞ and left ðrlÞ suspensions, tires and vehicle body. The main difference
between the proposed model and the conventional full car model is that the pro-
posed model considers the geometry of the suspension systems. Both suspensions
are a double wishbone system, this configuration generates a constant change in the
angles at which the forces are transmitted. The geometry is expressed in Eqs. (24)–
(35), where a represents the angle of the lower arm, b represents the angle of the
upper arm and d is the angle of the damper. The forces that interact in the car model
are the force of the tires Ft Eqs. (52)–(55), the force of the rear arms Fb, shown in
Eqs. (38) and (39), the force of the lower front arm Fbi, shown in Eqs. (36) and (37),
and the force of the upper front arm Fbs, shown in Eqs. (22) and (23). and the force
of the damper FD Eqs. (40)–(43). The model of the body uses the forces of the
suspension in the upward direction, these components are expressed in Eqs. (56)–
(60). The suspension model needs the displacement of the anchor point of each

Fig. 1 Baja SAE. a Physical Car. b CAD
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damper, these are calculated by the body model using Eqs. (61)–(64). This
mathematical model allows to relate the contact area of the tire with the forces
transmitted from the ground to the suspension. This allows to observe how both
objectives are affected by modifying the suspensions.

One design objective seek to ensure the tire contact with the ground at all times.
In order to measure the contact area of the tires we propose a model capable of
representing the behavior of the tire. This is achieved describing the contact area of
the tire by Eqs. (44)–(47), which is calculated using a geometrical analysis of the
wheel by estimating the tire deformation. The deformation is used to calculate the
area of the tire that is in contact with the soil and the volume of the tire that is
compressed, which are used later to calculate the thrust force of the tire that is
transmitted to the suspension. The second objective, the passenger comfort, aims to
reduce the cockpit vertical movement during the travel. This is obtained by solving
the differential equations describing the vehicle behavior in function of the ground
variations.

_x1 ¼ x5 ð1Þ

_x2 ¼ x6 ð2Þ

_x3 ¼ x7 ð3Þ

_x4 ¼ x8 ð4Þ

_x5 ¼ FtðfrÞ
Mtðf Þ �

FbiðfrÞ sin af ðfrÞ
Mtðf Þ � FbsðfrÞ sinðp2 � bf ðfrÞÞ

Mtðf Þ � g ð5Þ

_x6 ¼ FtðflÞ
Mtðf Þ �

FbiðflÞ sin af ðflÞ
Mtðf Þ � FbsðflÞ sinðp2 � bf ðflÞÞ

Mtðf Þ � g ð6Þ

_x7 ¼ FtðrrÞ
MtðrÞ þ

FbðrrÞ sinðarðrrÞÞ
MtðrÞ � FDðrrÞ sinðdrðrrÞÞ

MtðrÞ � g ð7Þ

_x8 ¼ FtðrlÞ
MtðrÞ þ

FbðrlÞ sinðarðrlÞÞ
MtðrÞ � FDðrlÞ sinðdrðrlÞÞ

MtðrÞ � g ð8Þ

_x9 ¼ x10 ð9Þ

_x10 ¼ FzbiðfrÞ þ FzbsðfrÞ þ FzDðfrÞ þ FzbiðflÞ þ FzbsðflÞ
Mc

þFzDðflÞ þ FzbðrrÞ þ FzDðrrÞ þ FzbðrlÞ þ FzDðrlÞ
Mc

ð10Þ

_x11 ¼ x12 ð11Þ
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_x12 ¼ dbiðfPÞðFzbiðfrÞ þ FzbiðflÞÞ þ dbsðfPÞðFzbsðfrÞ þ FzbsðflÞÞ
Jp

� dDðrPÞðFzbðrrÞ þ FzDðrrÞ þ FzbðrlÞ þ FzDðrlÞÞ
Jp

þ dDðfPÞðFzDðflÞ þ FzDðfrÞÞ
Jp

ð12Þ

_x13 ¼ x14 ð13Þ

_x14 ¼ dbiðfRÞðFzbiðflÞ � FzbiðfrÞÞ þ dbðrRÞðFzbðrlÞ � FzbðrrÞÞ
Jr

þþdbsðfRÞðFzbsðflÞ � FzbsðfrÞ þ FzDðflÞ � FzDðfrÞÞ
Jr

þ dDðrRÞðFzDðrlÞ � FzDðrrÞÞ
Jr

ð14Þ

x1 ¼ ztðfrÞ x2 ¼ ztðflÞ x3 ¼ ztðrrÞ ð15Þ

x4 ¼ ztðrlÞ x5 ¼ _ztðfrÞ x6 ¼ _ztðflÞ ð16Þ

x7 ¼ _ztðrrÞ x8 ¼ _ztðrlÞ x9 ¼ zc ð17Þ

x10 ¼ _zc x11 ¼ hp x12 ¼ _hp ð18Þ

x13 ¼ ur x14 ¼ _ur ð19Þ

u1 ¼ QðfrÞ u2 ¼ QðflÞ u3 ¼ QðrrÞ ð20Þ

u4 ¼ QðrlÞ ð21Þ

where:

FbsðfrÞ ¼ FbiðfrÞ cos af ðfrÞ
cosðp2 � bf ðfrÞÞ

ð22Þ

FbsðflÞ ¼ FbiðflÞ cos af ðflÞ
cosðp2 � bf ðflÞÞ

ð23Þ

af ðfrÞ ¼ arccos
ðzcðfrÞ þ zcoðfrÞÞ � ðx1 þ ztoðfrÞÞ � D1

D2

� �

ð24Þ

bf ðfrÞ ¼ arccos
ðzcðfrÞ þ zcoðfrÞÞ � ðx1 þ ztoðfrÞÞ � D3

D4

� �

ð25Þ
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df ðfrÞ ¼ arctan
D5 þ D6 cos ef ðfrÞ

� �

D7 sin ef ðfrÞ
� �� D8

 !

� p
2
� ef ðfrÞ

� �

ð26Þ

af ðflÞ ¼ arccos
ðzcðflÞ þ zcoðflÞÞ � ðx2 þ ztoðflÞÞ � D1

D2

� �

ð27Þ

bf ðflÞ ¼ arccos
ðzcðflÞ þ zcoðflÞÞ � ðx2 þ ztoðflÞÞ � D3

D4

� �

ð28Þ

df ðflÞ ¼ arctan
D5 þ D6 cos ef ðflÞ

� �

D7 sin ef ðflÞ
� �� D8

 !

� p
2
� ef ðflÞ

� �

ð29Þ

arðrrÞ ¼ arcsin
ðzcðrrÞ þ zcoðrrÞÞ � ðx3 þ ztoðrrÞÞ � D9

D10
ð30Þ

brðrrÞ ¼ arðrrÞ ð31Þ

drðrrÞ ¼ arctan
ðzcðrrÞ þ zcoðrrÞÞ � ðx3 þ ztoðrrÞÞ � D11

D12 cos arðrrÞ � D13
ð32Þ

arðrlÞ ¼ arcsin
ðzcðrlÞ þ zcoðrlÞÞ � ðx4 þ ztoðrlÞÞ � D9

D10
ð33Þ

brðrlÞ ¼ arðrlÞ ð34Þ

drðrlÞ ¼ arctan
ðzcðrlÞ þ zcoðrlÞÞ � ðx4 þ ztoðrlÞÞ � D11

D12 cos arðrlÞ � D13
ð35Þ

FbiðfrÞ ¼ Mbigð Þðdc cos ef ðfrÞ � dr sin ef ðfrÞÞ
dt

þ FDðfrÞðda sin df ðfrÞ � dr cos df ðfrÞÞ
dt

ð36Þ

FbiðflÞ ¼ Mbigð Þðdc cos ef ðflÞ � dr sin ef ðflÞÞ
dt

þ FDðflÞðda sin df ðflÞ � dr cos df ðflÞÞ
dt

ð37Þ

FbðrrÞ ¼ FDðrrÞ cosðdrðrrÞÞ
cosðarðrrÞÞ ð38Þ

FbðrlÞ ¼ FDðrlÞ cosðdrðrlÞÞ
cosðarðrlÞÞ ð39Þ
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FDðfrÞ ¼ KdðfrÞ zcðfrÞ � x1ð Þ þ BdðfrÞ x10 � x5ð Þ ð40Þ

FDðflÞ ¼ KdðflÞ zcðflÞ � x2ð Þ þ BdðflÞ x10 � x6ð Þ ð41Þ

FDðrrÞ ¼ KdðrrÞ zcðrrÞ � x3ð Þ þ BdðrrÞ x10 � x7ð Þ ð42Þ

FDðrlÞ ¼ KdðrlÞ zcðrlÞ � x4ð Þ þ BdðrlÞ x10 � x8ð Þ ð43Þ

ActðfrÞ ¼ 2anRt sinðarccosðRt � ðu1 � x1Þ
Rt

Þ ð44Þ

ActðflÞ ¼ 2anRt sinðarccosðRt � ðu2 � x2Þ
Rt

Þ ð45Þ

ActðrrÞ ¼ 2anRt sinðarccosðRt � ðu3 � x3Þ
Rt

Þ ð46Þ

ActðrlÞ ¼ 2anRt sinðarccosðRt � ðu4 � x4Þ
Rt

Þ ð47Þ

PcðfrÞ ¼ VtPt

Vt � an R2
t arcsin

ActðfrÞ
2anRt

� �

� ActðfrÞ Rt�ðu1�x1Þð Þ
2an

� � ð48Þ

PcðflÞ ¼ VtPt

Vt � an R2
t arcsin

ActðflÞ
2anRt

� �

� AclðflÞ Rt�ðu2�x2Þð Þ
2an

� � ð49Þ

PcðrrÞ ¼ VtPt

Vt � an R2
t arcsin

ActðrrÞ
2anRt

� �

� ActðrrÞ Rt�ðu3�x3Þð Þ
2an

� � ð50Þ

PcðrlÞ ¼ VtPt

Vt � an R2
t arcsin

ActðrlÞ
2anRt

� �

� ActðrlÞ Rt�ðu4�x4Þð Þ
2an

� � ð51Þ

FtðfrÞ ¼ PcðfrÞActðfrÞ ð52Þ

FtðflÞ ¼ PcðflÞActðflÞ ð53Þ

FtðrrÞ ¼ PcðrrÞActðrrÞ ð54Þ

FtðrlÞ ¼ PcðrlÞActðrlÞ ð55Þ

FzbiðfrÞ ¼ FbiðfrÞ cos af ðfrÞFzbsðfrÞ ¼ FbsðfrÞ cos bf ðfrÞ ð56Þ
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FzDðfrÞ ¼ FDðfrÞ sin df ðfrÞFzbiðflÞ ¼ FbiðflÞ cos af ðflÞ ð57Þ

FzbsðflÞ ¼ FbsðflÞ cos bf ðflÞFzDðflÞ ¼ FDðflÞ sin df ðflÞ ð58Þ

FzbðrrÞ ¼ FbðrrÞ sin af ðrrÞFzDðrrÞ ¼ FDðrrÞ sin df ðrrÞ ð59Þ

FzbðrlÞ ¼ FbðrlÞ sin af ðrlÞFzDðrlÞ ¼ FDðrlÞ sin df ðrlÞ ð60Þ

zcðfrÞ ¼ x9 � dDðfPÞ sinðhpÞ � dbsðfRÞ sinðurÞ ð61Þ

zcðflÞ ¼ x9 � dDðfPÞ sinðhpÞ þ dbsðfRÞ sinðurÞ ð62Þ

zcðrrÞ ¼ x9 þ dDðrPÞ sinðhpÞ � dDðrRÞ sinðurÞ ð63Þ

zcðrlÞ ¼ x9 þ dDðrPÞ sinðhpÞ þ dDðrRÞ sinðurÞ ð64Þ

3 Optimization Problem

The suspension system has two main objectives: The first one, is to guarantee the
safety of the passengers during the trip and the second one, is improving the
comfort of the passengers. For the off-road vehicles, the comfort of the driver is
particularly important because the characteristics of the road generate displacements
in the cockpit that can be distracting to the driver and may cause an accident. So, we
define the safety and comfort as follows: It should be understood by comfort C, a
reduction in the amplitude of the cockpit displacement and as safety S, an increase
of the contact area of the tires. The problem is formulated, as the minimization of
the chassis displacement and the maximization of the contact area of all the tires.
We propose as design variables the stiffness and damping coefficients of each
damper. The problem is expressed in Eqs. (65)–(67). It is necessary to establish that
the vehicle has an initial displacement, which is caused by the compression of the
suspension due to the vehicle weight. This initial displacement is known as dis-
placement of the suspension in steady state (Zcs), which changes for each config-
uration of the damper, therefore, it is necessary to calculate its value for each
configuration. Both objectives are measured during the car travel, for this reason the
objectives are integrated over a time interval (tn) in which the vehicle travels the
track. The objectives are subject to Eqs. (15)–(64), which describe the mathematical
model

max
/

Z tn

t¼0
ActðfrÞ þ ActðflÞ þ ActðrrÞ þ ActðrlÞ

� 	

ð65Þ

min
/

Z tn

t¼0
x9 � Zcsk k

� 	

ð66Þ

496 C.A. Duchanoy et al.



/ ¼ ½KdðfrÞ;KdðflÞ;KðrrÞ;KdðrlÞ;BdðfrÞ;BdðflÞ;BdðrrÞ;BdðrlÞ� ð67Þ

4 Multi-Objective Artificial Bee Colony Algorithm

The MOABC [1] represents the foraging behavior of honey bees and the colony has
three types of bees: Employees, onlookers and scouts. This algorithm assumes a
fixed number of food sources, each food source represents a solution to the prob-
lem, these food sources have been found by employed bees and will be presented in
the dance area. The onlooker bees wait on the dance area to choose a food source by
its quality. When a food source could not be improved after some cycles, a scout
bee will do a random search in order to find a new food source. The MOABCM is a
Pareto based algorithm with an external archive used to store non-dominated
solutions. This algorithm requires as parameters: Population size, Max-trial, max-
imum number of iterations. Population size is the number of food sources,
employed and onlooker bees, Max-trial is the value that the algorithm uses to find
out which food sources should be abandoned. The maximum number of iterations
indicates when the algorithm must be stopped (end condition).

5 Numerical Simulations

The mathematical model is programmed in Matlab Simulink® in order to simulate
the behavior of the car. The model was set up to fit the characteristics of the
proposed car. This is achieved by setting the parameters shown in Table 1. The
performance of the suspension system is tested on a track. The track selected for
this experiment is conformed by a pair of cross-caps 20 cm tall, this track is shown

Table 1 Baja SAE phisical parameters

Mtðf Þ ¼ 7:98 kg MtðrÞ ¼ 7 kg Mc ¼ 275:35 kg

Jp ¼ 88:31 kg Jr ¼ 135:82 kg dbiðfPÞ ¼ 0:9029 m

dbsðfPÞ ¼ 0:8237 m dDðfPÞ ¼ 0:7910 m dDðrPÞ ¼ 0:40879 m

dbiðfRÞ ¼ 0:2468 m dbsðfRÞ ¼ 0:1694 m dbðrRÞ ¼ 0:2468 m

dDðrRÞ ¼ 0:4217 m zcoðfrÞ ¼ zcoðflÞ ¼ 0:6857 m ztoðfrÞ ¼ ztoðflÞ ¼ 0:3046 m

zcoðrrÞ ¼ zcoðrlÞ ¼ 0:9586 m ztoðrrÞ ¼ ztoðrlÞ ¼ 0:3046 m D1 ¼ 0:2447 m

D2 ¼ 0:4622 m D3 ¼ 0:2524 m D4 ¼ 0:2982 m

D5 ¼ 0:3445 m D6 ¼ 0:180cosðef Þ m D7 ¼ :180sinðef Þ m

D8 ¼ 0:079 m D9 ¼ 0:508 m D10 ¼ 0:4031 m

D11 ¼ 0:080 m D12 ¼ 0:403 m D13 ¼ 0:2617 m

dr ¼ 0:0127 m da ¼ 0:180 m dt ¼ 0:240 m

dc ¼ 0:180 m an ¼ 0:254 m Vt ¼ 0:05367 m3

Pt ¼ 48:26 KPa Rt ¼ 0:304 m Mbi ¼ 1:19 kg

lr ¼ 0:18
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in Fig. 2. The vehicle travels trough the track in 10:75 s, which is the integration
time tn for the objectives. The first design objective is the minimization of the
cockpit displacement which is related to the passenger comfort. The second
objective is the maximization of the contact area of the tires which is related to the
safe handling of the vehicle, as a consequence of the maximization of the contact
area, the tires tend to keep contact with the ground.

Applying the algorithm described in Sect. 4 the optimization was realized. The
method was performed using the following parameters for the MOABC: Popula-
tion = 60, max-trial = 10 and max-Iterations = 40. The execution of the algorithm
spent around of 26 h, with a total of 7,320 evaluations of the fitness function. The
algorithm found 48 possible solutions for the problem which are graphically
expressed in Fig. 3a.

Fig. 2 Schematic diagram of
the cross-caps terrain

Fig. 3 Dynamic behaviour of the vehicle. a Pareto front. b Cockpit displacement. c Contact area
of the front tire. d Contact area of the rear tire
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To analyze the dynamic behavior of the vehicle, we select three possible solu-
tions of the ones obtained by the optimization algorithm. We selected the solution
with the best performance in the comfort C objective (data 1), the solution that is in
the center of the Pareto front (data 2) and the solution with the best performance in
the safety S objective (data 3). These solutions are shown in Fig. 3a.

From the selected solutions we compare: The cockpit displacement, the contact
area of the front tires and the contact area of the rear tires, which are shown in
Fig. 3.

The cockpit displacement is different in the three proposed solutions but the
amplitude and duration of the changes in each signal are similar. These changes are
the ones that affect the comfort of the vehicle, for these reason we decide that the
three solutions have an acceptable comfort. On the other hand, the safety of the
vehicle is determined by the contact area of the tires, the front tires have the same
contact area during all the travel in the three solutions, but the rear tires behave
different in each solutions. The first solution (data 1) has a reduced contact area of
the tire and loses contact with the ground at 9.65 s, the second solution (data 2) has
a bigger contact area than the first solution but it also loses contact with the ground
at 9.68 s. Finally, only one solution (data 3) guarantees that the tires are always in
contact with the ground all the time.

6 Conclusion and Future Work

In this paper we propose a nonlinear full-car model which includes the geometry of
the suspensions systems and a geometric model of the tire. This model is used to
optimize the suspension system in two objectives, the comfort of the passengers and
the safe driving of the vehicle. The model proposed for the vehicle is able to
represent more accurately its behavior, but it consumes a lot of time for each
execution, thus delaying the optimization process. To solve this problem, we use a
modified MOABC algorithm with a reduced number of evaluations of the fitness
function. The algorithm obtains a set of nondominated solutions which are analyzed
to determine its performance. The safe handling of the vehicle is critical, in order to
ensure it, the steering system needs that the front tires are always in contact with the
ground. The optimal design of the suspension system guarantees that the front tires
kept the same contact area during the travel of the vehicle in the proposed track.
This is shown in Fig. 3c. Because safety is more important than the passenger
comfort, we suggest that the best solution is the one with the best performance in
the safety objective. This solution guarantees that all the tires are always in contact
with the ground as shown in Fig. 3c, d. As future work, we plan to test the optimal
damper in different tracks to measure its performance.

The authors wish to thank the Government of Mexico (SNI, SIP-IPN, COFAA-
IPN, PIFI-IPN and CONACyT, for providing necessary support to carry out this
research work.
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Design of a Parallel Mechanism for Knee
Rehabilitation

B.D. Chaparro-Rico, E. Castillo-Castaneda
and R. Maldonado-Echegoyen

Abstract This paper discusses the design of lower limb rehabilitation device based
on a five-bar parallel mechanism. The proposed mechanism reproduces exercises
for knee rehabilitation, wherein the end-effector of the five-bar mechanism guides
patient’s leg. Forward and inverse position kinematics of the mechanism was
revised. Detailed mechanical design using CAD was performed and it was used for
deformation analysis and construction of the mechanical structure.

Keywords Position kinematics � Five-bar mechanism � Knee rehabilitation �
Deformation analysis � Student paper

1 Introduction

In the search for technological solutions to improve and speed up the results of
lower and upper limb rehabilitation, researchers have worked around the devel-
opment of robotic devices to assist therapies.

The University of Applied Sciences Rapperswil, Switzerland [1], proposes an
automatic device that performs therapy exercises and record of progress. Others
works propose alternatives to mimic the physiotherapist intervention as the “Knee
rehabilitation using an intelligent robotic system” [2] that propose a rule based
intelligent control and Therapeutic Exercise Machine (TEM) [3], which memorizes
movements, guided by the therapist, and reproduces them afterwards. Active Knee
Rehabilitation Orthotic Device (AKROD) [4] was designed for gait retraining in
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stroke patients, correcting knee hyperextension during standing posture and gait.
The patent described in [5] presents a device that increases the range of motion of
the knee joint.

Recently, researchers have shown interest in introducing parallel mechanisms in
the rehabilitation technology since they offer advantages compared to serial robots
[6] in terms of accuracy, load capacity, stiffness and speed. An example is the auto
tune exoskeleton for knee rehabilitation based on parallel structure 3-RRP of two
degrees of freedom [7].

The novelty of the work presented in this paper is the application of a known
parallel structure in the design of a mechatronic system for knee rehabilitation that
offers advantages over other devices as, among others, the ability to reproduce
multiple exercises in a single apparatus. Our device adds the advantages already
mentioned regarding the serial mechanism. Furthermore it allows flexion and
extension of the knee and hip, individually or in combination, while other devices
only allow one way.

2 Concept of the Mechanism

According to literature review and discussions with physiotherapists from Centro de
Rehabilitación Integral de Querétaro (CRIQ), a large number of exercises for knee
rehabilitation take place on vertical plane [8–13]. The ankle joint angle with respect
to tibia remains constant and hip and knee joints rotate depending on the exercise,
as is shown in Fig. 1.

Fig. 1 Four common rehabilitation exercises
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Then, two degrees of freedom are needed to perform most part of knee reha-
bilitation exercises. For this reason, we propose a 5-bar parallel mechanism to
reproduce knee rehabilitation exercises. Figure 2 shows the basic 5-bar mechanism
with 5 rotational joints, where the angles θ1 and θ2 are the joint variables, coor-
dinates (x,y) correspond to end-effector position and ri with (i = 1,…, 6) are the link
lengths.

3 Position Kinematics

3.1 Forward Kinematics

In Fig. 2, red lines are vectors describing the 5-bar mechanism; from scalar product
operations one can obtain an implicit solution such as:

ðx� r1cosh1 þ r3Þ2 þ ðy� r1sinh1Þ2 ¼ r22 ð1Þ

ðx� r4cosh2 � r6Þ2 þ ðy� r4sinh2Þ2 ¼ r25 ð2Þ

If lengths ri with (i = 1,…, 6) are known, equation’s system (1) and (2) can be
solved by symbolic computation using MATLAB.

3.2 Inverse Kinematics

Inverse kinematics [14] was solved also from Eqs. (1) and (2). To calculate θ1
Eq. (1) is expanded as:

h1 ¼ 2tan�1 �B1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

B2
1 � 4A1C1

p

2A1
ð3Þ

r3 r6

r2

r

r5

o

y r4

(x,y)

21
x

θ θ

Fig. 2 Basic 5-bar
mechanism
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With:

A1 ¼ r21 þ y2 þ ðxþ r3Þ2 � r22 þ 2r1ðxþ r3Þ
B1 ¼ �4yr1

C1 ¼ r21 þ y2 þ ðxþ r3Þ2 � r22 � 2r1ðxþ r3Þ

To calculate h2, Eq. (2) is expanded as:

h2 ¼ 2tan�1 �B2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

B2
2 � 4A2C2

p

2A2
ð4Þ

With:

A2 ¼ r24 þ y2 þ ðx� r6Þ2 � r25 þ 2r4ðx� r6Þ
B2 ¼ �4yr4

C2 ¼ r24 þ y2 þ ðx� r6Þ2 � r25 � 2r4ðx� r6Þ

Using inverse kinematic, the workspace of the 5-bar mechanism can be obtained.
It was verified that workspace covers the space needed to reproduce four exercises
for knee rehabilitation characterized previously (see Fig. 1).

4 Mechanical Design

4.1 Mechanical Structure

The mechanical design was performed using CAD software, the final design is
shown in Fig. 3. It consists of a movable base supporting two articulated arms
(5-bar mechanism), where the end-effector guides the patient’s leg. The sizing of
the mechanism is based on anthropomorphic dimensions. The devise can slide on a
stretcher to be placed on the patient. In the detailed design, commercially available
parts were used to facilitate the construction of the prototype.

The prototype was validated geometrically by CAD simulations using an
articulated mannequin to simulate the patient’s leg. The mannequin is placed on a
stretcher and his leg is fixed on the end-effector at the level of the ankle joint. The
mechanism does not act directly on the knee; the end-effector follows the path of
the ankle in all the exercises of knee rehabilitation. Flexion and extension of the leg
was performed and the four rehabilitation exercises were performed.

504 B.D. Chaparro-Rico et al.



4.2 Deformation Analysis

Deformation analysis, using ANSYS software, was conducted to simulate the
behavior of the mechanism during rehabilitation exercises. The maximum value of
the mass of the leg, which corresponds to 15 kg is considered, the positions of the
mechanism revised were those shown in Fig. 4.

The applied force at end-effector level was calculated by considering the leg,
with length l, as a simple beam supporting a load P of 15 kg, where the hip and the
end-effector represent the beam ends. The exerted force F depends on the angle θ
between the hip and ankle joints; it can be computed from equilibrium of momenta
from:

Fig. 3 Mechanical design using CAD

Fig. 4 Revised mechanism positions
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Pg
l
2

� �

coshþ Fl ¼ 0 ð5Þ

The simulation result, considering an applied force of F = 41.33 N, is shown in
Fig. 5. In that case, the maximum deformation is 1.88 mm. When the applied force
is 65.42 N maximum deformation is 4.5 mm, and 5.2 mm for an applied force of
72.37 N. For all cases, maximum deformation takes place at the end-effector level.

5 Construction

The mechanism was built according to design specifications; mechanism mobility
was tested manually by moving the end-effector at different positions on the vertical
plane. Also a mannequin was used to verify that all exercises can be reproduced.
The leg was attached to the end-effector mechanism and mobility was tested
applying four exercises for knee rehabilitation. Figure 6 shows some movements of
the rehabilitation exercises using the mechanism and an articulated mannequin.

Mobility test of the mechanism ensures that the mechanical structure is collision
free and to verify that workspace allows reproduction of exercises. A two-axis
controller is being developed for trajectory tracking in closed loop using two linear
actuators and encoders as position sensors. In Fig. 7 a photograph of the mechanism
with the motors and position sensors can be observed.

Motors current curves were obtained during reproduction of rehabilitation
exercises. The Fig. 8 shows the motors (M1, M2) current curves when the mech-
anism reproduces one of the exercises and the trajectory of exercise on the X axis
and Y-axis. The exercise was carried round back.

Fig. 5 Deformation analysis considering an applied force of 41.33 N
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Fig. 6 Mechanism performing rehabilitation motions with a mannequin

Fig. 7 Actuated mechanism
performing rehabilitation
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6 Conclusions

The mechanism for knee rehabilitation based on a parallel mechanism of 5-bars
allows the reproduction of exercises for knee rehabilitation in the vertical plane.

The patient should be placed on a stretcher or chair, after the mechanism should
slide along the patient and stretcher, finally the patient’s leg is attached to the end-
effector. Tests are being done to validate the prototype mobility and performance
evaluation.

Acknowledgments Authors thank to CRIQ specialists for their help in the selection of exercises
and to IPN-SIP for the financial support.
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Design and Construction
of a Translational Parallel Robot
for Drilling Tasks

R. Maldonado-Echegoyen and E. Castillo-Castaneda

Abstract This article describes the design, position kinematics analysis and con-
struction of a translational parallel robot for drilling tasks based on two 5-bar
mechanisms. The final design provides a large workspace and a simplified geo-
metrical analysis compared with Delta translational parallel robot. Forward and
inverse geometric models are also presented. Deformation analysis using ANSYS
was performed to obtain a detailed mechanical design considering forces acting
during a classical drilling process. The robot was built and validated for vertical
drilling tasks on soft materials.

Keywords Translational parallel robot � Drilling task � Deformation analysis �
Kinematics � Student paper

1 Introduction

For the use of high-speed machines it is essential to develop robust machines with
small moving masses. A step in this direction is the use of parallel mechanisms that
have become an option for manufacturing machine tools at low cost and high level
of performance. Some machine tool builders like Ingersoll, Giddings and Lewis,
Toyoda, and Hitachi have developed machine tools using parallel mechanisms
based essentially on the Stewart-Gough platform, the main disadvantage is the
limited workspace [1–3].

Briones [4] designed a translational robot based on two 5-bar mechanisms coupled
to two prismatic joints for machining purpose; this prototype has a large workspace
and a simplified geometry. Doukas et al. [5] proposed a finite element model to
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predict the accuracy of a robot arm during a milling process for different positions
under a variety of load conditions. Makhanov et al. [6] proposed tool path optimi-
zation for milling tasks to increase path accuracy. Cai et al. [7] developed a new type
of parallel machine tool able to perform tasks such as grinding, milling and other
machining processes. Kim and Tsai [8] presented a 3-DOF translational parallel
manipulator called Cartesian Parallel Manipulator (CPM). The manipulator consists
of a moving platform that is connected to a fixed base by three limbs. Siciliano [9]
performed a study on the kinematics of the Tricept robot, which comprises a three-
degree-of- freedom parallel structure having a radial link of variable length. Glavonjic
and Zivanovic [10] presented a new 3-DOF spatial parallel mechanism for horizontal
and vertical milling machines with rather regular shape of the workspace, similar to
serial machines. There is a hybrid system where the x-y movements are realised by a
parallel scissors architecture whereas the z-axis is located in the table, called The
Specht Xperimental, as shown in [11]. The Orthoglide [12], features three fixed
parallel linear joints which are mounted orthogonally and a mobile platform which
moves in the cartesian x-y-z space with fixed orientation.

This paper presents a machine, for drilling tasks in soft metals, based on a
translational parallel mechanism. Forward and inverse geometric models are pre-
sented and deformation analysis is performed to assess the accuracy considering the
forces reported in the literature for a drilling process.

2 Robot Description

In Fig. 1, the 0 frame corresponds to fixed platform or base, while the mobile plat-
form is indicated as P. The base is linked to the mobile platform by four identical
arms G1, G2, G3 and G4 and two prismatic joints Pr1 and Pr2. Each arm consists of

Fig. 1 Two 5-bar robot
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two links, a1, b1; a2, b2; a3, b3; a4, b4, connected by rotational joints R12, R22, R32

and R42. The lower end of link a1, a2, a3 and a4 is attached to the base by joints R11,
R21, R31 and R41 respectively.

The G1 and G2 arms are joined by bar C12, and two rotational joints R13 and
R23, thereby forming a 5-bar mechanism. Similarly, G3 and G4 arms, form a second
5-bar mechanism composed by the R33 and R34 joints and C34 bar [1].

3 Kinematic Analysis

Figure 2 shows joint variables θi, link lengths ai and bi and constant distances di and
hi. Points P1 and P2 have constants d1 and d2 in axis Y respectively, while P3 has
constant d3 in axis X. The vector equation for arm-i is given by:

OAi
��!þ AiBi

��!þ BiPi
��! ¼ OPi

��! ð1Þ

That can be expressed as follows:

P1x

P1y

P1z

2

6

4

3

7

5

¼
a1 cos h1ð Þ þ b1 cos c1ð Þ

�d1
a1 sin h1ð Þ þ b1 sin c1ð Þ

2

6

4

3

7

5

P2x

P2y

P2z

2

6

4

3

7

5

¼
a2 cos h2ð Þ � b2 cos c2ð Þ

d2
a2 sin h2ð Þ þ b2 sin c2ð Þ

2
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3

7

5

P3x

P3y

P3z
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d3

a3 cos h3ð Þ þ b3 cos c3ð Þ
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Fig. 2 a Geometric description of the robot, b lateral view, plane X–Z
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P1, P2, and P3 are related with the coordinates of the mobile platform P by:

Px ¼ P1x ¼ P2x; Py ¼ P3y; Pz ¼ P1z þ h1 ¼ P2z þ h1 ¼ P3z þ h1 þ h2 ð3Þ

3.1 Inverse Geometric Model

Inverse geometric model defines the relationship between known cartesian coor-
dinates, Px, Py and Pz of the mobile platform and the desired joint coordinates of
each actuator, θ1, θ2 and θ3.

From Eq. 2, adding squares of first and third lines:

P1x � a1 cos h1ð Þð Þ2þ P1z � a1 sin h1ð Þð Þ2¼ b1 cos c1ð Þð Þ2þ b1 sin c1ð Þð Þ2 ð4Þ

Simplifying, we obtain the following quadratic equation:

k13 � k11ð Þtan2 h1
2
þ 2k12tan

h1
2
þ k11 þ k13 ¼ 0 ð5Þ

where:

k11 ¼ �2a1P1x

k12 ¼ �2a1P1z

k13 ¼ P2
1x þ P2

1z þ a21 � b21

Therefore, the angle θ1 can be calculated as follows:

h1 ¼ 2 tan�1 �k12 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k212 � k213 þ k211
p

k13 � k11

 !

ð6Þ

In a similar way:

h2 ¼ 2 tan�1 �k22 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k222 � k223 þ k221
p

k23 � k21

 !

;

h3 ¼ 2 tan�1 �k32 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k232 � k233 þ k231
p

k33 � k31

 ! ð7Þ
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where:

k21 ¼ �2a2P2x

k22 ¼ �2a2P2z

k23 ¼ P2
2x þ P2

2z þ a22 � b22
k31 ¼ �2a3P3x

k32 ¼ �2a3P3z

k33 ¼ P2
3x þ P2

3z þ a23 � b23

3.2 Forward Geometric Model

Due to the symmetry of the robot, the forward geometric model is solved by taking
only one 5-bar mechanism. For example, for the G1 and G2 arms (see Fig. 3a) and
are given by

P1x ¼ c1cos
180þ h1 � h2

2

� �

ð8Þ

P1z ¼ c1sin
180þ h1 � h2

2

� �

ð9Þ

where:

c1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a21 þ b21 � 2a1b1 cos uð Þ
q

ð10Þ

P3y can be determined using the 5-bar mechanism formed by G3 and G4 arms, see
Fig. 3b, considering that (elbow to the right) and according to Eq. 2:

Fig. 3 a A 5-bar mechanism, plane Z–X, b lateral, plane Z–Y
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P3y ¼ a3 cos h3ð Þ � b3 cos c3ð Þ ð11Þ

where γ3:

c3 ¼ sin�1 P1z � h2 � a3 sin h3ð Þ
b3

� �

ð12Þ

Finally, mobile platform position is:

Px ¼ P1x Py ¼ P3y Pz ¼ P1z þ h1 ð13Þ

4 Workspace

The inverse geometric model of the robot was used to calculate the shape and
volume of the workspace by selecting a volume, with uniformly distributed points,
large enough to ensure that the robot workspace is contained. The points belong to
the workspace if there is a valid solution of the inverse kinematics model. Figure 4
shows the resulting workspace corresponding to the length values shown in
Table 1.

The robot has a larger workspace compared to the Delta translational parallel
robot [13]. The robot workspace has a regular shape, which is very convenient for
machining tasks.

5 Drilling Forces

A drilling force model [14] was considered to simulate the robot behavior under
load conditions, Fig. 5 shows Fx, Fy, Fz components of drilling forces. For design
purposes, maximum force values were: Fx = 300 N, Fy = 300 N, Fz = 1000 N.
Drilling conditions were: Feed Rate 132 mm/min, Depth of cut: 2.2 mm, Spin speed
1100 rpm, Material: Al 7039, Tool diameter: 7.698 mm. It should be mentioned that
drilling forces depend on the material, the tool diameter, the tool speed and the
depth of cutting [15].

6 Deformation Analysis

Deformation analysis was performed using ANSYS software. The robot was con-
sidered a static structure; in this case, 3 different mobile platform positions along z-
axis were analyzed: (a) 243 mm, (b) 328 mm and (c) 398 mm. We considered that
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drilling forces are applied on mobile platform. The simulation results are shown in
Fig. 6, deformation values are represented by a color scale.

Table 2 shows deformation analysis for the different mobile platform positions.

Fig. 4 Robot workspace, a plane X–Y–Z, b plane X–Y, c plane Y–Z, d plane X–Z

Table 1 Numerical values of
the robot geometric model

Variables Dimensions (mm)

a1 = a2 = a3 = a4 200

b1 = b2 = b3 = b4 200

h1 = h2 40

d1 = d2 = d3 195
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7 Construction

The links and the mobile platform are made of aluminum. Prismatic joints are
manufactured by a rectified and preloaded stainless steel bar of 14 mm diameter and
slides using a linear bearing. Linear bearing are mounted on the mobile plat-form at

Fig. 5 Dynamic behavior of drilling forces

Fig. 6 Analysis of deformation at a height of 243 mm
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90° from each other, which limit the mechanism to translational motion only. The
maximum stroke of prismatic joints C12 and C34 are 346 mm (Fig. 7).

The robot is actuated by three AC servomotors, BSM AF-275-80N model, from
BALDOR by means of a multiaxis control module NEXT-MOVE E100.

8 Conclusions

The robot workspace is larger compared with similar parallel robots such as Delta
translational parallel robot. A static deformation analysis at 3 different heights was
conducted using ANSYS, considering maximum forces generated by a drilling task
that were obtained from previous work. As future work we have: machining on soft
materials, determine the accuracy for trajectory tracking tasks, and complete the
kinematic analysis in velocity and acceleration.
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A Solution to the Approximate Spherical
Burmester Problem

Jérémie Léger and Jorge Angeles

Abstract The synthesis of spherical linkages is of the utmost importance because
(a) it poses challenges to the kinematician that are not present in the planar case and
(b) its spatial counterpart depends on the synthesis of a spherical linkage. While the
synthesis of spherical linkages for rigid-body guidance is a classic subject, and well
documented in the literature, this has been limited to the exact-synthesis case, with
four and five prescribed poses. The extension to approximate synthesis, more
realistic and more appealing to the mechanism designer, has been reported in the
past, but the synthesis method proposed therein is too cumbersome to be readily
implementable. The approach proposed here obviates the constraints imposed by
the unit vectors determining the center point and the circle point of each of the two
dyads making up the four-bar linkage, thereby ending up with an unconstrained
nonlinear least-squares problem. An example is included, that illustrates the
procedure.

Keywords Spherical four-bar linkage � Synthesis � Rigid-body guidance �Motion
generation � Approximate � Unconstrained optimization � Master’s student �
Student paper

1 Introduction

The problem of rigid-body guidance was first formulated for planar four-bar link-
ages by Burmester [1], hence the eponym associated to the problem. The Burmester
problem is formulated as the synthesis of one dyad—a rigid link with two lower
kinematic pairs [2] at two of its points—at a time, usually represented as a line
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segment. The two end points defining the segment are the center point B, which
represents the center of a revolute (R) joint that couples the link to the (mechanism)
frame, and the circle point A0, representing the center of a second R joint that
couples this link to the coupler link. The problem hinges in finding the position
vectors a0 and b of points A0 and B, respectively, which leads to four unknowns,
i.e., two pairs of Cartesian coordinates.

Burmester showed that the problem admits exact solutions for a maximum of
five prescribed poses of the coupler link—i.e., one equation per prescribed pose,
without counting the reference pose. If four poses are prescribed, then, as Burmester
showed, the problem admits infinitely many solutions. The locus of these solutions
lie in a cubic termed the circle-point curve K for A0 and in a second cubic termed
the center-point curve M for B. The name of the former comes from the circle
described by point A as it adopts various positions Aj, for j ¼ 0; 1; . . .;m, that
correspond to the m prescribed poses. However, A0 and B cannot be independently
chosen from K and M, respectively, as the position vectors of the two points are
coupled by the synthesis equations.

The Burmester problem is amply studied in the specialized literature [3] for exact
synthesis; for approximate synthesis the problem has also been studied, although to a
lesser extent [4]. The spherical version of the Burmester problem is also recorded in
books [3, 5]. It is known that this problem, as its planar counterpart, admits exact
solutions for up to five prescribed poses of its coupler link. If four poses are pre-
scribed, then the problem admits an infinity of solutions, lying in a spherical center-
point and, correspondingly, in a spherical circle-point curve. Again, the circle point
and the center point cannot be arbitrarily chosen in their corresponding curve, K and
M, respectively, for they are coupled by the synthesis equations.

Some attempts to solve the spherical Burmester problem for approximate syn-
thesis have led to rather cumbersome optimization methods that are not readily
implementable, e.g., [6]. Reported in this paper is an alternative approach to the
solution of the spherical rigid-body guidance four-bar linkage that is based on
unconstrained nonlinear least squares, which can be readily implemented with
scientific software commercially available. The paper includes an example whereby
61 attitudes of the coupler link are prescribed, including the reference pose.

2 The Approximate Synthesis Problem

The problem at hand leads to m synthesis equations when m is greater than the
number of design variables. In the case of the spherical Burmester problem, the
synthesis equations, taken from [7], are

fj ¼ aT0 ðQj � 1Þb ¼ 0 j ¼ 1; . . .;m ð1Þ
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where a0 and b are the unit vectors defining a dyad at the reference pose, which, in
the spherical case reduces to an attitude, and Qj is the rotation matrix that carries the
coupler link from the reference attitude to the jth attitude. Both dyads of the
spherical four-bar mechanism are shown in Fig. 1, where * denotes the second
dyad.

Notice that both a0 and b must always be of unit norm. This complicates the
optimization procedure, since constrained optimization would be required in this
form. To avoid the complication, the vectors are written in terms of the latitude u
and longitude # of each of the points. These vectors thus become

a0 ¼
cosua cos#a

cosua sin#a

sinua

2

4

3

5; b ¼
cosub cos #b

cosub sin#b

sinub

2

4

3

5 ð2Þ

In this form, the four design variables are evident. They are the longitude and
latitude of both points. The problem of approximate synthesis in this case is for-
mulated as

min
x

1
2

X

m

j¼1

f 2j ðxÞ; x ¼ ua #a ub #b½ �T ð3Þ

b∗
b

a

a∗

Z1Z2

Z3

Z4

B∗

B

A

A∗

X1

X2

X3

X4

α1

α2

α3

α4

φ

ψ O

Fig. 1 A spherical four-bar linkage for function generation
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The solution to this nonlinear least-squares problem can be found iteratively by
means of the Newton-Gauss method. At each iteration, an overdetermined linear
system of equations is solved in a least squares sense, namely,

JkDx
k ¼ �fðxkÞ; fðxkÞ �

f1ðxkÞ
f2ðxkÞ
..
.

fmðxkÞ

2

6

6

6

4

3

7

7

7

5

ð4Þ

where xk denotes x at the kth iteration, while Jk is the Jacobian JðxÞ � of=ox
evaluated at xk. Then, the solution is updated using a damping factor a that is
introduced if the need arises1:

xkþ1 ¼ xk þ aDx; 0\a\1 ð5Þ

The jth row of the Jacobian is found as

Jðj; :Þ ¼ ofj
oa0

A
ofj
ob B

h i

ð6Þ

where, from Eq. 1

ofj
oa0

¼ bTðQj � 1Þ ð7Þ

ofj
ob

¼ aT0 ðQT
j � 1Þ ð8Þ

and A, B are the 3 × 2 matrices defined below:

A ¼ oa0
oua

oa0
o#a

h i

¼
� sinua cos#a � cosua sin#a

� sinua sin#a cosua cos#a

cosua 0

2

4

3

5 ð9Þ

B ¼ ob
oub

ob
o#b

h i

¼
� sinub cos#b � cosub sin#b

� sinub sin#b cosub cos#b

cosub 0

2

4

3

5 ð10Þ

As shown in [8], for the planar case, the problem of approximate synthesis for
rigid-body guidance admits multiple minima, while only two are required for the
mechanism. The method introduced here gives a solution for each initial guess of
the design vector. The procedure should be repeated a minimum of two times with

1 If the procedure is found to diverge, then damping is introduced to enhance convergence.
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different initial guesses. The designer would carefully choose each initial guess to
place the circle points and center points where she or he thinks it is more appro-
priate, given the conditions of the design task at hand. The procedure is illustrated
with the synthesis of a door mechanism. In this way the method is simpler than a
previously reported method [6]. However, it requires good engineering insight,
since two good initial guesses must be provided while attending the specifications
of the design problem that motivated the synthesis task.

3 Example: The Synthesis of a Door Mechanism

In this example, a sports-car door with two landmark points C and R of the door will
undergo a trajectory that takes the points from the door closed attitude to its open
attitude. The longitude and latitude of each point at its closed and open attitude are
given in Table 1. These data are compatible in that the two spherical triangles OC0R0

and OCmRm are congruent, with O denoting the center of the sphere.

3.1 Selecting a Trajectory

To describe the intended trajectory from pose 0 to pose m, the problem is divided in
a sequence of two rotations. The first rotation progressively takes point C0 to Cm by
a rotation about a fixed axis, the one normal to the vectors c0 and cm pointing at C0

and Cm, respectively. The second rotation completes the trajectory by rotating the
door about the vector ci pointing to Ci. Each point of the trajectory can then be
written as

Qj ¼ Q2jQ1j ð11Þ

Using this scheme, only the angles of rotation of Q1j and Q2j must be selected to
fully describe the jth attitude. This is achieved by first using cycloidal functions to
generate the angles and then by discretizing these functions into m points. The form
of each angle /j using a cycloidal function is

/j ¼ D/ cyclðtjÞ ð12Þ

Table 1 Landmark points at closed and open attitudes

Open attitude (j = 0) Closed attitude (j = m)

Longitude (°) Latitude (°) Longitude (°) Latitude (°)

Point C 0 0 60 60

Point R 30 0 30 60
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where

cyclðtjÞ � tj � 1
2p

sinð2ptjÞ ð13Þ

and t varies from 0 to 1. At t = 0, the door is at attitude 0 and at t = 1 at attitude
m. The angle D/1 is simply the angle between c0 and cm. The angle D/2 is found
after having found D/1 by solving the equation

rm ¼ Q2mQ1mr0 ð14Þ

where D/2 is the angle of rotation of Q2m. A solution to this equation is

D/2 ¼ signf½ðQ1mn0Þ � nmÞ�Tgmg arccos ððQ1mn0ÞTnmÞ ð15Þ

where sign(·) is the signum function of ð � Þ and n0, nm are the normals to vectors c0,
r0 and cm, rm, respectively, defined as:

n ¼ c� r

jjc� rjj2
ð16Þ

The discretization is done by choosing a set of values of variable t in the interval
[0, 1]. Since the open and closed attitudes are important to the trajectory, it would
make sense to place more discrete points near t = 0 and t = 1 and less around t = 0.5.
This is achieved by using the function below

tðxjÞ ¼
0:5ð1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ðxj þ 1Þ3
q

Þ if xj � 0:5

0:5ð1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ð�xj þ 1Þ3
q

Þ if xj [ 0:5

8

<

:

ð17Þ

its plot being shown in Fig. 2, and

xj ¼ 2j
m
� 1 ð18Þ

3.2 Finding the Mechanism

Having found suitable trajectory points to describe the motion of the door using 61
attitudes, the synthesis of the mechanism is now addressed. The Newton-Gauss
method, described in Sect. 2, is used, as implemented in Matlab with Householder
reflections, which yielded two solutions for each dyad, with the initial guesses and
damping factors in Table 2.
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The initial guess for points A0 and B in Table 2 were chosen to be points of the
door for A0 and expected corresponding center point for B by looking at the
trajectory.

The solutions to the two dyads of the mechanism are shown in Table 3. The
Denavit-Hartenberg (DH) parameters of the linkage are also shown in this table,
while the corresponding mechanism is displayed in Fig. 3.

Notice from Table 3 that the number of iterations is high. This is caused by the
low damping factors and is unavoidable since low damping is demanded by the
procedure to converge. Without low damping, there is an oscillation of the objective
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Fig. 2 Discretization of t

Table 2 Initial guesses and damping factors

First leg Second leg

Latitude of A0 (°) 20 15

Longitude of A0 (°) 20 30

Latitude of B (°) −90 30

Longitude of B (°) 30 130

Damping factor 5 × 10−4 1 × 10−4

Table 3 Least-squares solution

DH parameters First dyad Second dyad

α1 119.54 Latitude of a0 (°) 29.19 15.01

α2 120.67 Longitude of a0 (°) 5.66 31.72

α3 27.89 Latitude of b (°) −91.63 29.82

α4 89.31 Longitude of b (°) 30.02 129.73

RMS error 3 × 10−3 3 × 10−3

Number of iterations 329 85
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function and the solution diverges. With this high number of iterations and a
modern processor, a solution to the mechanism is found under 30 s, which is
reasonable for the task of designing a single mechanism.

4 Conclusions

The spherical Burmester problem for the approximate synthesis of a four-bar
linkage was formulated as an unconstrained nonlinear least-squares problem, then
solved using the Newton-Gauss method, as implemented in Matlab, which resorts
to Householder reflections (HHR). This feature is important, for, although the bread
and butter of numerical analysts and control engineers, HHR are less common in
kinematics circles. The merit of HHR lies in that they preserve the condition
number of the rectangular Jacobian. The unconstrained formulation was possible by
resorting to the spherical coordinates of both the center point and the circle point of
the dyad under synthesis. The procedure proposed here was illustrated with the
synthesis of the door mechanism for a sports car, which has been proposed as a
synthesis example in the past, within the context of the exact spherical Burmester
problem.
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Mechatronic Design of a Mobile Robot
and Non-Linear Control

J. Hernández, J. Torres and S. Salazar

Abstract In this work design of a mobile robot is presented, which is used as
laboratory tool to test various control algorithms. This work also presents a variable
control structure for the mobile robot. The internal control scheme uses a PID
controller to control the motors angular speed, while the external loop is associated
to the kinematic model of the robot and is also responsible to generate the reference
velocity trajectory for each motor. The proposed control uses two types of state
feedback control algorithms, which are switched from one to another at the point
one encounters with a singularity.

Keywords Mobile robot � Path tracking � PID control � Input-output control �
Student paper

1 Introduction

A mobile robot is an electromechanical device which is capable of moving in a
workspace with different levels of autonomy. The level of autonomy is determined
by the capacity of the robot to perceive working ambient through sensors for
modifying its behavior accordingly. An extensive work has been done in the
development of mathematical models for the mobile robots propelled by wheels
[1–3]. It is common to consider that the robot wheels rotate without sliding on the
contact surface. It is said that the model of a robot mobile is no-holonomic because
the velocities along of coordinate axis satisfy no integrable conditions [3]. Some
related papers approach similar problems (see [4, 8]). We consider the problem of
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tracking trajectory, which has been extensively treated in the literature. In this work
the design of a robot mobile is presented, it consist of a number of sensors, a
onboard PC, mechanical structure and electronics devices that allow certain
autonomy for the mobile robot.

Several articles ans reports have been written over the past ten years, on the
problem of controlling wheeled robots. Following simple control laws, based on
tangential linearization or heuristic methods [3] and more general controllers have
been proposed on the basis of non-linear control theory [1, 7]. This article focuses
on the trajectory tracking issue. We develop an approach to control in two parts: the
first responsible for defining speed profiles and the second devoted to obtain the
desired response of the actuators.

1.1 Mobile Robot Dynamic Model

A large class of mechanical nonholonomic systems is described by the following
form of dynamic equations based on Euler [2]:

M qð Þ€qþ C q; _qð Þ _qþ G qð Þ ¼ B qð Þsþ JT qð Þk ð1Þ

While the nonholonomics constraint is:

J qð Þ _q ¼ 0 ð2Þ

where q is the n dimensional vector of configuration variables, M qð Þ is a symmetric
positive definite n� n matrix, C q; _qð Þ presents the n vector of centripetal and
coriolis torques, G qð Þ is the n vector of gravitational torques, B qð Þ is the n� r input
transformation matrix r\nð Þ, s is the r dimensional vector of inputs and k the
Lagrange multipliers of constrained forces. A simple structure of differential drive
mobile robot is shown in Fig. 1. Two independent analogous DC motors are the
actuators of left and right wheels, while one or two free wheel casters are used to
keep the platform stable.

X

Y

x

y
C

θ

o

Fig. 1 Coordination of
mobile robot
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Pose vector of robot in the surface is defined as q ¼ x; y; hð ÞT . Where x and y are
the coordinates of point c; center of axis of wheels, and h is the orientation angle of
robot in the inertial frame. From these equations we can obtain the kinematic model
of a mobile robot as shown in [1], which is given as follows:

_x ¼ v cos /ð Þ
_y ¼ v sin /ð Þ
_h ¼ x

ð3Þ

These are the equations of kinematics model, where:

v
x

� �

¼ T
xd

xi

� �

¼ r
2

1 1
1
l � 1

l

� �

xd

xi

� �

ð4Þ

where xd and xi represent the angular velocities of the right and left wheels
respectively.

2 Robot Descriptions

The mechanical structure consists of two bars joined in the middle by means of a
shaft that allows them to pivot. Each side-bar is issued of a DC motor having
gearboxes to amplify the power transmitted by a chain system to the opposite wheel
fixed to the same bar, see Fig. 2. In such a way that just the front and rear whell are
coupled to the corresponding motor. The axes of the wheels are integrated with the
incremental type encoders thereby allowing in a subsequent process to estimate the
relative position of the robot. The robot has integrated a laser as main sensor that
gives information on the surrounding environment. Figure 2 shows the mechanical
structure of the robot [6].

The robot used in this work was partially constructed in our laboratory, on
hardware that enables communication with various sensors and the systems that

Fig. 2 Mechanical structure
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require the robot to operate, which is integrated in an embedded computer. The
design was based on different modules as shown in Fig. 3.

Each module has capabilities that allow you to update the state of the robot and
define the behavior of the actuators of the robot. Different tests were performed to
validate the proper relative position of the robot by odometry technique and the use
of inertial unit (IMU). The robot can be fully autonomous embedded computer that
controls all the actions that the robot performs. The electronic design proposed
keeping in mind to include additional sensors or to include more complex system
that provide greater benefits to the robot. The Fig. 4 shows the embedded system of
the robot.

2.1 Odometry

The classic technique for a wheeled robot to calculate its position is to track its
location through a series of measurements of the rotation of the wheels of the robot,
this method is often known as “Odometry”. The fundamentals and ways of working
on this technique are defined in [4].

Command reading

Translation and sending 
commands
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s 
I2

C

actuator controller 
board

Low-level 

sensing systems embedded 
computer

Data acquisition card

High level

Fig. 3 Architecture for robot control
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3 Control Scheme

The central idea of the control in the linealization is transform algebraically a
nonlinear system to another totally or partially linear in order that linear control
techniques can be implemented. This kind of control has been applied in some
practical cases such as the control of helicopters, aircrafts, and industrial robots. The
control scheme is presented in the Fig. 5. Where you can see two control loops; the
internal loop is associated to the dynamic model of the actuators and is composed by
a classic PID control and the external loop is a variable structure control and is
responsible of the control of the kinematic model. The variable structure control
switches between a static linearizable control and a dynamic linearizable control.

The reason for interchanging between these two control laws has by objective
avoiding singularities of each scheme. Static control: presents a singularity with
/ ¼ kp

2 , k ¼ �1;�2; . . . And we can achieve convergence in the coordinates x and
/ to the desired coordinates xd and /d . Dynamic control: present singularities with
/ ¼ kp

2 , k ¼ �1;�2; . . . and v ¼ 0. We can achieve convergence in the robot
coordinates x; y;/ to the desired coordinates xd ; yd;/d .

Considering these characteristics, the operation of the robot start with the static
control due to the dynamic control has a singularity when v ¼ 0. However when the
linear velocity is greater than a certain threshold, the operation switches to the
dynamic control.

Fig. 4 Embedded system for
robot
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3.1 Kinematic Model Control

The position and orientation of a mobile robot over a plane can be described by its
coordinates x; yð Þ with respect to a fixed reference system and the angle / is given
by the robot with respect to X axis how is shown in Fig. 1. Kinematic model Eq. (3)
can be seen as a transformation:

C : v tð Þ;x tð Þ½ � ! X tð Þ ¼ x tð Þ; y tð Þ;/ tð Þ½ � ð5Þ

which maps pairs of velocity trajectories v tð Þ;x tð Þ½ � to mobile robot trajectories in
the cartesian space. Given a desired trajectory Xd tð Þ ¼ xd tð Þ; yd tð Þ;/d tð Þ½ �, the
inverse kinematic problem is to determine its velocity profile vd tð Þ;xd tð Þ½ � such that:

C vd tð Þ;xd tð Þ½ � ¼ Xd tð Þ ð6Þ

We propose as a trajectory to follow a parabola that is described by the
equations:

yd tð Þ ¼ x2d tð Þ
/d tð Þ ¼ arctan 2xd tð Þð Þ

xd tð Þ ¼ a sin
2p
P
t

� �

ð7Þ

where the parameters are chosen as follow: a ¼ 0:9 y P ¼ 120.

3.2 Static Feedback Linearization

Considering the kinematic model Eqs. (3) and (4), we desire as objective that the
variables x tð Þ, / tð Þ follow asymptotically determined trajectories given by xd and
/d tð Þ respectively. From the Eq. (3) we obtain:

Fig. 5 Control scheme

536 J. Hernández et al.



_x
_/

� �

¼ A /ð Þ xd

xi

� �

¼
r cos /ð Þ

2
r cos /ð Þ

2
r
2l � r

2l

� �

xd

xi

� �

ð8Þ

Choosing the control variables xd;xi and considering u1 and u2 as new control
variables:

xd

xi

� �

¼ A�1 /ð Þ u1
u2

� �

¼
1

r cos /ð Þ
1
r l

1
r cos /ð Þ � 1

r l

" #

u1
u2

� �

ð9Þ

Therefore it is said that the control variables x tð Þ;/ tð Þ will be governed by the
following linear time invariant differential equation.

_x
_/

� �

¼ u1
u2

� �

ð10Þ

Choosing the control variables as:

u1
u2

� �

¼ _xd � aex
_/d � be/

� �

ð11Þ

Therefore the tracking error is governed by the following equations:

_ex þ aex ¼ 0

_e/ þ be/ ¼ 0
ð12Þ

Under this control scheme we have that ex tð Þ ! 0; e/ tð Þ ! 0 when t ! 1 if
a; b[ 0, which implies at the same time x tð Þ ! xd tð Þ and / tð Þ ! /d tð Þ when
t ! 1.

We conclude that the velocity profiles should be governed by the following
equation:

xd

xi

� �

¼
1

r cos /ð Þ
1
r l

1
r cos /ð Þ � 1

r l

" #

_xd � a x� xdð Þ
_/d � b /� /dð Þ

� �

ð13Þ

3.3 Dynamic Feedback Linearization

Considering the kinematic model given in Eq. (3), we propose a new control
variable named k1 so that:
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_x ¼ v cos /ð Þ ¼ k1 ð14Þ

where v is obtained and represents the first control law:

v ¼ k1
cos /ð Þ ð15Þ

Replacing v in Eq. (3) and deriving the equation we find:

€y ¼ _k1 tan /ð Þ þ k1x sec2 /ð Þ ð16Þ

Introducing a new control variable k2 and making equal to the previous equation
we can obtain:

x ¼ k2
k1

cos2 /ð Þ �
_k1
k1

sin /ð Þ cos /ð Þ ð17Þ

In order to ensure the convergence of the control variables x tð Þ; y tð Þ to the pre-
established trajectories xd tð Þ; yd tð Þ, we select the variables k1 and k2as follow:

k1 ¼ _xd � a1 x� xdð Þ
k2 ¼ €yd � b2 _y� _ydð Þ � b2 y� ydð Þ ð18Þ

Finally we replace the computed values in the kinematic model in Eq. (4),
therefore the velocity profiles should be:

xd

xi

� �

¼
1
r

l
r

1
r � l

r

� � k1
cos /ð Þ

k2
k1
cos2 /ð Þ � _k1

k1
sin /ð Þ cos /ð Þ

" #

ð19Þ

In summary, the trajectory tracking problem can be interpreted as a wheel
regulation velocity problem according to the profile given in expressions Eqs. (14)
and (19).

4 PID Control

The proportional integral derivative control is perhaps the control scheme most
widely used in industry, due to its excellent performance and robustness for para-
metric disturbances and load; another advantage over more complex control schemes
is that it only requires to measure the variable to control, hence we consider a
reference system for comparing the performance of other control schemes [5].
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5 Experimental Results in Real Time

For obtaining a correct performance in the proposed control scheme we assume that
each motor wheel can provide the velocity profile defined by the proposed control
law, in this way, we do some tests for each motor, so that they made possible to find
PID control gains which allow to follow the reference velocities. The Fig. 6 shows
the response of both motors to a soft and rising reference signal.

The Fig. 7 shows the simulation of velocities profiles for both wheels, which are
necessary to get the trajectory, according to the proposed control scheme.

The design parameters of the static closed loop control law were given by
a ¼ b ¼ 1, in the dynamic case a1 ¼ b1 ¼ 3 and a0 ¼ b0 ¼ 1, the initial conditions
x 0ð Þ; y 0ð Þ;/ 0ð Þ;x 0ð Þð Þ ¼ 0; 0; 0; 0ð Þ were fixed. The obtained results for both
wheels are showed in the Fig. 8 where we can see the form of the signals.

The Fig. 9 shows the path followed by the robot, which corresponds to a
parabola.

Fig. 6 Responding to a reference input: a left engine, b right engine

Fig. 7 Velocity profiles for
each wheel
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6 Conclusions

It is shown the design of a mobile robot platform allowing the test of tracking
control schemes due to its computer and sensors embedded architecture. This
laboratory prototype seems to be useful when dealing with the trajectory tracking
problem. We validated the performance of the robot with the control of tracking
proposed. Actually, the implementations of more advanced tracking techniques are
under study with the aim of having outdoor autonomous navigation.
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Decentralized Supervisory Control
of an AMS Based on the ISA Standards

E.G. Hernandez-Martinez, S.A. Foyo-Valdes, E.S. Puga-Velazquez
and J.A. Meda-Campaña

Abstract This paper presents the modeling and supervisory control of a real
Automated Manufacturing System. The plant model is obtained from the process
definition and material-handling tasks, according to the ISA-88 and ISA-95 stan-
dards, including the communication of different local controllers. Then, a hierar-
chical-decentralized supervisory control scheme is implemented where the low-level
is composed of a decentralized supervision of the task precedences and storage
limitations restrictions. The high-level supervisor deals only with the product recipes
using the subset of events related to the process tasks only. Therefore, the scheme
provides a clear separation between the equipment operations and the product
manufacturing actions. The supervisory control is implemented on a PC communi-
cated through a network of PLC’s and local controllers with industrial robots.

Keywords Discrete-event systems � Finite-state automata � Supervisory control �
Automation � Student paper

1 Introduction

The coordination control layer of Automated Manufacturing Systems (AMS’s) is an
important topic of industrial and academic research. It must consider the equipment
technologies, communication protocols and product scheduling to establish a

E.G. Hernandez-Martinez (&)
Universidad Iberoamericana Ciudad de México, México City, México
e-mail: eduardo.gamaliel@ibero.mx

S.A. Foyo-Valdes � E.S. Puga-Velazquez � J.A. Meda-Campaña
ESIME Zacatenco, Instituto Politécnico Nacional, México City, México
e-mail: sergiofoyo@live.com.mx

E.S. Puga-Velazquez
e-mail: erika_selenep@hotmail.com

J.A. Meda-Campaña
e-mail: jmedac@ipn.mx

© Springer International Publishing Switzerland 2015
M. Ceccarelli and E.E. Hernández Martinez (eds.), Multibody Mechatronic Systems,
Mechanisms and Machine Science 25, DOI 10.1007/978-3-319-09858-6_51

543



desired operational behavior which enables flexible and concurrent equipment tasks
[1] for the manufacturing of different and concurrent products. Market conditions,
customer requirements and delivery times require maximal concurrence of tasks
and less reprogramming time of the local controllers for the manufacturing of new
products or introducing different production orders. In this context, the formalism of
Finite State Automata (FSA) have been widely used to model the logical event
sequences of a class of AMS’s describing all concurrence situations, tasks asyn-
chrony, blocking and other conflicts on the AMS [2, 3]. Some advantages of FSA
are the building of complex models through the mixing of individuals models of
equipment. Also, it is possible to model individual specifications, for instance,
security procurement, resource sharing or desired process behaviors to synthesize
supervisors using Supervisory Control (SC) Theory [4]. The main drawback of the
FSA and SC is the exponential increasing of the models for complex real AMS’s.
However, SC theory proposes alternative schemes based on decentralized and
hierarchical supervision.

Some works report experiences and approaches of SC schemes applied to real
AMS’s [5]. For example, modular non-conflicting supervisors are designed in [6],
and [7] studies hierarchical interfaces-based architectures. Resource failures dis-
turbances are included in [8] and [9] analyzes the deadlock avoidance while [10]
explores modular architectures and its translation to a PLC-based local control.
Finally, [11–13] describe the SC implementation on some AMS’s prototypes.

In standard SC, the manufacturing rules related to specific products are included
as other specifications in the supervisor synthesis procedure. However, this often
requires updating of the supervisor when the production rules change. Some works
propose to separate the product supervision in hierarchical and modular SC
architectures [14]. Thus, the change of product orders involves only the recalcu-
lation of the high-level product supervisors. Some important works are [15] where
the supervision is based in terms of equipment tasks-status models and [16] based in
terms of control events named imperative, i.e. some controllable events related to
the start of main process tasks, including tools to prove the product feasibility. Also,
the product supervisors separation is supported by the industrial standards ISA-88
[17] and ISA-95 [18] that suggest to divide the equipment and procedures models
from the product manufacturing actions (product recipes). Works related to the
application of these standards to discrete-event manufacturing systems can be
consulted in [19, 20].

This paper describes a real implementation of a hierarchical-decentralized SC
scheme with the following features:

(1) The low-level equipment operations are grouped as main tasks or generic rou-
tines according to the ISA-88 and ISA-85 standard. Every task is programmed
off-line and involves the communication of different local controllers.

(2) The tasks are classified as process tasks, related to the workstations, and
material-handling tasks, related to robot manipulators, storage and conveyor
belts. The beginning and end of tasks represents the events of the discrete-
event plant model.
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(3) To avoid the state explosion problem in the SC, we obtain a two-level hier-
archical scheme, where the low-level is composed of the conjunction of two
decentralized supervisors related to process specifications (task precedences)
and capacity limitations of the automatic storages units, respectively. The
high-level supervisor deals with the product recipes and their specifications
(production orders) using only the events related to the process tasks.

(4) The control architecture is implemented in WinCC® programming language
communicated to PLC’s using a PROFIBUS-DP network.

2 Preliminary Concepts

2.1 FSA and Supervisory Control Theory

An event is defined as an asynchronous occurrence that generates a spontaneous
change of the system. For instance, in an AMS, an event could be the arrival of a
workpiece at a machine, the completion of a task, or a machine fault. A language
defined over the event set Σ is a set of finite-length strings formed from the members
of Σ. A regular language can be represented by a Finite State Automaton or
automaton [2]. It is a device that is capable of representing a language according to
well-defined rules. A deterministic automaton is a six-tuple

G ¼ X;R; d;C; x0;Xmf g ð1Þ

where X ¼ 0; . . .; nf g is the set of states,
P ¼ e1; . . .; emf g is the event set, x0 2 X

is the initial state, Xm � X is the set of marked states, d : X � R ! X is the (partial)
transition function and C : X ! 2R is the active event function, i.e. CðxÞ is the set
of all feasible events at state x. Marked states serve to distinguish those event strings
that have some special significance.

The synchronous product is an automaton operation that joins the behavior of
two automatons that operate concurrently. It allows to model and mix simple
automatons to synthesize complex models.

The application of SC is necessary, where a plant automaton represents the
uncontrolled behavior of the system, which needs to restrict some sequences of
events that violate a security or process specification or arrive at blocking states.
Then, a supervisory automaton is synthesized from based on a set of specifications.
Thus, the plant communicates to the supervisor the set of feasible events at the state
x and the supervisor enables a subset of events CCðxÞ � CðxÞ that satisfies the
system specifications at this state. The plant automaton G and specifications
automaton S are obtained by the synchronous product of the system elements and
specification models, respectively. Then, the supervisor automaton S=G (read
S controlling G) is synthesized by the supremal controllable sublanguage algorithm
supcon from G and S.
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The main disadvantage of (monolithic) SC is the possible state explosion for the
case of large and complex systems and the respective computational costs. An
alternative is the Decentralized SC scheme [2, 4] shown in Fig. 1 for the case of two
supervisors S1=G and S2=G. The specification models are divided to generate two
supervisors and the conjunction of the supervisors actions enables an event e just
when it is enabled by S1=G and S2=G simultaneously, i.e. if 2 CC1ðxÞ \ CC2ðxÞ.
Thus, each supervisor is responsible of local specifications and the overall speci-
fication is the intersection of all local specifications [4].

2.2 ISA-95 and ISA-88 Standards

The ISA-88 and ISA-95 standards provide the modeling framework to classify
equipment and control procedures related to the manufacturing of products. Also,
they establish the interface between management systems, coordination control and
low-level control technologies [18]. ISA-88 is related to batch control systems [17]
however, the main concepts have been extended to other continuous and discrete
processes [20]. The next section describes the application of ISA-88 and ISA-95 to
the modeling of case of study.

3 AMS Description and Tasks Definition

Figure 2a shows the AMS of the case of study. It is composed of an Automatic
Hexagonal-shaped storage (HS) of 7-level and 6 columns with touch sensors and
spindle motor, a six-DOF CRS Gantry robot (GR), automatic Lathe (LT) and Mill
(MI) Boxford-CNC machines, a XY Cartesian Robot (CR) with pneumatic gripper
together to a 6X7 array Matrix-shaped storage (MS), a conveyor belt (CB) with
loading and unloading devices and automatic detection of pallets and finally an
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Fig. 1 Decentralized supervisory control. a Decentralized SC scheme, b decentralized SC
synthesis procedure
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Assembly Station (AS) composed by pneumatic assembly devices, temporary
storages and a six-DOF CRS-A465 Assembly Robot (AR) with interchangeable
grippers and pneumatic clamping mechanisms.

The raw material is manually placed in the HS. Then, the GR transports the
workpieces from HS to LT or MI and the manufacturing parts from this process to
the CR that stores the parts on the some columns of the MS. When an assembly
product is required by the production order, the CR and GR carry out the parts from
the MS to the CB or the GR transport it directly from the CNC machines to the CB.
The CB moves the parts to the AS. When the AS accumulates the necessary parts,
the AR and the pneumatic units make the product. The Final Product (FP) is again
transported by the CB, GR and CR and it is stored in the MS for the consumers.
Note that the MS has specific columns for LT and MI parts, FP and empty pallets
for every kind of storage. The AMS architecture can be decomposed in three main
groups as shown Fig. 3b with their respective local controllers which are integrated
in the control network. A control PC communicates with a master PLC only.
A PROFIBUS-DP network carries communication from the master PLC to three
slaves PLC’s in an open-chain configuration. The sensors and actuators of the HS,
MI, LT, MS, CB and AS are connected directly to the PLC’s whilst the GR, CR and
AR are connected to the PLC’s through the General Purpose of Input-Output
(GPIO) of their respective local motion controllers.

Based on the task decomposition for the AMS proposed in the Fig. 3. The main
strategy is to separate the material-handling system from process workstations of
the AMS. Due to the physical restrictions of functionality, some equipments work
together always, therefore they are considered as a unique functional unit, for
example GR and CR. Note that the AR appears twice because it performs as a
material-handling system sometimes and participates the AS process too. Figure 3
also shows the PCM at the task level of the AMS equipment. A detailed list of these
tasks is given in Fig. 4 where it is considered only a task for LT and MI and seven
final assembly products for simplicity. The product notation MLL denotes an
assembly composed by one MI piece and two LT pieces and so on.

1

2
3

4

5

7

8

9

1= Hexagonal storage 
2= Gantry Robot

3= Lathe
4= Mill

5= Matrix Storage
6= Cartesian Robot

7= Conveyor belt
8= A465 Robot
9= Assembly station

6
LT MI

HS MS

A

B C
AS

CB

GR CR

AR

PLC2+CR

(a) (b)

Fig. 2 a Photo of the AMS, b Scheme of the AMS
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4 Supervisory Control Architecture

The proposed SC architecture is shown in Fig. 5a. The plant automaton is obtained
from the synchronous product of the equipment tasks as shown Fig. 5b where sTij
(controllable event) and fTij (uncontrollable event) are the beginning and end events
of the task Tij. The SC is divided on two levels.

The low-level SC establishes a decentralized supervision of task precedences and
storage limitation, respectively. The specification automatons for the synthesis pro-
cedure of the task precedences supervisor is obtained from the tasks precedence
diagram shown in Fig. 6 where every arrow establishes a End-Start logic precedence
between pair of tasks. Note that the tasks Precedence represent only the correct logic
dependence of the tasks during the AMS execution and it does not refer to product
sequences. They obey process and security restrictions. For example, the Task T30
begins only if the GR put it one workpiece (finish of task T10), etc.

The storage limitations supervisor is related to the capacity of the columns of the
HS, MS and local buffers of the AS. It can be analyzed using queues diagram and
its translation to the specification queues automatons, as shown in Fig. 7, where the
last state corresponds to the maximum storage capacity.

GR+CR CB+AR

T10

Material -Handling System

T19... T20 T23...

LT

T30 T3X...

MI

T40 T4X...
AS+AR

T50 T5X...

ProcessUnit level

Equipment level

Manufacturing Cell
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Assets model

Procedural Control Model

Fig. 3 AM and PCM of the AMS
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T14. GR+CR transport a LT part from MS to CB (point A)
T15. GR+CR transport a MI  part from MS to CB (point A)

T16. GR transports from LT to CB (point A)

T17. GR transports from MI  to CB (point A)

T18. GR transports a empty pallet for FP from MS to CB (point A)

T19. GR transports from CB (point A) to MS (FP column)

T20. CB+AR transport a LT part from CB (point A) to CB (point B) and local buffers of 

AS. The pallet and base get out by CB (point C) 

T21. CB+AR transport a MI part from CB (point A) to CB (point B) 

and local buffers of AS. The pallet and base get out by CB (point C) 
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Fig. 4 Description of task
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Note that the marker states establishes that it is desirable that storage of raw
material and available empty pallets remain full whereas the originally empty
buffers of manufacturing parts and final products must be filled during the tasks
execution.

The high-level SC is related to the product definition and supervision based on
the begin of process tasks only. The products are modeled and synchronized to
obtain the plant automaton. Then, a set of specifications construct the product
specifications automaton that generates the product supervisor. These specifications
are related to product orders or logic dependence of chains of products. The start-
task events of the controlled plant automaton are communicated to the low-level SC
which enables these commands to the local controllers.
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5 Control Implementation

The SC implementation is illustrated in Fig. 8a. The application is divided in the
Event Window (EW) and SC Window (SCW). All commands related to the
communication between the software interface with the AMS are defined in
the EW. Thus, the events can be operated from the EW performing a manual mode.
Clearly, the begin of tasks are translated in virtual inputs for the ladder diagram of
the master PLC whilst the end of tasks are virtual outputs or marks from the PLC to
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the PC. The EW has a bidirectional communication with the SCW where the plant
and supervisor automatons are uploaded using their transition matrix representation.
When the algorithm begins, the plant and supervisors automatons run concurrently.
For every actual state, the feasible events are enlisted for both the Plant and
Supervisors. When the supervised product plant permits a start of process tasks, it
automatically enables this event to the EW that sends the respective command to
the AMS. When a material-handling process is available or an end of task is
detected, the algorithm selects the appropriated transition and the automatons jump
to other states. This process continues indefinitely until the algorithm stops. The
language in Siemens WinCC® is event-based programming and permits the code
import from VisualBasic® or C++. The low-level programming of the tasks in the
AMS is an important and long-time training activity. Figure 8b shows a schematic
diagram of the task T10 where the GR transport a material raw from HS to LT. The
routine begins with the start-event given by the SCW and EW. Then, a virtual
output is communicated to the master PLC which sends the information to the local
controllers related to the task, in this case, a Siemens PLC s7-200, the GR controller
and the LT controller. The local controllers are communicated along the whole task
and finally send the end of task signal to the master PLC and the PC for the
execution of the control algorithm.
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Fig. 9 Phase space diagram of the task
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Figure 9 shows the execution of tasks, controlled by the supervisors when a
MLL product is required. To two parts “L” machined by LT are achieved using the
direct path T16 to CB, and the sequence T12; T14 using the MS temporaly,
respectively. The part “M” is machined by MI, stored in MS and moved to the CB
trough the tasks T13; T15. After that, the AS produces the MLL product using the
task T51, and the task T19 puts the product in the FPout. Note the concurrence of
some tasks, for instance in the case of T11 � T30, T13 � T20 and T16 � T40. All the
sequence of tasks obeys the precedence and limitations established in the decen-
tralized supervisor.

6 Conclusion and Future Works

This paper presents the implementation experience of a SC architecture where the
low-level supervision is decentralized to avoid the state explosion of the automa-
tons and where the product manufacturing rules are carry out separately from the
control equipment supervision. The modeling and control split is based on the ISA-
95 and ISA-88 industrial standards where the reprogramming of the system for the
manufacturing of new product orders or introducing new products is translated in
the recalculation of new product supervisors in the software not requiring the
reprogramming of the low-level tasks contained in the local controllers. As future
works, we will explore the task execution based on Petri models and hybrid
architectures using stochastic automata for production time optimization.
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A Planar Cobot Modelled as a Differential
Algebraic System

Omar Mendoza-Trejo and Carlos Alberto Cruz-Villar

Abstract Collaborative Robots (cobots) are devices designed for direct interaction
with human operators in a shared workspace. In such devices, the human provides
the necessary force for the movement of the system, while the cobot provides a
virtual guiding surface. The main purpose of the virtual guiding surfaces is to direct
the movement performed by the human such that a desired path can be followed.
This work presents simulation results of a planar 2-DOF cobot with differential
gears modelled as a differential algebraic system, that is, the well known dynamic
model of a planar 2-DOF robot is subject to the algebraic constraint imposed by the
velocities that exist on the differential gear train. Moreover, the force exerted by the
human operator is decomposed into its cartesian components and modelled as a PD
controller.

Keywords Collaborative robots � Differential algebraic system � Continuously
variable transmission � Student paper

1 Introduction

In 1995 Northwestern University and General Motors Company began a project
aimed to design a support device for human workers in material handling. In the
automobile assembly phase, human workers performed activities (parts-picking,
identifying defective parts, fitting parts) that can not be replaced by an automated
system. To cope with problems presented in the assembly phase Colgate [1, 2]
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proposed a way to create a motion guide known as virtual surface which is com-
pletely passive and therefore intrinsically safe.

Although cobots were designed for applications in the automotive industry, the
operating principle of cobots can be used in many areas, for example in different
welding processes [3] and rehabilitation therapies [4, 5].

The collaborative robots can be considered as constrained mechanical systems
and although the motion equations of this kind of systems can be addressed by
techniques that allow to convert the whole system into an ODE system and in this
way to use conventional ODE solvers, the obtained models could modify the
relationships between variables involved in the constraints, implying numerical
errors in the system solution (issues that are diminished by handling the system as a
differential algebraic one) [6, 7].

Moreover, as far the authors know, cobotic systems reported in literature only
present experimental results, nevertheless, simulation results of the overall system
model (mechanical structure-human) can be of great help to get a best experimental
device. This is because simulation results allow to verify the system performance
with different values of parameters design (mass, inertia, gear ratios) without the
need to build a prototype for each set of parameters.

Due to that described in the previous paragraphs, this paper presents simulation
results of a planar 2-DOF cobot modelled as a differential algebraic system, where
the exerted force by the human operator is modelled as a PD controller.

2 Operating Principle of Cobots

In a cobotic system the human operator provides the necessary force to perform the
movements and the cobot provides a virtual guide surface. The cobots have two
operating modes: free mode and virtual surface mode. In the free mode, the human
operator can move the cobot without any constraint. In the virtual surface mode,
only motion along a desired virtual surface is allowed, this mode is performed via
the control action [8]. The virtual surfaces are created by using continuously var-
iable transmissions (CVTs) [9–12]. The CVTs do not provide energy, but constrain
the speed ratio among the joints. This section presents a brief description about
CVTs based on differential gear trains.

2.1 CVTs Based on Differential Gears

For cobots based on CVTs with differential gears, there exist two connection
methods, the serial connection and the parallel connection. In the serial connection
method, the first joint is connected to the output of a differential gear train, while the
second joint is connected to the differential gear by a belt. The parallel connection
method (Fig. 1) has an additional differential gear train connected to the second
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joint. This connection method has the ease of having several operation modes
dependent on the actuators and the transmission ratio between the differential gears
[12–14].

In Fig. 1 a 2-DOF cobot is shown, components 1 are the differential gear trains,
component 2 is the connection system and components 3 are the motors (which are
of low power) responsible for the control action. When the human operator moves
the system by the handle, a movement in both second and first links is produced.
Considering that the motors (control action) are not active, the transmission ratio
between the first and second joints is fixed, so the whole system behaves like a one
degree of freedom mechanism along a fixed path. By activating the control system
(motor drives), the transmission ratio can be controlled, implying that a desired path
can be forced.

2.2 Cobot Control

Cobot’s control is different from control of conventional robots. In conventional
robots, motors are directly connected to the joints and are synchronized to imple-
ment a movement of the endpoint. Moreover, motors installed on cobots are not
used to actuate joints, that is, motors only have constraint effects on the joints. The
endpoint trajectory control of cobots is performed via the synchronization of the
joint velocities [10, 12, 15]. For purposes of this work, the control law established
in [12] is used. Equation (1) states the control model.

Vs ¼ VðI þ GVDT þ GRDRÞ ð1Þ

Fig. 1 Cobot of 2 degree of freedom
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where Vs the is control velocity vector, V is the actual velocity vector of the
endpoint, DT the is vector error of direction motion, DR is the vector error of
position motion, GV is the velocity gain and GR is the position gain.

3 Basic Theory of Differential Algebraic Systems

A differential algebraic system is a set of differential equations subject to a set of
algebraic constraints [16]. These systems are also called differential algebraic
equations (DAEs) and are present in a big variety of applications, e.g., constrained
mechanical systems, fluid dynamics and control engineering [6].

Present knowledge of nonlinear DAE systems is limited to some morphologies.
An example of these morphologies is the semi-explicit DAE (ODE with con-
straints) and can be expressed as:

_y ¼ fðt; y; zÞ
0 ¼ gðt; y; zÞ ð2Þ

where _y ¼ fðt; y; zÞ is a differential equation and 0 ¼ gðt; y; zÞ is an algebraic
equation. More detailed information about more morphologies to represent DAE
systems can be found in [7, 17–19].

3.1 DAE Solvers

There are two main approaches to deal with differential algebraic systems. The first
approach is based on reducing or converting the DAE system into an ODE system
with the same DAE’s behaviour [7]. Once the system is reduced or converted, the
DAE system can be solved by using conventional methods to solve ODE, as for
example the Runge-Kutta method.

The second approach consists on establishing the equations modelling the sys-
tem in such a way that an available DAE solver can be used. The main drawback
that present the DAE solvers is that almost all can only deal with DAE systems of at
most index 3. Some available solvers of DAE are DASSL/DASPK developed by
Petzold [6], RADAU5 developed by Hairer and Wanner [19] and MEBDF devel-
oped by Abdulla and Cash [20].
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4 COBOT’s Modeling as a Differential Algebraic System

In this section the dynamic model of the 2-DOF kinematic chain and the kinematic
modelling of the CVT based on differential gears are presented. The dynamic
modelling of the kinematic chain has been addressed in many works, so the
dynamic model of the kinematic chain is well known. Considering that this work is
focused on a planar 2-DOF robot where a human provides the movement force F,
the dynamic model of the system is represented as:

MðhÞ€hþ Cðh; _hÞ _h ¼ JTF ð3Þ

From the dynamic model of the kinematic chain and the kinematic model of the
differential gear train, it is possible to state the differential-algebraic system, where
the dynamic model represents the set of differential equations while the kinematic
model represents the algebraic constraint.

4.1 Kinematic Model of the Differential Gear Train

Figure 2 shows the basic components of a differential gear train. Component 1 is the
carrier gear, component 2 is the sun gear, component 3 is the planet gear and
component 4 is the ring gear.

To solve the kinematic problem, it is necessary to take the carrier gear as
reference. Let us consider xc as the angular velocity of the carrier gear, xs the
angular velocity of the sun gear, xp the angular velocity of the planet gear, xr the
angular velocity of the ring gear and rc, rs, rp and rr their respective radii. Equa-
tions 4, 5 and 6 represent the transmission ratios of the different combinations that
can be obtained in the differential gear train.

rp
rr

¼ xr � xc

xp � xc
ð4Þ

�rp
rs

¼ xs � xc

xp � xc
ð5Þ

�rr
rs

¼ xs � xc

xr � xc
ð6Þ

Let us consider that rp ¼ rs. Now, taking into account that rr ¼ rc þ rp and
rc ¼ rs þ rp, the next relationships are established:
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rc ¼ 2rp
rp ¼ rp
rs ¼ rp
rr ¼ 3rp

ð7Þ

4.1.1 Constraint for Serial Configuration

There exist two connection methods of the differential gear train in cobots. In serial
configuration, it is necessary one differential gear train. Substituting the values of
Eqs. (7) in (6) the following expression is obtained:

4xc � 3xr � xs ¼ 0 ð8Þ

where xc, xr and xs are the angular velocities of the first and second links and the
control velocity respectively. The angular velocity of the sun gear is connected to a
motor, which will have the task of changing the speed ratio in the differential gear
train.

4.1.2 Constraint for Parallel Configuration

In parallel configuration, two differential gear trains are needed. Whereas the dif-
ferential gear trains are identical and the ring gears are connected by a belt, the
following expression can be obtained:

xs1 � xs2 ¼ 4xc1 � 4xc2 ð9Þ

Fig. 2 Differential gear train
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where xs1 and xs2 are the angular velocties of the motors, while xc1 and xc2 are the
angular velocities of the first and second links respectively.

Therefore, given that xc ¼ _h1 and xr ¼ _h2 in Eq. (8), the differential algebraic
system of index 2 that determines the performance of a cobot with differential gear
trains in serial configuration is as follows:

MðhÞ€hþ Cðh; _hÞ _h ¼ JTF
4 _h1 � 3 _h2 � xs ¼ 0

ð10Þ

Given that xc1 ¼ _h1 and xc2 ¼ _h2 in Eq. (9), the differential algebraic system of
index 2 that determines the performance of a cobot with differential gear trains in
parallel configuration is the following:

MðhÞ€hþ Cðh; _hÞ _h ¼ JTF
4 _h1 � 4 _h2 � xs1 þ xs2 ¼ 0

ð11Þ

5 Simulation Results of the Cobotic System

In this section, simulation results of a planar 2-DOF cobot with differential gear
trains, modelled as a differential algebraic system are presented. The exerted force
by the human operator is modelled as a PD controller [21]. In simulations the
human-cobot system should perform a desired trajectory. The human operator
provides the necessary force to the system to perform desired trajectories, while the
control action Eq. (1) redirects the movement of the system to minimize the error in
the trajectory tracking. Figure 3 shows a schematic diagram of the whole system.

The DAE system is solved using the computer program Scilab® [22].
The length of the links are L1 ¼ 0:3m and L2 ¼ 0:3m, their centers of mass are

located at half of those distances. The masses of these links are
m1 ¼ m2 ¼ 1:134 kg.

Fig. 3 Schematic diagram of the system
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5.1 Cobotic System with Serial Connection Method

This section considers that the system (human-cobot) should perform two desired
trajectories (a straight line and a circle).

5.1.1 Straight Line

The straight line is on the “X” axis and has a length of 25 cm, that is, the straight
line must begin in the coordinates (−0.35, 0.4 m) and finish in the coordinates
(−0.1, 0.4 m). The system starts from the repose, and the end effector of the
kinematic chain is in the coordinates (−0.35, 0.4 m).

Figure 4 shows the trajectory tracking when the controller of the cobotic system
is off and when the controller is on. If the value gains of GR and GV of Eq. (1) are
zero it is said that the controller is off.

As we can see in Fig. 4, the cobot controller with gains GR and GV (tuned to
follow the desired path), improve the trajectory tracking. Table 1 shows the errors
in trajectory tracking. These errors are calculated using the following expression:

Se ¼
Z

tf

to

Pdi � Pgeni
� �2

dt ð12Þ

where Pdi is the desired trajectory and Pgeni is the generated trajectory by the end
effector.
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Fig. 4 Straight line
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5.1.2 Circular Path

The circular path that is desired to be followed has a radius of 0.2 m with center in
(−0.2, 0.3 m). The system starts from the repose, and the end effector the kinematic
chain is in the coordinates (−0.2, 0.5 m). Figure 5 shows the trajectory tracking for
the circular path when the control cobot is off and when the cobot control is on. A
zoom near the coordinates (0, 0.3 m) is done to clearly see the performance of both
trajectory trackings. Table 1 shows the errors in trajectory tracking. These results
demonstrate that the trajectory tracking is better when the cobot control is on.

5.2 Cobotic System with Parallel Connection Method

This section considers that the system should perform a sinusoidal trajectory. The
sinusoidal trajectory is given by the equation y ¼ 0:1 � sinð8pxÞ ½m� where x 2
½0:0:25� ½m� and begins in the coordinates (−0.2, 0.2 m). The system starts from the
repose, and the end effector of the kinematic chain is in the coordinates (−0.2,
0.2 m). Figure 6 shows the trajectory tracking for the sinusoidal path, when the
cobot control is off and when the cobot control is on. A zoom near the coordinates
(0.38, 0.29 m) is done to clearly see the performance of both trajectory trackings.
Table 1 shows the errors in trajectory tracking. These results demonstrate that the
trajectory tracking is better when the cobot control is on.

Table 1 Errors in trajectory tracking

– Error without control (m2) Error with control (m2)

Straight line 1.1936 0.0618

Circular path 0.0198 0.0167

Sinusoidal path 0.0003596 0.0002792
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Fig. 5 Circular path
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6 Conclusions

A planar 2-DOF collaborative robot modelled as a differential algebraic system is
presented. This mathematical model of cobots allows to simulate the system per-
formance, which, can be of help to get a best experimental device.

Three simulation results of trajectory tracking are presented. In simulations, the
exerted force by the human operator is modelled as a PD controller, where the PD
controller can represent a skilled human operator or a non-skilled human operator.
When a non-skilled human operator is operating the system, a controller that
redirects the movement of the cobot is needed, on the other hand, when a skilled
human operator is operating the system, the cobot control is not necessary.
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Design and Implementation of an Affective
Computing for Recognition
and Generation of Behaviors in a Robot

Rodolfo Romero Herrera, Francisco Gallegos Funes
and Maria Adela Soto Alvarez del Castillo

Abstract In this paper adapting a robot to a social approach is presented in the
selection of behaviors for interaction in real environments, which represents an
emotionally charged, causing attention to focus on the most relevant aspects of the
surroundings for the realization of the software system; which is part of a branch
called affective computing, where there is a classification for emotion exhibited by a
system. In this classification, the machine is included within the application for
displaying and perceiving simulated emotions. Determining the emotion is by using
templates based on probability theory of Markov. In this project the user interaction
function is modified for vary with respect to the emotional state of the agent, which
is determined according to the environment in which it is. Based in the Kinect
sensor, emotional states according to body language of people and positions is
detected. The system recognizes that the compatibility of the emotional state has
been entered against it by users or persons with whom the project is tested. After
recognizing the emotional state; a robot mimics the movements of the human
pretending to have such emotions.
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1 Introduction

The word robot was first used in 1921 when the Czech writer Karel Capek
(1890–1938) premieres at the Prague National Theatre his work Rossum’s Uni-
versal Robot (RUR). Its origin is the Slavic word “robota”, which refers to the work
done forcibly [1].This term had fallen into disuse, but it had not been for the writers
of the literary genre of science fiction [2].

Robots were originally conceived as fictional entities, unemotional, which per-
formed repetitive tasks. But they are capable of much more [3].

Social robotics has emerged as a paradigm still unresolved [4]. The Turing Test,
proposed by Alan Turing in 1950, attempts to discern when a machine can be
considered intelligent, and is based on a simple premise: a judge is in a room and
begins to ask to a human and a computer; both located in different rooms, and if the
judge is unable to distinguish with certainty what the answer machine and who the
person, then you can consider that the machine is intelligent [5, 6].

The body language is the most basic form of human communication, having
been studied by psychology and sociology through expressions that can reveal
various feelings that words fail to say. So while maintaining a conversation we can
see that our partners perform various movements while talking [7]. The language of
our body is the most spontaneous expression of our thoughts. Through our gestures,
gaze, posture, movements, we can show our moods or emotional states such as
happiness, sadness, anger, etc. [8].

The Kinect sensor bar contains two cameras, a special infrared light source, and
four microphones. It also contains a stack of signal processing hardware that is able
to make sense of all the data that the cameras, infrared light, and microphones can
generate. By combining the output from these sensors, a program can track and

Fig. 1 A Kinect sensor unwrapped
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recognize objects in front of it, determine the direction of sound signals, and isolate
them from background noise. Figure 1 shows a Kinect with the cover removed. You
can see the two cameras in the middle and the special light source on the left. The
four microphones are arranged along the bottom of the sensor bar. Together, these
devices provide the “view” the Kinect has of the world in front of it.

2 Detection and Tracking Positions with Skeletal

Skeletal means skeleton and is based on an algorithm to identify body parts of
people within the field of view of the Kinect sensor and perform body tracking. This
feature allows us to identify gestures and /or positions to be taken to detect emo-
tions. See Fig. 2. To achieve joints where points (Joints) obtained are used [9].

Fig. 2 Some of the postures or poses detected by the Kinect sensor expressing emotion

Fig. 3 Skeleton of emotional expression
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From “SkeletonFrame” it is possible to capture images. Once the skeleton is
obtained, it must obtain the positions of the body parts. The number can be called
JointID (joints), which can be identified as spots (small circles). See Fig. 3. Using
the “position” property will get the position relative to the sensor. With the posi-
tions of the different body parts can use Markov processes [10].

3 Statistical Surveys

Dividing a surface either which generates Table 1. If we pass any objects on this
surface, there will be different passing frequencies in the cells. Matrices frequency
and probability are built considering the positions and changes from one period to
another among them, generating a matrix of 5 × 5.

In this matrix we find that the cell in row A with the B column indicates how
many times the speck (green dot in Fig. 2) is B since been in A, the cell located at
the line D and the D column indicates how many times the continuous ball in D
since it was in D previously. The transition probability matrix probabilities handled
as shown in Table 2.

The above matrix is called the transition matrix of a step and gives the proba-
bility that the system moves from one state to another in a step that is in a transition.
It can also be used to specify the probability that a system moves from one state to
another in any number of steps or transitions, if the odds of a step do not change
over time. By the following example you can see how Bayes networks relate and

Table 1 Frequency matrix

A B C D E

A 408 62 0 0 0

B 61 406 68 0 0

C 0 63 402 60 0

D 0 0 59 301 55

E 0 0 0 55 256

Table 2 Transition probability matrix of a step or first order

A B C D E

A 0.8680 0.1319 0 0 0

B 0.1140 0.7588 0.1271 0 0

C 0 0.12 0.7657 0.1142 0

D 0 0 0.1421 0.7253 0.1325

E 0 0 0 0.1612 0.8387
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answer the question: If the system is in state B, what is the probability that the state
is in C after two stages? In Fig. 4 the calculations are shown.

The number of each arrow represents the chance to take that particular step; for
example, in a system of arrows going from B to B and then from B to C. The
probability of the first step is 0.7588 and the second step is 0.1277. The two
probabilities that the system travels that route are then multiplied. The probability
of any possible routes may be calculated in the same way.

P2B;C ¼ 0:1140� 0ð Þ þ 0:7588� 0:1271ð Þ þ 0:1271� 0:7657ð Þ þ 0� 0:1421ð Þ
þ 0� 0ð Þ

¼ 0:1937

Generally speaking, if Pi, j is the probability that the system goes from state i to
state j in one step and P2i, k is the probability that the system goes from i to k in two
steps, then:

P2
i;k ¼

X
todo j

ðPi;jÞðPj;kÞ ð1Þ

Equation 1 can be used to calculate P2i, k for all combinations of i and k. Values
can then be presented in matrix form as shown in Table 3 and will have a transition
matrix constructed in two steps [10].

Fig. 4 Movement b to c

Table 3 Likelihood of a matrix markov chain of second order

A B C D E

A 0.7685 0.2146 0.0168 0.0000 0.7685

B 0.1855 0.6061 0.1938 0.0145 0.1855

C 0.0137 0.1829 0.6178 0.1703 0.0137

D 0.0000 0.0171 0.2119 0.5636 0.0000

E 0.0000 0.0000 0.0229 0.2521 0.0000
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The process shown in Eq. (1) can be used to calculate the transition matrix of
three steps and in general:

PðnÞ
ij ¼

X
r2E

ðPðkÞ
ir ÞðPðn�kÞ

rj Þ ð2Þ

By calculating the transition probabilities of two, three or n steps, a list of all the
routes are obtained. It can give you a simple way to get the transition probabilities
through matrix multiplications.

4 Robot Puppet Type

The system is used with the principal goal to control a humanoid robot type. The
Fig. 5 shows a block diagram “Puppet” system. The infrared image is captured by
the Kinect using digital image processing and recognition of patterns based on
stochastic processes. The information obtained is sent to the servo motors to
position the puppet according to captured with the Kinect sensor. For the con-
struction of the puppet were used micro servo Power HD and HS311 standard to
control movement of the robot from 0° to 90° and 0° to 180° Each of the engines
corresponds to an input of the Arduino board which controls movement.

4.1 Kinect

As already mentioned the kinect sensor is used in the project to detect different
body parts and thus obtain its position. To set and get data from the Kinect is used
Processing program. Within this program you need to install the Seller Simple
OpenNI containing image processing functions to use the data provided to us by the
kinect, such as gesture recognition functions, hands Fig. 6.

Fig. 5 Titere
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4.2 Space and Transformation

Each data set is defined within geometric coordinate plane or space. Depth and
Video space are measured in pixels in the X and Y position starting from the lower
left position of the plane. Z corresponding to the depth dimension and is measured
in millimeters. The X axis extends to the right while Y it does down. The X axis is a
range from −2.2 to 2.2 (7.22″) for a total expansion of 4.2 meters; while the Y axis
is from −1.6 to 1.6 (5.25″); the Z-axis ranges from 0 to 4 (13.12433″).

The functions detect the movements of a person standing in front of the camera.
The individual must remain as shown in Fig. 7 for a calibration. After calibrating a
position sensing of a limb to the other, so you can calculate the angle at each joint
limb blocks; later matches the value with a percentage of time Pulse with Modu-
lation (PWM) which activates.

Depending on the movements of the robot, the movements of the motors are
generated. See Fig. 6.

4.3 Arduino

The control module Arduino is an open source programming tool that allows us to
perform several tasks, among which are the sensor readings, output activation,
reading inputs, use of timers, serial communication and modules PWM. These last

Fig. 6 Detection skeleton

Fig. 7 Robot positioning
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two tools were used in the project, because communication with the computer is
performed by the serial protocol, and for positioning the servo was used a PWM.

The actuators are positioned according to the pulse being received, as shown in
Fig. 8. Testing the state “Neutral” with the user ID 1,160 cm tall, the following
results were obtained.

The program welcomed being able to observe the captured image of the state,
which is the session 1.

Kinematics must have the engine, which it is say, how the robot moves and
positions must acquire initially defined, so that the movements of the human body
generate appropriate movements of actuators and consequently reproducing the
motion of a human being is achieved previously trained.

Figure 9 shows a skeleton displacement angles generating angles-time PWM
servomotors.

5 Results

It tests with the state “Neutral” with the user ID 1 of 160 cm tall. The program
welcomed being able to observe the captured image of the state, which is the
session 1.

It results by clicking on the button; a new window appears with the results of the
user with ID 1, Session 1.We can see in the Fig. 10, thematrix shows the points where
each body part is. Compare with the state entered Neutral, by clicking the button with
the image of an eye, the matrix is shown with points more frequently. In the button
with an arrow, it shows the equivalence of the state, in this case a 59.230 %.

Fig. 8 Positioning servo
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The compatibility level is shown in the graph of Fig. 11.
The tests performed to calculate the error are shown in the graph of Fig. 12,

where the accuracy of the data provided by the Kinect is observed. It is observed
that the Kinect operates correctly between 60 cm to 5 m.

Fig. 9 Positioning servo

Fig. 10 Result of session 1

Fig. 11 Result of session 1
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For Tracking skeletonization and the ideal distance is between 2 and 2.5 m.
Within this range there were no problems for detecting and tracking movements.

The human body works 24 h a day for that reason the puppet was subjected to
stress tests continuously working. Only one gear of a servomotor is damaged, and
as to the tracking movements generating no problem was observed.

Another critical point is that we analyzed audit performance under different
lighting environments and the light intensity did not affect.

On the other hand is required to perform algorithms to detect a single individual,
as confused when more than one person facing the camera.

In the Fig. 13 we can see the capture made with Kinect for a 180 cm tall. The
only requirement to detect the person is that is within the display area of the sensor.
Any problem at different detector positions; you can even see that when there are no
people in the camera anybody figure is defined, as it should be. You can also
observe that only the human figure is captured, so this is totally isolated. It does not
detect tables, chairs, etc.

Figure 14 shows a woman in different positions. We must start from a position of
always initialization. With this it should be clear that is compared the transition
probabilities obtained from the movement of the green flecks. Even the person has

Fig. 12 Error in function of
distance

Fig. 13 Examples capture various positions
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partially left the field of view of the camera; it can still be detected, but is not
considered as part of the recognition of affective states.

Once the figure detected the likelihood that a figure is related to a specific table
of probabilities of transition from one affective state is detected. These probability
tables were determined by Markov processes. Ergo, there is a probability table for
the affective state of distress, sadness, happiness, fear, surprise, disgust and a
neutron state; which means that there is no emotion, but that different emotions are
nullified. Thus Table 3 and the graph of Fig. 5 are obtained.

6 Conclusions

A tool like Kinect greatly facilitates the development of projects since it has two
tools that make a difference; one is having an infrared projector with a camera in the
same property and the other a powerful programming tool with features such as
tracking and skeletonization.

The Arduino feature allows easy adaptation to Kinect with a simple program-
ming environment and a high level language. Due to the control with low error rates
decrease which is feasible using data correction techniques. Currently remote
control is real so remote interactions will soon appear art, and many branches of
engineering and science opening for virtual, augmented and mixed reality.

The use of the Kinect sensor as a detector of affective states is highly efficient.
Skeletonization detector and tracker as expressions of human body lead to a simple
tool. The tables of transition probabilities obtained by Markov processes, allow us
to have a benchmark to determine the emotional state of the person.

Although affective expressions through the body may vary depending on the
region and customs; can be determined for each individual their custom tables; but
they even ca be compared with some other generic.

The known expressions were implemented for the robot player played. By
interacting with users, they lose track of whether you are in front of a machine,
similar to the proof of Turin effect; since they take it as if you were really alive.

Acknowledgments The Local Committee wants to acknowledge the support received from IPN
(Instituto Politécnico Nacional).

Fig. 14 Testing different scenario and height
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