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    Abstract     Security and privacy by design are important paradigms for establishing 
high protection levels in the eHealth domain. This means that security requirements 
and privacy concerns are considered and analyzed from the very beginning of any 
system design. For a reliable and robust system architecture and specifi cation we 
recommend a four-step approach: (1) Decompose the system and identify the assets 
on the basis of the multilateral security concept, i.e., taking all participants of an 
eHealth scenario as potential attackers into account; (2) evaluate threats based on 
STRIDE for a holistic and systematic modelling of threats; (3) defi ne use case-
specifi c security requirements and privacy concerns as well as their relevance; and 
(4) mitigate threats by deciding what countermeasures should be implemented. 
After the introduction of each step this chapter illustrates the practical use in a step-
by- step walkthrough with a real-world eHealth scenario and discusses advantages 
of security and privacy by design as well as its limitations.  

7.1         Introduction 

 The healthcare sector has entered the digital age. Users of mobile healthcare devices 
and services no longer only monitor and analyze stress level, heartbeat, and blood 
glucose but also maintain detailed health diaries in the Cloud and share experiences 
with social communities—in March 2013 a study counted 97,000 mHealth applica-
tions    [ 1 ]. Biosensors communicate with your watch, your watch with your smart-
phone, and your smartphone with healthcare services or communities [ 2 ]. Health 
cards have been introduced for storing individual diagnoses and medication and 
supporting not only administrative processes between patients, doctors, hospitals, 
pharmacies, and insurances but also emergency cases if allergies have been indicated 
on the card. Telemedicine and the exchange of large genome data sets take advan-
tage of broadband connections and Cloud infrastructures. Healthcare has become an 
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important application domain of the Internet of Things and Services with a growing 
demand for research and development for example to support patient’s self-
management or provide Cloud-enabled platforms for individualized personal 
healthcare services. 1  

 Information systems that are operated in a digital health context, however, have 
an intrinsically strong need for information security, since patient data is considered 
to be very sensitive in many contexts. This affects in total seven application catego-
ries according to [ 3 ] (1) education and awareness, (2) helpline, (3) diagnostic and 
treatment support, (4) communication and training for healthcare workers, (5) disease 
and epidemic outbreak tracking, (6) remote monitoring, and (7) remote data 
 collection. For a detailed security evaluation in one of such application categories 
the parties involved as well as the assets to be protected have to be identifi ed. Then 
typical threats, such as misuse, spy out, deny, misinform, divert, and tamper, can be 
applied and provide the common starting point to a detailed security evaluation. 

 User trust in an eHealth system is one of the central aspects [ 4 ]. Without suffi cient 
trust, only few users are willing to enter their personal data into a system or use it for 
transmission and processing of their patient data. The effects of user’s perception of 
system security and privacy concerns have been studied in [ 5 ] and have proven to be 
measurable. Security and privacy considerations must go hand in hand with the overall 
design. Only adequate security and privacy-enhancing technologies integrated in the 
design phase and implemented in systems can help establishing a certain level of trust. 

 Trust can be ephemeral and one security incident can cause the whole user base 
to mistrust a system. Once lost, it can be hard or impossible to gain it back. 

 Regarding this, security engineering has direct impact onto system design, since 
good security engineering is mandatory to create a trustworthy system. The security 
engineering process accompanies the system design and starts with defi ning secu-
rity requirements. This can even affect the overall system functionality and user 
experience if strict security requirements have to be enforced. A late change in this 
kind of requirements can have an impact as hard as a late change in fundamental 
functional requirements. 

 Security experts, on the one hand, complain the fact that the analysis of implica-
tions to security and privacy still only follows—if any—the functional realization of 
eHealth solutions. For most parties in the healthcare ecosystem security require-
ments, protection goals, and threats remain abstract and risks of security incidents 
are not taken seriously into account. The investment in a security and privacy by 
design approach [ 6 ], on the other hand, can save money if properly implemented. 
Typically, in case of an incident reputation loss, recovering a compromised system, 
and integrating security mechanisms afterwards lead to much higher invests. 

1   In order to get an overview about EU-funded projects in FP6 and FP7 visit the EU PHS Foresight 
project ( http://www.phsforesight.eu/ ). A good starting point for further search is the EC’s website 
“eHealth and Ageing” ( https://ec.europa.eu/digital-agenda/en/living-online/ehealth-and-ageing ). 
Future European funding opportunities can be found at  http://ec.europa.eu/research/participants/
portal/desktop/en/home.html ; example:  H2020-PHC-2014-2015 . 
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 This chapter aims at providing a guideline for designers and practical security 
engineers of eHealth ecosystems as Sect.  7.2  explicates in detail. This includes how 
to conduct a threat analysis, defi ne protection goals, and analyze your specifi c risks. 
Section  7.3  elaborates a concrete example of security engineering for a real-world 
digital health application. The discussion in Sect.  7.4  illustrates the limitations, 
costs, and benefi ts of a security engineering process, i.e., what can be achieved and 
what not. Finally, we conclude the key fi ndings of this book chapter in Sect.  7.5  in 
order to highlight the arguments for security and privacy by design.  

7.2      A Guideline for Practical Security Engineering 

 In order to structure the security engineering process we follow the holistic concept 
“multilateral security.” Here, multilateral security means taking into consideration 
the security requirements and privacy concerns of all parties involved in the eHealth 
scenario that needs to be analyzed. It also means considering all involved parties as 
potential attackers. Not all parties are in favor of this approach but it includes the 
case that security incidents can be caused unintended as well as the case of mali-
cious insiders. This is especially important for open communication systems, such 
as complex health ecosystems, as one cannot expect the various parties to trust 
each other [ 7 ]. 

 In order to follow the multilateral security concept robust security design 
requires that the protection goals are made explicit [ 8 ]. They serve to protect assets 
and shape the security engineering process. So, in security engineering for a spe-
cifi c system it is a good starting point to get a thorough understanding of what 
protection goals are relevant for system design and which aspects need to be cov-
ered. They could be interpreted as a set of requirements for the security engineering 
process itself. 

7.2.1     Security and Privacy Protection Goals 

 While designing an information system, it is useful to bear certain security goals in 
mind. As general building blocks of information security, three concepts are popular 
and serve as security goals when designing or evaluating information systems [ 9 ]:

    Confi dentiality : Confi dentiality is the assurance that access controls are enforced 
and information is not disclosed to entities that they are not meant for. It is one 
of the core goals when dealing with sensitive information. Achieving confi denti-
ality requires defi ning what information is to be considered as confi dential, then 
to secure all exposed communication channels, and to store information in a 
secure way as well as other means to avoid leakage of this data. Without it, sensi-
tive data would spread around.  
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   Integrity : The concern when dealing with integrity is to make sure that data is pro-
tected from unauthorized modifi cation or deletion. This can be expanded to an 
undo-functionality to revert illicit changes. It is important to achieve integrity to 
avoid these changes. Loosing integrity means making information in a system 
not to be trusted.  

   Availability : This goal aims to achieve continuous accessibility of relevant data and 
operation of the system. A system without suffi cient availability will be neglected 
by users. Disrupting availability is a popular method to break system functional-
ity (e.g., with denial-of-service attacks).    

 This core model is simple, robust, and served for many years. However, 
 limitations became apparent. Ongoing discussion is concerned if and how to extend 
this model. Other properties or goals that are often used are [ 10 ]:

    Authenticity : The property that information is authentic and coming from a per-
son that is guaranteed to be the one it claims to be. Without authenticity, it is 
possible to have secret data transmissions, but it is not sure who that information 
comes from.  

   Non-repudiation : This is a property motivated by legal considerations. It implies 
one intention to fulfi ll their obligations to a contract. Not having non-repudiation 
makes it hard to fulfi ll certain legal standards. Users, e.g., could repudiate state-
ments of will.    

 Another set of properties comes from recent discussion of privacy and is called 
privacy protection goals. Considering we are dealing with eHealth systems, privacy 
appears to be one of the most important goals. Important privacy goals are [ 11 ]:

    Unlinkability : Unlinkability ensures that privacy-relevant data cannot be linked 
across privacy domains or be used for a different purpose than originally intended. 
This can be achieved by, e.g., early erasure, anonymization, or pseudonymization. 
Anonymization means removing identifying properties from data (e.g., removing 
the name of a person). Pseudonymization means the replacement of these proper-
ties with something less identifying, but reversible (e.g., replacing the name with 
a number).  

   Transparency : Transparency is one of the cornerstones of every modern privacy- 
oriented system and has found its way in some legislation. To achieve this, an 
adequate level of clarity of processes is necessary and brought to the user. This 
has also an important impact in user trust, since trust will hardly be achievable 
with a non-transparent system.  

   Intervenability : To achieve intervenability, data subjects and operators must be able 
to interfere with planned or ongoing privacy-related data processing.    

 The privacy goals are an important aspect of generating trust into a system, both 
on the technical and legal layer. 

 Protection goals in general are a direct reaction to threats. In order to understand 
and model these threats we recommend following the STRIDE 2  model. It has been 

2   http://msdn.microsoft.com/en-us/magazine/cc163519.aspx 
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defi ned by Microsoft in 2005 and has been established in many application domains 
already. The key aspects of STRIDE are:

   S—Spoofi ng: “An example of identity spoofi ng is illegally accessing and then using 
another user’s authentication information, such as username and password.”  

  T—Tampering: “Data tampering involves the malicious modifi cation of data. 
Examples include unauthorized changes made to persistent data, such as that 
held in a database, and the alteration of data as it fl ows between two computers 
over an open network, such as the Internet.”  

  R—Repudiation: “Repudiation threats are associated with users who deny perform-
ing an action without other parties having any way to prove otherwise—for 
example, a user performs an illegal operation in a system that lacks the ability to 
trace the prohibited operations.”  

  I—Information disclosure: “Information disclosure threats involve the exposure of 
information to individuals who are not supposed to have access to it—for example, 
the ability of users to read a fi le that they were not granted access to, or the ability 
of an intruder to read data in transit between two computers.”  

  D—Denial of service: “Denial of service (DoS) attacks deny service to valid users—
for example, by making a Web server temporarily unavailable or unusable. You 
must protect against certain types of DoS threats simply to improve system avail-
ability and reliability.”  

  E—Elevation of privilege: “In this type of threat, an unprivileged user gains privi-
leged access and thereby has suffi cient access to compromise or destroy the 
entire system. Elevation of privilege threats includes those situations in which an 
attacker has effectively penetrated all system defenses and become part of the 
trusted system itself, a dangerous situation indeed.”    

 In order to illustrate STRIDE in the following subsections we decompose a 
 simplifi ed health care system into relevant components, analyze each component 
for susceptibility to the threats, and try to mitigate the threats. According to the 
STRIDE model, then, you need to repeat the process until you are comfortable with 
any remaining threats. Alternatively, a cost and risk analysis can help to quantify 
and qualify the remaining threats in order to take a decision whether all threats have 
to be mitigated. Note: There is no 100 % security.  

7.2.2     Security Engineering Process 

 In order to deal with possible threats concerning a system and its assets, the follow-
ing steps are taken: 

 Figure  7.1  gives an overview of the security engineering process. In step 1, the 
application that is analyzed is decomposed. Based on this decomposition, relevant 
assets for the threat evaluation are determined. In step 2, threats are determined 
that can affect the assets. Misuse cases can help to see the “other side” by changing 
the perspective to that of an attacker. Misuse cases can be used to gain a better 
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understanding of attack scenarios. In step 3, starting with the selection of security 
goals, appropriate security requirements are identifi ed and described. The security 
 requirements are the baseline for threat mitigation decisions in step 4. We will take 
a brief look on these steps, before demonstrating them on a real-world example in 
the next section.

7.2.2.1       Decompose System and Determine Assets 

 Since we deal with security engineering that accompanies the development process, 
we have access to software design documents like architecture diagrams (e.g., UML 
Component Diagrams and Collaboration Diagrams) or use case descriptions. 
These are then used to gain an understanding of the outer and inner workings of 
the system and help to identify assets and data fl ow patterns. Assets and data fl ow 
patterns are important for identifying protection mechanisms later on. 

 Assets are objects with direct and indirect value. A direct value, e.g., would be 
the monetary value of a server machine. An indirect value, e.g., would be the money 
that could be gained by selling patient data. 

 These assets can be furthermore divided into tangible assets (like Smart Cards, 
Desktop Computers or Servers) and intangible assets (like patient data or a PIN 
code). Tangible assets may be physically stolen or destroyed. Intangible assets may 
also be stolen by copying them or deleting them from disk. 

 Many risk assessment models require the quantifi cation of an asset’s value. This 
is often hard to measure. While the loss of a server machine is easy to quantify, the 
fi nancial impact of losing reputation and user trust due to leaked personal informa-
tion is quite diffi cult to put into numbers. When dealing with intangible assets, e.g., 
data, it is often more practical to identify channels and data sinks where sensitive 
data are transmitted and stored and secure those with adequate means.  

7.2.2.2     Determine Threats 

 To determine treats do the identifi ed assets; it helps to defi ne misuse cases that 
accompany the system’s relevant use cases. 

 Abuse/misuse cases [ 12 , 13 ] help to change the perspective by accompanying 
every use case of the system with appropriate misuse cases. So when a user is sign-
ing in at the system to access his data, an attacker might try to feign authentication 
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and access the data without proper rights to do so. It is helpful to reduce the usage 
to central misuse cases that do not descend into unnecessary design and architec-
tural constraints. Figure  7.2  depicts a very simple misuse case diagram, where a 
malicious user attempts to brute force the user’s password. This could be mitigated 
by choosing a complex password.

   After getting a better understanding of the system (and the use cases and misuse 
cases), a threat analysis is performed to cover as many attack angles as possible so 
that a complete set of security requirements can be derived. To defi ne threats for a 
system, it is necessary to choose an attacker model. 

 In formal protocol verifi cation, the fi rst step would be to choose an attacker 
model. The most prominent would be the Dolev-Yao attacker model [ 14 ]. The 
properties of these models are often a problem and have always been a point of 
discussion [ 15 ]. Choosing an attacker model is still a necessary prerequisite for 
threat analysis. This includes which channel the attacker can read and what tools 
he has. In practical work, choosing a powerful but realistic attacker produces the 
most  benefi t. To narrow the scope of the analysis, it often makes sense to exclude 
com ponents that are not part of the current project. For example, the hospital 
backend already deals with highly sensitive information and might be excluded. 
This changes, however, when the usage of such a system is altered. An example 
would be if a closed data storage component is attached to the Internet and used 
for external communication. 

 As stated before, modeling data sinks and communication channels grounds on 
system decomposition and is the baseline for threat analysis. 

 Figure  7.3  shows a highly simplifi ed overview of an eHealth App with a connec-
tion to the backend. It is a simplifi ed version of a deployment diagram enriched with 
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data that is stored and transmitted. Analyzing such architecture instantly makes 
clear that patient data is stored in the backend and on the user’s smartphone as well 
as transmitted between those two. From this it is possible to derive attacks on the 
components and communication channels that aim to block, read out, or even mod-
ify communication.

   To gain a better understanding of possible attacks on these assets and to avoid 
missing relevant attacks, the creation of attack trees is a common practice. Let us 
take a look at the example that an attacker wants to steal patient data. The root of 
each tree is the attack goal (e.g., steal patient data), where the nodes lead down to 
specifi c attacks (e.g., breaking a weak WLAN encryption to sniff user data). 

 In Fig.  7.4  we show an exemplary attack tree with possible sub-threats related to 
the outcome of stolen patient data. These attack trees can be broken into sub-trees. 
In this example, all three sub-threats need further detailing, resulting in a sub-tree 
for each. More detailed information about attack trees can be found in [ 16 ].

   It is common practice to use formulae to calculate values for risks. This is a 
quantitative approach with a certain justifi able charm. Formulae to evaluate threats 
are mostly designed in a way similar as it is depicted in the following formulae:

  Risk Likelihood Damage     

  
Likelihood

Sophistication Level Difficultyof Implementation



2    

  
Damage

FinancialSeverity CasualSeverity Privacy Loss


 
3    

  Depending on the scenario, these formulae can get very complex and tend to 
produce rankings that are hard to verify or to understand. 

 Advantages and disadvantages for quantitative and qualitative approaches are 
shown in [ 17 ]. We will present a hands-on, qualitative approach    (Table  7.1 ).
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   In a practical scenario, the security evaluation team must judge if it seems more 
sensible to evaluate each of the threats on its own and judge if this threat is going to 
be mitigated and how, or a more formal method is required using adapted formulae 
and threat matrixes. This choice, however, must always be made regarding the proj-
ect and organizational situation. 

 To document the values and the qualitative aspects of an attack, such as technical 
details or setup requirements, threat evaluation matrixes can be used. Table  7.2  shows 
the evaluation of a threat resulting from a specifi c attack.

   From this highly simplifi ed example, we can learn that it is easy to gain access to 
the data a user has on his smartphone and a simple PIN protection might not be suf-
fi cient. Later on, a conclusion could be that we will need to implement mechanisms 
to keep user data safe.  

   Table 7.1    Advantages and disadvantages of risk analysis methods   

 Quantitative methods  Qualitative methods 

 Advantages 

 Applicability to all assets  Simple risk calculation 
 Mathematical foundation  Usefulness when asset value is 

irrelevant or unknowable 
 Using a management specifi c language (support cost 
benefi t decision) 

 Less time consuming 

 Accuracy tends to increase over time as the organization 
builds historic record of data while gaining experience 

 Easier to involve people who are not 
experts on security or computers 

 Disadvantages 

 Inappropriateness of monetary asset value  Coarse granularity 
 Inappropriateness of general statistics  Inability of cost benefi t decision 
 Time consuming, requires much preliminary work  Subjective results, depend on 

quality of risk management team 

   Table 7.2    Threat evaluation matrix example   

 Attack 1: Steal user data by bruteforcing or spying on weak password 

 Vulnerabilities 
exploited 

 Weak password 
chosen by user 

 Safety relevant?  No 
 Component/system  Smartphone 
 Attack type  Information 

disclosure 
 Financial severity  Low 
 Loss of privacy  Yes 

 Risk  6.00  Sophistication level  Low 
 Likelihood  3 (High)  Diffi culty of implementation  Low 
 Resources required  Access to smartphone 
 Attack scenario  Attacker either steals smartphone or accesses it while unattended. 

Weak passwords are tested or a simple pin that has been eavesdropped 
before is tried. 

 Outcome  The attacker gains knowledge of user data. 
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7.2.2.3      Identify Security Requirements 

 The security goals we discussed are taken as a baseline for specifi c security require-
ments. It must be evaluated which of these security goals are suitable for the current 
system. Then requirements can be derived, by analyzing the goals and requirement 
categories. These requirements might be several or all of the following [ 18 ]:

 –    Identifi cation requirements  
 –   Authentication requirements  
 –   Authorization requirements  
 –   Immunity requirements  
 –   Integrity requirements  
 –   Intrusion detection requirements  
 –   Non-repudiation requirements  
 –   Privacy requirements  
 –   Security auditing requirements  
 –   Physical protection requirements  
 –   System maintenance security requirements    

 We will briefl y describe each requirement category. Identifi cation means identifi -
cation of entities (e.g., users or devices), whereas authentication is the process to 
confi rm that identity. Authorization defi nes how a system specifi es and grants access 
rights to resources. Immunity specifi es the extent to which a system or component 
should protect itself from infections, e.g., from viruses. Intrusion detection covers 
means for a system to detect access or modifi cations by unauthorized entities (e.g., 
programs). Integrity, non-repudiation, and privacy directly relate to the security goals 
specifi ed before. Security auditing means auditing status and use of security mecha-
nisms. Physical protection defi nes protection against physical access, where system 
maintenance (in the security context) is concerned about avoiding maintenance oper-
ations colliding with security mechanisms. 

 To illustrate the identifi cation of security requirements with an example: 
Confi dentiality is the baseline for a privacy-related requirement that all patient data 
transmitted to the backend must be encrypted with a specifi c cypher (an algorithm 
to encrypt data).  

7.2.2.4      Threat Mitigation 

 When the system is being designed in a way to mitigate a threat, it needs to be 
decided what countermeasures should be installed. Here, fi nancial impact (cost), 
impact on usability, impact on performance, and threat severity need to be weighed 
against each other to make a choice. Security, usability, and performance are factors 
that infl uence each other. Many highly secure authentication mechanisms reduce 
usability (e.g., always carrying a smart cart and presenting it to the smartphone with 
a user password) or performance (e.g., a highly secure, but bandwidth consuming 
transfer protocol). 
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 Documents with recommendations on what cryptographic methods, algorithms, 
and key lengths to use like [ 19 ], [ 20 ], or [ 21 ] are valuable tools for this task. These 
guidelines help decide about technical or organizational security means without 
having to be too familiar with all elements and the most recent attacks. 

 If the effort to mitigate a threat exceeds the possible budget or the usability 
decrease in doing so would be reduced as much to make the system unusable, it 
might be necessary to recommend alternative system designs that avoid that threat.  

7.2.2.5      Summary 

 We discussed necessary steps for the security engineering process. The steps for 
verifying the security design like penetration testing are not part of this description. 
In the next section we will apply it on a realistic use case and discuss short examples 
of how these steps can be performed.    

7.3     Example of Security Engineering for a Real-World 
Digital Health Application 

 To illustrate the security engineering process, we picked a real-world example for 
an eHealth system. We are discussing the diabetes share system, which has been 
designed as part of the FI-STAR project.

  The Diabetes Share System (DSS) is intended for patients, next-of-kin (e.g. relatives), physi-
cians, and nurses who train, monitor, and consult an empowered Diabetes patient. DSS is a 
FI-STAR cloud solution that enables mobile recording of health and biometrical parameters, 
remote counselling, and comparison with other patients’ anonymous observations. Unlike 
in-clinic treatment based upon manually recorded or lacking health parameters, DSS increases 
evidence to support treatments, increases the patient’s knowledge base, assists in maintaining 
a healthy lifestyle, reduces the number of in-person appointments, and improves the patient’s 
diabetes condition, wellbeing, and health. [ 22 ] 

   We will illustrate the security engineering process step by step with details taken 
from this example, following the steps briefl y explained in the section before. 

7.3.1     Decompose System and Determine Assets 

 In this step, we take design documents and architect input for the software design 
phase and try to decompose the system in a way that we can get an understanding of 
the assets and data fl ow in the system. 

 Figure  7.5  shows a component diagram from the DSS example. Patient data is 
transmitted over component boundaries and processed in remote locations. Diagrams 
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like this one, coming from the design team, are very useful for determining potential 
assets and communication channels.

   Several communication channels can be identifi ed in the fi gure and the most 
relevant ones are listed in Table  7.3 .

   This list of communication channels and transmitted information is an important 
factor to gain knowledge about assets and potential threats. However, it is necessary 
to not only rely on certain views on the system design. This component overview, 
for example, does not reveal all information about the technical realization of the 
system since it is just a logical view. 
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 Figure  7.6  is a refi nement of Fig.  7.5  according to the dimension of  communication 
network topology.

   If we take a look on the communication over a smartphone, we can see that 
 communication can be achieved over different channels and different networks. 
When we rely on the encryption of point-to-point-connections, it is hard to achieve 
overall security. 

 Figure  7.6  shows a more technical view on the smartphone’s communication 
channels. Perspective is changed from a logical component or deployment diagram 
to a real technical decomposition. Depending on how the smartphone transmits its 
data (WiFi or mobile network data connections), several networks are involved. 

    Table 7.3    Communication channels   

 Channel between  Assets 

 C01  Smartphone, FitBit Cloud  Physical activity observations 
 C02  FitBit Cloud, Diabetes Share Proxy Server  Physical activity observations 
 C03  Diabetes Share Proxy Server, Smartphone  Physical activity observations 
 C04  Smartphone, Diabetes Share Proxy Server  Observations, authentication data 
 C05  Smartphone, VC Server  Video stream data 
 C06  VC Server, Clinician PC  Video stream data 
 C07  Smartphone, ID-Porten-Server  Credentials 
 C08  Blood Glucose Meter, Smartphone  Blood glucose observations 
 C09  Physical Activity Sensor, Smartphone  Physical activity observations 
 C10  Diabetes Share Proxy Server, Diabetes Share 

System Server 
 Observations 

 C11  Clinician PC, Diabetes Share System Server  Treatments, enrollment information 
 C12  DSS Server, Electronic Health Record System  Observations 
 C13  Electronic Health Record System, Clinician PC  Observations 
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  Fig. 7.6    Detailed communication scenario       

 

7 Identifying Security Requirements and Privacy Concerns…



146

Data leaves the phone, passes into wireless or mobile networks, and is routed into 
the Internet, and delivered to the hospital infrastructure. The smartphone itself is not 
a single component but a system of components, which can be manipulated and 
internal communication channels that could be eavesdropped on. It is hardly possi-
ble to take all of these details into account, but it is important to be aware of the 
complexity and take reasonable decisions what areas to cover. In this case it would 
be reasonable to care for the security of the application and its data fl ows, but not 
drilling down into securing the smartphone itself. If a project relies on components 
and systems that are considered to be secure, these decisions must be documented 
to make the rationale traceable for others. 

 The same is true for certain communication fl ows embedded in protocols. A typical 
example is authentication protocols. When a standard authentication protocol is 
used and the used protocol is considered to be secure, we can exclude transmitted 
data (e.g., credentials) from our asset and channel list. This decision, however, also 
needs to be documented. 

 Determining assets and analyzing data fl ows over the communication channels 
in Table  7.3  can be helpful, but is not suffi cient. Data is often at rest or not  transmitted 
at all, but still represents an asset that needs to be protected. So user data that resides 
on the smartphone and is not transmitted must also be protected by adequate means 
(e.g., by a password policy). 

 To identify and evaluate threats to assets, the value of those assets must be 
 determined. A quantitative approach is often diffi cult, since exact amounts of dam-
age done by data leakage and the damage resulting from bad system reputation and 
lost user trust are hard to measure or defi ne. A qualitative approach can help to ease 
the decision what assets to protect and what level of security is needed. For this 
simplifi ed example, we will just defi ne what assets are to be considered sensitive. 
We will only take into account intangible assets and indirect values here, since tan-
gible assets are either in the responsibility of the patient (smartphone) or form a 
component in an existing server infrastructure which is not part of this example. In 
this example, we consider all assets in “Table  7.4 : Assets” as sensitive.

   Table 7.4    Assets   

 Asset  Locations  Sensitive? 

 A01  Observations  Smartphone, DSS Proxy Server, DSS Server, 
Electronic Health Record System, Clinician PC 

 Yes 

 A02  Authentication data  Smartphone, Diabetes Share Proxy Server  Yes 
 A03  Video stream data  Smartphone, VC Server, Clinician PC  Yes 
 A04  Credentials  ID-Porten Server, Smartphone  Yes 
 A05  Blood glucose 

observations 
 Blood Glucose Meter, Smartphone  Yes 

 A06  Physical activity 
observations 

 Physical Activity Sensor, Smartphone  Yes 

 A07  Treatment plan  Clinician PC, DSS Server  Yes 
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7.3.2        Determine and Evaluate Threats 

 Since we know what assets are present in our system and need to be protected, we 
can get an understanding of what approaches could be interesting for a malicious 
user (attacker) to use the system inappropriately. 

 In Fig.  7.7 , use cases from the system design documents are taken and matched 
with misuse cases to help threat determination.

   Building on misuse cases and the evaluated communication channels and assets, 
we can perform a classical threat evaluation, starting with attack trees. These trees 
provide the means for an effective and systematic approach to cover as many rele-
vant attacks as possible. Figure  7.8  depicts a high-level attack tree, where the leaves 
defi ne sub-trees. An example for that can be seen in Fig.  7.9 . The attacks can be 
broken down until the desired granularity level is reached.

    This breakdown of attacks can be performed to a level as detailed as a certain 
known attack, e.g., on a cryptographic algorithm. In most projects, this might not be 
necessary. It is suffi cient in most cases that certain transmission type cannot be fully 
trusted. As in this example it becomes clear that there are attacks on wireless data 
transmission which would be a valuable input for security requirements engineering 
and later system design, e.g., advocating the need for end-to-end encryption of data 
later on. 

 When all relevant attacks are covered, they can be evaluated with a threat matrix. 
When using such a matrix, it is important to adapt it to the specifi c project’s needs. 
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  Fig. 7.7    Sample misuse case diagram without mitigation       
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As discussed in the section before, if the formulae to calculate the risk are getting 
too complex, the value of the assessment becomes questionable. 

 Table  7.5  shows the threat evaluation for an attack on the baseband implementa-
tion of a mobile handset to eavesdrop on transmitted data.

7.3.3        Identify Security Requirements 

 Since we now have a good understanding of possible attacks and of the assets that 
are worthy of protection, we can identify relevant security requirements for our 
system. It is helpful to keep in mind that security requirements do not include archi-
tectural decisions for the software system. Although it is useful to state a  certain 
level of protection for system access, the concrete type of access mechanisms is 
supposed to be left open for further investigations. This should be delegated to the 
architect and the decisions should be negotiated together. Such a negotiation pro-
cess is described in [ 23 ]. 

 As discussed before in the security engineering process description, there are a 
number of categories for security requirements like identifi cation, authentication, 
and privacy requirements. Let us specify a few requirements that are an outcome of 
the threat evaluation. In this threat evaluation we realized that data could be read out 
by an attacker. This leads to the following privacy requirements for the DeSA 
application: 

Sp
y 

on
 o

bs
er

va
ti
on

s

OR

Eavesdrop on communcation

Plant malware on users phone

Steal information from backend
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 Since we are facing communication fl ows over several technological domains 
and media, we need end-to-end security, as stated in R2. Security requirements are 
seldom independent from each other. When securing connections to transmit data in 
private, other requirements, as for identifi cation, can be derived as in R3. 
Identifi cation requirements are often not suffi cient for themselves, since authentica-
tion bases on identifi cation, as derived in R4. Also authentication requirements are 
most often not suffi cient for themselves but need to be accompanied by authoriza-
tion requirements as in R5 or R6. 

 When the security requirements are derived for every component, this is the 
baseline for the security design of the overall system. Keep in mind that until now 
no decisions have been made how the technical realization will look like. These 
decisions can now be made by the architect in consultation with the requirements 
engineer to shape the solution.  

   Table 7.5    Attack example: Eavesdropping on communication   

 Attack 1: Steal patient data by eavesdropping on wireless communication by attacking the 
baseband implementation 

 Vulnerabilities 
exploited 

 Most encryption 
algorithms used in GSM 
and GPRS have 
weaknesses. Only the 
recent A5/3 algorithm 
can be considered as 
relatively secure. 
 Regardless of the 
encryption algorithm 
GSM does not have 
mutual authentication and 
an attacker can launch a 
rogue base station attack. 

 Safety relevant?  No 
 Component/system  Smartphone 
 Attack type  Information 

Disclosure 
 Financial severity  Medium 
 Loss of privacy  Yes 

 Risk  2.67  Sophistication level  Medium 
 Likelihood  2 (Medium)  Diffi culty of 

Implementation 
 Medium 

 Resources 
required 

 Standard Laptop, GSM/GPRS Base Station (Hardware and Software), 
frequency jammer 

 Attack scenario  It is possible to eavesdrop on communication via GSM/GPRS or UMTS/
LTE. Since GSM/GPRS does not have mutual authentication a rogue base 
station can be employed in order to attack the ATM. Either the traffi c is 
captured directly or encryption can disabled for this GSM/GPRS 
communication channel. Alternatively the attacker can try to break the 
encryption of a GSM or GPRS channel set up by his victim and another 
operator. 
 In the UMTS scenario, jamming is required to force a fallback to GSM and 
use the approach described above. Additionally, there are the following 
attack vectors: 
 • The RRC protocols of UMTS and LTE is spoken before authentication 
 • The attacker could try to break into a femtocell supplied by a provider 

 Outcome  The attacker gains knowledge of any additional unprotected 
communication. 
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7.3.4     Threat Mitigation 

 After the security requirements have been defi ned, a security concept for the overall 
system can be created. This concept will map requirements to specifi c means like 
authentication tokens, encryption algorithms, and access control methods. We give 
a short outlook on how threat mitigation could be realized by countering relevant 
threats with technical means. 

 Since the evaluation of threats led to the defi nition of security requirements, we 
need to realize the system in a way that the requirements from Table  7.6  are 
fulfi lled.

   R1 and R2 can be fulfi lled by not relying on inherent security mechanisms of the 
underlying technology (e.g., UMTS or WiFi encryption), but to provide our own 
end-to-end security. This could be achieved by choosing TLS (recommended is ver-
sion 1.2) and proper authentication and key exchange methods. This, however, is 
more complicated than it seems. The selection and confi guration of cipher suites is 
a complex topic that should only be taken care of by experienced experts in that 
fi eld. Slight misconfi gurations could result in a complete loss of confi dentiality. 
For example, AES is a very-well-known symmetric encryption algorithm. 3  By 
choosing the wrong mode of operation or a weak generation of random numbers for 
the key, AES can be made totally insecure. So, experience in the fi eld of cryptogra-
phy and its application is needed to construct a secure system. 

 R3 requires authentication of communication partners. This could be realized by 
issuing soft tokens that are compliant with PKCS#11 4  (Public Key Cryptographic 
Standard). This, however, requires the presence of a Public Key Infrastructure 
(PKI). In the scenario we discussed in Fig.  7.5  id-porten is used. This is a Norwegian 

3   http://www.ijcset.net/docs/Volumes/volume1issue3/ijcset2011010306.pdf 
4   http://www.emc.com/emc-plus/rsa-labs/standards-initiatives/pkcs-11-cryptographic-token-
interface- standard.htm 

   Table 7.6    Derived security requirements   

 Requirement ID  Short description 

 R1  The DeSA application shall not allow unauthorized individuals or 
programs access to transmitted data that fl ows between components. 

 R2  Communication that fl ows over several technological barriers or 
components must be secured end to end. 

 R3  The DeSA application must identify other valid communication partners 
before transmitting data. 

 R4  The DeSA application must verify the identity of each communication 
partner before transmitting data. 

 R5  The DeSA application shall allow the successfully authenticated Diabetes 
Share Proxy access to Observations the user authorized for transmission. 

 R6  The DeSA application shall not allow any other entity to access 
Observations. 

G.S. Brost and M. Hoffmann

http://www.ijcset.net/docs/Volumes/volume1issue3/ijcset2011010306.pdf
http://www.emc.com/emc-plus/rsa-labs/standards-initiatives/pkcs-11-cryptographic-token-interface-standard.htm
http://www.emc.com/emc-plus/rsa-labs/standards-initiatives/pkcs-11-cryptographic-token-interface-standard.htm


151

identifi cation portal 5  with different authentication levels. R4 mandates that these 
identifi cation tokens are not only available but also actually verifi ed in the software. 
R5 and R6 require the selection of an access control model (e.g., mandatory access 
control) and a defi nition of access rights. This could be realized by choosing RBAC 
(role-based access control). 

 These decisions are complex and entail many details that need to be defi ned. 
Fortunately these tasks are similar in many different projects and a lot of guidelines 
and standards are available as, e.g., [ 20 ] or [ 21 ]. 

 Some technological solutions are highly secure, but would ruin user acceptance. 
The use of smart cards is well understood and could be realized with modern smart-
phones that could connect to the smart card wirelessly over NFC (near-fi eld com-
munication). The usability drops dramatically, though. This is where user acceptance 
and usability engineering come into play to determine a realistic solution. One 
example would be the design of a mechanism that requires the presentation of the 
smart card only for specifi c operations. If accessed normally, the user is only 
required to enter a PIN. 

 For other components, it is not possible to actively infl uence the security levels. 
For user smartphones, for example, certain risks will always remain (e.g., malware) 
and maybe made worse through rooting the phone through the user. In this case, all 
we can do is to inform the user (relating to transparency) as best as possible. The 
same is true for the identifi cation service. We can only decide if we want to trust 
id-porten or not. We can base our decision on security evaluation reports and certi-
fi cations to make it justifi able, however.   

7.4     Discussion 

 We gave an overview of a security engineering process to defi ne and elicit security 
requirements. 

 Another important component to achieve security of a system is a security 
 evaluation of the system and the verifi cation of security requirements. Where other 
nonfunctional requirements as performance can be verifi ed by load tests, it is pos-
sible to implement security tests to verify security requirements. This should be 
accompanied by specifi c penetration testing efforts. Penetration testing reverses the 
role of an engineer to that of an attacker. This is comparable to the design of misuse 
cases, where the user role is converted into a misuser or attacker role. Security must 
also be a part of managing change requests, since modifi cations of the source code 
without a specifi c focus on security can break security mechanisms easily. 

 We presented a comprehensive process for security engineering in a software 
system with distributed components, which is hands-on and inspired by practical 
experiences. 

5   http://eid.difi .no/nb/id-porten 
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 However in reality, the security engineering process is not as linear as depicted. 
It is more an iterative approach where some requirements are detailed early in the 
project and some other relate to technical or organizational framework conditions 
that come up later in the project. So every process step has feedback loops with the 
other steps and the requirements need some time to stabilize. Some aspects of the 
process steps need to be customized for each project. 

 One huge driver of project effort can come from threat evaluation. The method-
ology to evaluate threats and represent these with hard numbers or at least qualita-
tive values can grow very complex, making it hard to maintain and to verify. 
Complex formulae tend to have an esoterical touch for other project participants and 
make traceability hard, as well as the justifi cation for technological measures, which 
directly increase cost. Reducing the complexity to a purely qualitative evaluation 
can make it also harder to justify decisions since for external readers, the results 
may appear less founded. Documentation is a key aspect to not loose important 
information on the way. 

 This evaluation, as well as the threat assessment matrices, needs to be custom-
ized to the project needs. There might be different needs for safety or fi nancial 
losses and this should be refl ected in the evaluation. Also the level of complexity for 
the threat evaluation formulae needs to be adjusted, where some regulatory or 
 legislative requirements can demand a certain level of detail. 

 Another aspect that needs to be defi ned is the defi nition of protection levels. It 
would be possible to defi ne certain levels and attach them to technological and orga-
nizational means. In simpler projects, it might be suffi cient to defi ne one level for 
the whole system. 

 An issue that is still not solved in a satisfactory manner is how to fi nd the right 
trade-offs between security, usability, and performance. Each goal can be achieved 
on its own. Balanced combinations are subject for further research. 

 Regarding threat evaluations, there are multiple models and numerous variations 
of the exact process (e.g., remember the discussion of quantitative and qualitative 
approaches). It would be very helpful to evolve towards a framework where such 
decisions are covered and are made easier for security engineers.  

7.5     Conclusion 

 This chapter has introduced security and privacy by design as a driving paradigm to 
realize reliable and trustworthy eHealth systems. In order to break down this para-
digm to concrete security methods and technologies for use cases in eHealth a com-
prehensive requirements engineering process has been illustrated and applied. The 
conceptual basis is called “multilateral security” where all participants of a specifi c 
use case, e.g., patients, physicians, and third-party service providers, are considered 
as potential attackers. This is important for taking any kind of possible attack vector 
into account—no matter an attack is intended or by accident. Single attack vectors 
can then be refl ected according to use case-depending protection goals. Typical 
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security goals are confi dentiality, availability, and integrity; we recommend, how-
ever, to consider additional privacy goals such as unlinkability, transparency, and 
intervenability in order to specify a well-balanced system design. 

 The threat analysis that we have proposed supports designers and developers of 
eHealth systems to meet all of their protection goals. Following the STRIDE model 
we illustrated four important phases: (1) decompose system and determine assets, 
(2) determine and evaluate threats, (3) identify security requirements, and (4) miti-
gate threats. How these phases should be applied from our point of view is described 
step by step in a concrete example of a diabetes share system, which has been 
designed as part of the FI-STAR project. 

 From the discussion we, fi nally, derived that the engineering of security require-
ments is not a job for an isolated team, but requires constant communication between 
system architects and security engineers. The security engineering process accom-
panies the whole system development. Analyzing the security requirements and 
privacy concerns in the design phase, thus, is just one but important step in the 
complete security development life cycle.     
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